Predicting the effects of human developments on individual dolphins to understand potential long-term population consequences
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Abstract

Human activities that impact wildlife do not necessarily remove individuals from populations. They may also change individual behaviour in ways that have sub-lethal effects. This has driven interest in developing analytical tools that predict the population consequences of short-term behavioural responses. In this study, we incorporate empirical information on the ecology of a population of bottlenose dolphins into an individual-based model that predicts how individuals’ behavioural dynamics arise from their underlying motivational states, as well as their interaction with boat traffic and dredging activities. We simulate the potential effects of proposed coastal developments on this population and predict that the operational phase may affect animals’ motivational states. For such results to be relevant for management, the effects on individuals’ vital rates also need to be quantified. We investigate whether the relationship between an individual’s exposure and the survival of its calves can be directly estimated using a Bayesian multi-stage model for calf survival. The results suggest that any effect on calf survival is likely small and that a significant relationship could only be detected in large, closely-studied populations. Our work can be used to guide management decisions, accelerate the consenting process for coastal and offshore developments and design targeted monitoring.
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1. Introduction

Management decisions regarding the effects of human activities on wildlife should ideally be taken before targeted populations start declining. However, it is hard to predict the long-term consequences of anthropogenic impacts [1], especially for long-lived marine predators [2]. As a result, it might be too late to act effectively by the time a negative trend in population size is detected [3].

There are modelling tools to assess the viability of populations following the direct removal of individuals [4]. However, human activities do not necessarily kill or injure exposed animals. They may, instead, sub-lethally disturb their activity patterns (e.g. [5–7]). Recent research has focused on how changes in behaviour alter the dynamics of populations, with the aim of developing a framework to predict the population consequences of disturbance before conservation status is compromised [8,9]. This requires a mechanistic understanding of the relationship between changes in an animal’s activity and its vital rates, such as survival probability and reproductive success [10–12]. This relationship can be disrupted if disturbed individuals are unable to maintain their energy balance and lose condition [8,13]. Behaviourally-mediated cascades that lead to long-term effects on population dynamics have been documented in response to changes in predation risk (e.g. [14]). There is a growing body of evidence showing that animals perceive human disturbance as a form of predation risk [15,16], implying that responses to disturbance may invoke similar cascades.

Any behavioural response to disturbance will depend on an individual’s internal state, its perceived risks and habitat quality [17,18]. Previous work has shown that behavioural temporal dynamics can be modelled successfully through the integration of an individual’s motivational states, which combine the effects of external stimuli and physiological needs [19–21]. Since motivations are unobservable, mechanistic models are required, and agent- or individual-based models have been used for this purpose [22,23]. Predicted changes in an animal’s internal states can then be linked to its energy balance and condition to understand how its allocation of energy to survival or reproduction will be impacted [8,10]. However, information on individual condition is rarely available for wild animals. Previous work has attempted to link changes in behaviour directly to fitness [11,12], but the success of this approach depends on the sample size available to inform the models as well as on the severity of the disturbance effects [24]. Detecting such relationship may prove difficult if individual heterogeneity is large and the effect size is small, but the precise sampling requirements for a robust assessment are unclear.

While anthropogenic activities have repeatedly been shown to affect the behaviour of marine mammals at sea [7,25], few studies have attempted to link changes in behaviour to an individual’s vital rates [8,22]. However, it is possible to quantify behavioural changes, individual exposure rates, undisturbed patterns of activity, and survival and reproductive success for some coastal populations of pinnipeds and cetaceans. For example, the small population of approximately 195 (95% density
interval: 162-253) bottlenose dolphins *Tursiops truncatus* (hereafter ‘dolphins’ or ‘bottlenose dolphins’) that range along the East coast of Scotland has been the subject of long-term research [26,27], and information is available on their distribution and habitat preferences [28,29], as well as the reproductive history of individual animals [30]. Dolphins distribute close to the coast, with marked individual differences in habitat use [28], and appear to forage in discrete patches in their habitat associated with specific bathymetric and tidal features [29]. Some individuals consistently use areas within the inner Moray Firth [31], which has been designated as a Special Area of Conservation (SAC) for the species under the European Habitats Directive (92/43/EEC). Marine industrial developments have been proposed in this area, because of its strategic importance for traditional and renewable energy exploitation in the North Sea. These will involve increased boat traffic and coastal development (e.g. construction or enlargement of harbours, with associated piling, dredging and dumping activities), which could compromise the population’s “favourable conservation status” (a regulatory target that the UK must maintain under European legislation). Such uncertainty can lengthen the time it takes to reach a consenting decision for these developments. These uncertainties can be reduced using modelling approaches that provide robust and easy to communicate predictions of possible long-term effects. Previous work has developed a theoretical framework to model the consequences of human disturbance on individual animals [22], but such tools need to have a strong empirical grounding in order to provide robust management advice.

The aim of this study is to construct a predictive tool for assessing the risks to the conservation status of a dolphin population posed by new developments. First, we develop an individual-based model for bottlenose dolphin behavioural dynamics in the Moray Firth, based on the interplay of internal motivational states. We use that model to estimate individual dolphins’ exposure and motivational states during a six-year baseline period, and then predict future changes in exposure and motivational states resulting from proposed industrial developments. Finally, we test whether there is any association between the estimated exposure of individual females to disturbance and the survival of their calves (Fig. 1).

### 2. Material and Methods

#### 2.1 Individual-based model

We developed an individual-based model that combined the results of previous studies on dolphin ranging patterns in the Moray Firth [28], on spatio-temporal distribution of foraging activity [29], on the distribution of boat traffic [22,28], and on the effect of boat interactions [32] and construction activities [33] on dolphin behaviour (Fig. 1). The model simulated dolphin behavioural dynamics under the assumption that each individual had a set of two motivational states (to acquire energy and
to spend energy) that resulted from the integration of internal and external stimuli and that regulated its behavioural decisions [19,20]. Dolphin movements across their range were then determined on the principles of habitat selection and foraging theory. When the motivation to acquire energy was higher than the motivation to spend energy, we assumed that animals would try to meet their energy needs by preferentially selecting locations where they could find suitable foraging opportunities [34]. When their motivation to spend energy was higher, we used the observed pattern of habitat use in a given year to determine an individual’s movements, on the assumption that the observed home range was the result of its attempts to meet its needs other than foraging (e.g. travelling, mating and other social interactions, resting or minimizing perceived risks). We assumed that dolphins perceived anthropogenic disturbance as a form of predation risk [15]. Therefore, any behavioural response would emerge indirectly from disturbance affecting the individuals’ motivation to spend energy.

While building on the concepts developed in [22] and [23], our model shifts the focus to the habitat preferences and autonomous decision-making regarding movement and activity of individual animals. In addition, we replace the tuned parameters used in [22] with ecological parameters estimated from empirical data. The model is described using the updated ODD (Overview, Design concepts, Details) protocol [35,36]. The sections “Design concepts”, “Initialisation” and “Submodels” are provided in the Supplementary material, where model assumptions are also discussed. The code for constructing the individual-based model is included in the Supplementary material.

2.1.1 Purpose

The purpose of our individual-based model was to simulate individual dolphins’ behavioural dynamics, track their motivational states across time, and assess the effect of exposure to boat traffic and construction activity on individuals' activity budget and motivations.

2.1.2 State variables and scales

The model entities were individual dolphins and grid cells. Individual dolphins' state variables were: individual identification code, home range, motivational states, desired activity, actual activity, location, total number of boat interactions, and daily activity budget (i.e. the percentage of time spent engaging in each activity). The motivational states of each individual dolphin were unit-less measurements varying between -1 (indicating complete satisfaction with a motivation) and 1 (indicating complete dissatisfaction). We considered two competing motivations: the motivation to spend energy (i.e. to perform any activity that involves energy expenditure) and the motivation to acquire energy (i.e. to forage, since this is the only activity that warrants energy intake). These corresponded to two possible activities: acquiring energy and spending energy. Grid cells were characterized by their latitude and longitude, their daily suitability for acquiring energy, level of boat
traffic (mean daily number of hours spent by boats in each cell), and presence or absence of dredging activities.

We simulated between 27 and 35 individual dolphins, depending on the year (Table S.1 in Supplementary material). While individuals in this population range along the entire East coast of Scotland [26], we simulated only those that were known to spend most of their time in the inner Moray Firth area [31,37], and for whom an estimate of home range was available [28]. They included 17 known females. We used a grid of 959, 1 km by 1 km cells enclosing suitable dolphin habitat in the Moray Firth [28] (Fig. 2). For each simulation, the model was run 500 times for 612 discrete six-hour time steps, resulting in a time horizon of 153 days. Six hours was the mean duration of an activity bout, as indicated by the patterns of autocorrelation in the residuals of previous models of dolphin foraging in the area [29,32] (Fig. S.1 in Supplementary information). The 153 days covered the period between the 1 May and 30 September each year, corresponding to the mark-recapture sampling period for this population.

2.1.3 Process overview and scheduling

A dolphin’s desired activity at the beginning of each six-hour time step was determined by its motivational states: if the motivation to acquire energy was stronger (i.e., the value of this variable was more positive), the individual would want to acquire energy, and vice versa. A new spatial location was then drawn, based on the desired activity, the individual's home range, and the availability of foraging opportunities on that day. Specifically, if the dolphin's desired activity was spending energy, it did so in a location drawn from its home range for the entire bout, and the motivational states were updated accordingly. We assumed that the selection of a new location did not depend on the locations of other individuals. If the desired activity was acquiring energy, a location was drawn from the foraging surface (a probability surface representing the likelihood of each cell being suitable for foraging). If no suitable cell was found in the foraging surface, the individual would also spend energy for the entire bout. If a suitable cell was found, the six-hour bout was split into 120 three-minute intervals (the median duration of a boat passage previously recorded in the area; [32]). The number of boats present at that location in a three-minute interval was based on a binomial draw from the total number of daily boat hours in the cell. We assumed that the change in foraging activity recorded by [32] derived from an increase in dolphins' motivation to spend energy as a result of interactions with boats (see “Submodels” in Supplementary material for details). If this motivation became greater than the motivation to acquire energy, the animal would not forage and would therefore spend energy in that interval. If the animals could successfully forage, this decreased the corresponding motivation. The number of intervals in which an individual interacted with boats was recorded. The mean activity budget was calculated at the end of each day (i.e. after 4 six-hour bouts). The predicted foraging surface was updated based on the available model [29] and the values of the
environmental covariates in the following day. For each simulation, we recorded each individual’s overall mean motivational states, its mean motivation states in the last week of the simulation (i.e. its final state), the number of times its motivations were completely satisfied or dissatisfied, the number of boat interactions and the mean activity budget. Details of the submodels and model equations are provided in the Supplementary material.

2.1.4 Input data

External inputs to the model included estimates of each individual's home range for the given year, the estimated spatio-temporal distribution of dolphin foraging activity, the predicted distribution of boat traffic across the study area under baseline and disturbed conditions, the estimated effect of boat presence and number on animals' motivations, and the estimated effect of dredging activities.

We modelled six baseline conditions, corresponding to the summers between 2006 and 2011. We used the estimated individual home ranges for each summer from [28], the dynamic distribution of foraging activity predicted as a function of environmental conditions from [29], and the number of boat hours predicted for each cell on each day by the boat model described in [22,28]. The distribution of foraging activity was used as a measure of the daily suitability of each cell for dolphin foraging, and was calculated using the model from [29] and the values of the environmental covariates on each day. The spatio-temporal distribution of boat traffic was assumed to be the same across different years (Fig. 2). [32] provided estimates of the effect of boat presence and numbers on foraging activity. We compared the number of boat interactions between years and individuals using a Poisson Generalized Linear Model (GLM). The motivational states did not follow a Gaussian distribution. Therefore, we transformed the response by adding 1.0001, and used a Gamma GLM to analyse the variability of the motivational states between years and individuals. This transformation was required because the Gamma distribution is bounded at 0 (not included), while motivations had a lower bound of -1.

We also simulated a series of disturbance conditions. In particular, we considered the construction and operational phase of three proposed coastal development sites in the area (port of Ardersier, Invergordon, Nigg Bay; Fig. 2). The details of these developments are provided in Environmental Statements that are available on the website of the Scottish Government (http://www.scotland.gov.uk/Resource/0041/00416136.pdf, http://www.scotland.gov.uk/Resource/0042/00423292.pdf, http://www.scotland.gov.uk/Resource/0043/00438787.pdf). A summary of the key activities associated with these developments is provided in Table S.3 (Supplementary material). They all involved an increase in boat traffic (which was integrated with the map of existing traffic) and some dredging, which was assumed to exclude the dolphins from grid cells within 1 km of the dredging site, on the basis of [33]. These cells were removed from the home range in the periods when dredging was
taking place. The developments also involved disposal of dredged material at sea and some piling activities, but these could not be included in the model because of the absence of data on the animals’ potential responses. The effects of construction and operation of the three sites were modelled using the environmental conditions and individual home ranges observed in 2009 and 2010, since previous work showed that these years reliably exemplified different dolphin ranging patterns among the six years analyzed [28].

2.1.5 Simulated population scenarios

We simulated three scenarios of population status to calibrate the individual-based model parameters. These scenarios were based on the mean individual motivational states at the end of the simulated summer season under mean home range and foraging conditions and with a baseline condition of boat traffic (see Supplementary material):

Scenario 1) All individuals were completely satisfied with their motivational states (i.e. their motivational states were close to -1);

Scenario 2) Individuals were on average satisfied with their motivational states (i.e. the mean value of the motivations was -0.5);

Scenario 3) On average, individuals were not satisfied nor dissatisfied with their motivational states (i.e. the mean value of the motivations was 0, and the population was therefore on the verge of a possible decline caused by its individuals not being able to meet their needs).

2.2 A multi-stage model for calf survival

We tested whether the exposure to boat traffic and the motivational states of individual females estimated by the individual-based model had an effect on their ability to successfully raise their calves, i.e. if they affected calf survival probability. We used model predictions in the six baseline years in association with information from long-term photo-identification studies carried out in the Moray Firth SAC [38] and in the southern part of the population's range [37]. On average, 28 (Moray Firth SAC) and 12 dedicated surveys (southern part of the range) were conducted each summer (May-September) in the study period (2006-2011). The studies record the occurrence of each identified dolphin in the study area and whether or not they were accompanied by calves. We focused on the sighting history of calves that were consistently associated with the same female [39], because we anticipated that disturbance was more likely to affect calf survival rather than female pregnancy rate [40,41].

Details of the photo-identification data collection are provided in [26,27,37]. We developed a multi-stage model of calf history, where each calf could transition between four different stages:
• Stage 1: newborn (age 0, born in that same year);
• Stage 2: age 1 or 2 years;
• Stage 3: age 3 or more;
• Stage 4: dead.

We grouped calves of age 1 and 2 together in order to reduce the number of parameters in the model, and because we expected calves to be at least partially dependent on maternal milk until at least age 3 [42]. Because calves could be lost once the association with their mother loosened (due to the limited amount of marking on their fins), we decided to introduce an observation model under which the calf's stage could be misclassified. In particular, a calf that was classified as dead could, in reality, be in stage 2 or 3 but unrecognised. We considered the sighting histories of 20 calves that were associated with 14 females included in our individual-based model (i.e. females for which we had information on exposure to disturbance) during 2006 – 2012 (Table S.2 in Supplementary material). We tested for an effect of the predicted exposure to boat interactions across the summer, the mean and final motivation to acquire energy, and the number of maternal satisfactions and dissatisfactions with the motivation to acquire energy experienced by the females on the transition of the dependent calf to the subsequent stage. We fitted the hierarchical model in a Bayesian framework. Additional analytical details and assumptions are provided in the Supplementary material.

Given the small sample size available to inform the multi-stage model, we designed a simulation study to assess the bias on the estimates of the transition probabilities and the effect size required to retain the effect of boat exposure. Further details on the simulation study are provided in the Supplementary material.

3. Results

3.1 Individual-based model

The estimated mean and final motivational states for the years 2006-2011, as well as the number of satisfactions and dissatisfactions, confirmed the expected differences between the three population status scenarios resulting from the adjustment of the cost-benefit parameters (Fig. S.2-S.5). Differences between years were much smaller, although the Poisson GLM showed that the number of boat interactions changed significantly ($\chi^2 = 310727; \text{df}=5; p<2.2\times10^{-16}$). The model also highlighted significant differences between individuals ($\chi^2 = 111376; \text{df}=34; p<2.2\times10^{-16}$). The motivations were found to vary consistently among years (e.g. mean motivation to acquire energy: $\chi^2 = 5654; \text{df}=5; p<2.2\times10^{-16}$) and among individuals (e.g. mean motivation to acquire energy: $\chi^2 = 1600; \text{df}=34; p<2.2\times10^{-16}$).
The model did not predict any substantial change in either the overall exposure of the animals or their motivational states as a result of the increase in boat traffic and dredging activity during the construction phase of the three development sites (Fig. 3, S.6 and S.7). However, during the operational phase, a relatively small increase in the number of boat interactions experienced by each individual across the summer (median difference = 9 (scenario 1) – 16 (scenario 3)) was sufficient to cause a shift of the motivational states towards dissatisfaction (Fig. 3, S.6 and S.8). This increase was more evident under scenario 3, in which the population was on the verge of a possible decline caused by its individuals not being able to meet their needs (mean difference in mean motivation to acquire energy = 0.19), than under scenario 1, in which individuals were completely satisfied (mean difference = 0.003). In particular, the mean across the 500 simulations became greater than zero, suggesting overall dissatisfaction for both motivational states. We did not detect any relevant difference between the predicted scenarios run using 2009 versus 2010 ranging patterns in either the construction or operational phases.

### 3.2 Calf multi-stage model

The MCMC chains quickly converged and there appeared to be no issues with autocorrelation. The effects of the number of boat interactions on the transition probabilities between stages were found to be negligible, based on the mean values of the corresponding indicator variables ($w_{β1} < 0.5; w_{β2} < 0.5$). The result did not change when effects on the mean and final motivation to acquire energy were tested. Therefore, we concluded that there was no detectable association between the mothers’ predicted exposure and motivational states and the survival of their calves. We removed these effects from the model and re-ran the MCMC. The resulting matrix of posterior transition probabilities was:

\[
P = \begin{pmatrix}
0 & 0.87 & 0 & 0.13 \\
0 & 0 & 0.73 & 0.27 \\
0 & 0 & 0.84 & 0.16 \\
0 & 0 & 0 & 1
\end{pmatrix}
\]

showing a high probability of surviving to age 1 ($p_{12}$). The matrix of posterior misclassification probabilities for the observation model was:

\[
P_{m} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0.95 & 0 & 0.05 \\
0 & 0 & 0.95 & 0.05 \\
0 & 0 & 0 & 1
\end{pmatrix}
\]

(Table S.4).
4. Discussion

Effective management of human developments in the marine environment requires an approach that protects marine mammal populations while allowing for the sustainable use of marine resources. Human activities do not necessarily lead to the direct injury or death of the exposed individuals, but sub-lethal changes in individual behaviour can result in changes in individual vital rates, mediated by the alteration of the animals’ energy balance and condition [8,10–12]. Similar behaviourally-mediated cascading effects have been observed in response to variation in the spatio-temporal patterns of predation risk, which can cause substantial changes in an entire community [14]. It is therefore important to develop analytical frameworks that allow such effects to be predicted before the population declines, in order to inform effective regulation of anthropogenic disturbances [8]. Here, we describe a model framework, constructed using a robust evidence base, that can be used to address these issues and facilitate management decisions.

We developed an individual-based model for bottlenose dolphin behavioural ecology that combines previous individual- and population-level empirical observations to inform the animals’ unobservable motivational states. Our work builds on similar approaches developed for this and other dolphin populations [22,23], but, crucially, our focus is on individuals rather than schools. We used information on the ranging pattern of a selection of well-known individual animals to estimate their spatially-explicit exposure to disturbance and to make predictions of their state. The heterogeneity in home ranges and, consequently, exposure was assumed to be representative of the portion of the population consistently using the study area, and thus provide an estimate of the range of potential effects on the individuals, even when the mean effect is overall negligible. Understanding the variability around the absence of an effect is critical if any long-term population trend is to be predicted, because the contribution of different individuals to the demography of the population might be unbalanced [43,44].

Our individual-based model represents a useful framework for making informed predictions about the individual consequences of changes in exposure resulting from future developments. Here, we considered three proposed developments and their potential effects during both the construction and the operational phase on a local population of bottlenose dolphins. We showed that no detrimental effect is predicted following the increase in boat traffic and dredging activity during the construction phase, although we were not able to consider the potential effects of piling and disposal of dredged material. However, increases in traffic during the operational phase could cause a change in the motivational states of the individuals, with potential consequences on the individuals' condition and, ultimately, vital rates. This effect, and its relevance from a management perspective, is likely to be strongest if the population is close to a tipping point between stationarity and decline. In these circumstances, the overall population is more likely to move into a situation where individuals cannot
satisfy their motivational states. At the moment, we have no means to assess where the mean motivation in the population lies on this continuum, and therefore we cannot make predictions of the population’s ability to compensate for these potential changes.

In the absence of data on the current mean motivational state of the population, we simulated three possible underlying scenarios. Therefore, our results represent a gradient of increasing precaution that takes account of known uncertainties and whose predictions are relatively easy to communicate to decision-makers. However, in order to ensure the favourable conservation status of the population, estimates of motivational states need to be translated into measures of individuals’ demographic contributions [8]. Developing a bioenergetic model to predict changes in individual condition would require an unreasonable number of assumptions, as few data are available on the diet and energetic strategies of this population, or on prey availability and distribution. Rather than introducing additional uncertainty, we decided to ignore intermediate changes in condition and directly investigate the link between disturbance and calf survival. We used a Bayesian multi-stage model to assess whether the exposure and motivational states of the mothers could have a detectable effect on the transition of their calves between critical growth stages. We were unable to detect any significant effect, which is not surprising given the small sample size compared to the expected individual differences in reproductive output [42,44]. In addition, the overall stability of the population size [27] implies that any current detrimental effect on calf survival is likely small.

We carried out a simulation study to identify the sample size required to obtain unbiased estimates of the relevant probabilities, and the minimum detectable effect size (Supplementary material). We showed that even in this well-known population, the information we have might not be sufficient to detect an effect. At least two to four times the number of calf histories than currently available are needed to obtain reliable estimates (with bias <5%) of these parameters. For example, in our sample only one calf died in the first year, which led to an overestimation of the corresponding transition probability, as some newborn calves might have been born and died before there was an opportunity to capture them photographically [37]. An increased sample size could be achieved by tracking the same females for longer or by including more females in the analysis. Including more females would be better to avoid issues with non-independence of the histories of calves generated by the same mother. In both cases, though, additional data on females’ ranging patterns are required. Previous work on elephant seals has shown that it is more effective to characterize the mechanisms that link disturbance to females’ lipid gain and condition, and lipid condition to pup condition and survival [8]. In terms of future research investments, it may therefore be more cost-effective to focus on the parameterisation of the intermediate links, rather than waiting to have a large enough sample size (or a bad enough effect) for the calf survival model to retrieve unbiased estimates. However, the model could provide a temporary alternative in larger populations.
The trajectory of this bottlenose dolphin population is currently stable [26,27] and, despite the biases deriving from the small sample size, the simulation study suggested that the proposed developments are unlikely to cause a substantial disruption of calf survival (or, at least, the effect cannot be distinguished from natural individual heterogeneity). In light of these results, the condition of individuals should now be monitored, so that any deterioration following increased exposure to disturbance can be rapidly detected, before it translates into longer-term changes in the population’s trend. The growth rate of immature animals and the accumulation of energy stores in the blubber could represent good proxies of individual condition, but new techniques to measure them at sea are required. We are currently investigating photogrammetric methods to estimate calf growth [45,46]. Research is also ongoing to identify a suitable technique to estimate blubber stores from photographic data, as has been done for pinnipeds [47]. In addition, accelerometry data collected by electronic tags have been used to estimate pinnipeds’ body condition and its variation at sea [48,49]. While accelerometer sensors have been successfully combined with suction-cap tags for free-ranging cetaceans [50], future research should aim at improving attachment techniques to allow for longer-term sampling than is currently possible and for more effective remote transmission of the data. Capture and release of wild animals for direct measurements is possible at a small number of sites, where some of these indirect techniques could be validated [46].

The effect of other disturbances, which will occur concurrently to dredging and increased boat traffic, should also be considered. For example, the construction phase will include pile-driving activities, and, to date, we have no empirical information on dolphin responses to this source of disturbance, beyond the potential auditory damages it could cause at close range. The disposal at sea of material that has been dredged may also have unknown consequences for behaviour. Our framework integrates the effects of various activities on the population and could be extended to these additional disturbances, once information on the corresponding behavioural response of the animals becomes available, and the risk of injuries. Modelling cumulative effects is crucial for guiding management decisions in complex systems, where it is unclear which impacts exert the highest pressure on wildlife [51]. The issue of possible synergies between different impacts also remains to be investigated.

Given the difficulties in quantifying some of the functional links in a setting where we have a robust ecological understanding of the population of interest and a large dataset spanning over two decades, the question remains as to which cetacean population may offer a sufficiently detailed case study for a complete parameterisation of a framework predicting the long-term effects of disturbance on population dynamics [8,9]. There are stable inshore populations of cetaceans where even more detailed data are available, for example the population of bottlenose dolphins resident in Sarasota Bay, Florida [52,53]. However, the scientific community should first explore whether and how the values of any parameter estimated in a specific context can be robustly extrapolated to other
unsampled or less known species, where tolerance towards disturbance could also vary. For example, it could be assumed that species with comparable life histories will adopt the same strategies in response to a disturbance source or a changing habitat, and will make similar decisions to allocate their energy. Marine mammal reproductive strategy is often placed along a continuum ranging from capital breeding, in which individuals rely on stored reserves during the reproductive period, to income breeding, in which individuals have to forage during lactation [54]. Our framework was developed for an income breeding species, but the idea of underlying motivations driving the engagement in observable activities can also be applied to a capital breeder on its feeding ground [55].

Conclusion

Approaches that link short-term physiological and behavioural responses to disturbance to long-term population consequences could provide an overarching framework for investigating wildlife populations’ viability in a changing environment [8,9,56]. We show how information on the behavioural ecology of a population can be integrated into an individual-based model that predicts an individual’s behavioural dynamics and any potential change in its vital rates resulting from disturbance. This model could easily be adapted to other small populations of marine mammals where similar information has been collected. While some mechanistic links still need to be appropriately informed, our work can be used to guide management decisions, accelerate the consenting process for coastal and offshore developments, and identify knowledge gaps that need to be filled using appropriate monitoring methods.
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Figure 1. Conceptual diagram summarising the study. Information on individual home ranges [28], distribution of foraging activity [29] and the effects of dredging activity [33] and boat interactions [32] informed an individual-based model for dolphin behavioural dynamics. This was used to predict individual exposure and motivational states under six baseline scenarios and one scenario with three proposed developments (all involving a construction and an operational phase). The effect of the predicted exposure and motivations of individual females on the survival probability of their calves was then tested using a multi-stage model.
Figure 2. Map of the study area. The grid cells are coloured based on the average daily boat hours over the summer (a darker colour corresponds to more intense traffic). Dotted cells indicate excluded locations when dredging was occurring at the development sites (indicated by a star).
Figure 3. Distribution of the mean motivation to acquire energy (left) and mean motivation to spend energy (right) of individual dolphins under baseline conditions and during construction (top) and operation (bottom) for scenario 3 of population status. 2009 was used here as the baseline condition.
Supplementary material

1. Additional details of the individual-based model

Design concepts

Basic principles: Dolphin movements across their range were based on the principles of habitat selection and foraging theory, i.e. we assumed that animals would try to maximize their energy intake by preferentially selecting locations where they could find suitable foraging opportunities [1]. When the animals were not driven by the motivation to acquire energy, we used the observed pattern of habitat use in a given year to determine an individual’s movements, on the assumption that this was the result of its attempts to meet its overall needs (e.g. mating and other social interactions, resting or minimizing perceived risks). Dolphin behavioural dynamics were modelled under the assumption that each individual animal had a set of motivational states that resulted from an integration of internal and external stimuli, and which regulated its behavioural decisions [2,3]. Finally, the interactions between boats and dolphins were modelled on the assumption that anthropogenic disturbance was perceived as a form of predation risk [4].

Emergence: An individual's desired activity emerged from its motivational states. The choice of its next location was then determined by its desired activity and by the individual's home range.

Adaptation: Individuals' activities changed in response to the variation of their underlying motivational states.

Objectives: The motivations were an individual's measure of its condition. Each animal aimed at keeping the levels of the two motivational states below zero, which indicated satisfaction with its state and the possibility to maintain a balanced energy budget.

Learning: There was no explicit learning process underlying dolphins' behaviour, but the continuous update of the motivational states represented a way to integrate an individual's previous experience.

Prediction: Dolphins perceived boats as a potential risk and were therefore assumed to be affected by their presence and numbers. When dolphins were driven by the motivation to acquire energy, their movements were assumed to result from our predictions of the foraging opportunities they would find across their range.

Sensing: Dolphins were assumed to perceive their motivational states, and to have perfect knowledge of the average distribution of foraging opportunities across their home range. They were also assumed to be able to detect boat presence and number.
Interaction: There was no interaction among individual dolphins directly implemented in the simulations.

Stochasticity: The choice of an individual’s location at each time step arose stochastically from the properties of the individual’s home range and the foraging surface. This process simulated environmental complexity as well as other unaccounted factors (e.g. social dynamics) that could affect an individual’s decision-making. The number of boats in a given location in a given interval was determined as a random draw based on the number of daily boat hours in that cell and the maximum number of boats occurring concurrently.

Collectives: There were no collectives in the model.

Observation: For each simulation, we recorded dolphins’ overall mean motivational states, the mean motivation state in the last week of the simulation (its final state), the number of times each individual was completely satisfied or dissatisfied with its motivations, the number of boat interactions and the mean activity budget.

*Initialization*

Dolphins' initial motivational states were randomly drawn from a uniform distribution $U(-0.1,0.1)$. The initial date was always 1 May.

*Submodels*

The motivational states of each individual dolphin were unit-less measurements varying between -1 (indicating complete satisfaction with that motivation) and 1 (indicating complete dissatisfaction). We considered two competing motivations: the motivation to spend energy (i.e. to perform any activity that involves energy expenditure) and the motivation to acquire energy (i.e. to forage, since this is the only activity that warrants energy intake). At the beginning of each time step $t$, the larger of the two motivations determined the desired activity (either to spend or to acquire energy) in that time step.

Spending energy was possible in every cell of the grid, and therefore a dolphin whose motivation was to spend energy only had to select a new location $x_{i,t}$ based on its home range:

$$x_{i,t} \sim \text{Multinom} (1, r_i),$$

where $r_i$ was the individual’s home range, i.e. the vector of probabilities of sighting individual $i$ in each grid cell, obtained from [5]. These probabilities were scaled so that they summed to 1, i.e. it was assumed that at any moment in time a dolphin was somewhere in the Moray Firth. This assumption was reasonable during this summer period, since we modelled only those individuals that were known to spend most of their time in this portion of the population’s range.
If the desired activity was acquiring energy, we constructed a new probability surface. \[6\] provided an estimate of the probability of foraging across the study area in year \(y\) and day \(d\) \((f_{y,d})\), given that the animals were there. Therefore, the probability that an individual was in a given location and could forage \((fr_{i,y,d})\) was calculated as:

\[fr_{i,y,d} = r_{i} \times f_{y,d} .\]

\(fr_{i,y,d}\) did not sum to 1, as foraging opportunities were not necessarily always available. The individual’s location in that time step was then drawn as:

\[x_{i,t} \sim \text{Multinom} \left(1, fr_{i,y,d}\right).\]

If no foraging location was available (i.e. no foraging grid cell was drawn), the actual activity was again spending energy, and the individual’s location was drawn from its home range. Otherwise, the animal would move to \(x_{i,t}\) where it could acquire energy. In this case, the six-hour bout was split into 120 three-minute intervals, and the number of boats present in cell \(x\) in each interval \(v (b_{t,v,x})\) was calculated as:

\[b_{t,v,x} \sim B(\text{max}, p_{d,x}),\]

where \(\text{max}\) was the maximum number of boats observed at any time in each location and was assumed to be 13 based on visual observations in the area \[7\]. \(p_{d,x}\) was the probability of a boat passing in location \(x\) on day \(d\) in one three-minute interval and was calculated as:

\[p_{d,x} = h_{d,x} / 4 \times 60 / \text{pass} / 120 / \text{max},\]

where \(h_{d,x}\) was the predicted number of hours during which boats would be present in cell \(x\) on day \(d\), and was extracted from the boat model described in \[8,9\]; this was divided by 4 to obtain the predicted number of boat-hours per six-hour time step, and multiplied by 60 to transform it into minutes. pass was the median duration of a boat passage in each location obtained from the work described in \[7\], and 120 was the number of intervals per bout. This probability guaranteed that the mean expected number of boat hours per cell per day coincided with the predictions of the original boat model.

The number of boats in that cell in each interval \(b_{t,v,x}\) influenced the animal’s motivations. \[7\] estimated the effect of the number of boats on the probability of foraging. Whether the animals respond to boat presence by changing their activity is dependent on several contextual factors, including their condition and the importance of the feeding ground. It is impossible to directly measure the true effect of boat presence on the animals’ motivational states. However, since the population is considered stable \[10\], we here argue that the mean effect on activity recorded in \[7\]
was indeed a reflection of the true effect on the motivations, while the variability around this relationship represented context-dependent plasticity. Otherwise, the animals would not be able to maintain their energy balance in the long-term, and we would observe a declining trend in the population. Boat presence is expected to act as an external stimulus in opposition to an individual’s internal energetic needs, so it was assumed to increase the motivation to spend energy. We therefore took the estimated reduction in foraging probability as a function of the number of boats [7] and assumed that the opposite relationship could be used to inform such effect on the motivation to spend energy. The motivation to spend energy \( m_{s,i} \) for individual \( i \) was then updated as:

\[
m_{s,t,i} = m_{s,t,i} + \text{effect}_b,
\]

where \( \text{effect}_b \) was the predicted change in motivation when the number of boats was \( b \). The two motivational states were then compared again, and if the motivation to spend energy had surpassed the motivation to acquire energy, the individual would spend energy in that three-minute interval. Otherwise, it would keep acquiring energy.

At the end of each six-hour bout, the vector of motivational states \( \mathbf{m}_{t,i} \) was updated based on the actual activity of individual \( i \) across the bout \( t \):

\[
\mathbf{m}_{t,i} = \mathbf{m}_{t-1,i} + 120 \times \mathbf{A}_{a_t},
\]

where \( \mathbf{a}_t \) was a vector of length two indicating the activity budget for bout \( t \); the first element of the vector was the proportion of intervals where the individual was acquiring energy, while the second was the proportion of intervals where the individual was spending energy. 120 was the number of three-minute intervals in each bout, and \( \mathbf{A} \) was a two by two matrix with the cost-benefits of the activities on the motivational states in each three-minute interval. When the motivational states exceeded \(-1\) or \(1\), their value was re-adjusted within these constraints.

Spending energy was assumed to reduce the corresponding motivation and increase the motivation to acquire energy. Vice versa, acquiring energy was assumed to decrease the corresponding motivation and increase the motivation to spend energy. The size of the cost-benefits in \( \mathbf{A} \) was adjusted via model calibration. We simulated three scenarios of population status:

1) We assumed that the mean motivational states of all individuals at the end of the simulated summer season were close to \(-1\) (i.e. all individuals were close to complete satisfaction with their motivational states) under average home range and foraging conditions and with a baseline scenario of boat traffic,

\[
\mathbf{A}_1 = \begin{bmatrix} -0.001 & 0.0005 \\ 0.0001 & -0.0007 \end{bmatrix}
\]
2) We assumed that the mean motivational states of all individuals at the end of the simulated summer season were around -0.5, under average home range and foraging conditions and with a baseline scenario of boat traffic,

\[ A_2 = \begin{pmatrix} -0.002 & 0.001 \\ 0.0005 & -0.0005 \end{pmatrix} \]

3) We assumed the mean motivational states of all individuals at the end of the simulated summer season were around 0 (indicating that the population was on the verge of a possible decline caused by its individuals not being able to meet their needs) under average home range and foraging conditions and with a baseline scenario of boat traffic,

\[ A_3 = \begin{pmatrix} -0.0015 & 0.001 \\ 0.0005 & -0.0005 \end{pmatrix} \]

Assumptions

Modelled individuals were assumed to spend their entire summer in the Moray Firth (i.e. their home range surface was scaled to one). While we know that this is not strictly true, the assumption should hold for the individuals we considered, which were selected on the basis of their consistent occurrence in this part of the population’s range [11]. As a result, our conclusions apply to this particular subset of the population and are not necessarily extendable to other individuals, who consistently move south along the coast in summer [11]. Moreover, we assumed that the observed mean foraging disruption [7] could be interpreted as an opposite increase in the opposing motivational state. There is no way to test for this assumption, but it is supported by the stability of the population [10]. Observations collected in specific locations were exported to the entire range, e.g. the median duration of boat passages, the maximum number of boats occurring at any one time, or the length of an activity bout. The boat model was also a simplification of the true boat distribution in the area, and did not include any potential daily patterns in the occurrence of boats in each cell. More data should be collected to refine the predictions of the levels of boat traffic. Finally, in order to reduce the number of assumptions, the movement of the animals was simplified (cf. [9]). In order to simulate temporal variability in movement pattern and speed which could result from needs other than foraging, we removed any spatial autocorrelation between consecutive locations. In the future, telemetry data could be used to parameterise more realistic movement models for this population [12].
2. Details of the Bayesian hierarchical multi-stage model for calf survival

A matrix of transition probabilities defined the state model:

\[
P = \begin{pmatrix}
0 & p_{12} & 0 & p_{14} \\
0 & 0 & p_{23} & p_{24} \\
0 & 0 & p_{33} & p_{34} \\
0 & 0 & 0 & 1
\end{pmatrix}.
\]

Zero probabilities indicate impossible transitions, while \( p_{44} \) was set to 1, because a dead calf could only remain dead. The boat interactions and maternal motivational state could affect the probability of the calf to survive for the first year (\( p_{12} \) or its probability to reach age 3 (\( p_{23} \)). Since the probabilities in each row were constrained to sum to 1, these factors had a complementary effect on \( p_{14} \) and \( p_{24} \) in comparison to \( p_{12} \) or \( p_{13} \). Because the dependency of the calf on the mother after age 3 becomes uncertain, we decided not to model the effect of boat interactions on \( p_{33} \). Estimates of mothers’ total number of boat interactions (i.e. her exposure), number of satisfactions and dissatisfactions (with the motivation to acquire energy), and motivation to acquire energy (either mean or final) were standardized to have mean = 0 and SD =1, and treated as covariates that could affect the linear predictor of the corresponding probability, e.g.:

\[
\text{logit} \ (p_{12}) = \alpha_{12} + \beta_{12} \times \text{Exposure}
\]

The observation model was defined by a matrix of misclassification probabilities in which the rows indicated the true state and the columns the recorded state:

\[
Pm = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & pm_{22} & 0 & pm_{24} \\
0 & 0 & pm_{33} & pm_{34} \\
0 & 0 & 0 & 1
\end{pmatrix}
\]

All misclassification probabilities had uniform priors, \( U(0,1) \). The \( \alpha \)’s and \( \beta \)’s had normal priors \( N(0,1) \). In order to test whether a covariate should be retained in the model, we used a binary indicator variable \( w [13,14] \) multiplied by the coefficient of interest (\( \beta \), in this case) before \( \beta \) entered the linear predictor. \( w \) had a prior \( \text{Bernoulli}(0.5) \), whose posterior distribution could be used as an indication of the support for the inclusion of that covariate in the model.

Three parallel Markov Chain Monte Carlo (MCMC) chains were run for 30000 iterations and convergence was assessed using trace plots, autocorrelation plots and the Brooks-Gelman-Rubin (BGR) diagnostic. An appropriate burn-in was chosen based on the trace plots and those iterations were removed from subsequent analysis.
Assumptions

Our model evaluates the effects of females' exposure to disturbance on calf survival, which represents only one aspect of female reproductive success. While pregnancy rate is unlikely to be affected by disturbance, pregnancy success could be (e.g. via pre-term abortion), but no information is currently available to inform this process. Moreover, the model assumes that every newborn calf is observed during a photo-identification survey. However, a proportion of calves that die shortly after birth could be missed by our survey effort, which will result in an overestimation of the transition probability between stage 1 and 2.

3. Simulation study to assess the calf model

Given the small sample size available to inform the multi-stage model, we designed a simulation study to assess:

i) whether we could retrieve unbiased estimates of the transition probabilities, given the current sample size and, if not, how many calf histories would be needed;

ii) the effect size required to retain the effect of boat exposure on the transition probabilities;

iii) how many calf histories would be needed to retrieve unbiased estimates of the effect.

We simulated 1000 calf histories using the transition probabilities estimated from the data, realistic levels of maternal exposure to boats (standardised so that results could be extended to the motivational states), and simulated effects of exposure on the transition probabilities. The year of birth of each calf was randomly assigned between 2006 and 2011, so that the resulting sighting histories started at different moments in time, as in the data. We then randomly sampled a given number of calf histories, and re-ran the MCMC algorithms to estimate the transition probabilities, the effect of exposure and the value of the indicator variables. We used the same number of iterations and burn-in that had proven sufficient in the previous analysis.

We initially tested a scenario without any effect of exposure, where the number of available calf histories was 20, 50, 100 or 200. Next, we considered a scenario where exposure had an effect only on \( p_{12} \) or on \( p_{23} \). Tested sample sizes were 20, 50, 100, 150, 200, 250, and the effect size \( \beta \) varied between -0.1, -0.2, -0.5, -0.7, -1 and -2. Finally, we included both effects in the model, and tested the performance of the model given a sample size of 50, 100, 250 and an effect size of -0.1, -0.5, -1, -2 (for each effect). The Bayesian estimation procedure was repeated 50 times for each scenario using different random selections of calf histories, and the mean value of the parameters of interest was calculated across repetitions. We estimated the bias in the estimates of the transition probabilities and of the effect as the percentage difference between the mean of the replicates and the true value.
We used Gamma Generalized Additive Models (GAMs) fitted with the package mgcv in R 13.01 [15,16] to model the mean percentage bias of the transition probabilities and of the boat effect as a function of sample size. The relationship between the value of the indicator variable \( w \) and the effect size was analyzed using Beta regressions fitted with the package betareg [17].

**Results of the simulation study**

The simulation study showed that, in the absence of any simulated effect of maternal exposure or motivational states, the mean bias in the estimates of the transition probabilities decreased from 7.8% with a sample size of 20 calf histories, to 3.8% with 50 histories, 1.8% with 100 histories, and 0.7% with 200 histories. The inclusion of the effects, requiring the estimation of one or two additional parameters, increased the sample size necessary to obtain comparable levels of bias (Fig. S.9). The mean bias appeared to stabilise around 2% for large sample sizes.

Whether these effects were retained or not in the model mainly depended on the effect sizes. The Beta regressions identified the effect sizes required for the lower confidence interval around the indicator variables to be greater than 0.5 (i.e. necessary to support the inclusion of those effects in the model) (Fig. S.10). The interpretation of these results is complicated by the standardisation of the covariates. For detecting an effect on \( p_{12} \), an effect size of approximately -0.4 was required. This would correspond, for example, to a change of \( p_{12} \) from 0.87 to 0.82. Such a change could result from an increase in the number of boat interactions from 198 to 223 (i.e. an increase of one SD), or a change from -0.15 to -0.05 in the final motivation to acquire energy. In order to detect an effect on \( p_{23} \), an effect size of approximately -0.3 was required, i.e. one that, for example, would cause this transition probability to decline from 0.73 to 0.66 for the same increase in number of interactions or change in final motivational state described above.

The median increase in the number of boat interactions during the operational phase of the proposed developments varied between 9 (under scenario 1) and 16 (under scenario 3). If the effect of boat interactions was detectable, this increase in traffic would result in a decrease in \( p_{12} \) from 0.87 to 0.83 under scenario 3, or to 0.85 under scenario 1, and in \( p_{23} \) from 0.73 to 0.69 (scenario 3) or to 0.71 (scenario 1). Given that no effect was detected in baseline conditions and ignoring the issues with sample size and associated bias, we could conclude that the predicted decrease in \( p_{12} \) and \( p_{23} \) resulting from the increase in boat interactions during the operational phase is lower than these decreases. Similarly, the predicted change in final motivational state was 0.19 under scenario 3 and 0.003 under scenario 1. If the effect of the change in final motivational state was detectable, this would result in a decrease in \( p_{12} \) from 0.87 to 0.76 (scenario 3) and no change under scenario 1. \( p_{23} \) was predicted to decrease from 0.73 to 0.60 under scenario 3, and no change was predicted under scenario 1. Given that no effect was detected in baseline conditions and ignoring the issues with sample size and
associated bias, we could conclude that the predicted decrease in $p_{12}$ and $p_{23}$ resulting from the change in final motivational state during the operational phase is lower than these decreases.

The bias in the estimate of the effect on the transition probabilities also showed a negative relationship with the number of calf histories used (Fig. S.11 a and c). However, such bias remained high (>20%) even for large sample sizes. This was partly because of the way bias was calculated. For example, if an effect equal to -0.01 was estimated as -0.015, this corresponded to a 50% bias, as did an estimate of -3 for an effect equal to -2. However, the biological relevance of the two errors is clearly different. Therefore, we recalculated the bias as the difference in the estimate relative to the size of the largest effect (-2). In this case, the mean bias decreased within acceptable limits with increasing sample size (Fig. S.11 b and d). Given the stochasticity in calf histories, an effect of -0.01 could not be reliably retrieved even with large sample sizes. This effect would correspond to a decrease of $p_{12}$ from 0.870 to 0.868 and of $p_{23}$ from 0.73 to 0.728 for a change of one SD in either the number of boat interactions or the final motivation to acquire energy.
4. Tables

Table S.1. Number of individuals simulated in each baseline year.

<table>
<thead>
<tr>
<th>Year</th>
<th># individuals</th>
</tr>
</thead>
<tbody>
<tr>
<td>2006</td>
<td>33</td>
</tr>
<tr>
<td>2007</td>
<td>33</td>
</tr>
<tr>
<td>2008</td>
<td>27</td>
</tr>
<tr>
<td>2009</td>
<td>35</td>
</tr>
<tr>
<td>2010</td>
<td>35</td>
</tr>
<tr>
<td>2011</td>
<td>32</td>
</tr>
</tbody>
</table>

Table S.2. Summary of calf histories. Each calf is associated with the corresponding mother. A calf history is composed of a series of stages, as defined in section 2.2 in the paper. Calf histories have a different length depending on when the calf was born in the period under analysis (2006-2011). Not all 17 modelled females had calves in the period of interest.

<table>
<thead>
<tr>
<th>Calf ID</th>
<th>Mother’s ID</th>
<th>Year of birth</th>
<th>History</th>
</tr>
</thead>
<tbody>
<tr>
<td>1024</td>
<td>11</td>
<td>2007</td>
<td>1 2 3 3 3 3</td>
</tr>
<tr>
<td>1008</td>
<td>52</td>
<td>2006</td>
<td>1 2 3 3 3 3 3</td>
</tr>
<tr>
<td>1111</td>
<td>52</td>
<td>2010</td>
<td>1 4 4</td>
</tr>
<tr>
<td>1020</td>
<td>64</td>
<td>2007</td>
<td>1 2 3 3 3</td>
</tr>
<tr>
<td>1010</td>
<td>307</td>
<td>2006</td>
<td>1 2 4 4 4 4 4</td>
</tr>
<tr>
<td>1084</td>
<td>307</td>
<td>2009</td>
<td>1 2 3</td>
</tr>
<tr>
<td>1080</td>
<td>430</td>
<td>2008</td>
<td>1 2 3 4</td>
</tr>
<tr>
<td>1022</td>
<td>578</td>
<td>2007</td>
<td>1 2 3 3 3</td>
</tr>
<tr>
<td>1130</td>
<td>578</td>
<td>2011</td>
<td>1 2</td>
</tr>
<tr>
<td>1113</td>
<td>580</td>
<td>2010</td>
<td>1 2</td>
</tr>
<tr>
<td>1078</td>
<td>745</td>
<td>2008</td>
<td>1 2 4 4</td>
</tr>
<tr>
<td>1012</td>
<td>800</td>
<td>2006</td>
<td>1 2 3 3 3 3 3</td>
</tr>
<tr>
<td>1087</td>
<td>800</td>
<td>2009</td>
<td>1 2 3</td>
</tr>
<tr>
<td>1019</td>
<td>820</td>
<td>2007</td>
<td>1 2 4 4 4</td>
</tr>
<tr>
<td>1125</td>
<td>820</td>
<td>2011</td>
<td>1 2</td>
</tr>
<tr>
<td>1085</td>
<td>866</td>
<td>2009</td>
<td>1 2 3</td>
</tr>
<tr>
<td>1110</td>
<td>923</td>
<td>2010</td>
<td>1 2</td>
</tr>
<tr>
<td>1086</td>
<td>965</td>
<td>2009</td>
<td>1 2 3</td>
</tr>
<tr>
<td>1023</td>
<td>969</td>
<td>2007</td>
<td>1 2 3 3 3</td>
</tr>
<tr>
<td>1128</td>
<td>969</td>
<td>2011</td>
<td>1 2</td>
</tr>
</tbody>
</table>
Table S.3. Summary of the activities associated with the construction and operational phases of the three proposed developments. These involve disposal of dredged material and piling, which were not included in the individual-based model.

<table>
<thead>
<tr>
<th>Location</th>
<th>Phase</th>
<th>No. of additional boat movements/year</th>
<th>Dredging</th>
<th>Disposal of dredged material</th>
<th>Piling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Invergordon</td>
<td>Construction</td>
<td>30</td>
<td>outside the modelled period</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>Invergordon</td>
<td>Operation</td>
<td>120</td>
<td>outside the modelled period</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Nigg</td>
<td>Construction</td>
<td>40</td>
<td>May to mid-June</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Nigg</td>
<td>Operation</td>
<td>146</td>
<td>outside the modelled period</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Ardersier</td>
<td>Construction</td>
<td>358</td>
<td>mid-June to mid-September</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>Ardersier</td>
<td>Operation</td>
<td>358</td>
<td>for maintenance (5 days mid-May and 5 days in mid-September)</td>
<td>Y</td>
<td>N</td>
</tr>
</tbody>
</table>

Table S.4. Key probabilities estimated from the multi-stage model for calf survival.

<table>
<thead>
<tr>
<th>Transition probabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability of calf surviving the first year</td>
</tr>
<tr>
<td>Probability of calf surviving to the third year</td>
</tr>
<tr>
<td>Probability of calf surviving after the third year</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Misclassification probabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability of misclassifying a calf at stage 2 as dead</td>
</tr>
<tr>
<td>Probability of misclassifying a calf at stage 3 as dead</td>
</tr>
</tbody>
</table>
5. Figures

Figure S.1. Autocorrelation function (ACF) plot for the residuals of a model for the occurrence of foraging buzzes as a function of environmental and temporal covariates (see [7] for details). The autocorrelation falls within the confidence intervals around 0 for a lag of approximately 180. Given that the mean and median number of data points per hour was 30, 180 data points correspond to approximately 6 hours, which was then used as the mean length of a foraging bout. This was concordant with the results by [6].
Figure S.2. Distribution of the mean and final motivational states of the dolphins in a) 2006, b) 2007, c) 2008, d) 2009, e) 2010, and f) 2011.
Figure S.3. Distribution of the number of boat interactions across each baseline year for the three scenarios of population status.
Figure S.4. Distribution of the number of times individual dolphins were completely satisfied with their motivation to acquire energy across each baseline year for the three scenarios of population status.
Figure S.5. Distribution of the number of times individual dolphins were completely dissatisfied with their motivation to acquire energy across each baseline year for the three scenarios of population status.
Figure S.6. Distribution of the final motivation to acquire energy (left) and final motivation to spend energy (right) of individual dolphins under baseline conditions and during construction (top) and operation (bottom) for scenario 3 of population status. 2009 was used here as the baseline condition.
Figure S.7. Distribution of the number of boat interactions under baseline conditions and during construction for the three scenarios of population status. 2010 was used here as the baseline condition.
Figure S.8. Distribution of the number of boat interactions under baseline conditions and during operation for the three scenarios of population status. 2010 was used here as the baseline condition.
Figure S.9. Bias of the transition probabilities for an increasing number of calf histories used in the estimation, when a) there was only an effect on the transition between stage 1 and stage 2, b) there was only an effect on the transition between stage 2 and stage 3 and c) there was an effect on both transition probabilities. The horizontal dotted line indicates an acceptable level of bias (4%), while the vertical dashed line indicates the sample size required for the upper confidence interval of the bias to be below the acceptable level (i.e. a) 77 calf histories, b) 74 histories and c) 92 histories).
Figure S.10. Mean value of the indicator variable for the effect on transition probabilities, modelled as a function of effect size, when a) there was only an effect on the transition between stage 1 and stage 2, b) there was only an effect on the transition between stage 2 and stage 3 and c) there was an effect on both transition probabilities. The horizontal dotted line indicates a value of 0.5 (i.e. above which the indicator variable would support the inclusion of that effect in the model), while the vertical dashed line indicates the effect size required for the lower confidence interval to be above 0.5 (i.e. a) -0.34, b) -0.29 and c) -0.41 for $p_{12}$ and -0.29 for $p_{23}$).
Figure S.11. Bias of the estimate of the effect for an increasing number of calf histories. In a), there was an effect on the transition between stage 1 and stage 2, and the bias was calculated relative to the true effect value; in b), the bias was recalculated relative to the size of the largest effect (-2). In c), there was an effect on the transition between stage 2 and stage 3, and the bias was calculated relative to the true effect value; in c), the bias was recalculated relative to the size of the largest effect (-2).
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