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Abstract. We introduce a technique that uses projection properties of fractal

percolation to establish dimension conservation results for sections of deter-
ministic self-similar sets. For example, let K be a self-similar subset of R2

with Hausdorff dimension dimH K > 1 such that the rotational components of

the underlying similarities generate the full rotation group. Then for all ε > 0,
writing πθ for projection onto the line Lθ in direction θ, the Hausdorff dimen-

sions of the sections satisfy dimH(K ∩ π−1
θ x) > dimH K − 1 − ε for a set of

x ∈ Lθ of positive Lebesgue measure, for all directions θ except for those in a
set of Hausdorff dimension 0. For a class of self-similar sets we obtain a similar

conclusion for all directions, but with lower box dimension replacing Hausdorff

dimensions of sections. We obtain similar inequalities for the dimensions of
sections of Mandelbrot percolation sets.

1. Introduction

Relating the Hausdorff dimension dimH K of a set K ⊂ Rd to the dimensions of
its sections and projections has a long history. The best-known result on projections
is that, if K is Borel or analytic, then, writing πV : Rd → V for orthogonal
projection onto the subspace V ,

(1.1) dimH πVK = min(k, dimH K),

for almost all k-dimensional subspaces V (with respect to the natural rotation-
invariant measure on subspaces). For sections of sets, for almost all k-dimensional
subspaces V , the dimensions of the sections or slices π−1

V x ∩K of K satisfy

dimH(K ∩ π−1
V x) ≤ max(0,dimH K − k)

for Lebesgue almost all x ∈ V (we take dimH ∅ = −∞). Moreover, for all ε > 0 and
almost all V , there is a set Wε ⊂ V of positive k-dimensional Lebesgue measure
such that

(1.2) dimH(K ∩ π−1
V x) ≥ max(0,dimH K − k)− ε

for x ∈ Wε. These inequalities were obtained by Marstrand [19] for subsets of the
plane, and extended to general d and k by Mattila [21]. Kaufman [15] introduced
the potential theoretic method which is now commonly used in studying dimensions
of projections and sections of sets.

These properties are complemented by the fact [20] that, for all k-dimensional
subspaces V , for all 0 ≤ ∆ ≤ d− k,

∆ + dimH{x ∈ V : dimH(K ∩ π−1
V x) ≥ ∆} ≤ dimH K.

In particular, if dimH K > k then for all V

dimH(K ∩ π−1
V x) ≤ dimH K − k

1
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for Lebesgue almost all x ∈ V . A good exposition of this material may be found in
[22, Chapters 9,10].

Fursternberg [9] introduced the notion of dimension conservation: given K ⊂ Rd,
a projection πV is said to be dimension conserving for K if there is a number ∆ > 0
such that

(1.3) ∆ + dimH{x ∈ V : dimH(K ∩ π−1
V x) ≥ ∆} ≥ dimH K

In this paper we consider a slightly weaker property when dimH K > k. We say
that a projection πV is weakly dimension conserving if, for all ε > 0,

(1.4) dimH(K ∩ π−1
V x) > dimH K − k − ε for all x ∈W,

where W is a ‘large’ subset of V , either with dimHW = k or with Lk(W ) > 0,
where Lk denotes k-dimensional Lebesgue measure. It follows from (1.2) that πV
is weakly dimension conserving for almost every k-dimensional subspace V .

There has been great interest recently in identifying classes of sets, in particular
classes of self-similar sets and their variants, for which these various inequalities
hold for all, rather than just almost all, subspaces. Several papers establish (1.1)
for all projections for classes of self-similar sets [9, 12, 25, 29] and for percolation
on self-similar sets [8, 26, 27, 28, 30]. Here we consider dimensions of sections, and
identify sets for which (1.4), or a similar inequality for box-counting dimension,
holds for all subspaces V .

Recall that an iterated function system (IFS) I = {fi}mi=1 on Rd is a family of
2 ≤ m < ∞ contractions fi : Rd → Rd. An IFS determines a unique non-empty
compact K ⊂ Rd such that

(1.5) K =

m⋃
i=1

fi(K),

called the attractor of the IFS, see [6, 13]. If the fi are all similarities then K is
self-similar. The IFS satisfies the strong separation condition (SSC) if the union
(1.5) is disjoint, and the open set condition (OSC) if there is a non-empty open set
U such that ∪mi=1fi(U) ⊂ U with this union disjoint. If either SSC or OSC hold
then dimH K = s where s is given by

∑m
i=1 r

s
i = 1, where ri is the similarity ratio

of fi.
We may write an IFS of (orientation preserving) similarities as

I = {fi = riRi ·+ai}mi=1

where Ri ∈ SO(d,R) is a rotation, ri is the scaling ratio and ai is a translation. If
the group G generated by {R1, . . . , Rm} is dense in SO(d,R) we say that the IFS
has dense rotations.

A number of results on dimension conservation of self-similar sets have been
established. Furstenberg [9] showed that (1.3) holds for projections onto all sub-
spaces V for a class of ‘homogeneous’ sets. These include self-similar sets where
the IFS I consists of contracting homotheties (i.e. similarities without rotation or
reflection so that Ri = I for all i) that satisfy SSC or OSC. For example, variants
on the Sierpiński carpet are of this type, where the value of ∆ in (1.3) depends
on the subspace V . There are detailed analyses of sections of the Sierpiński carpet
in [18, 16] and of sections of the Sierpiński gasket or triangle in [2]. In the case
where the IFS I satisfies OSC and the group generated by {R1, . . . , Rm} is finite,
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then every projection is dimension conserving, that is for all V (1.3) holds for some
number ∆, see [8, 11].

In this paper we demonstrate that many self-similar sets K are weakly dimension
conserving for all, or virtually all, projections πV . For self-similar sets in R2 where I
satisfies OSC and has dense rotations and dimH K > 1, (1.4) holds with L(W ) > 0
for all ε > 0 and for projections onto all lines V , except for lines in a set of directions
of Hausdorff dimension 0 (Theorem 4.8). This depends on a result on the absolute
continuity of projections of measures (Theorem 4.5) which extends a theorem of
Shmerkin and Solomyak [29] but which is currently only known for measures on
the plane. For sections of sets in Rd, provided that we replace Hausdorff dimension
by lower box dimension on the left-hand side of the inequality, we get (1.4) for
all k-dimensional subspaces V , for a large class of sets K that satisfy a certain
projection condition (Theorem 3.2). We also show that, almost surely, (1.4) is
true for all k-dimensional subspaces V for random subsets of Rd obtained by the
Mandelbrot percolation process (Theorem 3.4).

The idea is to demonstrate weak dimension conservation for a deterministic
set K ⊂ Rd (d ≥ 2) by running a percolation-type process on K to ‘probe’ the
dimensions of its (d− k)-dimensional sections. We construct random sets Kω ⊂ K
such that k < dimKω < k + ε/2 with positive probability. Writing Lx for the
(d− k)-plane through x and perpendicular to V , if dim(K ∩ Lx) < dimK − k − ε
for some x ∈ V there is a high probability that Kω ∩ Lx = ∅ or equivalently that
x 6∈ πVKω. By invoking results on projections of random sets that show that with
positive probability dimπVK

ω = k, we conclude that there must be a significant
subset of x ∈ V , indeed a subset of dimension k, for which this does not occur.

We formulate this principle in a general context in Propositions 2.1 and 2.2.
To apply it in various settings we utilise results on dimensions of projections of
percolation sets from [8, 26, 27, 28]. Theorems 4.6 and 4.8 depend on the absolute
continuity of projections of an alternative type of random measure, and this is
established in Theorem 4.5 which is a random version of a deterministic result of
Shmerkin and Solomyak [29].

We remark that the idea of estimating the dimension of certain random sets
by showing that they survive some percolation process goes back at least to the
work of Lyons [17] showing that the branching number of a tree equals the critical
percolation value, and even to [14] in a less specific setting.

The authors are grateful to Mike Hochman and to two referees for comments on
earlier versions of this paper.

2. Estimates for dimensions of sections using random subsets

In this section we present a general formulation of our method for obtaining lower
bounds for the dimensions of sections of a set given a knowledge of the dimensions
of projections of related random subsets. The method applies to sets that can be
modeled in terms of an infinite rooted tree. These include self-similar sets, where
the tree provides a natural description of the hierarchical construction of the set,
but extends to a many further fractals.

Let Λ = {1, . . . ,m} be an alphabet of m ≥ 2 symbols, with Λn denoting the set
of words of length n ≥ 0. Let Σ∗ := ∪n≥0Λn be the set of finite words and Σ := ΛN

the corresponding symbolic space of all infinite words. For each i ∈ Σ∗ denote by
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[i] ⊂ Σ the set of infinite words that start with i, that is the cylinder rooted at i.
We denote the diameter of a set A ⊂ Rd by |A|.

We consider fractals which are the image of a subset of symbolic space under a
continuous mapping Φ : Σ→ Rd, where Σ is equipped with the metric d(i, j) = m−k

with k the length of the common initial subword of i and j, and Rd has the Euclidean
metric. For each i ∈ Σ∗ we write Conv(Φ[i]) for the closed convex hull of Φ[i]. We
also assume throughout that there is a number d0 > 0 such that

inradius Conv(Φ[i])

diameter Conv(Φ[i])
≥ d0 for all i ∈ Σ∗

(the inradius of a closed convex set is the radius of the largest ball contained in the
set); thus the convex hulls cannot get ‘too long and thin’. We assume throughout
that Φ satisfies the following two conditions:

(1) There exist 0 < c0, c1 <∞ such that for all ρ ∈ (0, c0), the set

(2.1) Λρ = {i ∈ Σ∗ : ρ ≤ |Φ[i]| < c1ρ}
yields a finite covering of Σ, that is #Λρ <∞ and Σ = ∪i∈Λρ [i];

(2) There exists an integer n0 such that for all ρ ∈ (0, c0) and x ∈ Rn,

(2.2) #{i ∈ Λρ : x ∈ Conv(Φ[i])} ≤ n0.

These conditions will certainly be satisfied if Φ codes the attractor of an IFS of
similarities satisfying OSC.

We may define measures of Hausdorff type on subsets of Φ(Σ) by setting, for all
s > 0, F ⊂ Φ(Σ) and δ > 0,

(2.3) Ms
δ(F ) = inf

{ ∞∑
j=1

∣∣Φ[ij ]
∣∣s : Φ−1(F ) ⊂

∞⋃
j=1

[ij ],
∣∣Φ[ij ]

∣∣ ≤ δ}
and

Ms(F ) = lim
δ↘0
Ms

δ(F ).

Then Ms is equivalent to the restriction of s-dimensional Hausdorff measure Ms

to Φ(Σ). Clearly Hs(F ) ≤ Ms(F ) for F ⊂ Φ(Σ). For the opposite inequality (to
within a constant multiple), note that the number of sets Φ[i] with i ∈ Λρ that
overlap U ∩Φ(Σ) is bounded for all U ⊂ Rn with |U | = ρ < c0, from comparing the
volumes of maximal inscribed balls of Conv(Φ[i]) with that of some ball centered
in U of radius |U | and using (2.2). In particular, dimH F = inf{s :Ms(F ) = 0} =
sup{s :Ms(F ) =∞} for F ⊂ Φ(Σ).

In a similar way, (2.1) and (2.2) imply that the box-counting dimension of subsets
of Φ(Σ) may be found by counting cylinders. In particular, the lower box-counting
dimension of F ⊂ Φ(Σ) is given by

(2.4) dimB F = lim
ρ→0

log{#i ∈ Λρ : F ∩ Conv(Φ[i]) 6= 0}
− log ρ

.

Let BΣ be the σ-field generated by the cylinders of Σ. Let P be a probability
measure on BΣ. Let Σω be a random subset of Σ and let

Σω∗ := {i ∈ Σ∗ : [i] ∩ Σω 6= ∅}.
We adopt the convention that Aω := A∩Σω if A is a subset of Σ and Aω := A∩Σω∗
if A is a subset of Σ∗.
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For α ≥ 0 we say that Σω is an α-random subset of Σ if there exists a constant
c2 <∞ such that for all ρ ∈ (0, c0) and all i ∈ Λρ,

(2.5) P(i ∈ Λωρ ) ≤ c2ρα.

For our applications, Σω will typically be the symbolic set underlying fractal per-
colation on K, so that Φ(Σω) = Kω.

Let V be a k-dimensional subspace of Rd and let πV : Rd → V denote orthogonal
projection onto V . We write Lk for k-dimensional Lebesgue measure on V identified
with Rk in the obvious way. (If k = 1 then V is a line and we write L for Lebesgue
measure on V . )

The following two propositions are our principal tools. The first concerns the
Hausdorff dimension of sections and the second concerns their lower box dimension.
The first proposition has a stronger hypothesis than the latter on the projection
of the random subset involved, but on the other hand there is no condition on the
projection of the original fixed set.

Proposition 2.1. Let A ∈ BΣ. Let Σω be an α-random subset of Σ for some
α > 0, let Φ : Σ → Rd satisfy (1) and (2) above, and let V be a k-dimensional
subspace of Rd. If P

(
Lk(πV (Φ(Aω))) > 0

)
> 0, then

Lk
{
x ∈ V : dimH

(
Φ(A) ∩ π−1

V (x)
)
≥ α

}
> 0.

Proof. Let

S =
{
x ∈ V : dimH

(
Φ(A) ∩ π−1

V (x)
)
< α

}
.

Let x ∈ S. Using (2.3), for all ε > 0 we may find a set of words J ⊂ Σ∗ such that

Φ−1
(
Φ(A) ∩ π−1

V (x)
)
⊂
⋃

i∈J [i] and
∑

i∈J
∣∣Φ[i]

∣∣α < ε. Then Φ(Aω) ∩ π−1
V (x) ⊂⋃

i∈J∩Σω∗
Φ[i] and

E
(
#{i ∈ J ∩ Σω∗ }

)
=
∑
i∈J

P
(
i ∈ Σω∗

)
≤ c2

∑
i∈J

∣∣Φ[i]
∣∣α < c2ε,

using (2.5), so P
(
{i ∈ J ∩Σω∗ } 6= ∅

)
< c2ε. Since ε is arbitrarily small, we conclude

that for all x ∈ S, Φ(Aω) ∩ π−1
V (x) = ∅ almost surely.

By Fubini’s theorem, almost surely

Lk
(
S ∩ πV (Φ(Aω))

)
= Lk

(
x ∈ S : Φ(Aω) ∩ π−1

V (x) 6= 0
)

= 0.

Hence, with positive probability,

0 < Lk
(
πV (Φ(Aω))

)
= Lk

(
πV (Φ(Aω)) \ S

)
≤ Lk

(
πV (Φ(A)) \ S

)
. �

The second general proposition concerns the lower box-counting dimension of
sections of sets. Here we require a condition used in Lemma 2.3 that, for all i ∈ Σ∗,
the projection of Φ[i] onto the subspace V is the same as that of its convex hull; in
particular this will be the case if Φ[i] is connected. Note that such a requirement
has been crucial in other questions concerning self-similar sets, for example in the
study [2] on sections of the Sierpiński triangle and in connection with the dimension
of the visible sets [7].

Proposition 2.2. Let Σω be an α-random subset of Σ for some α > 0, let Φ : Σ→
Rd satisfy (1) and (2) above, and let V be a line, that is a 1-dimensional subspace
of Rd. Suppose that the projection of Φ[i] onto V is the same as that of its convex
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hull Conv(Φ[i]) for all i ∈ Σ∗. If P(dimH πV (Φ(Σω)) = 1) > 0, then for every
ε ∈ (0, α),

dimH

{
x ∈ V : dimB

(
Φ(Σ) ∩ π−1

V (x)
)
> α− ε

}
= 1.

Proof. To keep the notation simple, we give the proof for Φ : Σ → R2 where
the sections are intersections with lines perpendicular to the line V . The proof is
virtually identical for Φ : Σ → Rd where d > 2. Write Lx ≡ π−1

V (x) for the line
through x ∈ V perpendicular to V . For x ∈ V and ρ ∈ (0, c0) write

(2.6) N(x, ρ) := #{i ∈ Λρ : Conv(Φ[i]) ∩ Lx 6= ∅} ≡ #{i ∈ Λρ : Φ[i] ∩ Lx 6= ∅}

for the ‘box counting numbers’, where the equivalence follows as every line perpen-
dicular to V that intersects the convex hull Conv(Φ[i]) also intersects Φ[i].

Here is the first of three subsidiary lemmas within this proof. This enables us
to reduce consideration of coverings of subsets of Lx when estimating N(x, ρ) to a
small set of x. We identify V with R× {0} ⊂ R2 in the obvious way.

Lemma 2.3. Let ρ ∈ (0, c0) and M > 0. Let I ⊂ V be an interval with |I| ≤ ρ
such that N(x, ρ) ≤ M for some x ∈ I. Then there exist x1, x2 ∈ I with x1 ≤ x2

such that

N(x1, ρ), N(x2, ρ) ≤M
and such that, if x ∈ I has N(x, ρ) ≤M , then, for all i ∈ Λρ such that Conv(Φ[i])∩
Lx 6= ∅, either Conv(Φ[i]) ∩ Lx1

6= ∅ or Conv(Φ[i]) ∩ Lx2
6= ∅.

Proof. Let x′1 = inf{x ∈ I : N(x, ρ) ≤ M}. If N(x′1, ρ) ≤ M then take x1 = x′1.
Otherwise take x1 > x′1 sufficiently close to x′1 to ensure that both N(x1, ρ) ≤ M
and

{i ∈ Λρ : Conv(Φ[i]) ∩ Lx1
6= ∅}

= {i ∈ Λρ : Conv(Φ[i]) ∩ Lx1 6= ∅ and πV (intConv(Φ[i])) ∩ [x1,∞) 6= ∅}.

In the same way, we may take x2 to be sup{x ∈ I : N(x, ρ) ≤ M} or a slightly
smaller number if necessary. Clearly we may ensure that x1 ≤ x2. Since the
Conv(Φ[i]) with i ∈ Λρ have diameter at least ρ and x2 − x1 ≤ ρ, the conclusion of
the lemma follows. �

We now write

Nω(x, ρ) = #{i ∈ Λωρ : Conv(Φ[i]) ∩ Lx 6= ∅}

for the random analogue of (2.6). Fix ε ∈ (0, α) and for ρ ∈ (0, c0) let Sρ be the
deterministic subset of V :

(2.7) Sρ = {x ∈ V : N(x, ρ) ≤ ρ−α+ε/2}.

The second subsidiary lemma shows that if x ∈ Sρ then the probability that Lx
has non-empty intersection with Φ(Σω) is small.

Lemma 2.4. Let ρ ∈ (0, c0) and let I ⊂ V be an interval with |I| ≤ ρ such that
I ∩ Sρ 6= ∅. Then

(2.8) P
(
Nω(x, ρ) > 0 for some x ∈ I ∩ Sρ

)
≤ 2c2ρ

ε/2.
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Proof. If I ∩ Sρ = ∅ then (2.8) is trivial. Otherwise, applying Lemma 2.3 to the

interval I, taking M = ρ−α+ε/2 and noting (2.7), we may find x1, x2 ∈ I ∩ Sρ such
that, for all x ∈ I ∩ Sρ, all ω, and all i ∈ Λωρ ⊂ Λρ with Conv(Φ[i])∩Lx 6= ∅, either
Conv(Φ[i]) ∩ Lx1

6= ∅ or Conv(Φ[i]) ∩ Lx2
6= ∅. In particular, for all x ∈ I ∩ Sρ

(2.9) Nω(x, ρ) ≤ Nω(x1, ρ) +Nω(x2, ρ).

For j = 1, 2, using (2.5) and (2.7),

E
(
Nω(xj , ρ)

)
=

∑{
P(i ∈ Λωρ ) : i ∈ Λρ,Conv(Φ[i]) ∩ Lxj 6= ∅

}
≤

∑{
c2ρ

α : i ∈ Λρ,Conv(Φ[i]) ∩ Lxj 6= ∅
}

≤ c2ρ
αN(xj , ρ)

≤ c2ρ
αρ−α+ε/2,

so

P
(
Nω(xj , ρ) > 0

)
≤ c2ρε/2.

The conclusion (2.8) follows from (2.9). �

Let

S = {x ∈ V : dimB (Φ(Σ) ∩ Lx) ≤ α− ε}.
Note that, for all ρ ∈ (0, c0), we have

Φ(Σ) ∩ Lx =
⋃
i∈Λρ

Φ[i] ∩ Lx.

Thus, from (2.7), (2.6) and (2.4),

S ⊂
∞⋂

N=N0

∞⋃
n=N

S2−n ,

where we choose N0 so that 0 < 2−N0 < c0.
The final subsidiary lemma essentially shows that the Hausdorff dimension of S

cannot be too big.

Lemma 2.5. With S as above, dimH(πV (Φ(Σω)) ∩ S) ≤ 1− ε/4 almost surely.

Proof. For ρ ∈ (0, c0) write

Kω
ρ :=

⋃
{Conv(Φ[i]) : i ∈ Λωρ } ⊃ Φ(Σω).

Let I ⊂ V be an interval with |I| = ρ ≤ c0. If Sρ ∩ I 6= ∅ then by Lemma 2.4

P
(
πV (Kω

ρ ) ∩ Sρ ∩ I 6= ∅
)
≤ 2c2ρ

ε/2.

For n ≥ N0, let Cn be the family of closed binary subintervals of V of lengths 2−n.
Thus, for n ≥ N0,

E
(
#j : πV (Kω

2−n) ∩ S2−n ∩ Ij 6= ∅, Ij ∈ Cn
)
≤ 2n+1|Φ(Σ)|2c22−nε/2 = c32n(1−ε/2).

In particular,

∞∑
n=N0

2−n(1−ε/4)E
(
#j : πV (Kω

2−n) ∩ S2−n ∩ Ij 6= ∅, Ij ∈ Cn
)

= c3

∞∑
n=N0

2−nε/4 <∞.
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Then, for all N ≥ N0,

πV (Φ(Σω)) ∩ S ⊂ πV (Φ(Σω)) ∩
∞⋃
n=N

S2−n

=

∞⋃
n=N

πV (Φ(Σω)) ∩ S2−n

⊂
∞⋃
n=N

πV (Kω
2−n) ∩ S2−n

⊂
∞⋃
n=N

⋃
Ij∈Cn

{
Ij : πV (Kω

2−n) ∩ S2−n ∩ Ij 6= ∅
}
.

Hence, writing Hsδ for the s-dimensional Hausdorff δ-premeasure, and Hs for s-
dimensional Hausdorff measure, it follows on taking these covers of πV (Φ(Σω))∩S
for each N that

E
(
H1−ε/4(πV (Φ(Σω)) ∩ S)

)
= E

(
lim
N→∞

H1−ε/4
2−N

(πV (Φ(Σω)) ∩ S)
)

≤ lim inf
N→∞

E
(
H1−ε/4

2−N
(πV (Φ(Σω)) ∩ S)

)
≤

∞∑
n=N0

E
(
H1−ε/4

2−n (πV (Φ(Σω)) ∩ S)
)

≤
∞∑

n=N0

E
(

2−n(1−ε/4)
(
#j : πV (Kω

2−n) ∩ S2−n ∩ Ij 6= ∅, Ij ∈ Cn
))

<∞.

It follows that almost surelyH1−ε/4(πV (Φ(Σω))∩S) <∞ and so dimH(πV (Φ(Σω))∩
S) ≤ 1− ε/4. �

To complete the proof of Proposition 2.2, note that

dimH πV (Φ(Σω)) = max
{

dimH(πV (Φ(Σω)) ∩ S), dimH(πV (Φ(Σω)) \ S)
}

so that, conditional on dimH πV (Φ(Σω)) = 1, an event of positive probability by
the hypothesis of the proposition,

1 ≤ max
{

1− ε/4,dimH(πV (Φ(Σω)) \ S)
}
≤ max

{
1− ε/4,dimH(πV (Φ(Σ)) \ S)

}
.

But this is a deterministic statement, so we conclude that dimH(πV (Φ(Σ)) \ S) =
1. �

3. Sections of self-similar sets and percolation

Next we obtain a weak dimension conservation property for the lower box-
counting dimension of sections for self-similar sets with dense rotations (Theorem
3.2). We also do so for the Hausdorff dimension of sections of Mandelbrot percola-
tion sets (Theorem 3.4).

The best known model of fractal percolation is Mandelbrot percolation, based on
a decomposition of the d-dimensional cube into Md equal subcubes of sides M−1;
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its topological properties have been studied extensively, see [3, 6, 28]. Nevertheless,
statistically self-similar subsets of any self-similar set may be constructed using a
similar percolation process which may be set up in terms of the symbolic space
formulation of Section 2.

Let I = {f1, . . . , fm} be an IFS of similarities with attractor K. Intuitively,
percolation on K is performed by retaining or deleting components of the natural
hierarchical construction of K in a self-similar random manner. Starting with some
non-empty compact set D such that fi(D) ⊂ D for all i, we select a subfamily of
the sets {f1(D), . . . , fm(D)} according to some probability distribution, and write
K1 for the union of the selected sets. Then, for each selected fi(D), we choose sub-
sets from {fif1(D), . . . , fifm(D)} according to the same probability distribution,
independently for each i, with the union of these sets comprising K2. Continuing
in this way, we get a nested hierarchy K ⊃ K1 ⊃ K2 ⊃ · · · of random compact
sets, where Kk denotes the union of the components remaining at the kth stage.
The random percolation set Kω ⊂ K is then given by Kω = ∩∞k=0K

k, see Figure 1.

Figure 1. A self-similar attractor of an IFS with rotations and a
subset obtained by the percolation process

More formally, percolation on a self-similar set K is defined using the natural
representation of K by symbolic space. As in Section 2 we take Λ = {1, . . . ,m} with
Σ∗ = ∪n≥0Λn the set of finite words and Σ = ΛN the infinite words. The canonical
map Φ : Σ → K ⊂ Rd is given by Φ(i1i2 . . .) = ∩∞n=0fi1 · · · fin(D) for any non-
empty compact set D such that fi(D) ⊂ D for i = 1, . . . ,m. Then K = ∪i∈ΣΦ(i),
with Φ providing a (not necessarily injective) index to the points of K.

To define percolation on K, let (Ω,A,P) be a probability space. Let X ≡
(X1, . . . , Xm) be a random vector taking values in {0, 1}m. Let X = {X i ≡
(X i

1, . . . , X
i
m)}i∈Σ∗ be a family of independent random vectors with values in {0, 1}m,

each having the distribution of X, on the probability space (ΩΣ∗ ,AX , P⊗Σ∗),
where AX ⊂ AΣ∗ is the σ-algebra generated by X . This defines a random set
Σω = {i1i2 . . . ∈ Σ : X∅i1X

i1
i2
Xi1i2
i3
· · · = 1} ⊂ Σ. The percolation set Kω ⊂ K is the

image of Σω under the canonical map, that is the random set Kω = Φ(Σω).
By standard branching process theory [1], if E(#i : Xi = 1) > 1 there is a

positive probability that Σω, and thus Kω, is non-empty. Provided the IFS defining
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K satisfies OSC then, conditional on Kω 6= ∅,

(3.1) dimBK
ω = dimH K

ω = s a.s where s satisfies E
( m∑
i=1

Xir
s
i

)
= 1,

where ri is the scaling ratio of fi, see [5, 23].
We say that the percolation process is standard with exponent α if the distri-

bution of X = (X1, . . . , Xm) is defined by P(Xi = 1) = rαi , P(Xi = 0) = 1 − rαi
independently for i = 1, . . . ,m. Then by (3.1), provided that α < dimH K, there
is a positive probability that Kω 6= ∅, in which case dimH K

ω = dimH K − α a.s..
The following theorem on the dimension of projections of percolation subsets of

self-similar sets was obtained as a corollary of a more general theorem on projections
of random cascade measures on self-similar sets [8].

Theorem 3.1. [8] Let K be the attractor of an IFS of contracting similarities on
Rd with dense rotations and satisfying OSC. Let P be a probability distribution of a
standard percolation process on K with E(#i : Xi = 1) > 1, so that the percolation
set Kω 6= ∅ with positive probability. Then, conditional on Kω 6= ∅, almost surely

dimH πV (Kω) = min(k,dimH K
ω),

for every k-dimensional subspace V .

Thus, conditional on non-extinction, the projections of Kω onto all subspaces
have the ‘generic’ dimension. We now apply Proposition 2.2 to sections of self-
similar sets. The conclusion applies to self-similar sets K such that their projection
onto each line is the same as that of the convex hull of K. This includes the
case where K is connected as well as many other self-similar sets. One way of
constructing such examples in the plane is to take a convex polygon P and position
smaller similar copies P1, . . . , Pm of P inside P such that in every direction the
orthogonal projection of

⋃m
i=1 Pi is the same as that of P . Then the IFS consisting

of the similarities that map P onto the Pi gives a set with this projetion property,
see Figure 2 for some examples. Similar constructions based on polytopes are
possible in higher dimensions.

Figure 2. A connected and a totally disconnected self-similar set
with dense rotations satisfying the conditions of Theorem 3.2
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Theorem 3.2. Let I be an IFS of contracting similarities on Rd with dense rota-
tions and satisfying OSC. Let K be the attractor of I and suppose s = dimH K > 1
and that the projection of K onto every 1-dimensional subspace equals that of its
convex hull. Then for every 1-dimensional subspace V of Rd and all ε ∈ (0, s− 1),

(3.2) dimH

{
x ∈ V : dimB

(
K ∩ π−1

V (x)
)
> dimH K − 1− ε

}
= 1.

Proof. Let K have its symbolic representation Φ : Σ → Rd. As Φ[i] is similar to
K for all i ∈ Σ∗, the projection of each Φ[i] onto every 1-dimensional subspace is
the same as that of its convex hull. We set up standard percolation with exponent
s − 1 on K via its symbolic representation, as above. Then there is a positive
probability of non-extinction, conditional on which almost surely, dimH πV (Kω) =
min{1,dimH K − (s− 1)} = 1 for every line V , using Theorem 3.1.

A consequence of OSC is that Φ satisfies conditions (1) and (2) (at (2.1) and
(2.2)) with c0 = |K| and c1 = max1≤i≤m r

−1
i . Moreover, if i1 . . . ik ∈ Λρ then

P(i1 . . . ik ∈ Λωρ ) = rαi1 · · · r
α
ik
≤ |K|−αρα, so that (2.5) is satisfied. The conclusion

follows by Proposition 2.2 since Φ(Σ) = K. 2

It would be desirable to dispense with the requirement in Theorem 3.2 that the
projections of K are the same as those of its convex hull. Without such a condition
it is not hard to show that (3.2) can be replaced by the conclusion that

dimH

{
x ∈ V : d(x) > dimH K − 1− ε

}
= 1

where d(x) := limρ→0 log #Nρ(L
ρ
x)/− log ρ and where Nρ(L

ρ
x) denotes the number

of i ∈ Λρ such that Conv(Φ[i])∩Ly 6= ∅ for some y ∈ [x− ρ, x+ ρ]. (Here d(x) is a
kind of lower box-counting dimension conditioning on fibres that is always no less
than the actual lower box-counting dimension of the fibre, with possibility of being
strictly larger.)

Next we apply Proposition 2.1 to Mandelbrot percolation. Let K be the unit
cube in Rd. Fix an integer M ≥ 2 and a probability 0 < p < 1. We divide
K into Md subcubes of side 1/M in the natural way, and retain each subcube
independently with probability p to get a set K1 formed as a union of the retained
subcubes. We repeat this process with the cubes in K1, dividing each into Md

subcubes of side 1/M2 and choosing each with probability p to get a set K2, and so
on. This process, termed Mandelbrot percolation, leads to a percolation set, which
we write here as Kω

p = ∩∞k=0K
k to emphasize the dependence on p.

Of course, this may be regarded as percolation on the self-similar set defined by
the IFS I = {f j1,...,jd : 1 ≤ j1, . . . , jd ≤M} on Rd where

f j1,...,jd(x1, . . . , xd) =
(x1 + j1 − 1

M
, . . . ,

xd + jd − 1

M

)
;

as before the random construction may be represented in symbolic space, using an
alphabet of Md letters.

If p > M−d then, as above, that there is a positive probability that Kω
p 6= ∅,

conditional on which dimH K
ω
p = d+ log p/ logM . A useful observation is that for

0 < p, p′ < 1 the intersection of independent realizations of the two random sets
Kω
p and Kω

p′ has the same distribution as that of Kω
pp′ .

Rams and Simon [26, 27, 28] and Simon and Vágó [30] have recently obtained
results on the dimensions and Lebesgue measure of projections of Mandelbrot per-
colation that are almost surely valid for projections onto all subspaces.
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Theorem 3.3. [26, 30] Let 1 ≤ k ≤ d − 1 and let Kω
p ⊂ Rd be the random set

obtained by Mandelbrot percolation on the d-dimensional unit cube, using repeated
subdivision into Md subcubes, and selecting cubes independently with probability
p > 1/Md−k. Then, conditional on Kω

p 6= ∅, dimH K
ω
p = d + log p/ logM > k,

and for every k-dimensional subspace V we have Lk(πVK
ω
p ) > 0, indeed, πVK

ω
p

contains an open subset of V .

Applying Proposition 2.1 to Theorem 3.3 we obtain dimension conservation prop-
erties for Mandelbrot percolation.

Theorem 3.4. Let 1 ≤ k ≤ d − 1. Let Kω
p ⊂ Rd be the random set obtained by

Mandelbrot percolation on the d-dimensional unit cube, using repeated subdivision
into Md subcubes and selecting cubes independently with probability p > 1/Md−k.
For all ε > 0, almost surely conditional on Kω

p 6= ∅, for all k-dimensional subspaces
V ,

Lk
{
x ∈ V : dimH

(
Kω
p ∩ π−1

V (x)
)
≥ dimH K

ω
p − k − ε

}
> 0.

Proof. We may represent the hierarchy of M -ary subcubes of the unit cube in
symbolic space Σ with an alphabet Λ of m = Md letters with Φ : Λ→ K = [0, 1]d

the natural cannonical mapping. With notation for percolation as above, let the
probability distribution (X1, . . . , Xm) on Λ be given by P(Xi = 1) = p, P(Xi = 0) =
1− p, independently for i = 1, . . . ,m. This defines a random set Σωp ⊂ Σ such that
Kω
p = Φ(Σωp ) is the Mandelbrot percolation set, with dimH K

ω
p = d + log p/ logM

conditional on non-extinction. Now let p′ = p−1M−(d−k−ε) and let Σω
′

p′ ⊂ Σ be an

independent random set defined in the same way but using probability p′; we use
Σω
′

p′ to ‘probe’ the dimensions of Kω
p .

The random set Σωp ∩ Σω
′

p′ has the same distribution as a random set Σω
′′

pp′ , con-

structed in the same way with probability pp′. Thus, conditional on Σωp ∩Σω
′

p′ 6= ∅,
dimH Φ(Σωp ∩ Σω

′

p′ ) = d + log pp′/ logM = k + ε almost surely, so by Theorem 3.3,
almost surely,

(3.3) Lk
(
πV (Φ(Σωp ∩ Σω

′

p′ ))
)
> 0

for all k-dimensional subspaces V . Using independence and Fubini’s theorem, con-
ditional on Σωp 6= ∅, almost surely conditional on Σωp ∩ Σω

′

p′ 6= ∅, inequality (3.3)

holds for all V (Note that, conditional on Σωp 6= ∅, P(Σωp ∩ Σω
′

p′ 6= ∅) > 0.)

We may regard Σω
′

p′ as an α-random subset of Σ where α = − log p′/ logM =

log p/ logM +d−k− ε. Taking A = Σωp in Proposition 2.1 (so in the notation there

Aω = Σωp ∩ Σω
′

p′ ) we conclude that, conditional on Σωp 6= ∅,

Lk
{
x ∈ V : dimH

(
Φ(Σωp ) ∩ π−1

V (x)
)
≥ α} > 0,

and the conclusion follows, noting that Φ(Σωp ) = Kω
p . �

4. Absolute continuity of projections of random self-similar
measures

We now show that we have weak dimension conservation for the Hausdorff di-
mension of sections of plane self-similar sets in all directions apart from a set of
directions of Hausdorff dimension 0 (Theorem 4.8). To achieve this we use Proposi-
tion 2.1 together with a result on the absolute continuity of projections of a class of
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random measures supported by random subsets of self-similar sets (Theorem 4.5),
which is a extension of a result of Shmerkin and Solomyak [29] for deterministic
measures. We do this first for self-similar sets where the defining similarities are
translates of each other. Then a device of Peres and Shmerkin [25] enables us to
extend the conclusion to general similarities.

Let

(4.1) I = {fi = rRθ ·+ai}mi=1

be an IFS in the plane, where r ∈ (0, 1) and Rθ is the orthogonal rotation with
an angle θ ∈ [0, 2π). As before Φ : Σ 7→ R2 is the canonical mapping from the
symbolic space to the plane.

Let (Ω,A,P) be a probability space. Let

(4.2) X : Ω 7→
{

(p1, . . . , pm) ∈ [0, 1]m :

m∑
i=1

pi = 1
}

be a random probability vector allowing zero entries. For n ∈ N denote by

χn : ΩN → Ω

the projection from ΩN onto its nth coordinate. Then X = {X(n) = X ◦ χn}n∈N
forms a i.i.d. sequence on the probability space (ΩN,AX ,P⊗N), where AX ⊂ A⊗N
is the σ-algebra generated by X . Let ν be the random probability measure on Σ
defined by

(4.3) ν([i1 . . . ik]) = X
(1)
i1
· · ·X(k)

ik
for all i1 . . . ik ∈ Σ∗.

Remark 4.1. Note that the measure ν is not the same as the random cascade
measures studied, for example, in [8]. Here for k ≥ 1 the ratio ν([i1 . . . ikik+1]) :
ν([i1 . . . ik]) is the same for all i1 . . . ik ∈ Λk. The reason why we consider this
particular random measure is that its Fourier transform has a product structure,
which is essential for the proof of absolute continuity in Theorem 4.5.

Let Q be the probability measure on the product space Σ× ΩN given by

Q(A) =

∫
ΩN

∫
Σ

1A(i,ω) ν(di)P⊗N(dω) for all A ∈ BΣ ⊗AX .

Denote by σ : Σ× ΩN 7→ Σ× ΩN the left shift

σ(i1i2 . . . , ω1ω2 . . .) = (i2i3 . . . , ω2ω3 . . .).

The next proposition and theorem are direct analogues of those obtained in [8]
for random cascade measures.

Proposition 4.2. The dynamical system (Σ× ΩN,BΣ ⊗AX , σ,Q) is mixing.

Proof. The proof is similar to that of [8, Proposition 2.2]. Let B be the semialgebra
of BΣ ⊗AX consisting of sets of the form

{(i,ω) : i|k = j, X(b)
a ∈ Bba}

for k ∈ N, j ∈ Λk, b ∈ {1, . . . , k}, a ∈ Λ and Bba Borel subsets of [0, 1]. It is clear
that B generates BΣ ⊗ AX , so we only need to verify that limn→∞Q(σ−n(A) ∩
B) = Q(A)Q(B) for A,B ∈ B. This follows since by the construction of B, given
A,B ∈ B, there exists a positive integer n0 such that σ−n(A) and B are independent
for all n ≥ n0. �
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Let πβ : R2 7→ R2 be orthogonal projection onto the line making an angle β
with the x-axis. Write µ = Φν for the measure defined by µ(A) = ν(Φ−1A).
Starting from Proposition 4.2 and proceeding just as in [8], we obtain the following
projection property.

Theorem 4.3. Suppose that θ/π is irrational. Then almost surely, for all β ∈ [0, π)

dimH πβµ = min(1,dimH µ).

Proof. When θ/π is irrational, the closed rotation group G generated by Rθ is the
whole group SO(2,R). Given this, the proof follows exactly the same lines as in
of [8, Sections 2.7 & 4]. In particular, since G = SO(2,R), the dimension of the
projections equals the maximal possible value, just as in [8, Corollary 4.6], �

Theorem 4.5 below, a random analogue of [29, Theorem B], gives conditions for
the projections of the random measure µ to be almost surely absolutely continuous
in all directions except for a set E of Hausdorff dimension 0. First, in the following
lemma, we specify the set E and verify that its dimension is 0. We adapt the
delicate estimates of [29, Lemmas 3.2 & 3.4] to our requirements, in particular
obtaining estimates for the dimensions of Eq,k(δ,N) that do not depend on q or k.

For x ∈ R let ‖x‖ = min{|x− j| : j ∈ Z} and we write [N ] = {1, . . . , N} for each
positive integer N .

Lemma 4.4. Fix r ∈ (0, 1), γ ∈ R, b ∈ (0,∞) and θ ∈ R with θ/π irrational. For
δ ∈ (0, 1

2 ) and integers q, k ≥ 1, N ≥ 2, let Eq,k(δ,N) be the set of all β ∈ [0, π)
such that

max
τ∈[1,r−qk]

1

N
#
{
n ∈ [N ] : ‖bτrq−qk(N−n) cos(β + γ − nqkθ)‖ ≤ r2qk

15

}
> 1− δ,

and let

E =
⋂
i≥3

⋃
q,k≥1

lim sup
N→∞

Eq,k(1/i,N).

Then dimH E = 0.

Proof. For the time being we fix the integers q, k,N ≥ 1 and abbreviate c := brq,
` := r−qk and α := qkθ. Note that r2qk/15 = 1/(15`2). Let τ ∈ [1, `].

Given β ∈ [0, π), for each n = 1, . . . , N write

(4.4) cτ`N−n cos(β + γ − nα) = kn + εn, where kn ∈ Z and εn ∈ [−1/2, 1/2).

For x ∈ R let wx = (cosx, sinx). Since α/π is irrational, the unique solution of the
equation

c1w2α + c2wα = w0,

is c1 = −1 and c2 = 2 cosα. Clearly |c1|, |c2| ≤ 2.
Applying the formula 〈wx, wβ+γ−nα〉 = cos(β + γ − nα− x) for x = 2α, α, 0 and

using (4.4) we get that

(4.5) c1`
2(kn+2 + εn+2) + c2`(kn+1 + εn+1) = kn + εn.

This implies that if

max{|εn|, |εn+1|, |εn+2|} ≤ 1/(15`2) ≤ 1/
(
3(2`2 + 2`+ 1)

)
,

then

|c1`2kn+2 + c2`kn+1 − kn| < 1
2 ,
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which means that kn+2 and kn+1 uniquely determine kn. On the other hand,

|c1`2εn+2 + c2`εn+1 − εn| ≤ `2 + `+ 1.

Hence for fixed kn+2 and kn+1, there are at most b2(`2 + `+ 1) + 1c ≤ 7`2 possible
values of kn. Also, from (4.4), there are at most (2c` + 1)(2c`2 + 1) ≤ (2b + 1)2`3

possible pairs of (kN , kN−1).
For δ ∈ (0, 1

2 ) denote by [N ]δ the set of all subsets of [N ] with cardinality no

less than (1 − δ)N . For A ∈ [N ]δ let Ã := {0 ≤ n ≤ N − 2 : n + 2, n + 1, n ∈ A}.
Then #Ã ≥ (1 − 3δ)N − 3. This implies that the number of possible sequences
(kn)Nn=0 corresponding to β ∈ [0, π) for which |εn| ≤ 1/(15`2) in (4.4) for all n ∈ A,
is bounded above by

(2b+ 1)2`3(7`2)3δN+3.

Note that once (kN , kN−1) is given, the possible values of the remaining kn are
determined by (4.5), hence the value of τ ∈ [1, `] is irrelevant. Then, by Cher-
noff’s entropy inequality for binomial sums, see [4], or alternatively using Stirling’s
approximation,

#[N ]δ ≤
bδNc∑
p=0

(
N

p

)
≤ 2N [−δ log δ−(1−δ) log(1−δ)] ≤ eC

√
δN ,

for all N and δ ∈ (0, 1
2 ), where C is a universal constant.

Combining these estimates, the number of possible sequences (kn)Nn=1 corre-
sponding to β ∈ [0, π) satisfying

max
τ∈[1,`]

1

N
#
{
n ∈ [N ] : ‖cτ`N−n cos(β + γ − nα)‖ ≤ 1/(15`2)

}
> 1− δ,

is bounded above by

eC
√
δN (2b+ 1)2`3(7`2)3δN+3.

From (4.4), identically

β + γ − nα = tan−1
(`(kn+1 + εn+1)

(kn + εn) sinα
− cotα

)
.

Since α/π is irrational, by estimating the derivatives of the function

f(x) = tan−1
(
(`/ sinα)x− cotα

)
,

there is a constant C ′ depending only on ` and α such that

β ∈ B
(
jα− γ + f(kj+1/kj), C

′`−N
)

where j may be 1 or 2 (to ensure that k1 and k2 are not both 0 when N is sufficiently
large). Hence the set Eq,k(δ,N) can be covered by

2eC
√
δN (2b+ 1)2`3(7`2)3δN+3 = 2eC

√
δN (2b+ 1)2r−3qk(7r−2qk)3δN+3

balls of radius C ′`−N = C ′rqkN .
Using these coverings, it follows that

dimH

(
lim sup
N→∞

Eq,k(δ,N)
)
≤ C

√
δ + 3δ(log 7− 2qk log r)

−qk log r

≤
(
6 + (C + 3 log 7)/− log r

)√
δ.
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By countable stability of Hausdorff dimension, for i ≥ 3,

dimH

⋃
q,k≥1

lim sup
N→∞

Eq,k(1/i,N) ≤
(
6 + (C + 3 log 7)/− log r

)
/
√
i,

giving the conclusion. �

Here is the theorem on the absolute continuity of projections of random measures
in all but a small set of exceptional directions when the underlying similarities are
translates of each other. The proof uses Fourier transforms along the lines of [29,
Theorem B].

Theorem 4.5. Suppose that θ/π is irrational and let I be an IFS of the form (4.1)
satisfying OSC. Then there exists a set E ⊂ [0, π) with dimH E = 0 such that, for
every random self-similar measure µ = Φν with respect to I of the form defined by
(4.2)–(4.3) and satisfying

(4.6) P(there exist i, j ∈ Λ such that Xi, Xj ≥ p∗) = 1

for some p∗ > 0 and

(4.7) P(dimH µ = s) = 1

for some s > 1, almost surely for all β ∈ [0, π) \ E, the projected measure πβµ is
absolutely continuous with respect to Lebesgue measure.

Proof. We write ang(z) for the angle between the line containing {0, z} and the
x-axis. For i, j ∈ Λ let Ei,j be the set given by Lemma 4.4 for the ratio r and angle
θ in the IFS (4.1) with γ = ang(ai − aj) + θ and b = |ai − aj |. Let E = ∪i,j∈ΛEi,j .
Then dimH E = 0; we will show that the projected measures πβµ are absolutely
continous when β ∈ [0, π) \ E.

With µ = Φν as stated, we may, by (4.6), choose i, j ∈ Λ with |ai− aj | > 0 such
that

(4.8) P(Xi, Xj ≥ p∗) := p > 0;

these i and j will remain fixed throughout the proof.
For each q ≥ 1, we may regard the attractor K of the IFS (4.1) as the attractor

of the iterated IFS

Iq := {fi := fi1 · · · fiq ≡ rqRqθ ·+ai : i = i1 . . . iq ∈ Λq},

so that K = Φq(Σq) where Σq := {i1i2 . . . : ij ∈ Λq} and Φq is the canonical map.
Let νq be the random self-similar measure of the form (4.2)–(4.3) with respect to

Xq =
{
Xq,(n) :=

(
X
q,(n)
i ≡

q∏
l=1

X
(nq−q+l)
il

)
i=i1...iq∈Λq

}
n≥1

.

Then µ = Φqνq for all q ≥ 1. Note that µ satisfies

(4.9) µ =
∑
i∈Λq

X
q,(1)
i fiµ

q,(1),

where µq,(1) is the copy of µ generated by {Xq,(n+1)}n∈N. In terms of Fourier
transforms, writing Tq = rqRqθ, equation (4.9) yields that for ξ ∈ R2,

(4.10) µ̂(ξ) =
∑
i∈Λq

X
q,(1)
i eiπ〈ai,ξ〉 ̂Tqµq,(1)(ξ).
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Iterating (4.10) and taking the limit,

(4.11) µ̂(ξ) =

∞∏
n=0

Ψq
n(ξ),

where, for n ≥ 0,

Ψq
n(ξ) =

∑
i∈Λq

X
q,(n+1)
i eiπ〈Tnq ai,ξ〉.

From (4.11), for q ≥ 1 and k ≥ 2, we can write µ as a convolution of two measures
µq,k ∗ ηq,k, where

µ̂q,k(ξ) =
∏

k 6 |n+1

Ψq
n(ξ) and η̂q,k(ξ) =

∏
k|n+1

Ψq
n(ξ).

Notice that µq,k is within the class of random self-similar measures of the form
(4.2)–(4.3); indeed it has the same law as the random self-similar measure with
respect to the IFS

{T kq ·+fi1 · · · fik−1
((0, 0))}i1...ik−1∈(Λq)k−1

and the random vector

{Xq,(1)
i1
· · ·Xq,(k−1)

ik−1
}i1...ik−1∈(Λq)k−1 .

Thus, using (4.7) and noting the change in contraction ratios from rk to rk−1,
almost surely dimH µq,k = k−1

k dimH µ = k−1
k s > 1 for some sufficiently large k

which we fix for the remainder of the proof. Applying Theorem 4.3 we can find a
set Ω1 with P(Ω1) = 1 such that, for all ω ∈ Ω1, for all β ∈ [0, π), q ≥ 1,

(4.12) dimH πβµq,k = 1.

The rest of the proof estimates the Fourier transform of πβηq,k using Lemma
4.4. From (4.8), for q ≥ 1 and n ≥ 0 the event

Aq,n = {X(qn+h)
i , X

(qn+h)
j ≥ p∗ for some h = 0, . . . , q − 1}

has probability P(Aq,n) = 1−(1−p)q. Since {χAq,nk}n≥0 are i.i.d. random variables
for all q ≥ 1, by the strong law of large numbers we can find a set Ω2 with P(Ω2) = 1
such that for all ω ∈ Ω2, for all q ≥ 1,

(4.13) lim
N→∞

1

N

N∑
n=0

χAq,nk(ω) = 1− (1− p)q.

By (4.6) we may also find a set Ω3 with P(Ω3) = 1 such that for all n ≥ 1,

(4.14) there exists ` ∈ Λ such that X
(n)
` ≥ p∗

(note that since X(n) is a probability vector, there is always one entry no less than
1/m so this is deterministically true).

Take ω ∈ Ω1 ∩ Ω2 ∩ Ω3. The rest of the proof will be deterministic.
Let β ∈ [0, π) \ E. By Lemma 4.4 there exists i0 = i0(β) such that for all q ≥ 1

there exists N0 = N0(β, q) such that β 6∈ Eq,k(1/i0, N) for all N ≥ N0. In other
words, for all N ≥ N0,

(4.15) max
τ∈[1,r−qk]

1

N
#
{
n ∈ [N ] : ‖bτrq−qk(N−n) cos(β + γ − nqkθ)‖ > r2qk

15

}
≥ 1

i0
,



18 KENNETH FALCONER AND XIONG JIN

where γ = ang(ai − aj) + θ and b = |ai − aj |. Take q large enough so that
(1 − p)q < 1/4i0. We show, in a similar manner to [29, Proposition 3.3], that the
projected measure πβηq,k has positive Fourier dimension. (Recall that the Fourier

dimension of a measure λ is the supremum of σ such that λ̂(ξ) = O(|ξ|−σ/2).)
Writing wβ = (cosβ, sinβ) as before and applying the formula

π̂βλ(t) = λ̂(twβ) (t ∈ R)

for the Fourier transform of the projection of a measure λ on R2, we obtain

π̂βηq,k(t) =

∞∏
n=1

Ψq
kn−1(twβ).

By (4.13), we can find an integer N1 such that for all N ≥ N1,

(4.16)

N∑
n=0

χAq,nk(ω) ≥ N(1− 2(1− p)q) ≥ N(1− 1/2i0).

We claim that if χAq,nk(ω) = 1, then there exist distinct i1, i2 ∈ Λq such that

(4.17) X
q,(kn)
i1

, X
q,(kn)
i2

≥ (p∗)
q; ang(ai1−ai2) = ang(ai−aj); |ai1−ai2 | = brq−1.

To see this, by (4.14) we can find i1, . . . , iq ∈ Λ such that X
(qn+l)
il

≥ p∗ for all

l = 0, . . . , q − 1. Also X
(qkn+h)
i , X

(qkn+h)
j ≥ p∗ for some h ∈ {0, . . . , q − 1} since

χAq,kn(ω) = 1. Then it is easy to check that i1 = i1 . . . ih−1iih+1 . . . iq and i2 =
i1 . . . ih−1jih+1 . . . iq satisfy (4.17). Hence for all n ≥ 0 such that χAq,nk(ω) = 1 we
can write, for some d0, di ∈ R,

Ψq
nk(twβ) =

∑
i∈Λq

X
q,(nk)
i eiπ〈Tnk−1

q ai,twβ〉

= eiπd0
(
X
q,(nk)
i1

+X
q,(nk)
i2

eiπ〈Tnk−1
q (ai2−ai1 ),twβ〉 +

∑
i6=i1,i2

X
q,(nk)
i eiπdi

)
.

Let t = τ(r−qk)N , where τ ∈ [1, r−qk] and N ≥ N2 := max{N0, N1}, where
N0 = N0(β, q) is given for (4.15). Note that ang(ai1 − ai2) = γ − θ. Then

〈Tnk−1
q (ai2 − ai1), twβ〉 = brq−1t〈Tnk−1

q w−γ+θ, wβ〉

= bτrq−qk(N−n) cos(β + γ − nqkθ).

Since
∑

i∈Λq X
q,(nk)
i = 1 and X

q,(nk)
i1

, X
q,(nk)
i2

≥ (p∗)
q, there is a constant ρ =

ρ(p∗, r, q, k) > 0 such that

|Ψq
nk−1(twβ)| ≤ 1− ρ

whenever ‖bτrq−qk(N−n) cos(β + γ − nqkθ)‖ > r2qk/15. From (4.15) and (4.16) we
deduce that

#
{
n ∈ [N ] : |Ψq

nk−1(twβ)| ≤ 1− ρ
}
≥
( 1

i0
− 1

2i0

)
N =

1

2i0
N.

Hence

|π̂βηq,k(t)| ≤ (1− ρ)N/2i0 ≤ t− log(1−ρ)/(2i0qk log r),

provided t ≥ r−qk(N2+1), so πβηq,k has positive Fourier dimension.
It was shown in [29, Lemma 4.3] that the convolution of a measure of full Haus-

dorff dimension with one of positive Fourier dimension is absolutely continuous
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with respect to Lebesgue measure. Since dimH πβµq,k = 1 by (4.12), applying [29,
Lemma 4.3] to πβµq,k and πβηq,k gives that πβµ is absolutely continuous. �

We now apply Theorems 2.1 and 4.5 to get weak dimension conservation for
self-similar sets in R2 where the IFS consists of similarities with irrational rotations
that are translates of each other and satisfy OSC.

Theorem 4.6. Let θ/π be irrational and suppose that the IFS I = {fi = rRθ ·
+ai}mi=1 on R2, with r > 1/m and satisfying OSC, has attractor K, so that s :=
dimH K = − logm/ log r > 1.

Then there is a set E ⊂ [0, π) with dimH E = 0 such that for all β ∈ [0, π) \ E,
for all ε ∈ (0, s− 1),

L1
{
x ∈ πβ(K) : dimH

(
K ∩ π−1

β (x)
)
≥ s− 1− ε

}
> 0.

Proof. For each integer q > log 2/ − log r we may regard K as the attractor of
the IFS Iq := {fi1 · · · fiq : 1 ≤ i1, . . . , iq ≤ m} so that K = Φq(Σq) where Σq :=
{i1i2 . . . : ij ∈ Λq} and Φq is the cannonical map. Let Eq ⊂ [0, π) be the set with
dimH Eq = 0 given by that Theorem 4.5 for the IFS Iq. Take E = ∪q>log 2/−log rEq
so that dimH E = 0.

Now fix ε ∈ (0, s− 1). Let q > log 2/− log r be an integer to be specified later.
Let

(4.18) pq :=
(
rq(s−1−ε) − 2

mq

) mq

mq − 2
=
mq(1+ε)/s − 2

mq − 2
∈ (0, 1),

since rs = m−1 and 2 < r−q = mq/s. Let Sq be a random subset of Λq defined as
follows. First choose two different symbols from Λq with uniform probability, then
select each of the remaining mq − 2 symbols with probability pq, all actions being
independent; in this way Sq always contains at least two symbols. Moreover, for
each i ∈ Λq,

P(i ∈ Sq) =
2

mq
+
mq − 2

mq
pq

= rq(s−1−ε).

Let {S(k)
q : k ∈ N} be a sequence of independent copies of Sq. Then the set

Σωq := S(1)
q × S(2)

q × · · ·

is an α-random set, with α = log rq(s−1−ε)/ log rq = s − 1 − ε, witn Φq satisfying
(1) and (2) at (2.1) and (2.2).

Define a random vector Xq in a uniform manner, that is,

Xq =

{
χ(i∈Sq)

#Sq

}
i∈Sq

;

then (Xq)i ≥ 1/mq := p∗ for at least two i ∈ Sq. Let {X(k)
q : k ∈ N} be independent

copies of Xq which are supported by S
(k)
q . These random vectors define a random

measure νq on Σq of the form described in (4.2) and (4.3) at the start of this section.
Then νq has support Σωq , and Φqνq has support Kω = Φq(Σ

ω
q ). From the strong law

of large numbers, and using OSC when mapping the measure under Φq, it follows
from [10], for example, that, almost surely,

dimH Φqνq =
E(log #Sq)

− log rq
.
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Write Bin(n, p) to denote the binomial distribution with n points and probability
p. Then

E(log #Sq) = E
(

log[Bin(mq − 2, pq) + 2]
)

= log(mq(1+ε)/s)− o(1)

as q → ∞, on using (4.18) to express pq in terms of m together with a simple
application of Chebyshev’s inequality. Thus

dimH Φqνq =
log(mq(1+ε)/s)− o(1)

− logm−q/s
= 1 + ε− o(q−1) > 1

provided we now choose q sufficiently large.
From Theorem 4.5, almost surely for all β ∈ [0, π)\E ⊂ [0, π)\Eq, the projected

measure πβΦqνq is absolutely continuous with respect to Lebesgue measure, so
L1(πβ(Kω)) > 0. The conclusion follows from Proposition 2.1, taking A = Σ,
K = Φ(Σ)and α = s− 1− ε. �

We now extend Theorem 4.6 to general sets of similarities using a technique of
Peres and Shmerkin [25, Proposition 6]. This allows us to reduce a general plane
IFS to one where the similarities are mutual translates with the attractor a subset
of that of the original IFS and of arbitraily close dimension to which we may apply
Theorem 4.6.

Proposition 4.7. Let I = {fi = riRθi ·+ai}mi=1 be an IFS on R2 satisfying OSC
with attractor K. For all ε > 0 there is an IFS Iε, satisfying SSC and formed by
a collection of compositions of maps from I, such that all the maps in Iε have the
same rotation Rθ for some angle θ and the same contraction ratio 0 < r < 1, and
with attractor Kε ⊂ K such that dimH Kε > dimH K − ε.

Moreover, if I has dense rotations then we may take θ/π to be irrational.

Proof. First we may assume that I satisfies SSC, since there is an IFS formed by
compositions of the maps in I that satisfies SSC with attractor a subset of K and
with Hausdorff dimension arbitrarily close to that of K, see, for example, [24].

Next, as in the proof of [25, Proposition 6], we may find integers n1, . . . , nm such
that the IFS Iε formed by all those compositions of the maps of I taken in any
order such that fi occurs ni times for each i = 1, . . . ,m, has an attractor Kε ⊂ K
with dimH Kε > dimH K−ε. All the maps in Iε have rotation Rθ = Rn1θ1+···+nmθm
and contraction ratio r = rn1

1 · · · rnmm .
Now suppose that I has dense rotations. If (n1θ1 + · · ·+ nmθm)/π is irrational

then there is nothing further to prove. Otherwise, at least one of the θi, say θ1, is
an irrational multiple of π. By a slight modification of the proof of [25, Proposition
6] we may conclude that the attractor of the IFS I ′ε formed by the compositions
of the maps of I such that f1 occurs n1 − 1 times and fi occurs ni times for i =
2, . . . ,m, with attractor K ′ε ⊂ K has dimH K

′
ε > dimH K − ε. (We just note in [25,

Proposition 6] that the number of paths ending at a neighboring lattice point to v is
comparable to the number of paths ending at v.) Then ((n1−1)θ1 + · · ·+nmθm)/π
is irrational so the conclusion holds for I ′ε. �

Theorem 4.8. Let

I = {fi = riRθi ·+ai}mi=1

be an IFS on R2 with dense rotations satisfying OSC, with attractor K and with
s = dimH K > 1, where s is given by

∑m
i=1 r

s
i = 1. Then there is a set E ⊂ [0, π)
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with dimH E = 0 such that for all β ∈ [0, π) \ E, for all ε ∈ (0, s− 1),

(4.19) L1
{
x ∈ πβ(K) : dimH

(
K ∩ π−1

β (x)
)
≥ s− 1− ε

}
> 0.

Proof. For each ε > 0, applying Theorem 4.6 to the amended IFS Iε with attractor
Kε given by Proposition 4.7 (replacing ε by ε/2 in both theorem and proposition),
there is a set Eε ⊂ [0, π) with dimH Eε = 0, such that (4.19) holds for all β ∈ Eε.
So that the set of exceptional β does not depend on ε, we let E = ∪∞n=n0

E2−n ,
where 2−n0 < s− 1, so that dimH E = 0. �

5. Further remarks

1. A natural question is whether these results can be strengthened from ‘weak
dimension conservation’ to ‘dimension conservation’, that is whether the ‘ε’ can be
removed in the conclusion of Proposition 2.2, and in Theorems 3.2, 3.4, 4.6 and 4.8.

2. Another natural question is whether, in Proposition 2.2, the condition on the
projection of Conv(Φ[i]) can be weakened, with a consequential weakening of the
corresponding condition on the projections of K in Theorem 3.2. Furthermore, can
dimB of the sections be replaced by dimH in the conclusions of Proposition 2.2 and
Theorem 3.2? An alternative approach would be to eliminate the exceptional set
of directions in Theorem 4.6 and thus Theorem 4.8.

This raises the question of whether the box-dimension and Hausdorff dimension
of sections of self-similar set are ‘typically’ equal for all, or perhaps ‘nearly all’
directions. If dimB (K ∩ L) = dimH(K ∩ L) for every line L, or at least for a large
set of lines, then one might be able to replace lower box dimension by Hausdorff
dimension in the conclusion of Theorem 3.2. There are plane self-similar sets defined
by homotheties with at least some sections having distinct Hausdorff and lower
box dimensions, for example for certain horizontal sections of the 1-dimensional
Sierpiński triangle, that is the attractor of the plane IFS with maps f1(x, y) =
( 1

3x,
1
3y), f2(x, y) = (1

3x+ 2
3 ,

1
3y), f3(x, y) = (1

3x,
1
3y+ 2

3 ) (we are grateful to Thomas
Jordan for pointing out this example to us); see also [2]. Is this possible for self-
similar sets with dense rotations?

3. Similar conclusions to Proposition 2.2 and thus Theorem 3.2 might be expected
for projections onto k-dimensional subspaces V where k ≥ 2. However, it seems
hard to get an analogue of Lemma 2.3 in this case. One would need to show that
for any cube I ⊂ V with |I| ≤ r there is a bounded number of points xi ∈ V with
N(xi, r) ≤ M such that if N(x, r) ≤ M for some x ∈ I then some Lxi intersects
every set Conv(Φ[i]) such that i ∈ Λr that intersects Lx. (Here N(x, r) is the
number of Conv(Φ[i]) with i ∈ Λr that intersect Lx, the (d − k)-plane through
x ∈ V and perpendicular to V .)

4. Our results have been presented for self-similar sets defined by orientation-
preserving similarities. It would be possible to extend them to allow some of the
maps to be orientation-reversing, for example by replacing an IFS by one formed by
appropriate orientation-preserving compositions of the maps with little reduction
in the dimension of the attractor, as in the proof of [25, Proposition 6].
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