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Abstract

A quantum channel is a mapping which sends density matrices to density
matrices. The estimation of quantum channels is of great importance to the
field of quantum information. In this thesis two topics related to estima-
tion of quantum channels are investigated. The first of these is the upper
bound of Sarovar and Milburn (2006) on the Fisher information obtainable
by measuring the output of a channel. Two questions raised by Sarovar and
Milburn about their bound are answered. A Riemannian metric on the space
of quantum states is introduced, related to the construction of the Sarovar
and Milburn bound. Its properties are characterized.

The second topic investigated is the estimation of unitary channels. The
situation is considered in which an experimenter has several non-identical
unitary channels that have the same parameter. It is shown that it is possible
to improve estimation using the channels together, analogous to the case of
identical unitary channels. Also, a new method of phase estimation is given
based on a method sketched by Kitaev (1996). Unlike other phase estimation
procedures which perform similarly, this procedure requires only very basic
experimental resources.



Chapter 1

Mathematical Background

1.1 Overview

This thesis is concerned with estimation of quantum channels. Almost ev-
ery protocol in quantum information uses quantum channels. They are
used in important protocols such as teleportation, Deutsch’s algorithm, the
Grover search algorithm and the Shor factorization algorithm (Le Bellac,
2006, Chapters 5 and 7). In theory it is assumed that a channel is known
precisely, yet in practice this will not generally be the case. Thus the es-
timation of quantum channels is of fundamental importance to the field of
quantum information.

Chapter 1 contains the mathematical and quantum-theoretic background
needed to understand the thesis. Chapters 2 and 3 are concerned with the
upper bound of Sarovar and Milburn (2006) on the Fisher information ob-
tainable by measuring the output of a channel. Chapters 4 and 5 consider
estimation of unitary channels.

In Chapter 1 definitions are given of fundamental objects such as quantum
systems, quantum states, quantum measurements and combined systems.
Quantum channels are defined and quantum channel estimation introduced.
A brief historical background is given of the key developments in channel
estimation. Chapter 1 contains also a few small, new results.

Chapter 2 considers work by Sarovar and Milburn (2006), who introduced
an upper bound on the Fisher information obtained by measuring the output
states of quantum channels. They showed that for certain channels, called
quasi-classical channels, their bound is attainable. They asked (i) whether
their bound is attainable more generally; (ii) whether or not it is possible to
find an explicit expression for measurements attaining this bound. Both of
these questions are answered in Chapter 2.
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In the process of answering the previous questions, Chapter 2 shows that
Sarovar and Milburn’s work leads to a new Riemannian metric on the space of
quantum states. Chapter 3 considers the questions: What are the properties
of this new metric? Is it well defined?

Chapters 4 and 5 are concerned with the cost of estimation of unitary
channels. It is known that when there are n identical copies of a unitary
channel, there exists (Kahn, 2007) an estimation procedure such that the
cost function (a function of the expected fidelity, see (1.90)) is O(1/n2),
instead of the usual O(1/n). Chapter 4 considers the question: If there are
n unitary channels which are not identical, but have the same parameter, is
an analogous speed-up possible?

Kitaev (1996) sketched an iterative method for phase estimation such that
the cost function is O((log n/n)2). This method requires only a single copy
of a unitary channel and basic measurements. In Chapter 5 it is shown that
several attempts to give a detailed method for iterative phase estimation have
been unsuccessful. There have been other successful iterative methods, but
these require an extra rotation gate capable of performing arbitrary rotations
with almost perfect accuracy. Thus Chapter 5 seeks to answer the question:
Does a complete iterative phase estimation method exist which requires only
a single copy of the unitary and basic measurements?

1.2 System

A quantum system is a physical system that obeys the laws of quantum me-
chanics. The state of a quantum system (or quantum state, or quantum state
of a system) is a quantification of the system, which, if known, allows an
experimenter to make accurate predictions about the results of any future
measurements on that system (Gill, 2001). Since measurement results are
probabilistic, knowledge of a quantum state means that, given any mea-
surement, it is possible to work out the long-term relative frequency of the
observed outcomes.

A quantum system is represented by a complex Hilbert space H of di-
mension d, with a Hermitian inner product. The dimension d is given by the
maximum number of distinguishable states in the system. For the spin of an
electron, or the polarisation of a photon, H = C2. This is because there are
only two distinguishable states: spin up and spin down. Any other quantum
state can be represented as a complex linear combination of these two states.

In this thesis only finite dimensional complex vector spaces are considered.
Any column vector in a complex vector space is denoted by |ψ〉, the symbol ψ
is a label, while |·〉 denotes that the object is a complex column vector. This
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representation of complex vectors is called Dirac notation. Given a vector

|ψ〉 =


ψ1

ψ2

.

.
ψn

 , (1.1)

its dual 〈ψ| is defined as (with ψ∗j denoting the complex conjugate of ψj)

〈ψ| = (ψ∗1, ψ
∗
2, . . . , ψ

∗
n) . (1.2)

An inner product is a bilinear map that maps a pair of complex vectors to
a complex number. Given the vectors |ψ〉 and |φ〉, the inner product between
these vectors is denoted by 〈ψ|φ〉. There are many different inner products.
In this thesis, only the following inner product will be used

〈ψ|φ〉 =
n∑

i=1

ψ∗i φi (1.3)

= (ψ∗1, ψ
∗
2, . . . , ψ

∗
n)


φ1

φ2

.

.
φn

 . (1.4)

The norm of a vector |ψ〉 can be defined as ‖ψ‖ =
√
〈ψ|ψ〉. Vectors

with norm equal to one are defined as unit vectors. Vectors |ψ〉 and |φ〉 are
orthogonal if their inner product is zero.

Given the vectors |ψ〉 and |φ〉, the outer product |φ〉〈ψ| is given by

|φ〉〈ψ| =


φ1

φ2

.

.
φn

 (ψ∗1, ψ
∗
2, . . . , ψ

∗
n) (1.5)

=


φ1ψ

∗
1 φ1ψ

∗
2 . . . φ1ψ

∗
n

φ2ψ
∗
1 φ2ψ

∗
2 . . . φ2ψ

∗
n

· · · · · · · · · · · ·
· · · · · · · · · · · ·
φnψ

∗
1 φnψ

∗
2 . . . φnψ

∗
n

 . (1.6)
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In Dirac notation 〈ψ|φ〉 represents a complex number, and |φ〉〈ψ| a ma-
trix.

A set of vectors |u1〉, . . . , |un〉 is orthonormal if the vectors are normal-
ized and orthogonal, i.e. 〈ui|uj〉 = δij. Given a set of orthonormal vectors
|u1〉, . . . , |un〉 in a vector space V , such that n = dimV , this set of vectors
forms an orthonormal basis of V . Any vector |v〉 in V can be written as a
scalar multiple of these vectors, i.e.

|v〉 =
n∑

i=1

vi|ui〉, vi = 〈ui|v〉 ∈ C. (1.7)

Lemma 1.1 Given an orthonormal basis |u1〉, . . . , |un〉 for a vector space V ,
n∑

i=1

|ui〉〈ui| = In. (1.8)

This is called the completeness relation (Nielsen and Chuang, 2000, p. 67).

Proof. If |u1〉, . . . , |un〉 is an orthonormal basis for V , then any |v〉 ∈ V
can be written as |v〉 =

∑
i vi|ui〉, where vi = 〈ui|v〉. Now,(

n∑
i=1

|ui〉〈ui|

)
|v〉 =

n∑
i=1

vi|ui〉 = |v〉. (1.9)

Since this holds for all |v〉, the result follows.
The Hermitian transpose of a matrix A, denoted by A†, is the matrix

found by taking the transpose of A and replacing each entry with its complex
conjugate

(
[A†]ij = [A]∗ji

)
. A Hermitian matrix (also called a self-adjoint

matrix) is a matrix which is equal to its Hermitian transpose, i.e. B is
Hermitian if B† = B. The Pauli matrices, given in (1.15), are examples of
Hermitian matrices.

Any matrix B that is Hermitian can be diagonalized, that is written in
the form UDU †, where D is a diagonal matrix and U is a unitary matrix, or
equivalently in terms of its eigenvalues {ai} and eigenvectors {|wi〉} as

B =
∑

i

ai|wi〉〈wi|.

1.3 States

Pure states will now be introduced. These form a subset of the set of all
quantum states. A pure state of dimension d can be represented by a d-
dimensional complex unit vector |ψ〉. For real θ, the vectors |ψ〉 and eiθ|ψ〉
represent the same state.
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More generally, a d dimensional quantum state is represented by a d× d
matrix ρ, also called a density matrix. This is a linear operator which acts
on a complex Hilbert space H, is non-negative (vTρv ≥ 0 for all v ∈ Rd) and
has trace 1. A consequence of being non-negative is that ρ is self-adjoint.
The set of states in a complex Hilbert space H will be denoted by S(H).

A pure state can be referred to either by its state vector |ψ〉, or by its
density matrix ρ = |ψ〉〈ψ|. For example,

|ψ〉 =
1√
2

(
1
1

)
, ρ = |ψ〉〈ψ| =

(
1/2 1/2
1/2 1/2

)
. (1.10)

States which are not pure (have rank greater than one) are called mixed
states. A simple test for whether a state ρ is pure or mixed is to take the
trace of ρ2. For pure states tr{ρ2} = 1; for mixed states tr{ρ2} < 1.

Examples of 2-dimensional mixed states are

ρ1 =

(
3/4 0
0 1/4

)
, ρ2 =

(
1/2 −1/6
−1/6 1/2

)
. (1.11)

A mixed state can be expressed as a mixture of pure states in many
different ways. For instance, the state ρ1, given in (1.11), can be written as

ρ1 = 3/4

(
1 0
0 0

)
+ 1/4

(
0 0
0 1

)
= 1/2

(
3/4

√
3/4√

3/4 1/4

)
+ 1/2

(
3/4 −

√
3/4

−
√

3/4 1/4

)
= 1/4

(
1/2 1/2
1/2 1/2

)
+ 1/4

(
1/2 −1/2
−1/2 1/2

)
+ 1/2

(
1 0
0 0

)
.

The set of 2-dimensional states, which is of great importance to the theory
of quantum information, will now be investigated. A 2-dimensional quantum
state is called a qubit. This is because qubits are the quantum analogue of
‘bits’ (binary digits). In quantum information qubits are used to store and
transmit information. Pure qubits are often expressed in the basis

|0〉 =

(
1
0

)
, |1〉 =

(
0
1

)
. (1.12)

The state |ψ〉, given in (1.10), can be expressed as (|0〉+ |1〉)/
√

2.
Any 2-dimensional quantum state can be written, with specific values of

x, y and z, as

ρ = 1/2

(
1 + z x− iy
x+ iy 1− z

)
, (1.13)
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where x2 + y2 + z2 ≤ 1. The set of pure states corresponds to those states
for which x2 + y2 + z2 = 1. Any 2-dimensional state can be thought of as
being a point with Cartesian co-ordinates (x, y, z) contained within a unit
ball, known as the Bloch ball or Poincaré ball. The points on the surface of
the ball correspond to pure states; the points within the ball to mixed states.

Alternatively, the state (1.13) can be written in terms of the identity and
Pauli matrices

I =

(
1 0
0 1

)
(1.14)

σx =

(
0 1
1 0

)
σy =

(
0 −i
i 0

)
σz =

(
1 0
0 −1

)
, (1.15)

as

ρ =
1

2
(I + xσx + yσy + zσz), x, y, z ∈ R. (1.16)

1.4 Measurements

In this section measurements are introduced. When a state is measured, a
single result, m, is observed out of a set Ω of possible outcomes. Associated
with each outcome m is a matrix Mm. The set of matrices {Mm} constitute
a measurement. The following conditions are imposed on Mm

M †
m = Mm, Mm ≥ 0,

∑
m∈Ω

Mm = I. (1.17)

A measurement of this form is called a Positive Operator Valued Measure, or
POVM for short.

Given a state ρ and a measurement M = {Mm}, the result m is observed
with probability given by the Born rule

p(m) = tr{ρMm}. (1.18)

The p(m) defined in (1.18) satisfies

(i) p(m) ≥ 0, as ρ ≥ 0 and Mm ≥ 0,

(ii)
∑

m∈Ω p(m) = 1, as∑
m∈Ω

p(m) =
∑
m∈Ω

tr{ρMm}

= tr{ρ
∑
m∈Ω

Mm}

= tr{ρI}
= 1.
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More generally, (Busch et al., 1995, p. 23) one can consider a non-empty
set Ω and a sigma algebra F , which is a collection of subsets of elements
of Ω that obeys certain rules. Together Ω and F give, what is known as,
a measured space (Ω,F). A POVM over a measured space (Ω,F) is a set
{M(Ai)}Ai∈F of operators on H such that

M(Ai) ≥ 0, for allAi ∈ F , (1.19)

M(∪iAi) =
∑

i

M(Ai), for disjointAi, (1.20)

M(Ω) = I. (1.21)

Applying the measurement M to a state ρ yields outcome i with probability

p(i) = tr{ρM(Ai)}. (1.22)

The most commonly used measurements are Projection Valued Measures
(abbreviated to PVMs). A PVM is a POVM with elements, usually written
as Pm, which satisfy PmPm′ = δmm′Pm. (These measurements are also called
projective measurements.) A PVM {Pm} is associated with an observable,
M , a Hermitian operator on H (Nielsen and Chuang, 2000, p. 87). The
observable has spectral decomposition

M =
∑
m∈Ω

mPm.

A simple example of a 2-dimensional observable is σx

σx = (+1)

(
1/2 1/2
1/2 1/2

)
+ (−1)

(
1/2 −1/2
−1/2 1/2

)
.

Measuring this observable corresponds to using the PVM

Mx = (M0, I−M0), M0 =

(
1/2 1/2
1/2 1/2

)
. (1.23)

The term ‘measuring in x’ refers to using the PVM Mx (for which M0 =
(I + σx)/2). Similarly, the term ‘measuring in y’ refers to using the PVM
My = (M0, I−M0), with M0 = (I + σy)/2, and ‘measuring in z’ to using the
PVM M z = (M0, I−M0), with M0 = (I + σz)/2.

A POVM gives only information about data from a measurement. To
describe how a state is changed by a measurement it is necessary to use
instruments. More information on instruments is given in Barndorff-Nielsen
et al. (2003).
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1.5 Combined systems

The tensor product is a mathematical operation which can be used to combine
vector spaces to form a larger vector space. Given two vector spaces V and
W , it is possible to combine them to form the vector space V ⊗ W , with
dim(V ⊗W ) = dimV × dimW . Given vectors |v〉 ∈ V and |w〉 ∈ W , the
vector |v〉 ⊗ |w〉 ∈ V ⊗W . The vector |v〉 ⊗ |w〉 is computed from |v〉 and
|w〉 in the following way

|v〉 =


v1

v2

.

.
vm

 , |w〉 =


w1

w2

.

.
wn

 , |v〉 ⊗ |w〉 =



v1w1

v1w2

.
v1wn

v2w1

.
vmwn


.

Similarly, given two matrices

A =

(
A11 A12

A21 A22

)
, B =

(
B11 B12

B21 B22

)
,

their tensor product is equal to

A⊗B =

(
A11B A12B
A21B A22B

)

=


A11B11 A11B12 A12B11 A12B12

A11B21 A11B22 A12B21 A12B22

A21B11 A21B12 A22B11 A22B12

A21B21 A21B22 A22B21 A22B22

 .

More generally, for an M ×N matrix A and a P ×Q matrix B, A⊗B is an
MP ×NQ matrix with entries

A⊗B =

 A11B · · · A1NB
· · · · · · · · ·

AM1B · · · AMNB



=


A11B11 A11B12 · · · A1NB1Q

A11B21 A11B22 · · · A1NB2Q

· · · · · · · · · · · ·
AM1BP1 AM1BP2 · · · AMNBPQ

 .
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The following rules hold for tensor products

(A⊗B)|v〉 ⊗ |w〉 = A|v〉 ⊗B|w〉
A⊗ (B + C) = A⊗B + A⊗ C

(A⊗B)(C ⊗D) = (AC ⊗BD)

tr(A⊗B) = (trA)(trB)

(A⊗B)† = A† ⊗B†.

Given two different quantum systems represented by Hilbert spaces HA and
HB, the combined system is represented by the tensor product of these
Hilbert spaces, i.e. HA ⊗HB, which will be labelled HA,B.

If ρA ∈ S(HA) and ρB ∈ S(HB), then the composite state in S(HA,B) is
ρA,B = ρA ⊗ ρB. Given two pure states represented by |ψA〉 and |ψB〉, the
composite system is in state represented by |ψA,B〉 = |ψA〉 ⊗ |ψB〉. For the
sake of brevity the sign ⊗ will usually be omitted, and the composite state
written as |ψAψB〉. Of special interest are states, especially pure ones, which
exist in the composite system but cannot be written in the form |ψAψB〉.
Examples of such states are the Bell states,

|φ+〉 =
1√
2
(|00〉+ |11〉) (1.24)

|φ−〉 =
1√
2
(|00〉 − |11〉) (1.25)

|ψ+〉 =
1√
2
(|01〉+ |10〉) (1.26)

|ψ−〉 =
1√
2
(|01〉 − |10〉). (1.27)

Definition 1.1 A pure state |ψA,B〉 ∈ HA,B, which cannot be written as
|ψA〉⊗|ψB〉 is said to be entangled. More generally, we can consider entangled
mixed states. A state ρ ∈ S(HA,B) which cannot be written as a mixture of
separable pure states |ψA

i 〉 ⊗ |ψB
i 〉 ∈ HA,B, i.e. as

ρ =
∑

i

pi|ψA
i 〉〈ψA

i | ⊗ |ψB
i 〉〈ψB

i |,

is said to be an entangled state.

Definition 1.2 States that are not entangled are said to be separable.
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1.5.1 Partial trace

The partial trace is an important operation when considering combined sys-
tems. Given a density matrix ρAB ∈ S(HA,B), the state of system HA is
found by taking the partial trace over HB,

ρA = trB{ρAB}, (1.28)

where the partial trace trB is defined as

trB{|φ1〉〈φ2| ⊗ |ψ1〉〈ψ2|} = |φ1〉〈φ2|tr{|ψ1〉〈ψ2|}
= |φ1〉〈φ2|〈ψ2|ψ1〉.

A state found by taking the partial trace of a larger state on a combined
system is known as a reduced state.

The density matrix for the Bell state |φ+〉, given in (1.24), is

ρ = |φ+〉〈φ+| = 1

2
(|00〉〈00|+ |00〉〈11|+ |11〉〈00|+ |11〉〈11|) .

Taking the partial trace over HB gives

ρA = trB(ρ) =
1

2

(
|0〉〈0|tr(|0〉〈0|) + |1〉〈0|tr(|1〉〈0|)

+ |0〉〈1|tr(|0〉〈1|) + |1〉〈1|tr(|1〉〈1|)
)

=
1

2
(|0〉〈0|+ |1〉〈1|).

Note that, although the composite state is pure, the reduced state is mixed.
This is one of the interesting properties of entanglement.

If ρAB = ρ⊗ σ then

ρA = trB{ρ⊗ σ} = ρ tr{σ} = ρ,

as would be expected. Similarly, ρB = trA{ρAB} = σ.

1.6 Measurements on several copies of a state

Given a product state of the form ρ⊗n = ρ(1) ⊗ · · · ⊗ ρ(n), where ρ(j) de-
notes the jth copy of ρ, there are several types of measurements that can
be performed. In this section the most common types of measurements will
be defined: collective measurements, separable measurements, LOCC, adap-
tive measurements and separate measurements. This section is similar to
(Ballester, 2005, Section 1.2.6).
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1.6.1 Collective measurements

This is the most general type of measurement. If dim(ρ) = d then ρ⊗n acts
on Cdn

. Collective measurements are POVMs whose elements are dn × dn

complex matrices satisfying (1.17), (Massar, 2000, Gill, 2008).

1.6.2 Separable measurements

These form a smaller class of measurements. Separable measurements are
POVMs whose elements can be expressed as

Mm =
k∑

i=1

M (1)
mi
⊗ · · · ⊗M (n)

mi
, M (j)

mi
≥ 0. (1.29)

The elements Mm must also satisfy (1.17). These measurements do not have
a clear physical meaning.

1.6.3 LOCC

Another class of measurements are Local Operations and Classical Commu-
nication (LOCC) (Nielsen and Chuang, 2000, p. 573). These form a smaller
class of measurements than separable measurements as there exist separable
measurements that are not LOCC (Bennett et al., 1999). Unlike separable
measurements LOCC has a clear physical meaning. Consider the situation
in which there are n experimenters, each with a single copy of ρ. Each exper-
imenter can only measure his own copy of ρ but is allowed to communicate
with the other experimenters. LOCC measurements are easier to perform
than some collective measurements, though the latter may often lead to a far
more accurate estimate.

1.6.4 Adaptive measurements

In the field of quantum statistical inference one often comes across the term
adaptive measurements. Measurements of this type were introduced by Na-
gaoka (1988, 1989) because the ‘optimal’ measurements on a single quantum
state often depend on the unknown state itself. (Nagaoka (1989) is included
in (Hayashi, 2005, pp.125-132). See also Barndorff-Nielsen and Gill (2000)
for a discussion of the adaptive measurement strategy.) This dilemma of
the optimal estimation strategy depending on the unknown parameter was
described by Cochran (1973) as ‘You tell me the value of the parameter θ
and I promise to design the best experiment for estimating θ.’

11



In an adaptable measurement procedure, n′ measurements (with n′ small)
are performed on the first n′ copies of ρ to get a rough estimate ρ̂ of the
state. Next the POVM which is optimal for ρ̂⊗n−n′ is used on ρ⊗n−n′ . An
adaptive measurement may be collective but not separable, or separable but
not LOCC, or simply LOCC, depending on what the optimal measurment is
for ρ̂⊗n−n′ .

An example is now given of an adaptive measurement. (The following
procedure is LOCC.) Consider the state

ρφ =

(
cos2(θ/2) sin(θ/2) cos(θ/2)e−iφ

sin(θ/2) cos(θ/2)eiφ sin2(θ/2)

)
,

where θ is known. The case θ = π/2 is special, as there exists an optimal
POVM that does not depend on φ. When θ 6= π/2, the optimal POVM
depends on φ, and one such POVM is

M = (M0, I−M0), M0 =
1

2

(
1 −ie−iφ

ieiφ 1

)
.

If ρφ is measured in x (see after (1.23)), outcome 0 is observed with prob-
ability p(0;φ) = (1 + sin θ cosφ)/2, and 1 with probability p(1;φ) = (1 −
sin θ cosφ)/2. Put N = n′/2 and let Nx=0 be the number of times that out-
come 0 is observed when ρφ is measured N times in x. This gives an estimate
Nx=0/N of p(0;φ), and since θ is known, an estimate of cosφ.

If ρφ is measured in y, outcome 0 is observed with probability p(0;φ) =
(1+sin θ sinφ)/2, and outcome 1 with probability p(1;φ) = (1−sin θ sinφ)/2.
PutN = n′/2 and letNy=0 be the number of times that outcome 0 is observed
when ρφ is measured N times in y. This gives an estimate Ny=0/N of p(0;φ),
and since θ is known, an estimate of sinφ.

Using estimates of cosφ and sinφ, an estimate φ̂ of φ is obtained. The
‘optimal’ POVM,

M = (M0, I−M0), M0 =
1

2

(
1 −ie−iφ̂

ieiφ̂ 1

)
is used on the remaining n−n′ copies of ρφ. Using this measurement, outcome

0 is observed with probability p(0;φ) = (1+sin θ sin(φ− φ̂))/2, and outcome
1 with probability p(1;φ) = (1− sin θ sin(φ− φ̂))/2. Provided that φ̂− φ ∈
[−π/2, π/2], the estimate p(0; φ̂) of p(0;φ) can be used to get a more accurate
estimate φ̂′ of φ, namely

φ̂′ = φ̂+ arcsin

(
2p(0; φ̂)− 1

sin θ

)
.
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It has been shown by Fujiwara (2006) that, for an adaptive quantum esti-
mation scheme, the sequence of maximum likelihood estimators is strongly
consistent and asymptotically efficient.

1.6.5 Separate measurements

These form the smallest class of measurements. A separate measurement
is LOCC with no communication. That is, there are n experimenters, each
with a copy of ρ, and no communication is allowed between them.

1.7 Quantum Channels

A quantum channel is a trace-preserving completely-positive map (TP-CP
map) sending density matrices to density matrices. It can be thought of as
the quantum analogue of a stochastic mapping. A mapping F is positive if
for all A ≥ 0, F(A) ≥ 0. A mapping F is completely positive if for all positive
integers k and B ≥ 0, (Ik ⊗F)(B) is positive (Nielsen and Chuang, 2000, p.
367).

The mathematical formalism for a quantum channel is originally due to
Choi (1975). He showed that a linear map Φ from Mn to Mm (Mm is the
set of m×m complex matrices) is completely positive if and only if it can be
written in the form Φ(A) =

∑
k EkAE

†
k where Ek are m×n matrices. For the

map Φ to be a quantum channel, it is further required that the mapping is
trace-preserving. The map Φ is trace-preserving if and only if

∑
k E

†
kEk = In.

Such a set of matrices E = {Ek} are known as a set of Kraus operators.
Thus, any quantum channel can be represented using Kraus operators

Ek as (Kraus, 1983, Nielsen and Chuang, 2000, Bengtsson and Życzkowski,
2006)

ρ0 7→
∑

k

Ekρ0E
†
k, (1.30)

where ∑
k

E†
kEk = In. (1.31)

The form (1.30) for a general quantum channel can be derived as follows.
Consider the composite state formed by the input state ρ0 ∈ S(H) and the
environment ρenv ∈ S(Henv). Put

ρ = ρ0 ⊗ ρenv.
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Suppose that ρ undergoes unitary evolution, i.e.

ρ 7→ UρU †,

= U(ρ0 ⊗ ρenv)U
†,

where U †U = UU † = I. It is assumed that ρenv is a pure state, with ρenv =
|0〉〈0|, where |0〉, |1〉, . . . , |d−1〉, form a basis of Henv. (This is the only place
in this thesis where |0〉 does not refer to (1, 0)T .) It is found that ρ0 has
undergone the following transformation

ρ0 7→ trenv{U(ρ0 ⊗ |0〉〈0|)U †}
=

∑
k

〈k|U |0〉ρ0〈0|U †|k〉

=
∑

k

Ekρ0E
†
k, Ek = 〈k|U |0〉.

Some examples will now be given of parametric families of quantum chan-
nels. A unitary channel is a mapping which transforms a state ρ ∈ S(Cd) to
the state UρU † ∈ S(Cd), where U is a d×d complex unitary matrix. Chapter
5 considers the problem of estimating the parameter θ in a unitary channel
acting on H = C2, with unitary matrix

Uθ =

(
1 0
0 ei2πθ

)
. (1.32)

If this channel acts on the state ρ, given in (1.10), it produces the output
state

UθρU
†
θ = 1/2

(
1 e−i2πθ

ei2πθ 1

)
.

Examples of non-unitary channels (channels with at least two non-zero Kraus
operators Ek) are now considered.

The family of depolarizing channels E : S(Cd) → S(Cd) is the set of
mappings (Nielsen and Chuang, 2000, p. 378)

ρ0 7→ (1− ε)ρ0 +
ε

d
Id, 0 < ε < 1. (1.33)

A depolarizing channel describes the process in which with probability 1− ε
the state is left unchanged, and with probability ε is replaced by the com-
pletely mixed state Id/d.

The family of 2-dimensional depolarizing channels E : S(C2) → S(C2)
have Kraus operators (Nielsen and Chuang, 2000, p. 397)

E0 =

√
1− 3ε

4
I2, E1 =

√
ε

4
σx, E2 =

√
ε

4
σy, E3 =

√
ε

4
σz.
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This family of channels forms a subset of the set of Pauli channels. The
family of Pauli channels E : S(C2) → S(C2), indexed by the parameters
(p0, p1, p2, p3), with pj ≥ 0 and

∑3
j=0 pj = 1, is the set of channels (Fujiwara

and Imai, 2003)

ρ0 7→
3∑

i=0

piσiρ0σi, (1.34)

where σ0 = I2 and σ1, σ2 and σ3 are the Pauli matrices (see (1.15)).
The family of generalized Pauli channels E : S(Cd) → S(Cd), indexed by

the parameters (p0, p1, p2, . . . , pd2−1), with pj ≥ 0 and
∑d2−1

j=0 pj = 1, is the
set of channels (Fujiwara and Imai, 2003)

ρ0 7→
d2−1∑
k=0

pkUkρ0U
†
k , tr{U †

kUl} = dδkl. (1.35)

The choice of unitary matrices Uj is arbitrary.
The family of amplitude damping channels E : S(C2) → S(C2), indexed

by the parameter γ, is the set of channels with Kraus operators (Nielsen and
Chuang, 2000, p. 380)

E0 =

(
1 0
0
√

1− γ

)
, E1 =

(
0 0
0
√
γ

)
. (1.36)

This channel describes energy dissipation: every state is brought closer to
the pure state |0〉〈0|.

The family of generalized damping channels E : S(C2) → S(C2) (Nielsen
and Chuang, 2000, p. 382), indexed by the parameters γ, p is the set of
channels with Kraus operators

E0 =
√
p

(
1 0
0
√

1− γ

)
, E1 =

√
p

(
0 0
0
√
γ

)
E2 =

√
1− p

( √
γ 0

0 1

)
, E3 =

√
1− p

(
0 0√

1− γ 0

)
. (1.37)

The parameter p ∈ [0, 1] represents the temperature of the environment.

1.8 Fisher information

1.8.1 One-parameter case

Given a univariate family of probability distributions with probability density
functions p(x; θ), the Fisher information, introduced by Fisher (1922), is
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defined as

Fθ ≡
∫
p(x; θ)

(
∂ ln p(x; θ)

∂θ

)2

dx (1.38)

=

∫
1

p(x; θ)

(
∂p(x; θ)

∂θ

)2

dx. (1.39)

Intuitively, Fisher information gives a measure of the amount of ‘information’
about θ contained in an observation. If the random variableX is discrete with
probabilities p(1; θ), . . . , p(n; θ), then the Fisher information can be expressed
as

Fθ =
n∑

m=1

1

p(m; θ)

(
dp(m; θ)

dθ

)2

.

Proposition 1.1 The Fisher information from n i.i.d. observations X1, X2,
. . . Xn is equal to nFθ where Fθ is the Fisher information from a single ob-
servation Xj.

Proof. The Fisher information for a single observation Xj can be written as

Fθ = −E
[
d2l(θ;x)

dθ2

]
, (1.40)

where l(θ;x) = logL(θ;x) is the log-likelihood (the natural logarithm of the
likelihood function). For the case of n observations,

L(θ;x1, . . . , xn) ≡
n∏

i=1

p(xi; θ). (1.41)

Thus

l(θ;x1, . . . , xn) =
n∑

i=1

log p(xi; θ), (1.42)

and the Fisher information from n observations is equal to

F
(n)
θ = −E

[
n∑

i=1

d2l(θ;xi)

dθ2

]
(1.43)

= nFθ. (1.44)

The importance of Fisher information is seen in the Cramér–Rao inequal-
ity. This states that the mean square error of an unbiased estimator t is
greater than or equal to the reciprocal of the Fisher information, i.e.

E[(θ̂ − θ)2] ≥ 1

Fθ

. (1.45)
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The right hand side of (1.45) is known as the Cramér–Rao bound. Under
mild regularity conditions for p(x; θ), using a maximum likelihood estimator,
as the number of observations n→∞ (Van der Vaart, 1998, p. 63)

√
n(θ̂ − θ) N (0, F−1

θ ), (1.46)

and so, assuming the estimator is unbiased,

nE[(θ̂ − θ)2] → 1

Fθ

. (1.47)

(The symbol  denotes convergence in distribution.) The larger the Fisher
information, the more accurately the unknown parameter can be estimated.
A standard approach to estimation of a parameter, in a known family of
distributions, is to use the maximum likelihood estimator. Consequently the
result (1.47) is of great importance: it enables the asymptotic behaviour of
an estimate to be quantified.

1.8.2 Multi-parameter case

Given a p-parameter family of probability distribution with probability den-
sity functions p(x; θ1, . . . , θp), the Fisher information, is the p× p matrix Fθ

with entries

(Fθ)jk ≡
∫
p(x; θ)

(
∂ ln p(x; θ)

∂θj

)(
∂ ln p(x; θ)

∂θk

)
dx

=

∫
1

p(x; θ)

(
∂p(x; θ)

∂θj

)(
∂p(x; θ)

∂θk

)
dx.

The Cramér–Rao inequality becomes a matrix inequality. This states that
the mean square error of an unbiased estimator t is greater than or equal to
the inverse of the Fisher information, i.e.

E[(θ̂ − θ)(θ̂ − θ)T ] ≥ F−1
θ . (1.48)

This means that the matrix E[(θ̂−θ)(θ̂−θ)T ]−F−1
θ is positive semi-definite,

i.e. for all v ∈ Rp,

vT (E[(θ̂ − θ)(θ̂ − θ)T ]− F−1
θ )v ≥ 0.

1.9 Quantum information

Definition 1.3 A Riemannian metric on a manifold M is a mathematical
object that assigns smoothly to each point x of M, and each coordinate system
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θ = (θ1, . . . , θp) round x, a positive semi-definite p×p matrix gθ(x) such that,
for another coordinate system φ = (φ1, . . . , φp),

gφ(x) =

(
dθ

dφ

)
gθ(x)

(
dθ

dφ

)T

, (1.49)

or, in terms of elements of gφ(x),

gφ(x)ij =
∑
k,l

gθ(x)kl
dθi

dφk

dθj

dφl
. (1.50)

It has been shown by Morozova and Čencov (1990) that, up to a constant
factor, the Fisher information is the unique monotone Riemannian metric on
Θ. Several types of quantum information have been suggested as quantum
versions of Fisher information (Petz and Sudár, 1996), defined from a para-
metric family of states ρθ. As the Fisher information is a Riemannian metric,
any quantum analogue of Fisher information should also be a Riemannian
metric. The following properties are important when considering Rieman-
nian metrics.
Invariance.
Two parametric families of states ρθ and σθ are said to be equivalent (ρθ ∼ σθ)
(Petz and Sudár, 1996) if there exist two fixed TP-CP maps E ,F such that

ρθ = E(σθ), σθ = F(ρθ).

The Riemannian metric J is said to be invariant (Petz and Sudár, 1996) if

ρθ ∼ σθ implies J(ρθ) = J(σθ).

Monotonicity.
The Riemannian metric J is said to be monotone (Petz and Sudár, 1996) if

J(ρθ) ≥ J(E(ρθ))

for all TP-CP maps E .

A well-defined Riemannian metric must be invariant and it is desirable
that it is monotone. (If a metric is monotone then it is also invariant.) It
has been shown by Petz and Sudár (1996) that there is no unique monotone
quantum information quantity. The most frequently encountered monotone
metrics in recent literature are the Symmetric Logarithmic Derivative (SLD),
Right Logarithmic Derivative (RLD) and Kubo-Mori-Bogoliubov (KMB) met-
rics, which are defined in (1.51) – (1.54) and (1.59) – (1.62).
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Given a one-parameter family of states ρθ, these quantum information
quantities can be expressed as

Hx = tr{λ†xρλx}, (1.51)

where the parameter θ has been suppressed, and the quantum scores λx (the
quantum analogues of the logarithmic derivative dl/dθ) are defined as the
solutions to the following matrix equations

dρ

dθ
=

1

2
(ρλSLD + λSLDρ) (1.52)

dρ

dθ
= ρλRLD (1.53)

λKMB =
d log ρ

dθ
. (1.54)

These all satisfy
tr{ρλx} = 0. (1.55)

The quantum scores λRLD and λKMB are defined only when ρθ has full rank,
i.e. when ρθ is invertible. When ρθ does not have full rank, λSLD is not
defined uniquely, though HSLD does not depend on the choice of λSLD.

The SLD quantum information is the most commonly used quantum in-
formation quantity. It is the minimum among the set of monotone quantum
information quantities (Petz and Sudár, 1996). In this thesis the SLD quan-
tum information will be denoted simply by H or Hθ, and the SLD quantum
score by λ or λθ.

The SLD quantum information for n copies of the state ρθ (i.e. ρ
(n)
θ =

ρθ ⊗ ρθ ⊗ · · · ⊗ ρθ) is n times the SLD quantum information for the state ρθ,
that is

H(ρ
(n)
θ ) = nHθ(ρθ). (1.56)

To see this, note that in this case

dρ(n)

dθ
=
dρ

dθ
⊗ ρ⊗ · · · ⊗ ρ+ ρ⊗ dρ

dθ
⊗ ρ⊗ · · · ⊗ ρ+ ρ⊗ · · · ⊗ ρ⊗ dρ

dθ
. (1.57)

Let λ be a possible solution for the SLD score for ρ. Then a possible
solution for the SLD score for ρ(n) is

λ(n) = λ⊗ I⊗ · · · ⊗ I + I⊗ λ⊗ I⊗ · · · ⊗ I + · · ·+ I⊗ · · · ⊗ I⊗ λ. (1.58)
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The SLD quantum information can be written as

H(ρ
(n)
θ ) = tr

{
dρ(n)

dθ
λ(n)

}
= tr{dρ

dθ
λ⊗ ρ⊗ · · · ⊗ ρ}

+ tr{dρ
dθ
⊗ ρλ⊗ · · · ⊗ ρ}

...

+ tr{ρ⊗ · · · ⊗ ρ⊗ dρ

dθ
λ}.

Since tr{ρλ} = 0, the only non-zero terms are those of the form tr{ρ⊗ · · · ⊗
ρ⊗ (dρ/dθ)λ⊗ ρ · · · ⊗ ρ}. As there are n terms of this form, (1.56) holds.

1.9.1 Multi-parameter models

Given a p-parameter family of quantum states ρ(θ1, . . . , θp), the quantum
analogues of the logarithmic derivative (∂l/∂θj) are defined as the solutions
to the following matrix equations

∂ρ

∂θj
=

1

2
(ρλj

SLD + λj
SLDρ) (1.59)

∂ρ

∂θj
= ρλj

RLD (1.60)

λKMB =
∂ log ρ

∂θj
. (1.61)

These all satisfy
tr{ρλj

x} = 0.

The quantum informations are p× p matrices with entries

(Hx
θ )jk = <tr{λ†jx ρλk

x}. (1.62)

1.10 Braunstein-Caves inequality

Consider the parametric statistical model resulting from a measurementM =
{Mm} of a parametric family of states ρθ. This has the probability function

p(m; θ) = tr{ρθMm}, (1.63)
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which gives Fisher information FM
θ . Braunstein and Caves (1994) proved the

inequality
FM

θ ≤ Hθ (1.64)

for the one-parameter case. They showed that, in the one-parameter case,
the SLD quantum information gives the maximum Fisher information that
can be obtained from measuring a model ρθ.

1.10.1 Multi-parameter Braunstein-Caves inequality

Theorem 1.1 Let FM
θ be the Fisher information given by a measurement

M on a parameterised quantum model {ρθ : θ = θ1, . . . , θp ∈ Rp}, with SLD
quantum information Hθ. Then

FM
θ ≤ Hθ. (1.65)

This means that the matrix Hθ − FM
θ is non-negative, which is equivalent to∑

j,k

xjxk(F
M
θ )j,k ≤

∑
jk

xjxk(Hθ)jk, (1.66)

for all vectors x = (x1, . . . , xp) ∈ Rp.

Not only does (1.65) give an upper bound on the Fisher information, but the
proof gives necessary and sufficient conditions for equality. The following
proof is similar to that in (Ballester, 2005, p. 26).
Proof.
Denote by Ω+ the set of outcomes which occur with non-zero probability.
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Then∑
j,k

xjxk(F
M
θ )jk =

∑
j,k

xjxk

∑
m∈Ω+

1

p(m; θ)

(
∂p(m; θ)

∂θj

)(
∂p(m; θ)

∂θk

)
=

∑
j,k

xjxk

∑
m∈Ω+

1

tr{ρMm}

(
tr

{
∂ρ

∂θj
Mm

})(
tr

{
∂ρ

∂θk
Mm

})
=

∑
j,k

xjxk

∑
m∈Ω+

1

tr{ρMm}
(
<tr{λjρMm}

) (
<tr{λkρMm}

)
≤

∑
j,k

xjxk

∑
m∈Ω+

1

tr{ρMm}
|tr{λjρMm}||tr{λkρMm}|

=
∑

m∈Ω+

1

tr{ρMm}
|tr{λρMm}|2, whereλ =

∑
j

xjλ
j,

=
∑

m∈Ω+

1

tr{ρMm}
|tr{(M1/2

m λρ1/2)(M1/2
m ρ1/2)†}|2

≤
∑

m∈Ω+

1

tr{ρMm}
tr{ρMm}tr{Mmλρλ}

=
∑

m∈Ω+

tr{Mmλρλ}

≤ tr{λρλ} (1.67)

=
∑
j,k

xjxktr{λjρλk} (1.68)

=
∑
j,k

xjxk(Hθ)jk.

Inequality (1.67) follows from the fact that
∑

m∈Ω+ Mm ≤ I, since
∑

m∈ΩMm =
I and Mm ≥ 0.

Theorem 1.2 Equality holds in (1.65) if and only if

M1/2
m λjρ1/2 = ξj

mM
1/2
m ρ1/2, ξj

m ∈ R ∀j,m. (1.69)

The following proof is similar to that in (Ballester, 2005, p. 27).
Proof.
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Equality holds in (1.65) if and only if the following three conditions are met

=tr{λjρMm} = 0 ∀j,m, (1.70)

M1/2
m λρ1/2 = zmM

1/2
m ρ1/2, some zm ∈ C, ∀m,λ, (1.71)∑

m∈Ω+

tr{Mmλρλ} = tr{λρλ}, ∀m,λ. (1.72)

Since
tr{λρλ} =

∑
m∈Ω+

tr{Mmλρλ}+
∑

m∈Ω\Ω+

tr{Mmλρλ},

equality holds in (1.65) if and only if the following three conditions are met

=tr{λjρMm} = 0 ∀j,m, (1.73)

M1/2
m λjρ1/2 = zj

mM
1/2
m ρ1/2, some zj

m ∈ C, ∀j,m, (1.74)∑
m∈Ω\Ω+

tr{Mmλ
jρλk} = 0, ∀j, k,m. (1.75)

Theorem 1.2 will be proved by showing that

(i) if (1.69) holds, then (1.73), (1.74) and (1.75) hold, and thus equality
holds in (1.65) (consequently (1.69) is a sufficient condition);

(ii) the conditions (1.73) and (1.74) both hold only if (1.69) holds (thus
(1.69) is a necessary condition).

(i) If (1.69) holds, then (1.74) obviously holds. Pre-multiplying (1.69) by

M
1/2
m , post-multiplying by ρ1/2 and taking the trace shows that (1.73) also

holds. Note that

tr{A†A} = 0 if and only if A = 0. (1.76)

For m ∈ Ω \ Ω+, pm = 0, and so, since pm = tr{(M1/2
m ρ1/2)†(M

1/2
m ρ1/2)}, by

(1.76) it follows that M
1/2
m ρ1/2 = 0. If (1.69) holds, then for m ∈ Ω \ Ω+,

M
1/2
m λjρ1/2 = 0 and so (1.75) holds.

(ii) First, it will be assumed that (1.74) holds. Pre-multiplying (1.74) by

M
1/2
m , post-multiplying by ρ1/2 and taking the trace gives

tr{Mmλ
jρ} = zj

mpm, ∀j,m. (1.77)

For condition (1.73) to hold, zj
m must be real. Thus (1.73) and (1.74) both

hold only if (1.69) holds.
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1.10.2 Equality

For one-parameter models, equality holds in (1.64) if and only if

M1/2
m λρ1/2 = ξmM

1/2
m ρ1/2, ∀m, ξm ∈ R. (1.78)

As λ is self-adjoint, it can be written as

λ =
∑

i

µi|ei〉〈ei|.

The POVM M = {Mi = |ei〉〈ei|} satisfies (1.78) and so, using this POVM,
equality holds in (1.64). It has been shown by Barndorff-Nielsen and Gill
(2000) that, in general, the optimal POVM will depend on the unknown
parameter. To get around this, an adaptive measurement scheme can be
used, as described in Section 1.6.4. There are a few families of states for
which the optimal POVM does not depend on the parameter, such as the set
of states corresponding to the ‘equator’ of the Bloch ball, given by the set of
density matrices

ρθ = 1/2

(
1 e−i2πθ

ei2πθ 1

)
, θ ∈ [0, 1),

and sets of quasi-classical states. Quasi-classical states are defined as sets of
states for which the eigenvectors {|wi〉} are known, i.e. families of states of
the form

ρθ =
d∑

i=1

pi(θ)|wi〉〈wi|.

In the multi-dimensional case there exist sets of states for which the bound
(1.65) is not attainable even using an adaptive scheme (Barndorff-Nielsen and
Gill, 2000). In Section 4.2, it is shown that for any non-degenerate set of pure
states (these can be parameterised by a maximum of 2(d − 1) parameters),
equality holds in (1.65) only if the number of parameters p ≤ d− 1.

The fact that the SLD quantum information is not in general attain-
able means that it cannot in general be used to find the optimal estimation
method for quantum states. The problem of optimally estimating n identical
quantum states has recently been solved by Guţă et al. (2007), Kahn and
Guţă (2009). The solutions presented in these papers are based on quan-
tum local asymptotic normality: given n copies of a state, as n → ∞ the
joint state converges to a statistical model consisting of a classical Gaussian
distribution and a quantum Gaussian distribution. The optimal estimation
procedure for these models is known, having been solved by Yuen and Lax
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(1973), Holevo (1982). Quantum local asymptotic normality was first stud-
ied in Hayashi (2003a,b) and used for estimation in Hayashi and Matsumoto
(2004). It was later made more rigorous by (Guţă and Kahn, 2006, Guţă and
Jencova, 2007).

The optimal estimation of qubits has been solved explicitly in the Bayesian
set-up, in the particular case of an invariant prior in (Bagan et al., 2006).

1.10.3 Equality in the case of pure states

Putting together (1.48) and (1.65) gives the quantum Cramér–Rao inequality

E[(θ̂ − θ)(θ̂ − θ)T ] ≥ H−1
θ . (1.79)

A result of Matsumoto (1997) will now be considered. In the case of pure
states, it gives a concise necessary and sufficient condition for the existence
of a POVM such that equality holds in (1.79).

Theorem 1.3 Let {ρθ : θ ∈ Θ} be a parameterised family of pure states with
ρθ = |ψθ〉〈ψθ|. Then there exists a POVM and estimator such that equality
holds in (1.79) at θ = θ0, if and only if

=〈lj(θ0)|lk(θ0)〉 = 0, ∀j, k, (1.80)

where |lj(θ)〉 = λj
θ|ψθ〉 (Matsumoto, 1997, 2002, Fujiwara, 2002).

In Section 4.2, it is shown that condition (1.80) is equivalent to the simpler
condition

=〈ψ(j)(θ0)|ψ(k)(θ0)〉 = 0, ∀j, k, |ψ(j)〉 =
∂|ψ〉
∂θj

. (1.81)

When (1.80) is satisfied, a POVM giving equality in (1.79) is given ex-
plicitly by (Ballester, 2004a)

Mm = |bm〉〈bm|, m = 1, . . . , p+ 1,

Mp+2 = I−
p+1∑
m=1

Mm,

|bm〉 =

p+1∑
n=1

Omn|vn〉,

|vm〉 =
∑

n

(H−1/2)mn|ln〉, |vp+1〉 = |ψ〉, (1.82)
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with O a (p+1)× (p+1) real orthogonal matrix satisfying Om,p+1 6= 0. That
this POVM does indeed give equality in (1.79) can be seen from Lemma 9 of
Fujiwara (2002).

An original proof of the necessity part of Theorem 1.3 will now be given.

Lemma 1.2 Condition (1.80) is a necessary condition for equality in (1.79).

Proof. For equality in (1.79) it is necessary that equality holds in (1.65).
Equality holds in (1.65) if and only if

M1/2
m λkρ1/2 = ξk

mM
1/2
m ρ1/2, ξk

m ∈ R ∀k,m. (1.83)

For pure states, (1.83) becomes

M1/2
m |lk〉〈ψ| = ξk

mM
1/2
m |ψ〉〈ψ|, ∀k,m.

Thus equality holds in (1.65) if and only if

M1/2
m |lk〉 = ξk

mM
1/2
m |ψ〉, ∀k,m. (1.84)

Taking the transpose of (1.84) gives

〈lj|M1/2
m = ξj

m〈ψ|M1/2
m , ∀j,m. (1.85)

Pre-multiplying the left hand side of (1.84) by the left hand side of (1.85),
and the right hand side of (1.84) by the right hand side of (1.85) gives the
necessary condition

〈lj|Mm|lk〉 = ξj
mξ

k
mpm, ∀j, k,m.

Summing over m, and using the result
∑

mMm = I, gives

〈lj|lk〉 =
∑
m

ξj
mξ

k
mpm.

As ξj
mξ

k
m and pm are all real, it follows that 〈lj|lk〉 is real and (1.80) is a

necessary condition for equality in (1.65), and thus a necessary condition for
equality in (1.79).

That (1.80) is a sufficient condition for equality in (1.79), follows from
Ballester’s result that if (1.80) holds, then the POVM given in (1.82) gives
equality in (1.65).
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1.10.4 Attainable measurements - the 2-dimensional
case

For quantum statistical models withH = C2, equality holds in the Braunstein-
Caves inequality (1.64) only if every element of the POVM M = {Mk} has
rank 1. This was shown for pure states by Barndorff-Nielsen and Gill (2000),
and for mixed states by Luati (2004). An original proof of this result, which
includes mixed and pure state models, will now be given. A necessary con-
dition for equality in (1.64) is

M1/2
m λρ1/2 = ξmM

1/2
m ρ1/2, ξm ∈ R, ∀m.

Pre-multiplying by M
1/2
m and post-multiplying by ρ1/2 gives

Mmλρ = ξmMmρ, ∀m.

Then
MmAm = 0, ∀m, (1.86)

where
Am = λρ− ξmρ.

Now, from (1.86), it is seen that Mm is singular unless Am = 0 for all θ. It
will be assumed that Am = 0 for all θ. If this is so then

λρ = ξmρ. (1.87)

Taking the trace of (1.87) gives

tr{λρ} = ξmtr{ρ}
0 = ξm. (1.88)

Thus from (1.87) and (1.88),
λρ = 0,

and so

λρ+ (λρ)† = 2
dρ

dθ
= 0.

Thus, if Am = 0, the model does not depend on θ. Assuming that the
model does depend on θ, it follows that Am 6= 0 and so Mm is singular.
A consequence of this is that in the 2-dimensional case, the elements of
attainable measurements have rank 1.
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1.11 Estimation

Many quantum information processes can be represented as quantum chan-
nels. In practice, quantum channels are not known a priori and estimating
them is of great importance.

There are several ways to estimate a quantum channel. One approach
is quantum process tomography, which is discussed in chapter 8 of Nielsen
and Chuang (2000). For this approach it is necessary to estimate how the
channel acts on different bases of the Hilbert space plus linear combinations
thereof. A problem with this method is that in many practical situations it
is not possible to prepare these input states in the laboratory (de Martini
et al., 2003).

Another approach is to assume that the channel comes from a given
parametric family of channels (Fujiwara, 2001, 2002, 2004, Fujiwara and Imai,
2003, Ballester, 2004a,b, Sarovar and Milburn, 2006). (The latter approach
will be followed in this thesis.) A family of channels parametrized by a real
parameter θ can be represented by Kraus operators depending on θ as

ρ0 7→
∑

k

Ek(θ)ρ0E
†
k(θ). (1.89)

When estimating a quantum channel, there are many different factors to
consider: how should the channels be arranged, and what combination of
input state, POVM and estimator is best. The idea of finding the optimal
input state was considered by Aćın et al. (2001).

In general, for a parametric family of channels, different input states lead
to different families of output states. The input state is chosen such that the
family of output states has the maximum attainable SLD quantum informa-
tion. The measurement which gives equality in (1.65) is chosen (an adaptive
measurement may be needed), and the maximum likelihood estimator used.

In this thesis the performance of an estimation procedure is usually mea-
sured either by the mean square error E[(θ̂ − θ)2] or for unitary channels,
where Uθ̂ is the estimate of the unitary matrix Uθ, by

1− 〈F (Uθ̂, Uθ)〉 = 1−
〈
|tr{U−1

θ Uθ̂|2
〉

d2
, (1.90)

where 〈·〉 denotes expectation. Often this cost function will be denoted simply
by 1− 〈F 〉. Given a family of channels E(θ), an estimate θ̂ of a parameter θ
will depend on n, the number of times the channel E(θ) is used. Similarly, an
estimate Uθ̂ of a unitary matrix Uθ will also depend on n. It is of interest to

see how rapidly θ̂ approaches θ, and Uθ̂ approaches Uθ, as n→∞. The ‘big
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O’ notation will be used for this purpose. It is said that ‘f(n) is O(g(n))’ if
there exist constants c and n0 such that for all n > n0, f(n) ≤ cg(n) (Nielsen
and Chuang, 2000, p. 136). That is, for large n, up to an unimportant factor,
the function g(n) is an upper bound on f(n).

1.11.1 Important developments in channel estimation

Here a brief review is given of the major advances in the estimation of quan-
tum channels.

A channel E : S(Cd) 7→ S(Cd), can be extended to a channel I ⊗ E :
S(Cd2

) → S(Cd2
) by

ρ1 7→ (Id ⊗ E)(ρ1), ρ1 ∈ S(Cd2

). (1.91)

For many channels E , when using (1.91), a maximally entangled input state
is optimal, in terms of Fisher information. Often the Fisher information
is significantly greater than can be obtained from the unextended channel
E : S(Cd) 7→ S(Cd). This was shown for a completely unknown unitary
matrix in SU(2) by Fujiwara (2002), and SU(d) (close to the identity) by
Ballester (2004b). This has also been shown for several non-unitary channels,
in particular the 2-dimensional depolarizing channel (Fujiwara, 2001) and,
more generally, the generalized Pauli channels (Fujiwara and Imai, 2003).

Another advantage of the extended channel I ⊗ E is that, using a maxi-
mally entangled input state, the output states are in one-to-one correspon-
dence with the channel. This means that, in contrast to quantum tomog-
raphy, the experimenter does not require many different input states: it is
enough to have many copies of a maximally entangled state.

Using the extension (1.91) with a maximally entangled input state the
mean square error and 1 − 〈F 〉 are O(1/n) (Hayashi, 2006a). This rate
at which 1 − 〈F 〉 approaches zero is known as the standard quantum limit
(de Burgh and Bartlett, 2005), but can be surpassed (Hayashi, 2006a, Kahn,
2007, Imai and Fujiwara, 2007).

Another major step in estimation, when n copies of a channel are avail-
able, was the idea of using the following extension with an entangled input
state, so that

ρ2 7→ E⊗n(ρ2), ρ2 ∈ S(Cdn

). (1.92)

One of the first clear uses of this method for estimation was by Huelga et al.
(1997).

Using the experimental setup (1.92), it has been shown that it is possible
to estimate a unitary matrix with 1− 〈F 〉 = O(1/n2). This has been shown
for estimation of an unknown unitary matrix in SU(2) by Hayashi (2006a)
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and SU(d) by Kahn (2007). This rate at which 1 − 〈F 〉 approaches zero
is known as the Heisenberg limit (Giovannetti et al., 2004) and cannot be
surpassed (Kahn, 2007).

A reference frame is a specific coordinate system. Estimation of a unitary
matrix in SU(2) is equivalent to the problem of transmiting a 3-dimensional
reference frame from Alice to Bob. Alice encodes information about her refer-
ence frame in quantum particles, and then sends these to Bob. Bob measures
the quantum particles, and from his results estimates Alice’s reference frame.
It has been shown that it is possible to do this with 1−〈F 〉 = O(1/n2) (Bagan
et al., 2004a,b, Chiribella et al., 2004).

For most channels it is not possible to surpass the standard quantum
limit. This has been shown for generalized Pauli channels by Fujiwara and
Imai (2003). Recently it has been shown (Fujiwara and Imai, 2008) that for
most channels, given n copies and using the setup (1.92), the SLD quan-
tum information is O(n). A consequence of this is that, from the quantum
Cramér-Rao inequality (1.79), for these channels, the mean square error is
O(1/n).

It is also possible to use a channel repeatedly on the same input state,
i.e.

ρ0 7→ En(ρ0). (1.93)

Kitaev (1996) suggested an l-stage iterative estimation scheme for the unitary
matrix (1.32). At the kth stage Uθ acts 2k−1 times on the same input state.
At each stage, several measurements are made. Using this information, an
estimate θ̂ of θ is obtained satisfying Pr(|θ̂−θ|1 ≤ 1/2l+2) ≥ 1− ε. The value
of ε can be made arbitrarily small by doing more measurements at each stage.

For a similar estimation scheme, Rudolph and Grover (2003) showed that,
by choosing ε = 1/22l, 1 − 〈F 〉 = O((log n/n)2). The advantage of these
estimation schemes is their simplicity: they require no entanglement and only
a single copy of E . In spite of this, 1 − 〈F 〉 is still close to the Heisenberg
limit.

This thesis contains, as far as the author is aware, the first complete
method for iterative estimation similar to that of Kitaev (1996). It is also
shown that an extension similar to (1.92) can be used to estimate n non-
identical channels, with an entangled input state. This results in an increase
in the rate at which the mean square error decreases, relative to using a
separable state.
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Chapter 2

Attainability of the information
bound of Sarovar and Milburn

2.1 Introduction

The problem of estimating non-unitary quantum channels is more difficult
than that of estimating unitary channels. The output states of non-unitary
channels are mixed, and the SLD quantum information is generally more
cumbersome to compute. Also, for multi-parameter families of mixed states,
there is no known analogue of Matsumoto’s condition (1.80) for equality in
the Quantum Cramér–Rao inequality (1.79); neither is there a known method
for computing the optimal POVM.

Sarovar and Milburn (2006) introduced an upper bound on the Fisher
information obtained from measuring the output states of a parameterised
family of channels. They also gave necessary and sufficient conditions for
equality. Their bound depends on the Kraus operators of the channel and
not on the set of output states. In this chapter it is shown that this bound
is not generally attainable, and consequently does not generally give the
optimal POVM. Thus the attempt of Sarovar and Milburn to find the optimal
estimation strategy for non-unitary quantum channels is not succesful. (The
work in this chapter has been published in O’Loan (2007).)

The problem of how to express the SLD quantum information of a noisy
channel in terms of its Kraus operators has recently been solved by Fujiwara
and Imai (2008) for the extended channel Id⊗E : S(Cd2

) 7→ S(Cd2
). This puts

an upper bound on the SLD quantum information for the unextended channel
E : S(Cd) 7→ S(Cd), but this bound will not, in general, be attainable.
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2.1.1 The approach of Sarovar and Milburn

Sarovar and Milburn looked at estimating one-parameter quantum channels
of the form

ρ0 7→
∑

k

Ek(θ)ρ0E
†
k(θ), (2.1)

(see (1.30)). The input state ρ0 is a known pure state, and is chosen such
that the output state is in one-to-one correspondence with the channel. Since
a specific value of θ corresponds to a specific channel, estimation of the chan-
nel reduces to a parameter estimation problem. Sarovar and Milburn were
interested in finding the maximal Fisher information that can be obtained by
measuring the output states of the set of channels (2.1). They were also inter-
ested in finding POVMs that attain this bound. First, Sarovar and Milburn
derived the inequality

FM
θ ≤ CE(θ). (2.2)

where E denotes a set of Kraus operators {Ek} and

CE(θ) = 4
∑

k

tr{E ′
k(θ)ρ0E

′†
k (θ)}, E ′

k(θ) =
d

dθ
Ek(θ). (2.3)

However, it was noted that CE(θ) depends on the Kraus representation E
(Sarovar and Milburn, 2006). For any channel E , the Kraus representation is
not unique. Given a unitary matrix U = [ujk] then the set of operators {Fj}
given by

Fj =
∑

k

ujkEk,

lead to the same quantum channel (Nielsen and Chuang, 2000, p. 372). That
is, for all ρ0, ∑

k

Ekρ0E
†
k =

∑
j

Fjρ0F
†
j .

To obtain a bound which depends only on the channel and not on the Kraus
representation, Sarovar and Milburn chose the bound given by the canonical
Kraus operators. Canonical Kraus operators {Υk(θ)} are defined as Kraus
operators satisfying

tr{Υk(θ)ρ0Υ
†
j(θ)} = δjkpk(θ), ∀j, k. (2.4)

From (2.2) it follows that

FM
θ ≤ CΥ(θ). (2.5)
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Remark 2.1 The canonical Kraus operators are unique only up to a choice
of phase (see p. 267 of Bengtsson and Życzkowski (2006)). In Chapter 3 it
is shown that this leads to ambiguity in the bound CΥ(θ). However, this does
not affect the results in this chapter.

Throughout the rest of this chapter the right hand side of (2.5) will be referred
to as the SM bound. The bound (2.5) is said to be uniformly attainable if,
for all θ in Θ, there exists a POVM M , possibly depending on θ, such that
FM

θ = CΥ(θ). If this bound is not uniformly attainable, then no bound of the
form (2.3) is uniformly attainable (Sarovar and Milburn, 2006). To achieve
equality in (2.5) the POVM {Mm} must satisfy

M1/2
m Υ′

k(θ)ρ
1/2
0 = ξm(θ)M1/2

m Υk(θ)ρ
1/2
0 , ∀m, k, (2.6)

for some real ξm(θ). (This condition is analogous to (1.69).) For channels
with quasi-classical output states (see Section 1.10.2), it was shown in Sarovar
and Milburn (2006) that this bound is attainable. Channels of this type will
be called quasi-classical channels. Sarovar and Milburn asked

(i) whether their bound (2.5) is attainable more generally,

(ii) whether explicit expressions for optimal POVMs can be derived from
the attainability conditions (2.6).

It is very important for an upper bound on Fisher information to be attain-
able, otherwise it gives an unrealistic view of how well a parameter can be
estimated.

2.2 One-parameter channels

In this Chapter the extended channel will be considered, i.e.

ρ0 7→ Id ⊗ E(ρ0), ρ0 ∈ S(Cd2

). (2.7)

The canonical Kruas operators {Υk(θ)} are d2×d2 Kraus operators satisfying
(2.4).

When the input state is pure, with ρ0 = |ψ0〉〈ψ0|, condition (2.4) for the
canonical Kraus decomposition is equivalent to the condition

〈vj(θ)|vk(θ)〉 = δjkpk(θ), where |vk(θ)〉 = Υk(θ)|ψ0〉. (2.8)

The output state is

ρθ =
∑

k

|vk(θ)〉〈vk(θ)|.
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This can be rewritten as

ρθ =
∑

k

pk(θ)|wk(θ)〉〈wk(θ)|, |wk(θ)〉 =
1√
pk(θ)

|vk(θ)〉. (2.9)

Thus the canonical decomposition leads to the spectral decomposition of the
output state (Sarovar and Milburn, 2006).

Proposition 2.1 The SM bound, CΥ(θ), can be expressed as (omitting θ)

CΥ =
∑

k,pk 6=0

p′2k
pk

+
∑

j<k,pj+pk>0

4(pj + pk)|〈w′
j|wk〉|2

+ 4
∑

k,pk 6=0

pk|〈w′
k|wk〉|2. (2.10)

Proof. For simplicity, it is assumed that for all pj(θ) either

(i) pj(θ) > 0 for all θ,

(ii) pj(θ) = 0 for all θ.

When pj(θ) = 0 for all θ, it follows from (2.8) and (2.9) that

Υj|ψ0〉 =
√
pj|wj〉 = 0,

Υ′
j|ψ0〉 = 0,

tr{Υ′

jρ0Υ
†′
j } = 〈ψ0|Υ†′

j Υ′
j|ψ0〉 = 0.

When pj(θ) > 0, for all θ,

Υj|ψ0〉 =
√
pj|wj〉,

Υ′
j|ψ0〉 =

p′j
2
√
pj

|wj〉+
√
pj|w′

j〉.

Then

〈ψ0|Υ†′
j Υ′

j|ψ0〉 =

(
p′j

2
√
pj

〈wj|+
√
pj〈w′

j|
)(

p′j
2
√
pj

|wj〉+
√
pj|w′

j〉
)
,

=
p′2j
4pj

+
p′j
2

(
〈w′

j|wj〉+ 〈wj|w′
j〉
)

+ pj〈w′
j|w′

j〉. (2.11)
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The right hand side of (2.11) can be simplified, because

〈w′
j|wj〉+ 〈wj|w′

j〉 =
∂

∂θ
tr{ρj} = 0, ρj = |wj〉〈wj|. (2.12)

(It follows from (2.12) that 〈w′
j|wj〉 is purely imaginary.) Thus

CΥ = 4
∑

j,pj 6=0

(
p′2j
4pj

+ pj〈w′
j|w′

j〉
)
.

Inserting the identity Id =
∑d

k=1 |wk〉〈wk| into 〈w′
j|w′

j〉 gives

CΥ =
∑

j,pj 6=0

p′2j
pj

+
∑

j,k,pj 6=0

4pj〈w′
j|wk〉〈wk|w′

j〉,

=
∑

j,pj 6=0

p′2j
pj

+
∑

j,k,pj 6=0

4pj|〈w′
j|wk〉|2. (2.13)

The right hand side of (2.13) will be re-written in (2.18). Since

〈wj|wk〉 = δjk,

it follows that

∂

∂θ
〈wj|wk〉 = 〈w′

j|wk〉+ 〈wj|w′
k〉 = 0,

〈w′
j|wk〉 = −〈wj|w′

k〉, (2.14)

|〈w′
j|wk〉|2 = 〈w′

j|wk〉〈wk|w′
j〉

= (−〈wj|w′
k〉)(−〈w′

k|wj〉) = |〈w′
k|wj〉|2. (2.15)

Now,∑
j,k,pj 6=0

4pj|〈w′
j|wk〉|2 =

∑
j<k,pj 6=0

4pj|〈w′
j|wk〉|2 +

∑
k<j,pj 6=0

4pj|〈w′
j|wk〉|2

+
∑

j=k,pj 6=0

4pj|〈w′
j|wk〉|2. (2.16)

Swapping the indices j and k in the second term and using (2.15) simplifies
(2.16) further to∑
j,k,pj 6=0

4pj|〈w′
j|wk〉|2 =

∑
j<k,pj+pk 6=0

4(pj + pk)|〈w′
j|wk〉|2 +

∑
j,pj 6=0

4pj|〈w′
j|wj〉|2.

(2.17)
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Thus, from (2.13) and (2.17), the SM bound CΥ(θ) can be rewritten as

CΥ =
∑

j,pj 6=0

p′2j
pj

+
∑

j<k,pj+pk>0

4(pj + pk)|〈w′
j|wk〉|2

+ 4
∑
pk 6=0

pk|〈w′
k|wk〉|2. (2.18)

Remark 2.2 It can be seen that CΥ(θ) can be described solely in terms of
the family of output states. The SM bound was originally derived as an up-
per bound on the Fisher information for a one-parameter family of quantum
channels. Since any parametric family of quantum states can be written in
the form

ρθ =
∑

k

pk(θ)|wk(θ)〉〈wk(θ)|,

CΥ(θ) can be extended to an upper bound on the Fisher information for one-
parameter families of states.

It can be seen from the form of (2.18) that CΥ(θ) is a Riemannian metric
on a 1-dimensional manifold (see Section 1.9).

Proposition 2.2 The SLD quantum information can be written as (omitting
θ)

H =
∑

k,pk 6=0

p′2k
pk

+
∑

j<k,pj+pk>0

4
(pj − pk)

2

pj + pk

|〈w′
j|wk〉|2. (2.19)

Proof. The SLD is defined as any self-adjoint solution λ of the matrix
equation

dρ

dθ
=

1

2
(ρλ+ λρ) . (2.20)

The SLD quantum information is defined as

H = tr{ρλ2}.

Substituting (2.9) into (2.20) gives∑
i=1

{p′i|wi〉〈wi|+ pi(|w′
i〉〈wi|+ |wi〉〈w′

i|)}

=
1

2

(∑
l

pl|wl〉〈wl|λ+ λ
∑
m

pm|wm〉〈wm|

)
. (2.21)
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From (2.21) the components of the SLD are calculated. First, the diago-
nal elements λjj are considered. Pre-multiplying (2.21) by 〈wj| and post-
multiplying |wj〉 gives, on the left hand side,

p′j + pj(〈wj|w′
j〉+ 〈w′

j|wj〉) = p′j

by (2.12), and on the right hand side

pj〈wj|λ|wj〉.

Hence, provided that pj > 0,

λjj =
p′j
pj

.

The diagonal elements λjj are not defined when pj = 0. In this case, a
particular solution of λ is chosen for which λjj = 0. Next, the off-diagonal
components λjk are considered. Pre-multiplying (2.21) by 〈wj| and post-
multiplying by |wk〉 gives, on the left hand side

0 + pk〈wj|w′
k〉+ pj〈w′

j|wk〉 = (pj − pk)〈w′
j|wk〉,

by (2.14), and on the right hand side

1

2
(pj + pk)〈wj|λ|wk〉.

Thus, provided that pj + pk > 0,

λjk =
2(pj − pk)〈w′

j|wk〉
pj + pk

.

The entries λjk are not defined when pj +pk = 0. Again a particular solution
of λ is chosen for which λjk = 0, when pj + pk = 0. This gives the following
particular solution of the SLD

λ̃ =
∑

k,pk 6=0

p′k
pk

|wk〉〈wk|+
∑

j 6=k,pj+pk>0

2
pj − pk

pj + pk

〈w′
j|wk〉|wj〉〈wk|. (2.22)

Denote by λ̃2∗ the part of λ̃2 which makes a non-zero contribution to tr{ρλ̃2}.
Only terms of the form zk|wk〉〈wk|, with zk ∈ C, in λ̃2 will contribute to
tr{ρλ̃2}. Thus,

λ̃2∗ =
∑

k,pk 6=0

(
p′k
pk

)2

|wk〉〈wk|+
∑

j 6=k,pj+pk>0

4
pj − pk

pj + pk

pk − pj

pk + pj

〈w′
j|wk〉〈w′

k|wj〉|wj〉〈wj|

=
∑

k,pk 6=0

(
p′k
pk

)2

|wk〉〈wk|+
∑

j 6=k,pj+pk>0

4

(
pj − pk

pj + pk

)2

|〈w′
j|wk〉|2|wj〉〈wj|,
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using (2.14). This gives

H =
∑

k,pk 6=0

p
′2
k

pk

+
∑

j 6=k,pj+pk>0

4pj

(
pj − pk

pj + pk

)2

|〈w′
j|wk〉|2. (2.23)

The second term on the right hand side of (2.23) can be rewritten as∑
j 6=k,pj+pk>0

4pj

(
pj − pk

pj + pk

)2

|〈w′
j|wk〉|2 =

∑
j<k,pj+pk>0

4pj

(
pj − pk

pj + pk

)2

|〈w′
j|wk〉|2

+
∑

k<j,pj+pk>0

4pj

(
pj − pk

pj + pk

)2

|〈w′
j|wk〉|2.

Swapping the indices, j and k, in the second term on the right hand side of
the above equation and using (2.15) gives∑

j 6=k,pj+pk>0

4pj

(
pj − pk

pj + pk

)2

|〈w′
j|wk〉|2 =

∑
j<k,pj+pk>0

4
(pj − pk)

2

pj + pk

|〈w′
j|wk〉|2.

(2.24)
The required result (2.19) follows from (2.23) and (2.24).

Theorem 2.1
Hθ ≤ CΥ(θ), (2.25)

with equality if and only if

〈w′
j|wk〉 = 0, ∀j, k with pj, pk > 0. (2.26)

Proof. The first terms in Hθ, given in (2.19), and CΥ(θ), given in (2.10),
are identical. Thus

CΥ(θ)−Hθ = AC(θ)− AH(θ) +BC(θ),

where (omitting θ)

AH =
∑

j<k,pj+pk>0

4
(pj − pk)

2

pj + pk

|〈w′
j|wk〉|2,

AC =
∑

j<k,pj+pk>0

4(pj + pk)|〈w′
j|wk〉|2,

BC = 4
∑

k,pk 6=0

pk|〈w′
k|wk〉|2.
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The terms AC and AH are symmetric in j and k due to (2.15). Now

AC − AH = 2
∑

j 6=k,pj+pk>0

(pj + pk)
2 − (pj − pk)

2

pj + pk

|〈w′
j|wk〉|2,

= 8
∑

j 6=k,pj+pk>0

pjpk

pj + pk

|〈w′
j|wk〉|2.

Changing the range of the summation to j 6= k where pj, pk > 0, and adding
BC gives

CΥ −H = 8
∑

j,k,pj ,pk>0

pjpk

pj + pk

|〈w′
j|wk〉|2. (2.27)

Since the right hand side of (2.27) is non-negative, (2.25) follows.
Equality holds in (2.25) if and only if the right hand side of (2.27) is zero,

which holds if and only if (2.26) holds.

Lemma 2.1 For channels, with output states, for which pj(θ) > 0 for all
j and θ, the bound (2.25) is achievable if and only if the channel is quasi-
classical.

Proof. Equality holds in (2.25) if and only if (2.26) is satisfied. When
pj(θ) > 0 for all j and θ, condition (2.26) is satisfied if and only if |w′

j〉 has
zero components along every vector |wk〉. This is possible only if |w′

j〉 = 0
and hence the channel is quasi-classical.

Lemma 2.2 For unitary channels, the bound (2.25) is achievable if and only
if

tr{Uθρ0U
′†
θ } = 0. (2.28)

Proof. Equality holds in (2.25) if and only if (2.26) is satisfied. For unitary
channels there is only one non-zero pj and |wj〉 = Uθ|ψ0〉, where ρ0 = |ψ0〉〈ψ0|.
Condition (2.26) is satisfied if and only if 〈w′

j|wj〉 = 0. This is equivalent to
(2.28).

Remark 2.3 Note that, for the most common unitary channels – those of the
form exp(iθH), with H a self-adjoint matrix – condition (2.28) is satisfied.

Example 2.1 There exist channels which are neither quasi-classical or uni-
tary for which equality holds in (2.25). The channel with an arbitray pure
input state and output states

ρθ = θ2|w1(θ)〉〈w1(θ)|+ (1− θ2)|w2(θ)〉〈w2(θ)|, 0 < θ < 1,
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where
|w1(θ)〉 = (θ,

√
1− θ2, 0)T , |w2(θ)〉 = (0, 0, 1)T ,

satisfies (2.26), and so equality holds in (2.25).

Theorem 2.2
FM

θ ≤ CΥ(θ), (2.29)

with equality if and only if

〈w′
j|wk〉 = 0, ∀j, k with pj, pk > 0. (2.30)

Proof. Inequality (2.29) follows from (1.64) and (2.25). Equality holds in
(2.29) if and only if there is equality in both (1.64) and (2.25). For one-
parameter families of states it is always possible to find a POVM Mθ, de-
pending on θ, which achieves equality in (1.64) (Braunstein and Caves, 1994).
However, equality holds in (2.25) if and only if (2.30) is satisfied.

Theorem 2.3
Hθ ≤ CE(θ), (2.31)

with equality if and only if the set of output states satisfies (2.26), and a fixed
unitary matrix U = [ujk] exists such that the Kraus operators Ej are related
to the canonical Kraus operators Υk by

Ej(θ) =
∑

k

ujkΥk(θ).

Proof. Inequality (2.31) will be proved by considering two cases:

(i) When equality is attainable in (2.2), it is attainable also in (2.5) (Sarovar
and Milburn, 2006). In this case, CΥ(θ) ≤ CE(θ) for all other sets of
Kraus operators E = {Ej} (Sarovar and Milburn, 2006). Inequality
(2.25) gives Hθ ≤ CE(θ).

(ii) When (2.2) is not attainable, FM
θ < CE(θ) for allM . For one-parameter

families of states there always exists a measurement Mθ such that
FMθ

θ = Hθ. Thus Hθ = FMθ
θ < CE(θ).

Equality holds in (2.31) only if the bound given by the canonical Kraus
operators CΥ is attainable. The bound CΥ is attainable if and only if the
set of ouput states satisfies (2.26). It has been shown (Nielsen and Chuang,
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2000, p. 372) that if two sets of Kraus operators {Ej} and {Fk} lead to the
same quantum channel then they must be related by

Ej =
∑

k

ujkFk, (2.32)

where U = [ujk] is a unitary matrix. When CΥ is attainable (Sarovar and
Milburn, 2006),

CE = CΥ + 4
∑
jk

pj|u′jk|2.

Thus for equality in (2.31) it is further required that
∑

jk pj|u′jk|2 = 0. This
is satisfied if and only if a unitary matrix U = [ujk] exists satisfying (2.32)
that does not depend on θ.

Remark 2.4 Condition (2.6) cannot be used generally to test for optimal-
ity of POVMs. Condition (2.6) is a necessary and sufficient condition for
equality between the Fisher information and the SM bound. Since it is not
generally possible to achieve equality between the Fisher information and the
SM bound, condition (2.6) cannot be achieved for general models. Thus it
cannot be used generally to test for POVMs giving maximal Fisher informa-
tion.

2.3 Multi-parameter channels

2.3.1 The multi-parameter SM bound

The SM bound for a multi-parameter family of channels will be defined as
the matrix CΥ(θ) with entries

CΥ(θ)jk = 4
∑

l

<tr
{
Υl(θ)

(j)ρ0Υl(θ)
(k)†} , Υl(θ)

(k) =
∂

∂θk
Υl(θ). (2.33)

Proposition 2.3 For θ and v in Rp, and t→ 0,

d

dt
Υk(θ + tv) =

∑
l

Υk(θ)
(l)vl +O(t), (2.34)

λ̃t =
∑

l

λ̃
(l)
θ v

l +O(t), (2.35)

where λ̃t is defined by (2.22) with respect to the parameter t, λ̃
(l)
θ is defined

by (2.22) with respect to the parameter θl and vl is the lth component of the
vector v.
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Proof.
Put φ(t) = θ + tv, with components φl(t) = θl + tvl. Using the chain rule to
differentiate Υk(φ(t)) gives

d

dt
Υk(φ(t)) =

∑
l

∂Υk(φ)

∂φl

∂φl

∂t
. (2.36)

Now,

∂Υk(φ)

∂φl
=

∂Υk(φ)

∂φl

∣∣∣∣
t=0

+O(t) =
∂Υk(θ)

∂θl
+O(t),

∂φl

∂t
= vl.

Substituting these back into (2.36) gives (2.34). Similarly, for t→ 0,

pk(θ + tv) = pk(θ) +O(t), (2.37)

dpk(θ + tv)

dt
=

∑
l

p
(l)
k v

l +O(t), p
(l)
k =

∂pk(θ)

∂θl
(2.38)

d|wk(θ + tv)〉
dt

=
∑

l

|w(l)
k 〉v

l +O(t), |w(l)
k 〉 =

∂|wk(θ)〉
∂θl

. (2.39)

Substituting (2.37) – (2.39) into (2.22) gives

λ̃t =
∑

k,pk 6=0

∑
l p

(l)
k v

l +O(t)

pk +O(t)
|wk〉〈wk|

+
∑

j 6=k,pj+pk>0

2
pj − pk +O(t)

pj + pk +O(t)

(∑
l

vl
〈
w

(l)
j |wk

〉
+O(t)

)
|wj〉〈wk|

=
∑

l

vl

 ∑
k,pk 6=0

p
(l)
k

pk

|wk〉〈wk|+
∑

j 6=k,pj+pk>0

2
pj − pk

pj + pk

〈
w

(l)
j |wk

〉
|wj〉〈wk|

+O(t).

Thus λ̃t has the form (2.35).

Theorem 2.4 For multi-parameter channels,

Hθ ≤ CΥ(θ), (2.40)

with equality if and only if〈
w

(l)
j

∣∣∣∣wk

〉
= 0, ∀j, k, l with pj, pk > 0, (2.41)

where

∣∣∣∣w(l)
j

〉
=

∂

∂θl

∣∣∣∣wj

〉
.
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Proof. Equation (2.40) is equivalent to

vTHθv ≤ vTCΥ(θ)v, for all v ∈ Rp. (2.42)

For given θ and v in Rp, consider the set of one-parameter channels

ρ0 7→
∑

k

Υk(θ + tv)ρ0Υ
†
k(θ + tv), t ∈ R. (2.43)

From Theorem 2.1 it is known that Ht ≤ CΥ(t), i.e.

tr
{
λ̃tρθ+tvλ̃t

}
≤ 4

d∑
l=1

tr

{
d

dt
Υl(θ + tv)ρ0

d

dt
Υl(θ + tv)†

}
.

Using (2.34) and (2.35) and evaluating at t = 0 gives∑
m,n

vmvntr
{
λ̃

(m)
θ ρθλ̃

(n)
θ

}
≤ 4

∑
m,n,l

vmvntr
{
Υl(θ)

(m)ρ0Υl(θ)
(n)†} .

This is equivalent to (2.42). Since this holds for all v ∈ Rp, (2.40) holds.

Equality in (2.40) is equivalent to

vTHθv = vTCΥ(θ)v, (2.44)

for all v ∈ Rp. It follows that (2.44) holds for all v ∈ Rp if and only if, for
one-parameter channels of the form (2.43) for given θ and v ∈ Rp, Ht|t=0 =
CΥ(t)|t=0. From Theorem 2.1, this holds if and only if the channel (2.43)
satisfies (2.26) at the point t = 0. This condition is equal to(

d

dt
〈wj|

)
|wk〉

∣∣∣∣
t=0

= 0, ∀j, k with pj, pk > 0.

Using (2.39), this condition can be rewritten as

m∑
l=1

vl

〈
w

(l)
j

∣∣∣∣wk

〉
= 0 ∀j, k with pj, pk > 0. (2.45)

Condition (2.45) holds for all v if and only if (2.41) is satisfied.

Lemma 2.3 For channels, with output states for which pj(θ) > 0 for all j
and θ, equality holds in (2.40) if and only if the channel is quasi-classical.

Proof. This follows from (2.41) and the same analysis as in Lemma 2.1.
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Lemma 2.4 For unitary channels, equality holds in (2.40) if and only if

tr

{
Uθρ0

∂Uθ

∂θl

†}
= 0, ∀l.

Proof. This follows from (2.41) and the same analysis as in Lemma 2.2.

Example 2.2 There exist channels which are neither quasi-classical or uni-
tary for which equality holds in (2.40). The channel with an arbitrary pure
input state and output states

ρθ = f(θ)2|w1(θ)〉〈w1(θ)|+ (1− f(θ)2)|w2(θ)〉〈w2(θ)|,

where f(θ) and g(θ) are real functions of θ with 0 ≤ f(θ), g(θ) ≤ 1 and

|w1(θ)〉 = (g(θ),
√

1− g(θ)2, 0)T , |w2(θ)〉 = (0, 0, 1)T ,

satisfies (2.41) and hence achieves equality in (2.40).

Theorem 2.5 For multi-parameter channels,

FM
θ ≤ CΥ(θ), (2.46)

with equality if and only if (2.41) holds and there exists a POVM satisfying

M1/2
m λjρ1/2 = ξj

mM
1/2
m ρ1/2, ξj

m ∈ R, ∀j,m. (2.47)

Proof. This follows from Theorems 1.1, 1.2 and 2.4.

Theorem 2.6 For multi-parameter channels,

Hθ ≤ CE(θ), (2.48)

with equality if and only if the set of output states satisfies (2.41) and a fixed
unitary matrix U = [ujk] exists such that the Kraus operators Ej are related
to the canonical Kraus operators Υk by

Ej(θ) =
∑

k

ujkΥk(θ). (2.49)
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Proof. Inequality (2.48) follows from (2.31) and the same analysis used in
the proof of Theorem 2.4 with Υk replaced by Ek.

Equality holds in (2.48) if and only if, for the set of channels (2.43), Ht|t=0 =
CE(t)|t=0 for all v. From Theorem 2.3 this is satisfied if and only if the out-
put states of the channel satisfy (2.26) at t = 0 and the Kraus operators Ej

are related to the canonical Kraus operators Υk by

Ej(θ + tv)|t=0 =
∑

k

ujk(θ + tv)Υk(θ + tv) |t=0 ,

where ∑
jk

pj

∣∣∣∣ dujk

dt

∣∣∣∣
t=0

∣∣∣∣2 = 0. (2.50)

From the proof of Theorem 2.4 it can be seen that for channels of the form
(2.43), satisfying (2.26) at t = 0 is equivalent to satisfying (2.41). Condition
(2.50) can be rewritten as

∑
jk

pj

∣∣∣∣∣∑
l

∂ujk

∂θl
vl

∣∣∣∣∣
2

= 0.

This is satisfied for all v if and only if a unitary matrix U = [ujk] exists
satisfying (2.49) that does not depend on θ.

Theorem 2.7 For multi-parameter channels,

FM
θ ≤ CE(θ), (2.51)

with equality if and only if the set of output states satisfies (2.41), a fixed
unitary matrix U = [ujk] exists such that the Kraus operators Ej are related
to the canonical Kraus operators Υk by (2.49) and there exists a POVM
satisfying (2.47).

Proof. This follows from Theorems 1.1, 1.2 and 2.6.
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Chapter 3

The bound of Sarovar and
Milburn as a metric on the
space of quantum states

3.1 Introduction

Various statistical notions can be expressed in differential-geometric terms
(Amari and Nagaoka, 2000). This area is sometimes known as ‘informa-
tion geometry’. Of special importance is Fisher information, which is the
unique monotone metric on the space of probability measures (Morozova and
Čencov, 1990). However, there is no unique monotone metric on the space
of quantum states (Petz and Sudár, 1996). (Definitions of monotonicity and
invariance were given below (1.50).)

The following theorem of Morozova and Čencov (1990) is of great interest.

Theorem 3.1 A Riemannian metric is invariant if and only if at every
density matrix

ρ =
∑

j

pj|j〉〈j|,

the squared length of any tangent vector A is of the form

C
∑

i

1

pi

|Aii|2 + 2
∑
j<k

c(pj, pk)|Ajk|2, Ajk = 〈j|A|k〉, (3.1)

where C is a constant, c(αx, αy) = α−1c(x, y) and c(x, y) = c(y, x).

This result was augmented by the following theorem of Petz and Sudár
(1996).
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Theorem 3.2 A Riemannian metric on the space of quantum states is mono-
tone if and only if at every density matrix

ρ =
∑

j

pj|j〉〈j|,

the squared length of any tangent vector A is of the form (3.1) and the
function f(t) = 1/c(t, 1) is operator monotone. (A function f(t) is oper-
ator monotone if for self-adjoint n × n matrices A and B, with A ≤ B,
f(A) ≤ f(B), (Bengtsson and Życzkowski, 2006, Section 12.1).)

For parametric families of states, put A = dρ/dθ. In this case (3.1)
becomes

C
∑

i

1

pi

∣∣∣∣(dρdθ
)

ii

∣∣∣∣2 + 2
∑
j<k

c(pj, pk)

∣∣∣∣∣
(
dρ

dθ

)
jk

∣∣∣∣∣
2

. (3.2)

For the SLD, KMB and RLD quantum informations (Petz and Sudár,
1996), C = 1 and

cSLD(x, y) =
2

x+ y

cKMB(x, y) =
lnx− ln y

x− y

cRLD(x, y) =
1

2

(
1

x
+

1

y

)
.

For a more thorough background to the theory of metrics on the space of
quantum states see (Bengtsson and Życzkowski, 2006, Chapter 14).

The Symmetric Logarithmic Derivative (SLD), Kubo-Mori Bogoliubov (KMB)
and Right Logarithmic Derivative (RLD) metrics (see Section 1.9) are the
most frequently encountered monotone metrics in recent literature. The SLD
quantum information is the minimum monotone metric on the space of quan-
tum states (Petz and Sudár, 1996). It has been used widely in the estimation
of states (Helstrom, 1967, 1976, Holevo, 1982, Hayashi, 2005) and quantum
channels (Fujiwara, 2001, 2002, 2004, Fujiwara and Imai, 2003, Ballester,
2004a,b). For one-parameter families of states, the SLD quantum informa-
tion is equal to the maximum attainable Fisher information (Braunstein and
Caves, 1994). The SLD quantum information is related to the bures distance,

b2(ρ, σ) = 1− tr{
√
ρ1/2σρ1/2}, (3.3)

in the following way (Hayashi, 2006b, (6.23))

HS
θ = 8 lim

ε→0

b2(ρθ, ρθ+ε)

ε2
. (3.4)
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The bures distance is a quantum analogue of the Hellinger distance

d2
2(p‖q) = 1−

k∑
i=1

√
pi
√
qi, (3.5)

where p = (p1, . . . , pk) and q = (q1, . . . , qk). The result (3.4) is interesting
since, given a probability distribution pθ = {pi(θ)}, the ‘classical’ Fisher
information is related to the Hellinger distance by

Fθ = 8 lim
ε→0

d2
2(pθ‖pθ+ε)

ε2
. (3.6)

The KMB quantum information is equal to the limit of the quantum
relative entropy D(ρ‖σ) = tr(ρ(ln ρ− lnσ)) (Hayashi, 2002). That is,

HK
θ = lim

ε→0

2D(ρθ‖ρθ+ε)

ε2
. (3.7)

This is analogous to the fact that the ‘classical’ Fisher information is the
limit of the ‘classical’ relative entropy D(p‖q) =

∑k
i=1 pi ln(pi/qi), where

p = (p1, . . . , pk), q = (q1, . . . , qk). That is, given a probability distribution
pθ = {pi(θ)},

Fθ = lim
ε→0

2D(pθ‖pθ+ε)

ε2
. (3.8)

The RLD quantum information is the maximal monotone metric on the
space of quantum states (Petz and Sudár, 1996). It has also been used in
estimation theory (Fujiwara, 1994).

In Chapter 2 it was shown that Sarovar and Milburn’s bound CΥ(θ) for
one-parameter channels could be generalized to a Riemannian metric on Θ.
In this chapter CΥ(θ) will be referred to as the SM quantum information. It
seems natural to look at the properties of CΥ(θ). Is it is well-defined? Is it
useful?

In this chapter it is shown that the SM quantum information is not a
well-defined metric, since different choices of phase of the eigenvectors lead
to different metrics. A new metric CL is defined from CΥ. Properties of CL

are investigated and it is seen that it is invariant but not monotone.

3.2 Analysis of the SM quantum information

The SM quantum information for the family of states

ρθ =
d∑

k=1

pk(θ)|wk(θ)〉〈wk(θ)| (3.9)
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was shown in Proposition 2.1 to be equal to

CΥ =
∑

i

1

pi

(
dpi

dθ

)2

+ 4
∑
j<k

(pj + pk)|〈w′
j|wk〉|2

+ 4
∑

i

pi|〈w′
i|wi〉|2. (3.10)

This can be rewritten as

CΥ =
∑

i

1

pi

(
dpi

dθ

)2

+ 4
∑
j<k

pj + pk

(pj − pk)2

∣∣∣∣〈wj

∣∣∣∣dρdθ
∣∣∣∣wk

〉∣∣∣∣2
+ 4

∑
i

pi(θ)|〈w′
i|wi〉|2. (3.11)

It can be seen that CΥ(θ) is not of the form (3.2), and hence is neither
invariant nor monotone. The SM quantum information CΥ(θ) for a family of
states is defined in terms of its eigenvectors and eigenvalues by (3.10). The
eigenvectors of a state are unique up to a change of phase. It turns out that
different choices of phase for the eigenvectors lead to different metrics.

Example 3.1 Consider the set of 2-dimensional states

ρr,θ,φ =
1

2

(
1 + r cos θ r sin θe−iφ

r sin θeiφ 1− r cos θ

)
, (3.12)

with 0 ≤ r ≤ 1, 0 ≤ θ ≤ π and 0 ≤ φ ≤ 2π. Any qubit, mixed or pure, can
be written in the form (3.12) with specific values of r, θ and φ. Each state
(3.12) has spectral decomposition

ρr,θ,φ =
1 + r

2

∣∣∣∣w1(θ, φ)

〉〈
w1(θ, φ)

∣∣∣∣+ 1− r

2

∣∣∣∣w2(θ, φ)

〉〈
w2(θ, φ)

∣∣∣∣,
|w1(θ, φ)〉 = (cos(θ/2)e−iφ/2, sin(θ/2)eiφ/2)T ,

|w2(θ, φ)〉 = (sin(θ/2)e−iφ/2,− cos(θ/2)eiφ/2)T .

The SM quantum information for the family of states ρθ calculated from the
above eigenvalues and eigenvectors is

CΥ(r, θ, φ) =


1

1− r2
0 0

0 1 0
0 0 1

 .
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Changing the eigenvectors by the phase shift e−iφ/2, i.e. |wk(θ, φ)〉 7→ e−iφ/2|wk(θ, φ)〉,
leaves the density matrix unchanged but the SM quantum information calcu-
lated from the eigenvalues and shifted eigenvectors becomes

CΥ(r, θ, φ) =


1

1− r2
0 0

0 1 0
0 0 2 + 2r cos θ

 .

Hence the SM quantum information is not a well-defined metric.

3.3 A new metric

The CL quantum information for the family of states (3.9) will be defined as

CL = CΥ − 4
∑

i

pi|〈w′
i|wi〉|2. (3.13)

Thus

CL =
∑

i

1

pi

(
dpi

dθ

)2

+ 4
∑
j<k

(pj + pk)|〈w′
j|wk〉|2 (3.14)

=
∑

i

1

pi

(
dpi

dθ

)2

+ 4
∑
j<k

pj + pk

(pj − pk)2

∣∣∣∣〈wj

∣∣∣∣dρdθ
∣∣∣∣wk

〉∣∣∣∣2. (3.15)

Remark 3.1 Unlike the RLD and KMB quantum informations, the CL quan-
tum information can be defined for families of pure states. For pure states,
CL(ρθ) = H(ρθ) (see (3.27)).

The CL quantum information is of the form (3.2) with C = 1 and

cL(pj, pk) = 2
pj + pk

(pj − pk)2
. (3.16)

This function is symmetric and cL(αx, αy) = α−1cL(x, y). Hence, CL is
invariant. Thus it does not suffer the same defect as CΥ. The CL quantum
information provides each parameterized family {ρθ : θ ∈ Θ} with a unique
Riemannian metric on Θ.

For a metric to be monotone, it must be of the form (3.1) and the function
f(t) associated with the metric must be monotone and satisfy f(t) = tf(t−1).
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The functions associated with the SLD, KMB and RLD quantum informa-
tions are

fSLD(t) =
1 + t

2

fKMB(t) =
t− 1

log t

fRLD(t) =
2t

1 + t
.

Calculation shows that the function associated with CL is

fCL
(t) =

(t− 1)2

2(1 + t)
. (3.17)

If f is a monotone function then f(0) ≤ f(t1) ≤ f(t2) whenever 0 ≤ t1 ≤ t2.
The function fCL

(t) satisfies fCL
(t) = tfcL

(t−1) but is not monotone, as
fCL

(0) > fCL
(1). Hence, CL is an invariant but not monotone Riemannian

metric.

Example 3.2 The depolarizing channel,(1.33), acts on 3-dimensional states
in the following way

ρ0 7→ (1− ε)ρ0 +
ε

3
I3, 0 ≤ ε ≤ 1. (3.18)

Consider the one-parameter set of 3-dimensional mixed states

ρθ = (1− 2δ)|w1〉〈w1|+ δ|w2〉〈w2|+ δ|w3〉〈w3|,
|w1〉 = (1, 0, 0)T ,

|w2〉 = (0, cos θ, sin θ)T ,

|w3〉 = (0,− sin θ, cos θ)T ,

where δ is fixed. The CL(θ) quantum information of this family of states is
8δ. Under the action of the depolarizing channel the set of output states is

E(ρθ) =

(
(1− ε)(1− 2δ) +

ε

3

)
|w1〉〈w1|

+

(
(1− ε)δ +

ε

3

)
|w2〉〈w2|+

(
(1− ε)δ +

ε

3

)
|w3〉〈w3|

with |wi〉 unchanged. The CL quantum information for the family of states
E(ρθ) is 8δ + 8ε(1/3− δ). Now

CL(E(ρθ))− CL(ρθ) = 8ε(1/3− δ). (3.19)

For ε > 0 and δ < 1/3, CL has increased under the action of a TP-CP map,
thus demonstrating the non-monotonicity of CL.
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3.4 Ordering of CL, CΥ and H

Theorem 3.3 Given a parameterised quantum model {ρθ =
∑d

k=1 pk(θ)|wk(θ)〉〈wk(θ)| :
θ ∈ Rp},

Hθ ≤ CL(θ) ≤ CΥ(θ), (3.20)

where the multi-parameter versions of Hθ, CL(θ) and CΥ(θ) are defined in
(3.44), (3.35) and (3.28) respectively. Equality holds in Hθ ≤ CL(θ) for
families of states ρθ if and only if〈

w
(m)
j

∣∣∣∣wk

〉
= 0, ∀m, j 6= k, pj, pk > 0. (3.21)

Equality holds in CL(θ) ≤ CΥ(θ) for families of states ρθ if and only if〈
w

(m)
i

∣∣∣∣wi

〉
= 0, ∀m, i, pi > 0. (3.22)

A proof of Theorem 3.3 will be given first for the one-parameter case and
then for the general case.

3.4.1 One-parameter case

Lemma 3.1

CL(θ) ≤ CΥ(θ), (3.23)

with equality if and only if

〈w′
i|wi〉 = 0, ∀i, pi > 0. (3.24)

Proof. This follows from the definition of CL, (3.13), and the fact that
|〈w′

i|wi〉| is non-negative.

Lemma 3.2
Hθ ≤ CL(θ), (3.25)

with equality if and only if

〈w′
j|wk〉 = 0, ∀j 6= k, pj, pk > 0. (3.26)

52



Proof. Proposition 2.2 showed that

H =
∑

k

1

pk

(
dpk

dθ

)2

+
∑
j<k

4
(pj − pk)

2

pj + pk

|〈w′
j|wk〉|2,

and hence

CL −H = 16
∑
j<k

pjpk

pj + pk

|〈w′
j|wk〉|2

= 8
∑
j 6=k

pjpk

pj + pk

|〈w′
j|wk〉|2, (3.27)

since |〈w′
j|wk〉|2 is symmetric with respect to j and k (2.15). The right hand

side of (3.27) is non-negative, and equal to zero if and only if (3.26) holds.

3.4.2 The multi-parameter case

Proposition 3.1 In the multi-parameter case the SM quantum information
is the matrix with entries

(CΥ)kl =
∑

i

1

pi

(
∂pi

∂θk

)(
∂pi

∂θl

)
+ 4<

∑
i<j

(pi + pj)

〈
w

(k)
i

∣∣∣∣wj

〉〈
wj

∣∣∣∣w(l)
i

〉
+ 4

∑
i

pi

〈
w

(k)
i

∣∣∣∣wi

〉〈
wi

∣∣∣∣w(l)
i

〉
. (3.28)

Proof. The multi-parameter version of CΥ was defined, (2.33), as the matrix
with entries

(CΥ)kl = 4
∑

i

<tr
{

Υ
(k)
i ρ0Υ

(l)†
i

}
, Υ

(k)
i =

∂

∂θk
Υi.

Using (2.8) and (2.9)

<tr
{

Υ
(k)
i ρ0Υ

(l)†
i

}
= <

[
1

4pi

∂pi

∂θk

∂pi

∂θl
+ pi

〈
w

(l)
i

∣∣∣∣w(k)
i

〉
+

1

2

(
∂pi

∂θl

〈
wi

∣∣∣∣w(k)
i

〉
+
∂pi

∂θk

〈
w

(l)
i

∣∣∣∣wi

〉)]
. (3.29)

The contributions of the final two terms on the right hand side of (3.29) are
zero since they are purely imaginary (see below (2.12)). Thus,

(CΥ)kl =
∑

i

1

pi

(
∂pi

∂θk

)(
∂pi

∂θl

)
+ 4<

∑
i

pi

〈
w

(l)
i

∣∣∣∣w(k)
i

〉
. (3.30)
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Inserting the identity Id =
∑

j |wj〉〈wj| into the second term on the right
hand side of (3.29) gives∑

i

pi

〈
w

(l)
i

∣∣∣∣w(k)
i

〉
=

∑
i6=j

pi

〈
w

(l)
i

∣∣∣∣wj

〉〈
wj

∣∣∣∣w(k)
i

〉
+

∑
i

pi

〈
w

(l)
i

∣∣∣∣wi

〉〈
wi

∣∣∣∣w(k)
i

〉
. (3.31)

The first term on the right hand side of (3.31) can be written as∑
i6=j

pi

〈
w

(l)
i

∣∣∣∣wj

〉〈
wj

∣∣∣∣w(k)
i

〉
=

∑
i<j

pi

〈
w

(l)
i

∣∣∣∣wj

〉〈
wj

∣∣∣∣w(k)
i

〉
+

∑
i>j

pi

〈
w

(l)
i

∣∣∣∣wj

〉〈
wj

∣∣∣∣w(k)
i

〉
. (3.32)

Swapping the indices, i and j, on the second term on the right hand side of
(3.32) gives

<
∑
i>j

pi

〈
w

(l)
i

∣∣∣∣wj

〉〈
wj

∣∣∣∣w(k)
i

〉
= <

∑
i<j

pj

〈
w

(l)
j

∣∣∣∣wi

〉〈
wi

∣∣∣∣w(k)
j

〉
= <

∑
i<j

pj

〈
wj

∣∣∣∣w(l)
i

〉〈
w

(k)
i

∣∣∣∣wj

〉
,(3.33)

using (2.14). From (3.31), (3.32) and (3.33) it follows that

<
∑

i

pi

〈
w

(k)
i

∣∣∣∣w(l)
i

〉
= <

∑
i<j

(pi + pj)

〈
w

(k)
i

∣∣∣∣wj

〉〈
wj

∣∣∣∣w(l)
i

〉
+ <

∑
i

pi

〈
w

(k)
i

∣∣∣∣wi

〉〈
wi

∣∣∣∣w(l)
i

〉
. (3.34)

The required result follows from (3.30) and (3.34).

The multivariate version of CL will be defined as the matrix with entries

(CL)kl = (CΥ)kl − 4<
∑

i

pi

〈
w

(k)
i

∣∣∣∣wi

〉〈
wi

∣∣∣∣w(l)
i

〉
(3.35)

=
∑

i

1

pi

(
∂pi

∂θj

)(
∂pi

∂θk

)
+ 4<

∑
i<j

(pi + pj)

〈
w

(k)
i

∣∣∣∣wj

〉〈
wj

∣∣∣∣w(l)
i

〉
.

54



Lemma 3.3
CL(θ) ≤ CΥ(θ). (3.36)

with equality if and only if (3.22) holds.

Proof. Equation (3.36) is equivalent to

vTCL(θ)v ≤ vTCΥ(θ)v, (3.37)

for all v ∈ Rp. For given θ and v in Rp, consider the set of one-parameter
states

ρθ+tv =
d∑

k=1

pk(θ + tv)|wk(θ + tv)〉〈wk(θ + tv)|, t ∈ R.

It was shown in the proof of Proposition 2.3 that

d

dt
pk(θ + tv) =

∑
l

∂pk(θ)

∂θl
vl +O(t), t→ 0, (3.38)

d

dt
|wk(θ + tv)〉 =

∑
l

∣∣∣∣wk(θ)
(l)

〉
vl +O(t), t→ 0, (3.39)∣∣∣∣wk(θ)

(l)

〉
=

∂

∂θl
|wk(θ)〉,

where vl is the lth component of the vector v. From Lemma 3.1 it is known
that CL(t) ≤ CΥ(t), i.e.∑

i

1

pi(θ + tv)

(
dpi

dt

)2

+ 4
∑
j<k

(pj(θ + tv) + pk(θ + tv))

∣∣∣∣〈dwj

dt

∣∣∣∣wk

〉∣∣∣∣2
≤
∑

i

1

pi(θ + tv)

(
dpi

dt

)2

+ 4
∑
j<k

(pj(θ + tv) + pk(θ + tv))

∣∣∣∣〈dwj

dt

∣∣∣∣wk

〉∣∣∣∣2
+ 4

∑
i

pi(θ)

∣∣∣∣〈dwi

dt

∣∣∣∣wi

〉∣∣∣∣2. (3.40)

Using (3.38) and (3.39) and evaluating at t = 0 gives∑
m,n

vmvn

(∑
i

1

pi

(
∂pi

∂θm

)(
∂pi

∂θn

)
+ 4

∑
i<j

(pi + pj)

〈
w

(m)
i

∣∣∣∣wj

〉〈
wj

∣∣∣∣w(n)
i

〉)

≤
∑
r,s

vrvs

(∑
i

1

pi

(
∂pi

∂θr

)(
∂pi

∂θs

)
+ 4

∑
i<j

(pi + pj)

〈
w

(r)
i

∣∣∣∣wj

〉〈
wj

∣∣∣∣w(s)
i

〉)

+ 4
∑

i

pi

〈
w

(m)
i

∣∣∣∣wi

〉〈
wi

∣∣∣∣w(n)
i

〉)
.
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This can be rewritten as∑
m,n

vmvnCL(θ)mn ≤
∑
r,s

vrvsCΥ(θ)rs.

This is equivalent to (3.37). Since this holds for all v in Rp, (3.36) holds.

Equality in (3.36) is equivalent to

vTCL(θ)v = vTCΥ(θ)v, (3.41)

for all v ∈ Rp. From the proof of Lemma 3.3 it is seen that (3.41) is satis-
fied for all v ∈ Rp if and only if, for one-parameter families of states ρθ+tv,
CL(t)|t=0 = CΥ(t)|t=0. From Lemma 3.1 this is possible if and only if the
channel satisfies (3.24) at the point t = 0. This condition is equal to

∑
i

pi(t)

∣∣∣∣〈dwi

dt

∣∣∣∣wi

〉∣∣∣∣∣
2
∣∣∣∣∣∣
t=0

= 0. (3.42)

Using (3.39), this condition can be rewritten as

m∑
l=1

vmvn
∑

i

pi

〈
w

(m)
i

∣∣∣∣wi

〉〈
wi

∣∣∣∣w(n)
i

〉
= 0, ∀m,n. (3.43)

Condition (3.43) holds for all v if and only if (3.22) is satisfied.

Proposition 3.2 In the multi-parameter case the SLD quantum information
is the matrix with entries

(H)kl =
∑

i

1

pi

(
∂pi

∂θk

)(
∂pi

∂θl

)
+ 4<

∑
i<j

(pi − pj)
2

pi + pj

〈
w

(k)
i

∣∣∣∣wj

〉〈
wj

∣∣∣∣w(l)
i

〉
.

(3.44)

Proof. In the multi-parameter case a particular choice of SLD with respect
to the parameter θk is

λ̃k =
∑

i,pi 6=0

1

pi

∂pi

∂θk

∣∣∣∣wi

〉〈
wi

∣∣∣∣+ ∑
i6=j,pi+pj>0

2
pi − pj

pi + pj

〈
w

(k)
i

∣∣∣∣wj

〉∣∣∣∣wi

〉〈
wj

∣∣∣∣. (3.45)

Proposition 3.2 follows almost identically to the one-parameter case (see proof
of Proposition 2.2).
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Lemma 3.4
Hθ ≤ CL(θ), (3.46)

with equality if and only if (3.21) holds.
Proof. This follows from Lemma 3.2 in the same way as Lemma 3.3 follows
from Lemma 3.1.

3.5 CL as the minimum of CΥ

Example 3.1 showed that for CΥ, different choices of eigenvectors of ρθ can
result in completely different metrics. Since CΥ is an upper bound on Fisher
information, it seems sensible to choose the minimum among possible values
of CΥ. It will now be investigated whether there exists a choice of eigenvectors
such that CΥ = CL.

3.5.1 One-parameter case

Consider a family of states ρθ =
∑

i pi(θ)|wi(θ)〉〈wi(θ)|. A phase change of
the eigenvectors |w1(θ)〉, . . . , |wd(θ)〉 sends these vectors to |v1(θ)〉, . . . , |vd(θ)〉,
where |vj(θ)〉 = eiαj(θ)|wj(θ)〉 for some real-valued functions α1, . . . , αd. The
density matrix ρθ is unchanged. Now

d

dθ
|vk(θ)〉 = i

dαk

dθ
eiαk(θ)|wk(θ)〉+ eiαk(θ) d

dθ
|wk(θ)〉

and hence

〈v′k|vk〉 = −idαk

dθ
+ 〈w′

k|wk〉.

Choosing

αk(θ) = −i
∫ θ

θ0

〈w′
k(φ)|wk(φ)〉dφ,

(3.24) is satisfied. (Since 〈w′
k|wk〉 is purely imaginary, αk is real.) Thus in

the one-parameter case CL is the minimum among CΥ.

3.5.2 Multi-parameter case

A phase change of the eigenvectors |w1(θ)〉, . . . , |wd(θ)〉 sends these vectors to
|v1(θ)〉, . . . , |vd(θ)〉, where |vj(θ)〉 = eiαj(θ)|wj(θ)〉 for some real-valued func-
tions α1, . . . , αd. In this case θ = (θ1, . . . , θp). Equality holds in (3.36) if and
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only if (3.22) holds. Now,

∂

∂θm
|vj(θ)〉 = i

∂αj

∂θm
eiαj(θ)|wj(θ)〉+ eiαj(θ)

∂

∂θm
|wk(θ)〉

and hence 〈
v

(m)
j

∣∣∣∣vj

〉
= −i ∂αj

∂θm
+

〈
w

(m)
j

∣∣∣∣wj

〉
.

This is zero if and only if

i
∂αj

∂θm
=

〈
∂wj

∂θm

∣∣∣∣wj

〉
∈ iR ∀j,m.

This is solvable for α1, . . . , αd if and only if

∂2αj

∂θk∂θl
=

∂2αj

∂θl∂θk
∀j, k, l.

This is equivalent to

∂

∂θk

〈
∂wj

∂θl

∣∣∣∣wj

〉
=

∂

∂θl

〈
∂wj

∂θk

∣∣∣∣wj

〉
∀j, k, l,

which is equivalent to〈
∂2wj

∂θk∂θl

∣∣∣∣wj

〉
+

〈
∂wj

∂θl

∣∣∣∣∂wj

∂θk

〉
=

〈
∂2wj

∂θl∂θk

∣∣∣∣wj

〉
+

〈
∂wj

∂θk

∣∣∣∣∂wj

∂θl

〉
∀j, k, l.

Since |wj〉 is assumed to be continuously differentiable,〈
∂2wj

∂θk∂θl

∣∣∣∣wj

〉
=

〈
∂2wj

∂θl∂θk

∣∣∣∣wj

〉
∀j, k, l,

and hence it is required that〈
∂wj

∂θl

∣∣∣∣∂wj

∂θk

〉
=

〈
∂wj

∂θk

∣∣∣∣∂wj

∂θl

〉
∀j, k, l.

This is satisfied if and only if〈
∂wj

∂θl

∣∣∣∣∂wj

∂θk

〉
∈ R ∀j, k, l, (3.47)

which, in general, does not hold. Hence, for multi-parameter families of
states, CL is not generally the minimum among CΥ.
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Example 3.3 For the family of states given in Example 3.1,〈
∂w1

∂θ

∣∣∣∣∂w1

∂φ

〉
=

i

2
sin(θ/2) cos(θ/2),〈

∂w2

∂θ

∣∣∣∣∂w2

∂φ

〉
=

−i
2

sin(θ/2) cos(θ/2).

Since (3.47) is not satisfied, CL is not the minimum among CΥ, for this
family of states.

3.6 Relationship between CL and SLD infor-

mation of mixtures

For a general family of states ρθ =
∑

i pi(θ)|wi(θ)〉〈wi(θ)|, CL was defined in
(3.35) as the matrix with entries

(CL)kl = (CΥ)kl − 4
∑

i

pi

〈
w

(k)
i

∣∣∣∣wi

〉〈
wi

∣∣∣∣w(l)
i

〉
=

∑
i

1

pi

(
∂pi

∂θk

)(
∂pi

∂θl

)
+ 4

∑
i

pi

(
<
〈
w

(k)
i

∣∣∣∣w(l)
i

〉
−
〈
w

(k)
i

∣∣∣∣wi

〉〈
wi

∣∣∣∣w(l)
i

〉)
(3.48)

by (3.30). It is not difficult to show that the SLD quantum information for
ρi(θ) = |wi(θ)〉〈wi(θ)| is the matrix with entries

(H(ρi))kl = 4<
〈
w

(k)
i

∣∣∣∣w(l)
i

〉
−
〈
w

(k)
i

∣∣∣∣wi

〉〈
wi

∣∣∣∣w(l)
i

〉
. (3.49)

Thus,

CL

(∑
i

piρi

)
= Fθ(p) +

∑
i

piH(ρi), (3.50)

where Fθ(p) is the Fisher information matrix for p = (p1, . . . , pd), which has
entries

(Fθ(p))kl =
∑

i

1

pi

(
∂pi

∂θk

)(
∂pi

∂θl

)
. (3.51)

The result (3.50) states that the CL quantum information is equal to the
classical Fisher information of the probability distribution {p1, . . . , pd} plus
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a weighted sum of the SLD quantum informations of the pure states ρi(θ) of
which the state ρθ is a convex mixture. From (3.48) it can be seen that for
pure states, for which there is only one non-zero pi, CL = H, and so

CL

(∑
i

piρi

)
= Fθ(p) +

∑
i

piCL(ρi). (3.52)

Note that (3.50) and (3.52) are analogous to (7.4) of Amari (1982): Given
random variables X and Y depending on θ with

f(x, y; θ) = g(x; θ)h(y|x; θ), (3.53)

FX,Y
θ = FX

θ + EX [F Y
θ |x], (3.54)

where

FX,Y
θ =

∫ ∫
f(x, y; θ)

(
d log f(x, y; θ)

dθ

)2

dxdy

FX
θ =

∫
g(x; θ)

(
d log g(x; θ)

dθ

)2

dx

EX [F Y
θ |x] =

∫
g(x; θ)

(∫
h(y|x; θ)

(
d log h(y|x; θ)

dθ

)2

dy

)
dx.
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Chapter 4

Simultaneous estimation of
several commuting quantum
unitary channels

4.1 Introduction

The situation in which there are n non-identical commuting channels which
are ‘dependent’ (having the same parameter but different forms) will be con-
sidered. This chapter introduces the idea of estimation of different commut-
ing unitary channels simultaneously, as opposed to estimating them sepa-
rately. Using the SLD quantum information as a measure of performance, it
will be shown that this can give considerable improvement over estimating
the channels individually.

4.1.1 Estimation of unitary channels

Estimation of an unknown or partially unknown unitary channel has received
a lot of attention recently, see Rudolph and Grover (2003), Ji et al. (2008),
Aćın et al. (2001), Bagan et al. (2004a,b), Ballester (2004a,b), de Martini
et al. (2003), Fujiwara (2002), Hayashi (2006a). Almost every quantum in-
formation protocol assumes perfect knowledge of a quantum channel. In
practice, knowledge will be imperfect; hence estimation of quantum channels
has to precede most other quantum information schemes, and its optimiza-
tion is of fundamental importance.

It will be assumed that the unitary channel comes from a parametric fam-
ily of channels. When estimating a parameter θ in a one-parameter model,
the SLD quantum information Hθ will be used as a measure of performance.
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When Hθ is attainable, i.e. there exists an M such that FM
θ = Hθ, the fol-

lowing result is of importance: As the number of observations N →∞, using
the POVM M and an unbiased maximum likelihood estimator,

NE[(θ̂ − θ)2] → 1

Hθ

(4.1)

(Van der Vaart, 1998, p. 63). When dim θ > 1, the performance of estimation
will be quantified using the trace of the SLD quantum information (tr{Hθ}).
When dim θ > 1, the SLD quantum informations for different parametric
families of states may be incomparable. That is, given two families of states
ρ

(1)
θ and ρ

(2)
θ , with SLD quantum informations H

(1)
θ and H

(2)
θ , it may be that

H
(1)
θ 6≥ H

(2)
θ and H

(1)
θ 6≤ H

(2)
θ . The quantity tr{Hθ} is useful since (Ballester,

2004a)

(i) it treats the parameters θ1, . . . , θp with equal importance,

(ii) if tr{H(1)
θ } ≥ tr{H(2)

θ } then H
(1)
θ 6< H

(2)
θ .

The output state will be measured using POVMs which satisfy (1.69) (possi-
bly using an adaptive measurement), and an estimate of θ and hence Uθ will
be obtained using the maximum likelihood estimator.

Previous work in estimation (see Section 1.11.1) has looked at the case
where there are n copies of some Uθ. In this chapter a more general problem
is considered: given n channels which are not identical, is it better to estimate
each of them individually or is it possible to improve on this by using the
channels in parallel, as in the case of n identical channels? It may be that
in practice, more commonly, there are n channels which are different (but
functionally dependent) than n channels which are identical.

In this chapter the performance of estimation will be considered as a
function of N , the number of times each of the n channels is used. It will be
assumed that each channel can be used only once on each input state.

4.2 Simplifying Matsumoto’s equality condi-

tion

The following result will simplify later calculations.
It was mentioned in Theorem 1.3 that for pure state models ρθ = |ψθ〉〈ψθ|,

there exists a POVM and estimator such that equality holds in the quantum
Cramér-Rao inequality, (1.79), at θ = θ0 if and only if

=〈lj(θ)|lk(θ)〉 = 0, ∀j, k, (4.2)

62



where |lj(θ)〉 = λj
θ|ψθ〉 (Matsumoto, 1997, Fujiwara, 2002, Matsumoto, 2002).

An equivalent condition which is simpler to check, and will be used in this
chapter, is given in the following lemma.

Lemma 4.1 For families of pure states ρθ = |ψθ〉〈ψθ|, equality holds in the
quantum Cramér-Rao inequality, (1.79), at θ = θ0 if and only if

=〈ψ(j)
θ |ψ(k)

θ 〉 = 0 ∀j, k, (4.3)

where |ψ(j)
θ 〉 = ∂|ψθ〉/∂θj.

Proof. For pure states, equality holds in (1.79) at θ = θ0 if and only if (4.2)
is satisfied. Now |lj(θ)〉 = λj

θ|ψθ〉 is independent of the choice of λj
θ (Fujiwara,

2002, Appendix A, before (7)). A possible choice is

λj
θ = 2∂ρθ/∂θ

j = 2(|ψ(j)
θ 〉〈ψθ|+ |ψθ〉〈ψ(j)

θ |). (4.4)

A little algebra gives

〈lj(θ)|lk(θ)〉 = 4(〈ψ(j)
θ |ψ(k)

θ 〉+ 〈ψ(j)
θ |ψθ〉〈ψ(k)

θ |ψθ〉). (4.5)

The second term is always real, since 〈ψ(l)
θ |ψ〉 is purely imaginary for all l

(see below (2.12)). Thus condition (4.2) is equivalent to condition (4.3).

Remark 4.1 Although 〈ψ(j)
θ |ψ(k)

θ 〉 depends on the choice of phase of |ψθ〉,
=〈ψ(j)

θ |ψ(k)
θ 〉 does not.

Lemma 4.2 If |x1〉, . . . , |xn〉 ∈ Cd such that

(i) |x1〉, . . . , |xn〉 are R-linearly independent,

(ii) 〈xj|xk〉 ∈ R for all j, k = 1, . . . , n,

then n ≤ d.

Proof. Suppose that ∃ α1, . . . , αn ∈ C such that

n∑
j=1

αj|xj〉 = 0.

Putting αj = aj + ibj, where aj, bj ∈ R for j = 1, . . . , n, gives

n∑
j=1

(aj + ibj)|xj〉 = 0,
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and so
n∑

j=1

(aj + ibj)〈xk|xj〉 = 0, for all k. (4.6)

From condition (ii),

n∑
j=1

aj〈xk|xj〉 = 0, for all k.

Thus
n∑

j,k=1

ajak〈xk|xj〉 = 0,

and so
n∑

j=1

aj|xj〉 = 0.

Since by (i) |x1〉, . . . , |xn〉 are R-linearly independent, aj = 0 for j = 1, . . . , n.
Similarly (4.6) gives bj = 0 for j = 1, . . . , n. Thus αj = 0 for j = 1, . . . , n.
Consequently, |x1〉, . . . , |xn〉 are C-linearly independent. Therefore, if |x1〉, . . . , |xn〉 ∈
Cd satisfy (i) and (ii), then n ≤ d.

Theorem 4.1 For a d-dimensional non-degenerate family of pure states ρθ =
|ψθ〉〈ψθ|, θ = (θ1, . . . , θp), Hθ is attainable only if p ≤ d− 1.

Proof. The vectors {|lj(θ)〉}, where |lj(θ)〉 = λj
θ|ψθ〉 are R-linearly indepen-

dent (due to the nondegeneracy of the parameterization θ 7→ ρθ) (Fujiwara,
2002, Appendix A). Since 〈lj(θ)|ψθ〉 = tr{ρθλ

j
θ} = 0 for all j, the vectors

{|ψθ〉, |l1(θ)〉, . . . , |lp(θ)〉} are also R-linearly independent. From (4.2) it is
seen thatHθ is attainable if and only if the set of vectors {|ψθ〉, |l1(θ)〉, . . . , |lp(θ)〉}
satisfy conditions (i) and (ii) in Lemma 4.2. It follows from Lemma 4.2 that
Hθ is attainable only if p ≤ d− 1.

Remark 4.2 As any unitary channel can be specified by d2 − 1 parameters,
Theorem 4.1 shows the importance of enlarging the Hilbert space to estimate
a completely unknown U ∈ SU(d), i.e. letting Id⊗U act on a state |φ〉 ∈ Cd2

.
In this case it is possible to have a maximum of d2 − 1 parameters such that
Hθ is attainable.

For the channels considered in this chapter an extension of the form Id⊗E
does not increase the maximum attainable Fisher information.
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4.3 A 2-dimensional family of non-identical

channels

Consider the following set of 2-dimensional channels, which are all functions
of the parameter θ,

U1
θ =

(
1 0
0 eif1(θ)

)
, . . . , Un

θ =

(
1 0
0 eifn(θ)

)
, (4.7)

where 0 ≤ θ ≤ q, for some q, and fj : R → R. The following conditions are
imposed on the functions fj:

(a)
dfj(θ)

dθ
> 0,

(b) 0 ≤
∑

j fj(θ) ≤ π,

for all j and θ.

Remark 4.3 Throughout this chapter similar restrictions will be given on
the unitary matrices to be estimated. Condition (a) means that as θ is in-
creased the angle through which states are rotated is also increased, though the
amount by which the phase increases varies from unitary to unitary; condition
(b) can be thought of as having some prior information about the phases to
be estimated, possibly through a knowledge of the experimental arrangements.

The SLD quantum informations of the schemes

(i) letting each of the n channels act on identical copies of |ψx〉 = 1/
√

2(|0〉+
|1〉), i.e.

|ψx〉 7→ U j
θ |ψx〉,

(ii) arranging all n of the channels in parallel and using the entangled input
state |ψ〉 = 1/

√
2(|00 · · · 0〉+ |11 · · · 1〉) ∈ C2n

, i.e.

|ψ〉 7→ (U1
θ ⊗ · · · ⊗ Un

θ )|ψ〉, (4.8)

will be compared. If U j
θ acts on the state |ψx〉, the output state is 1/

√
2(|0〉+

eifj(θ)|1〉). This gives Hj
θ = (dfj(θ)/dθ)

2, which is attainable by measuring
in x, i.e. using the POVM Mx = {M0 = |ψx〉〈ψx|, I −M0}. Thus for the n
channnels

H
(i)
θ =

n∑
j=1

(
dfj(θ)

dθ

)2

(4.9)
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and is attainable. An estimate θ̂(i) is obtained using the maximum likelihood
estimator.

Now the n-partite input state |ψ〉 will be considered. The output state is
1/
√

2(|00 · · · 0〉+ ei
Pn

j=1 fj(θ)|11 · · · 1〉). Computation gives

H
(ii)
θ =

(
n∑

j=1

dfj(θ)

dθ

)2

, (4.10)

which is attainable using the POVM M = {M0 = |ψ〉〈ψ|, I−M0}. Because
of conditions (a) and (b), θ can be identified. An estimate θ̂(ii) is obtained
using the maximum likelihood estimator.

The SLD quantum informations (4.9) and (4.10) may look similar, but
they are not. The position of the bracket makes a considerable difference.
From condition (a) on the functions fj, (4.10) is considerably larger than
(4.9). For example, in the case when fj(θ) = θ for all j, the SLD quantum
informations are Nn and Nn2, respectively.

A consequence of this is that the asymptotic limit of the mean square
error is considerably smaller using approach (ii). The asymptotic limits of
the mean square errors for approaches (i) and (ii) are, respectively,

NE[(θ̂(i) − θ)2] → 1
n∑

j=1

(
dfj(θ)

dθ

)2
, (4.11)

NE[(θ̂(ii) − θ)2] → 1(
n∑

j=1

dfj(θ)

dθ

)2 . (4.12)

4.3.1 Sequential method

Here it will be shown that, without using entanglement, it is possible to
obtain the same SLD quantum information for the set of non-identical chan-
nels (4.7), as was obtained in approach (ii). A third scheme for estimating
the set of channels (4.7) will be introduced, which will be referred to as the
sequential scheme. The sequential scheme makes no use of entanglement.

(iii) The channels (4.7) are each used once on the same separable input
state |ψx〉, i.e.

|ψx〉 7→ Un
θ · · ·U2

θU
1
θ |ψx〉 (4.13)

=
1√
2
(|0〉+ ei

Pn
j=1 fj(θ)|1〉).

66



Calculation gives

H
(iii)
θ =

(∑
j

dfj(θ)

dθ

)2

(4.14)

and is attainable by measuring in x. An estimate θ̂(iii) is obtained using the
maximum likelihood estimator. The SLD quantum information obtained in
approach (iii) is equal to that obtained in approach (ii), thus will have the
same asymptotic limit on the mean square error, (4.12).

4.4 A more general family of one-parameter

channels

Often physicists are interested in unitary channels parameterised as Vθ =
exp(iθH), where H is an observable related to the energy in a system, known
as the Hamiltonian. This seemingly simple channel has many examples in
interferometry and measurement of small forces. (For more on channels of
this type see Giovannetti et al., 2006, and the references therein.) Consider
n d-dimensional unitary channels parameterised as

U j
θ = exp(ifj(θ)H), 1 ≤ j ≤ n, (4.15)

where 0 ≤ θ ≤ q, for some q, fj : R → R for all j. The following conditions
are imposed on the functions fj:

(a)
dfj(θ)

dθ
> 0,

(b) 0 ≤
∑

j fj(θ) ≤ π,

for all j and θ. The problem of finding the optimal input state will not be
considered. The SLD quantum informations for

(i) letting each of the n channels act on identical copies of some |ψ0〉, i.e.

|ψ0〉 7→ U j
θ |ψ0〉,

(ii) letting each of the n channels act on the same separable state |ψ0〉, i.e.

|ψ0〉 7→ Un
θ · · ·U2

θU
1
θ |ψ0〉
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will be compared. The SLD quantum informations for (i) and (ii) are, re-
spectively,

H
(i)
θ = 4

n∑
j=1

(
dfj(θ)

dθ

)2

[〈φ0|H2|φ0〉 − 〈φ0|H|φ0〉2], (4.16)

H
(ii)
θ = 4

(
n∑

j=1

dfj(θ)

dθ

)2

[〈φ0|H2|φ0〉 − 〈φ0|H|φ0〉2]. (4.17)

Because of condition (a) the SLD quantum information of (ii), given by
(4.17), is considerably larger than that of (i), given by (4.16). These results
hold for all choices of input state |φ0〉.

4.5 A d-dimensional family of non-identical

channels

The situtation of having n ‘dependent’ d-dimensional commuting channels
will be considered. These will be parameterised in a similar way to that
used by Ballester (2004a). Ballester (2004a) looked at commuting unitary
channels. Any commuting unitary channel can be specified using d − 1 pa-
rameters, i.e. by a parameter θ = (θ1, . . . , θd−1). Given a set of d×d matrices
tk, k = 1, . . . , d− 1, satisfying

(i) tk = t†k,

(ii) tr{tk} = 0,

(iii) tr{tktl} = δkl,

(iv) tktl = tltk,

Ballester parameterised the set of commuting unitary channels as

Uθ = exp

(
i

d−1∑
k=1

θktk

)
. (4.18)

Since, from (iv), tk and tl commute, they share a basis {|wk〉}, which is
assumed to be known. Consequently, any tm can be written as

tm =
d∑

i=1

cmi|wi〉〈wi|. (4.19)
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From condition (i) it follows that cmi ∈ R for all m, i. Conditions (ii) and
(iii) give

d∑
i=1

cmi = 0, (4.20)

d∑
i=1

cmicni = δmn. (4.21)

Ballester showed that there is no advantage in extending Uθ and using a
maximally entangled input state. The maximum value of tr{Hθ} can be
attained using the separable state

|ψsep〉 =
1√
d

d∑
k=1

|wk〉. (4.22)

Consider the set of channels

U j
θ = exp

(
i

d−1∑
k=1

fj(θk)tk

)
, 1 ≤ j ≤ n, (4.23)

where 0 ≤ θ ≤ q, for some q, fj : R → R and fj(θ0) = 0 for all j. All
n channels depend on the parameter θ = (θ1, . . . , θd−1), and each channel
depends on every component of θ. The following conditions are imposed on
the functions fj:

(a)
dfj(θ)

dθ
> 0

(b) 0 ≤
∑

j fj(θk) ≤ π,

for all j, k and θ. The traces of the SLD quantum information for

(i) letting each of the n channels act on identical copies of |ψsep〉 given in
(4.22), i.e.

|ψsep〉 7→ U j
θ |ψsep〉,

(ii) letting each of the n channels act on the same separable state |ψsep〉,
i.e.

|ψsep〉 7→ Un
θ · · ·U2

θU
1
θ |ψsep〉

will be compared.
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Proposition 4.1 The traces of the SLD quantum informations for (i) and
(ii) are, respectively,

tr{H(i)
θ } =

4

d

d−1∑
i=1

n∑
j=1

(
∂fj(θi)

∂θi

)2

, (4.24)

tr{H(ii)
θ } =

4

d

d−1∑
i=1

(
n∑

j=1

∂fj(θi)

∂θi

)2

. (4.25)

From condition (a), the trace of the SLD quantum information of (ii), given
by (4.25), is considerably larger than that of (i), given by (4.24).

Proof. A proof will be given for (4.25); the proof for (4.24) is very sim-
ilar. The jth unitary channel will be denoted by U j

θ . As the U j
θ commute,

n∏
j=1

U j
θ = exp

{
i

d−1∑
k=1

gk(θk)tk

}
, gk(θk) =

n∑
j=1

fj(θk). (4.26)

Using each of the n channels on the single input state (4.22) gives the output
state

|ψθ〉 =

(
n∏

j=1

U j
θ

)
|ψsep〉 = exp

{
i

d−1∑
k=1

gk(θk)tk

}
|ψsep〉. (4.27)

An arbitrary diagonal element of Hθ is equal to

(H
(ii)
θ )mm = 4

[
〈ψ(m)

θ |ψ(m)
θ 〉 − |〈ψ(m)

θ |ψθ〉|2
]
, |ψ(m)

θ 〉 = ∂|ψθ〉/∂θm,

= 4

(
∂gm(θm)

∂θm

)2 [
〈ψθ|tmtm|ψθ〉 − |〈ψθ|tm|ψθ〉|2

]
= 4

(
∂gm(θm)

∂θm

)2 [
〈ψsep|tmtm|ψsep〉 − |〈ψsep|tm|ψsep〉|2

]
= 4

(
∂gm(θm)

∂θm

)2
1

d

d∑
k=1

c2mk −

∣∣∣∣∣1d
d∑

k=1

cmk

∣∣∣∣∣
2
 by (4.19)

=
4

d

(
∂gm(θm)

∂θm

)2

by (4.20) and (4.21).
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Thus

tr{H(ii)
θ } =

4

d

d−1∑
m=1

(
∂gm(θm)

∂θm

)2

=
4

d

d−1∑
m=1

(
N∑

j=1

∂fj(θm)

∂θm

)2

.

Proposition 4.2 The SLD quantum information (4.25) is attainable.

Proof. The set of output states is given by (4.27). Now

〈ψ(m)
θ |ψ(n)

θ 〉 =

(
∂gm(θm)

∂θm

)(
∂gn(θn)

∂θn

)
〈ψθ|tmtn|ψθ〉, |ψ(m)

θ 〉 = ∂|ψθ〉/∂θm,

=

(
∂gm(θm)

∂θm

)(
∂gn(θn)

∂θn

)
〈ψsep|tmtn|ψsep〉

=
δmn

d

(
∂gm(θm)

∂θm

)2

.

which is always real. Thus (4.3) is satisfied, and consequently Hθ is attain-
able.
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Chapter 5

An iterative phase estimation
algorithm

5.1 Introduction

This chapter considers phase estimation, which is of fundamental importance
to quantum information and quantum computation. Phase estimation is re-
lated to some very important problems such as estimating eigenvalues (Wei
and Nori, 2004, Aspuru-Guzik et al., 2005, Wang et al., 2008, 2009), preci-
sion measurement of length and optical properties, and clock synchronization
(de Burgh and Bartlett, 2005). (The work in this chapter has been published
in O’Loan (2010).)

Consider a unitary matrix Uθ depending on an unknown parameter θ for
which one of its eigenvectors |u〉 is completely known; furthermore Uθ acts on
|u〉 by Uθ|u〉 = ei2πθ|u〉, where θ ∈ [0, 1). The task of phase estimation is to
estimate the eigenvalue ei2πθ, and consequently θ, as accurately as possible.
This chapter considers phase estimation of a unitary matrix with known
eigenvectors, which acts on a 2-dimensional Hilbert space. In particular,
unitary matrices of the form

Uθ =

(
1 0
0 ei2πθ

)
, (5.1)

are considered, where θ ∈ [0, 1). The angle θ will be thought of as a point
on a circle of unit circumference, and confidence intervals for θ as arcs on a
circle of unit circumference, known as confidence arcs. The distance between
the point θ and an estimate θ̂, will be defined as

|θ̂ − θ|1 = min
(
(θ̂ − θ)mod 1, (θ − θ̂)mod 1

)
. (5.2)
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The performance of phase estimation schemes will be quantified in terms
of the expected fidelity 〈F (Uθ̂, Uθ)〉. The cost function

1− 〈F (Uθ̂, Uθ)〉 = 1−

〈
|tr{U−1

θ̂
Uθ}|2

〉
d2

(5.3)

will be used, and its asymptotic scaling analysed as a function of n — the
number of times that Uθ is used.

For a simple phase estimation approach where Uθ is used once on n iden-
tical copies of some input state (see Section 5.1.1), 1− 〈F 〉 = O(1/n). This
rate at which 1 − 〈F 〉 approaches zero is known as the standard quantum
limit (de Burgh and Bartlett, 2005).

However, it has been shown (Hayashi, 2006a, Kahn, 2007, Imai and Fu-
jiwara, 2007) that it is possible to obtain 1 − 〈F 〉 = O(1/n2). This rate at
which 1−〈F 〉 approaches zero is known as the Heisenberg limit (Giovannetti
et al., 2004), and cannot be beaten (Kahn, 2007). These methods require n
copies of Uθ and entangled states.

It has further been shown that it is possible to achieve the Heisenberg
limit without entanglement, and with only a single copy of Uθ (see Section
5.1.5). Estimation schemes of this type require a rotation gate capable of
performing arbitrary rotations to perfect precision.

Kitaev (1996) sketched an iterative phase estimation method which re-
quires only a single copy of Uθ and basic measurements: no extra rotation
gate is needed. For this method 1 − 〈F 〉 = O((log n/n)2, which is within a
logarithmic factor of the Heisenberg limit. However, as will be shown in this
chapter, attempts to give a detailed account for such a scheme have been
unsuccessful. This chapter seeks to give a correct detailed phase estimation
scheme similar to that of Kitaev (1996), which requires only a single copy of
Uθ and basic measurements.

A selection of different phase estimation schemes will now be given.

5.1.1 Simple approach

A very simple method of phase estimation is to let Uθ act on the input state
|ψx〉 = 1/

√
2(|0〉 + |1〉); the output state is |ψθ〉 = 1/

√
2(|0〉 + ei2πθ|1〉).

After measuring in x, outcome 0 is observed with probability p(0; θ) =
(1 + cos(2πθ))/2. Performing N measurements gives an estimate cos(2πθ̂) =
2Nx=0/N − 1 of cos(2πθ), where Nx=0 is the number of times outcome 0
is observed. After measuring in y, outcome 0 is observed with probability
p(0; θ) = (1 + sin(2πθ))/2. Performing N measurements gives an estimate
sin(2πθ̂) = 2Ny=0/N − 1 of sin(2πθ), where Ny=0 is the number of times
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outcome 0 is observed. From estimates of cos(2πθ) and sin(2πθ) an estimate
of θ can be obtained.

5.1.2 Kitaev’s procedure

The first l-stage iterative phase estimation procedure was given by Kitaev
(1996). (The number of stages l is chosen beforehand, and will be a compro-
mise between the precision desired and experimental resources and limita-
tions.) At the kth stage of Kitaev’s procedure, Uθ acts 2k−1 times on a qubit,
which is then measured. The experimenter performs some multiple of log(l/ε)
measurements of (2k−1θ)mod 1. This ensures that it is possible to ‘localize
each of the numbers 2k−1θ in one of the 8 intervals [(s− 1)/8, (s+ 1)/8] (s =
0, . . . , 7) with error probability ≤ ε/l’. Using this information, an algorithm
— which is not given — gives an estimate θ̂ satisfying

Pr
((
θ̂ − 1/2l+2, θ̂ + 1/2l+2

)
3 θ
)
≥ 1− ε. (5.4)

5.1.3 The scheme of Rudolph and Grover

Rudolph and Grover (2003) looked at the problem of transmitting a reference
frame from Alice to Bob, which is linked to estimation of an unknown U ∈
SU(2), parametrized by three parameters α, θ, φ. The scheme of Rudolph
and Grover involves estimating the parameters α, θ, φ individually using the
following l-stage iterative procedure. The parameter θ ∈ [0, 1) is thought
of in terms of an infinite binary expansion θ = w1w2 . . . wl . . . . At the kth
stage a qubit is sent back and forth between Alice and Bob in such a way
that, when Bob finally measures it, he observes outcome 0 with probability
pk(0; θ) = (1 + cos(2kπθ))/2.

This is repeated a minimum of N = 32 log2(2l/ε) times (Rudolph and
Grover, 2003), which ensures that Bob’s estimate p̂k(1; θ) of pk(1; θ) satisfies

Pr ((p̂k − 1/4, p̂k + 1/4) 3 pk) ≥ 1− ε/l. (5.5)

It is assumed that if |p̂k − pk| ≤ 1/4, then Bob can estimate the kth bit of θ
correctly. If this is so, then from (5.5), the probability that Bob estimates the
kth bit of θ correctly is at least 1− ε/l, and the probability that he estimates
all of the binary digits of θ correctly is at least 1 − ε. After l stages, an
estimate θ̂ = ŵ1ŵ2 . . . ŵl is obtained, satisfying

Pr
((
θ̂ − 1/2l, θ̂ + 1/2l

)
3 θ
)
≥ 1− ε. (5.6)

A similar scheme is then used to estimate the parameters α and φ. The
method of Rudolph and Grover has been used by de Burgh and Bartlett
(2005) for the problem of clock synchronization.
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5.1.4 The procedure of Ji et al.

Ji et al. (2008) highlighted two errors with the method of Rudolph and
Grover:

(i) knowing |θ̂ − θ|1 ≤ 1/2m does not give the first m bits of the binary
expansion of θ – consider θ = 0.49, θ̂ = 0.5 and m = 1,

(ii) the method is problematic (in the sense explained in section 5.2) for θ
close to 1/2.

Ji et al. gave the following l-stage procedure. In the first stage, the exper-
imenter lets Uθ act on |ψx〉 and then measures in x; outcome 0 is observed
with probability p(0; θ) = (1 + cos(2πθ))/2. The state Uθ|ψx〉 is measured N
times (N is some multiple of log(l/ε)), which gives an estimate θ̂ satisfying

Pr
((
θ̂ − 1/12, θ̂ + 1/12

)
3 θ
)
≥ 1− ε/l. (5.7)

Having obtained an estimate θ̂,

1) if θ̂ ∈ [0, 5/12), define r1 = 2 and ν1 = 0,

2) if θ̂ ∈ [5/12, 7/12), define r1 = 3 and ν1 = 1,

3) if θ̂ ∈ [7/12, 1], define r1 = 2 and ν1 = 1.

At the kth stage the experimenter lets Uθ act r1r2 . . . rk−1 times on |ψx〉.
After measuring U

r1r2...rk−1

θ |ψx〉 N times, (r1r2 . . . rk−1θ)mod 1 is estimated and
rk and νk are obtained in a similar way to r1 and ν1. After l stages, values
are obtained for (r1, . . . , rl, ν1, . . . , νl). The final estimate of θ is

θ̂ =
l∑

i=1

νi∏i
j=1 rj

. (5.8)

5.1.5 The method of Dobš́ıček et al.

A popular iterative estimation method is to take θ to have a binary expan-
sion of given length l plus some small remainder, that is θ = w1w2 . . . wl +∆.
The binary digits w1, . . . , wl are estimated one at a time with a single mea-
surement. This has been done by Childs et al. (2000), Dobš́ıček et al. (2007),
Knill et al. (2007). The method will be reviewed as described by Dobš́ıček
et al. (2007).

At the kth stage the experimenter lets U2l−k+1

θ act on one of two qubits.
The other qubit is acted on by a Z-rotation gate eiαkσz before being measured
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— where α0 = 0 and αk for k = 2, . . . , l depend on the results from the
previous k−1 stages. From this measurement, an estimate ŵl−k+1 is obtained
of the (l − k + 1)th binary digit. After l stages an estimate θ̂ = ŵ1ŵ2 . . . ŵl

is obtained of θ which satisfies

Pr
((
θ̂ − 1/2l+1, θ̂ + 1/2l+1

)
3 θ
)
≥ 0.81. (5.9)

The probability that the final interval contains θ can be increased to 1−ε
by either (a) increasing the number of rounds to l′ = l + log(2 + 1/(2ε))
or (b) using O(log2(1/ε)) extra measurements of the first few binary digits
(Dobš́ıček et al., 2007). The method of Dobš́ıček et al. has recently been
carried out on experimental data by Liu et al. (2007). Similar work has also
been done by Higgins et al. (2007).

5.2 Problems

There is nothing wrong with Kitaev’s method of iterative estimation. How-
ever, he does not give an algorithm for

(i) choosing which of the intervals contains (2k−1θ)mod 1 with probability
1− ε/l,

(ii) reconstructing θ given confidence intervals for (2k−1θ)mod 1.

As will be seen in this section, there are gaps in the methods of Rudolph
and Grover, and Ji et al. for (i). There are two main gaps in the method
of Rudolph and Grover, which will now be explained. Firstly, pk(0; θ) =
(1 + cos(2kπθ))/2 is a multimodal function of θ. For example, θ = 3/4 and
θ = 1/4 give the same value of p1(0; θ), even though they differ in the first
binary digit. To overcome this, an estimate of sin(2πθ) is needed as well.
This however is a trivial point and is easily overcome.

Secondly, if θ = 1/2±δ, where δ is small, a large number of measurements
is required to determine the first bit of θ correctly with high probability. If
a mistake is made then, for the final estimate θ̂, |θ̂ − θ|1 ≥ δ. This problem,
which occurs for θ close to 1/2, was pointed out by Ji et al. (2008).

A similar problem also occurs for θ = 0 ± δ. Because of this, difficulties
will be encountered in estimating the kth bit of θ whenever (2k−1θ)mod 1 ≈ 0,
(2k−1θ)mod 1 ≈ 1 or (2k−1θ)mod 1 ≈ 1/2. However, it may also be possible to
overcome this problem using extra rotation gates in these cases.

There are also gaps in the method of Ji et al. (2008). Firstly, like Rudolph
and Grover, they overlook the fact that p1(0; θ) = (1+cos(2πθ))/2 is bimodal.
Secondly, the accuracy of their final estimate relies on the assumption that
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if |θ̂ − θ|1 ≤ 1/12 and θ̂ ∈ [0, 5/12), then θ ∈ [0, 1/2). This is not true –
consider θ = −1/12 6∈ [0, 1/2). Similarly, they assume that if |θ̂− θ|1 ≤ 1/12
and θ̂ ∈ [7/12, 1), then θ ∈ [1/2, 1), which again is not true – consider
θ = 1/12 6∈ [1/2, 1). Again problems will be encountered at the kth stage if
(r1 · · · rk−1θ)mod 1 ≈ 0 or (r1 · · · rk−1θ)mod 1 ≈ 1.

5.3 An iterative estimation algorithm

This section contains a new method of phase estimation. Firstly, an iterative
algorithm is given for going from confidence arcs for θ, (2θ)mod 1, (4θ)mod 1, . . . ,
(2l−1θ)mod 1, of length 1/3 and coverage probability at least 1 − ε/l, to a
confidence arc for θ of length 1/(2l−1×3) and coverage probability at least 1−
ε. Secondly, a method is given for obtaining a confidence arc for (2k−1θ)mod 1,
of length 1/3 and coverage probability at least 1 − ε/l. Thirdly, one of
Bernstein’s inequalities is used to calculate the number of measurements
needed at each stage. Finally, it is shown that it is possible to choose a value
of ε such that 1− 〈F (Uθ̂, Uθ)〉 = O((log n/n)2).

5.3.1 The iterative algorithm

First an intuitive approach is given using examples. For computational sim-
plicity, confidence arcs of length 0.3 and coverage probability 1 will be con-
sidered. Lk and Jk will denote confidence arcs for (2k−1θ)mod 1 and 2k−1θ
respectively, of length 0.3 and coverage probability 1. (In the more general
algorithm Lk and Jk will have length 1/3 and coverage probability at least
1− ε/l.) For the examples, l = 3.

Example 1
Suppose that after doing some measurements of Uθ, U

2
θ and U4

θ it is found
that

L1 = [0.6, 0.9] 3 θ (5.10)

L2 = [0.3, 0.6] 3 (2θ)mod 1 (5.11)

L3 = [0.8, 1.1] 3 (4θ)mod 1. (5.12)

It follows from (5.10) that

2L1 = [1.2, 1.8] 3 2θ. (5.13)

Using (5.11) and (5.13), it follows that

J2 = [1.3, 1.6] 3 2θ. (5.14)
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From (5.14) it is known that

2J2 = [2.6, 3.2] 3 4θ. (5.15)

Using (5.12) and (5.15) gives

J3 = [2.8, 3.1] 3 4θ. (5.16)

Using confidence arcs (5.10), (5.11) and (5.12) for θ, (2θ)mod 1 and (4θ)mod 1

respectively, of length 0.3 and coverage probability 1, a confidence arc (5.16)
has been derived for 4θ of length 0.3 and coverage probability 1. This gives
a confidence arc for θ of length 0.3/23−1 = 0.075 and coverage probability 1,
namely

(1/4)J3 = [0.7, 0.775] 3 θ. (5.17)

Remember that confidence arcs on a circle are being considered. On the
circle the arc [1.2, 1.8] is equivalent to the arc [0.2, 0.8], as are [2.2, 2.8], [3.2, 3.8]
. . . . Similarly, [2.6, 3.2] is equivalent to [0.6, 1.2].

The symbol ⊂1 will be used to signify that a confidence arc on the circle
is a subset of another confidence arc on the circle. Similarly, the symbol
∈1 will be used to signify that a point is contained within an arc on the
circle, e.g. 0.3 ∈1 [1.2, 1.8]. The previous example was rather simple in that
[0.3, 0.6] ⊂1 [1.2, 1.8] and [0.8, 1.1] ⊂1 [2.6, 3.2].

Consider the following example for which, Lk+1 6⊂1 2Jk. (Note that
L1 = J1.)

Example 2
Suppose that after doing some measurements of Uθ, U

2
θ and U4

θ it is found
that

L1 = [0.1, 0.4] 3 θ (5.18)

L2 = [0.7, 1.0] 3 (2θ)mod 1 (5.19)

L3 = [0.9, 1.2] 3 (4θ)mod 1. (5.20)

It follows from (5.18) that

2J1 = [0.2, 0.8] 3 2θ. (5.21)

Now L2 6⊂1 2J1. From (5.19) and (5.21) it follows that

[0.7, 0.8] 3 2θ. (5.22)

However, for simplicity, the confidence arcs Jk will be kept of equal length
(in this example 0.3, in the more general algorithm 1/3). There is no unique
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way to do this. A convenient way is to keep Jk ⊂ 2Jk−1 and Jk of length 0.3.
Thus for this example the upper bound for 2θ remains as 0.8 and the lower
bound is chosen to be 0.8− 0.3 = 0.5. This gives

J2 = [0.5, 0.8] 3 2θ. (5.23)

From (5.23) it follows that

2J2 = [1.0, 1.6] 3 4θ. (5.24)

Now, again L3 6⊂1 2J2. To keep Jk ⊂1 2Jk−1 and Jk of length 0.3, the lower
bound remains as 1.0 and the upper bound becomes 1.0 + 0.3 = 1.3,

J3 = [1.0, 1.3] 3 4θ. (5.25)

A confidence arc for 23−1θ has been found of length 0.3 and coverage prob-
ability 1. This gives a confidence arc for θ of length 0.3/23−1 = 0.075 and
coverage probability 1, namely

(1/4)J3 = [0.25, 0.325] 3 θ. (5.26)

General Algorithm
The general algorithm will now be presented. Confidence arcs are now of
length 1/3 rather than 0.3, and coverage probability 1,

Lk = [x(k), x(k) + 1/3], x(k) ∈ [0, 1) (5.27)

Jk = [z(k), z(k) + 1/3]. (5.28)

As in the examples, 2Jk and Lk+1 are used to find a confidence arc Jk+1, with
Jk+1 ⊂ 2Jk. For Jk+1 ⊂ 2Jk it is required that z(k+1) ∈ [2z(k), 2z(k)+1/3].
Assuming that Jk 3 2k−1θ and Lk+1 3 (2kθ)mod 1, there are three possibilities.
For each possibility a figure is given (showing, for simplicity, a line instead
of an arc), with a small vertical line representing the choice of the lower
boundary z(k + 1) of Jk+1. Note that J1 = L1.

Figure 5.1: Situation (i)
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Figure 5.2: Situation (ii)

Figure 5.3: Situation (iii)

(i) The simplest possibility is that Lk+1 ⊂1 2Jk. This occurs when

(x(k + 1)− 2z(k))mod 1 ∈ [0, 1/3).

In this case the lower boundary of Jk+1 is taken to be

z(k + 1) = 2z(k) + (x(k + 1)− 2z(k))mod 1.

(ii) Another possibility is that x(k + 1) 6∈1 2Jk but x(k + 1) + 1/3 ∈1 2Jk.
This occurs when

(x(k + 1)− 2z(k))mod 1 ∈ [2/3, 1).

In this case the lower boundary of Jk+1 is taken to be

z(k + 1) = 2z(k).

(iii) The final possibility is that x(k + 1) ∈1 2Jk but x(k + 1) + 1/3 6∈1 2Jk.
This occurs when

(x(k + 1)− 2z(k))mod 1 ∈ [1/3, 2/3).

In this case the lower boundary of Jk+1 is taken to be

z(k + 1) = 2z(k) +
1

3
.

This iterative scheme gives the confidence arc Jl = [z(l), z(l) + 1/3] for
2l−1θ of length 1/3 and coverage probability 1. This gives a confidence arc

80



for θ of length 1/(2l−1 × 3), and coverage probability 1, namely (1/2l−1)Jl =
[z(l)/2l−1, (z(l) + 1/3)/2l−1]. The centre of this interval, modulo 1, is taken
as the final estimate θ̂ of θ, i.e.

θ̂ =

(
z(l) + 1/6

2l−1

)
mod 1

.

The final confidence arc for θ of length 1/(2l−1 × 3) contains θ if Lk 3
(2k−1θ)mod 1, for every k = 1, . . . , l. If, for every k = 1, . . . , l, Lk has coverage
probability at least 1 − ε/l, the coverage probability of the final confidence
arc is at least 1− ε.

5.3.2 Finding Lk

The following function will be used:

atan2(x, y) =



arctan(y/x) x > 0,
arctan(y/x) + π x < 0, y ≥ 0,
arctan(y/x)− π x < 0, y < 0,
π/2 x = 0, y > 0,
−π/2 x = 0, y < 0,
undefined x = 0, y = 0.

Here, details are given for calculating confidence arcs Lk for (2k−1θ)mod 1 of
length 1/3 and coverage probability at least 1−ε/l. First it will be shown how
to compute a confidence arc of length 1/3, then, how to make the coverage
probability at least 1− ε/l.

The problem of finding a confidence arc for θ will be considered. The
analysis is exactly the same as for (2k−1θ)mod 1, except that in the latter case
the experimenter lets Uθ act 2k−1 times on the same |ψx〉.

The experimenter lets Uθ act on |ψx〉 and then measures in x. Outcome
0 is observed with probability px(0; θ) = (1 + cos(2πθ))/2. The state Uθ|ψx〉
is measured in x a total of N times and outcome 0 is observed Nx=0 times.
This gives an estimate 2Nx=0/N − 1 of cos(2πθ).

The experimenter lets Uθ act on |ψx〉 and measures in y. Outcome 0 is
observed with probability py(0; θ) = (1 + sin(2πθ))/2. The state Uθ|ψx〉 is
measured in y a total of N times and outcome 0 is observed Ny=0 times.
This gives an estimate 2Ny=0/N − 1 of sin(2πθ). Estimates of sin(2πθ) and
cos(2πθ) give the estimate

θ̂1 =
1

2π

(
atan2

(
2Ny=0

N
− 1,

2Nx=0

N
− 1

))
mod 2π

(5.29)
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of θ. The confidence arc is

L1 = ((θ̂1 − 1/6)mod 1, (θ̂1 − 1/6)mod 1 + 1/3). (5.30)

More generally, an estimate (2k−1θ̂k)mod 1 of (2k−1θ)mod 1 gives the confidence
arc

Lk =

((
(2k−1θ̂k)mod 1 − 1/6

)
mod 1

,
(
(2k−1θ̂k)mod 1 − 1/6

)
mod 1

+ 1/3

)
.

(5.31)
It is necessary to find the accuracy needed for the estimates of px(0; θ) and
py(0; θ) to ensure that |θ̂ − θ|1 ≤ 1/6, and hence L1 3 θ.

Put x = cos(2πθ), y = sin(2πθ), x0 = 2Nx=0/N − 1, y0 = 2Ny=0/N − 1
and φ(x, y) = atan(y, x). Define

|φ̂− φ|2π = min
(
(φ̂− φ)mod 2π, (φ− φ̂)mod 2π

)
. (5.32)

Given that

|x− x0| ≤ α, (5.33)

|y − y0| ≤ α, (5.34)

an upper bound is sought on |φ(x, y) − φ(x0, y0)|2π. This will be done in
steps.
(i)

|φ(x, y)− φ(x0, y0)|2π = |[φ(x, y)− φ(x, y0)]

+ [φ(x, y0)− φ(x0, y0)]|2π

≤ |φ(x, y)− φ(x, y0)|2π

+ |φ(x, y0)− φ(x0, y0)|2π. (5.35)

Put

ψ1 = |φ(x, y)− φ(x, y0)|2π

ψ2 = |φ(x, y0)− φ(x0, y0)|2π.

(ii) Consider the triangle T1 given by the points (0, 0), (x, y) and (x, y0), with
y0 satisfying (5.34). The angle at the point (0, 0) is ψ1, and is opposite a side
of length |y − y0|. The angle, say ψA, at the point (x, y0) will be opposite a
side of length 1. Using the sine rule for T1 gives

sinψ1

|y − y0|
=

sinψA

1
. (5.36)
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For any triangle the angles add up to π. The largest angle will be opposite
the longest side. For any angle, ψ∗ say, not opposite the longest side, ψ∗ ∈
[0, π/2]. If α ≤ 1/2 then from (5.34) |y − y0| ≤ 1 and so ψ1 ∈ [0, π/2].
Thus ψ1 ↔ sinψ1, and hence ψ1 = arcsin β, with β = |y − y0| × sinψA.
As ψA ∈ [0, π], consequently sinψA ∈ [0, 1], and using (5.34) it follows that
β ∈ [0, α]. Since arcsin is a monotone function on [0, α], it follows that

ψ1 ≤ arcsin(α). (5.37)

(iii) Consider the triangle T2 given by the points (0, 0), (x, y0) and (x0, y0),
with x0 and y0 satisfying (5.33) and (5.34) respectively. The angle at the
point (0, 0) is ψ2 and is opposite a side of length |x−x0|. The angle, say ψB,
at the point (x0, y0) is opposite a side of length r, where

r =
√
x2 + y2

0

≥ min
∆

√
x2 + (y + ∆)2, ∆ ∈ [−α, α]

= min
∆

√
x2 + y2 + 2y∆ + ∆2

= min
∆

√
1 + 2y∆ + ∆2

≥ min
∆

√
1− 2|∆|+ |∆|2

= min
∆

1− |∆|

= 1− α. (5.38)

Using the sine rule for T2 gives

sinψ2

|x− x0|
=

sinψB

r
. (5.39)

If α ≤ 1/2 then α ≤ 1 − α and so from (5.33) and (5.38), |x − x0| ≤ r. It
follows that ψ2 ∈ [0, π/2] and so ψ2 ↔ sinψ2. Using (5.33), (5.38), (5.39)
and monoticity of arcsin on [0, 1] gives

ψ2 ≤ arcsin

(
α

1− α

)
. (5.40)

Theorem 5.1 Given (5.33) and (5.34) for α ≤ 1/2,

|φ(x, y)− φ(x0, y0)|2π ≤ arcsin(α) + arcsin

(
α

1− α

)
. (5.41)
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Proof. This follows from (5.35),(5.37) and (5.40).

For the iterative algorithm it is required that |θ̂− θ|1 ≤ 1/6, which is equiv-
alent to

|φ(x, y)− φ(x0, y0)|2π ≤
π

3
. (5.42)

If α = 0.3794 then (5.42) holds, and (5.33) and (5.34) are equivalent to

|Nx=0/N − px(0; θ)| ≤ 0.1897, (5.43)

|Ny=0/N − py(0; θ)| ≤ 0.1897. (5.44)

It follows that if

Pr

(
|Nx=0/N − px(0; θ)| ≤ 0.1897

)
≥
√

1− ε/l (5.45)

and

Pr

(
|Ny=0/N − py(0; θ)| ≤ 0.1897

)
≥
√

1− ε/l, (5.46)

then
Pr (L1 3 θ) ≥ 1− ε/l. (5.47)

An analogous result holds for Lk, k = 2, . . . , l. In Section 5.3.3 it is shown
that if N = 24.437 log(4l/ε) then (5.45) and (5.46) hold.

5.3.3 Number of measurements needed

The following Bernstein inequality (Hazewinkel, 2002) will be used:

Theorem 5.2 If the equations

E[Yj] = 0, E[Y 2
j ] = bj, j = 1, . . . , n,

hold for the independent random variables Y1, . . . , Yn with

E[|Yj|l] ≤
bj
2
H l−2l! (5.48)

(where l > 2 and H is a constant independent of j), then the following
inequality holds for the sum Sn =

∑n
j=1 Yj:

Pr(|Sn| > r) ≤ 2 exp

(
− r2

2(Bn +Hr)

)
, (5.49)

where Bn =
∑n

j=1 bj.
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The observed measurement outcomes from a single measurement in x
have distribution and moments

Xj ∼ Bin(1, p), E[Xj] = p, E[X2
j ] = p(1− p),

where p = (1 + cos(2πθ))/2. Put bj = p(1− p) for j = 1, . . . , N and consider
the random variable Rj = Xj − p, which has moments

E[Rj] = 0, E[R2
j ] = p(1− p) = bj.

Now, for l > 2,

E[|Rj|l] = p|1− p|l + (1− p)|0− p|l

≤ p(1− p)2 + (1− p)p2

= p(1− p)

= bj. (5.50)

Thus, comparing (5.50) with (5.48), H = 1 is a suitable choice. Substituting
BN =

∑N
j=1 bj = Np(1 − p) and SN =

∑N
j=1Rj = Nx=0 − Np into (5.49)

gives

Pr(|Nx=1 −Np| > r) ≤ 2 exp

(
− r2

2(Np(1− p) + r)

)
.

Putting r = Nδ, gives

Pr(|Nx=1/N − p| > δ) ≤ 2 exp

(
− Nδ2

2(p(1− p) + δ)

)
≤ 2 exp

(
− Nδ2

2(1/4 + δ)

)
. (5.51)

The inequality Pr(|Nx=0/N−p| < δ) ≥
√

1− ε/l, is equivalent to the inequal-

ity Pr(|Nx=0/N − p| > δ) ≤ 1−
√

1− ε/l, which holds if Pr(|Nx=0/N − p| >
δ) ≤ ε/(2l). Substituting δ = 0.1897 into (5.51), it can be found that (5.45)
holds if

N = 24.437 ln(4l/ε) (5.52)

measurements in x are performed at each stage. The analysis is exactly the
same for measurements in y, and so a total number of

Ntot = 48.874 ln(4l/ε) (5.53)

measurements are required at each stage. This ensures that (5.45) and (5.46)
hold, and consequently (5.47) holds.
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5.3.4 The behaviour of the fidelity

The behaviour of 1−〈F (Uθ̂, Uθ)〉 will be analysed as a function of the number
n of times Uθ is used. As in Rudolph and Grover (2003), the worst–case value
of 1−〈F (Uθ̂, Uθ)〉 will be sought. That is, if the final confidence arc does not

contain θ then θ̂ = (θ + 1/2)mod 1, and if it does then θ lies on the boundary
of the confidence arc, i.e. |θ̂ − θ|1 = 1/(2l × 3). This gives

1− 〈F (Uθ̂, Uθ)〉 ≤ 1−
(

(1− ε)
1 + cos(2π/(2l × 3))

2
+ ε× 0

)
≈ ε+

π2

22l × 9
− επ2

22l × 9
.

If ε = 1/22l, then 1− 〈F (Uθ̂, Uθ)〉 = O(1/22l). This requires a total of

Ntot = 48.874 log(4l × 22l) (5.54)

measurements at each stage. The number of times Uθ is used is n = Ntot(2
l−

1), and so 1/2l ≈ Ntot/n. The number of measurements, (5.54), made at each
stage is O(l); noticing that log n is also O(l), it follows that

1− 〈F (Uθ̂, Uθ)〉 = O

((
log n

n

)2
)
. (5.55)

5.4 Simulations

The analysis in Section 5.3.4 concentrated on optimizing the worst-case
asymptotic scaling of 1 − 〈F 〉 with respect to n. Here a more pragmatic
line will be taken. Of interest is the minimum number of measurements
needed such that the final confidence arc contains θ a satisfactory proportion
of the time.

The iterative algorithm will now be investigated using simulations with
the computer package MAPLE. A value for the parameter θ ∈ [0, 1) is given
by a random variable with a uniform distribution. Measurement results can
be simulated, since the number of times outcome 0 is observed has a Binomial
distribution. For example, at the kth iterative stage, measuring in x, Nx=0 ∼
Bin(N, (1 + cos(2kπθ))/2). From the simulated results of measurements in
x and y for stages 1, . . . , l, an estimate of θ is obtained using the iterative
algorithm given in section 5.3.1. It can then be checked whether the final
confidence arc contains θ. This is done for 100, 000 randomly chosen values
of θ, and the number of times the final interval contains θ is recorded.
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For most recent iterative schemes the total number of iterations is reason-
ably small: 6 in Higgins et al. (2007) and 7 in Liu et al. (2007). Simulations
were performed with the number of iterations varying between 6 and 9. Ta-
ble 5.1 gives the number of times the final confidence arc contains the true
value of θ.

Number of iterative stages (l)
Ntot 6 7 8 9
20 99,792 99,729 99,747 99,712
30 99,993 99,987 99,982 99,978
40 99,999 100,000 99,998 99,999
50 100,000 100,000 99,999 100,000

Table 5.1: Numbers of trials out of 100,000 with |θ̂ − θ| ≤ 1/(2l × 3).

It seems a waste to use Ntot = 48.874 log(2l × 22l) measurements at each
stage, since the simulations suggest that for practical purposes it is sufficient
to use fewer measurements – even as few as 20 or 30.

5.4.1 Estimating the coverage probability

Using the above simulations the coverage probability can be estimated, i.e.
the probability that, using the iterative algorithm, the known true value θ is
contained in the final confidence interval.

Suppose the true (unknown) coverage probability is p. For the ith trial
put

Wi = 1 if interval covers θ

= 0 if not.

Then W1, . . . ,WM are independent identically distributed Bernoulli random
variables, i.e. Wi ∼ Bin(1, p). Thus

W1 + · · ·+WM ∼ Bin(M, p).

If m out of M intervals cover θ then p is estimated by m/M . An approximate
95% confidence interval for p is

m

M
± 1.96

√
m
M

(
1− m

M

)
M

.

87



The longest confidence interval (0.00066) is that for using 9 iterative stages
and a total of 20 measurements at each stage. Using the half-length of this
confidence interval, the confidence interval

m

100, 000
± 0.00033

can be computed from the results given in Table 5.1. It has coverage proba-
bility at least 95%.

5.5 The noisy case

It is known that when even a small amount of noise is present the performance
of phase estimation schemes is greatly reduced (Huelga et al., 1997, Shaji and
Caves, 2007).

This section investigates the performance of the iterative estimation al-
gorithm when depolarizing noise is present. The channel

ρ0 7→ (1− r)Uθρ0U
†
θ +

r

2
I2, 0 < r < 1, (5.56)

is considered, where Uθ is the same as before, (5.1), and ρ0 = |ψx〉〈ψx|.
(The channel (5.56) is identical to Uθρ0U

†
θ undergoing phase damping with

λ = r(2 − r) (Nielsen and Chuang, 2000, p. 383).) Ji et al. (2008) gave
the very interesting result that if r > 0, then the optimal asymptotic rate
at which 1− 〈F (Uθ̂, Uθ)〉 approaches zero is given by the standard quantum
limit.

Defining n′ as the maximum number of times the experimenter lets Uθ

act on the same input state, Ji et al. (2008) argued that if (1− r)n′ is close
to 1, and thus n′r << 1, then it is still possible to estimate θ as before with
the rate O((log n/n)2).

The whole point of using an iterative scheme is that the distinguishability
of θ from cos(n2πθ), with n >> 1, is considerably greater than from cos(2πθ).

To measure distinguishability, the quantity FM
θ /m will be used, where m

is the number of times Uθ acts on the same input state. This is because of
interest is to maximize the distinguishability of θ per use of the channel.

If there is no noise, and the experimenter lets Uθ act m times on the
input state and measures in x, then outcome 0 is observed with probability
p(0; θ) = (1+cos(m2πθ))/2 and 1 with probability p(1; θ) = 1− p(0; θ). The
Fisher information from this measurement is FMx

θ = 4π2m2, which is equal
to the SLD quantum information. Measuring in y gives the same Fisher
information. Thus FMx

θ /m = F
My

θ /m = 4π2m. At the kth stage of the
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iterative procedure, the experimenter lets Uθ act m = 2k−1 times on the
input state, and so FMx

θ /m = F
My

θ /m = π22k+1. Thus FM
θ /m (where M is

an arbitrary measurement in x or y) increases exponentially with k.
In the noisy case, when the experimenter lets Uθ act m times on the

output state and then measures in x, outcome 0 is observed with probability
p(0; θ) = (1 + (1 − r)m cos(m2πθ))/2 and 1 with probability p(1; θ) = 1 −
p(0; θ). Measuring in y, outcome 0 is observed with probability p(0; θ) =
(1 + (1− r)m sin(m2πθ))/2 and 1 with probability p(1; θ) = 1− p(0; θ). This
gives

FMx
θ =

4π2m2(1− r)2m sin2(2mπθ)

1− (1− r)2m cos2(2mπθ)

F
My

θ =
4π2m2(1− r)2m cos2(2mπθ)

1− (1− r)2m sin2(2mπθ)

Hθ = 4π2m2(1− r)2m.

Notice that
FMx

θ + F
My

θ ≈ Hθ.

Thus measuring both in x and y, the average Fisher information from a single
measurement M is approximately Hθ/2.

The maximal value of FM
θ /m, taken over m, will occur close to the maxi-

mal value of Hθ/m. When r > 0, Hθ/m, and hence FM
θ /m, does not increase

indefinitely with m. Instead it reaches its maximum at

m = − 1

2 log(1− r)
, (5.57)

after which it decreases. When r is small, this maximum is obtained at

m ≈ 1

2r
. (5.58)

Thus in the noisy case the number of iterative stages that should be per-
formed is limited by the amount of noise. The number of stages that can be
performed, for small r, such that Hθ/m, and hence FM

θ /m, increases at each
stage is approximately l ≈ − log2 r.

Figures 5.4 – 5.8 give Hθ/m at the kth iterative stage. It can be seen that
Hθ/m increases up to k = − log2 r, decreases slightly near k = − log2 r + 1
and falls rapidly for k > − log2 r + 1.

Tables 5.2 – 5.7 contain the results of simulations, for magnitudes of noise
r = 2−4, 2−5, . . . , 2−8 and total number of iterative stages l = 4, . . . , 9 – the
number of measurements at each stage is fixed. Consider the diagonals of
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Tables 5.2 – 5.7, from r = 2−4, l = 4 to r = 2−8, l = 8. This corresponds
to the experimenter performing l = − log2 r iterative stages, which involves
going up to the iterative stage at which FM

θ /m is maximized. Similarly,
the diagonal from r = 2−4, l = 5 to r = 2−8, l = 9 corresponds to the
experimenter performing l = − log2 r+1 iterative stages etc. It is interesting
to note that when l > − log2 r, there is a significant decrease in the number
of confidence intervals containing θ, and when l > − log2 r + 1, an even
greater decrease in the number of confidence intervals containing θ. For
example, using 30 measurements at each stage, if the experimenter performs
l = − log2 r iterative stages then the final confidence interval contains θ
approximately 98% of the time; if the experimenter increases to l = − log2 r+
1 iterative stages, then the final confidence interval contains the true value
of θ approximately 89% of the time. If the experimenter increases to l =
− log2 r + 2 iterative stages, then approximately 61% of the time the final
confidence interval contains θ – a considerable drop in performance. It can
be seen from Table 5.7, for which 200 measurements are performed at each
stage, that this drop in performance does not just occur when performing
relatively small numbers of measurements at each stage.

It is interesting to see that the drop off in performance, in terms of the
coverage probability – which can be calculated from Tables 5.2 – 5.7, occurs
at the same point as the drop in performance as measured by Hθ/m, and
consequently Fθ/m – seen in Figures 5.4 – 5.8.

Since FM
θ /m starts to decrease after l = − log2 r iterative stages, it makes

no sense to choose l > − log2 r. The simulations also suggest that it is safer
to do no more than l = − log2 r iterative stages. This is equivalent to letting
Uθ act no more than n′ = 1/(2r) times on the same input state. Thus for a
given level of noise the experimenter can let Uθ act on an input state more
times than n′ satisfying n′r << 1 (though the O((log n/n)2) rate may not be
kept). A sensible suggestion is, more generally, that for the channel (5.56)
the optimum number of iterative stages, where at the kth stage Uθ is used
2k−1 times, is l = b− log2 rc.

A related question was considered in Rubin and Kaushik (2007), where
the ‘stopping point’, was N the number of entangled photons to be included
in the NOON input states. Rubin and Kaushik found that the optimal pre-
cision in measurement occurred for N = 1.279/L, where L is the magnitude
of loss (analogous to the point, n′ = 1/(2r), at which FM

θ /m is maximized).
If l = − log2 r iterative stages are performed and the final confidence

interval contains θ, this corresponds to a precision |θ̂ − θ|1 ≤ r/3. If the
experimenter desires greater precision in his final estimate than |θ̂−θ|1 ≤ r/3,
then it seems sensible for him to perform more measurements at the final
iterative stage.
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Figure 5.4: Hθ/m at the kth iterative stage, with r = 2−4.

Figure 5.5: Hθ/m at the kth iterative stage, with r = 2−5.
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Figure 5.6: Hθ/m at the kth iterative stage, with r = 2−6.

Figure 5.7: Hθ/m at the kth iterative stage, with r = 2−7.

92



Figure 5.8: Hθ/m at the kth iterative stage, with r = 2−8.

Number of iterative stages (l)
r 4 5 6 7 8 9

2−4 94,601 78,896 48,831 24,429 11,514 5,430
2−5 98,804 94,854 79,207 49,625 24,891 11,738
2−6 99,608 98,728 94,840 79,428 50,121 24,887
2−7 99,779 99,571 98,768 94,917 79,544 50,130
2−8 99,823 99,719 99,571 98,764 94,715 79,745

Table 5.2: Numbers of trials out of 100,000 with |θ̂ − θ|1 ≤ 1/(2l × 3), with
Ntot = 20.

Number of iterative stages (l)
r 4 5 6 7 8 9

2−4 98,290 88,340 60,423 32,445 16,059 8,042
2−5 99,804 98,408 88,537 61,293 32,756 16,460
2−6 99,967 99,807 98,430 88,708 61,148 32,595
2−7 99,985 99,955 99,802 98,476 88,895 61,699
2−8 99,988 99,977 99,962 99,812 98,467 88,864

Table 5.3: Numbers of trials out of 100,000 with |θ̂ − θ|1 ≤ 1/(2l × 3), with
Ntot = 30.
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Number of iterative stages (l)
r 4 5 6 7 8 9

2−4 99,336 91,501 63,433 33,429 16,130 7,940
2−5 99,972 99,349 91,753 64,469 34,079 16,262
2−6 99,999 99,962 99,391 92,139 64,768 33,861
2−7 99,999 99,993 99,960 99,388 92,190 64,744
2−8 99,998 99,999 99,997 99,957 99,371 92,287

Table 5.4: Numbers of trials out of 100,000 with |θ̂ − θ|1 ≤ 1/(2l × 3), with
Ntot = 40.

Number of iterative stages (l)
r 4 5 6 7 8 9

2−4 99,741 94,475 68,789 37,529 18,793 9,308
2−5 99,991 99,738 94,644 69,626 37,976 19,139
2−6 99,999 99,993 99,759 94,909 70,021 38,232
2−7 100,000 99,998 99,995 99,770 95,030 70,402
2−8 100,000 100,000 99,999 99,995 99,790 94,983

Table 5.5: Numbers of trials out of 100,000 with |θ̂ − θ|1 ≤ 1/(2l × 3), with
Ntot = 50.

Number of iterative stages (l)
r 4 5 6 7 8 9

2−4 99,993 98,780 78,515 43,641 21,599 10,983
2−5 100,000 99,994 98,924 79,739 44,374 22,150
2−6 100,000 100,000 99,999 98,904 79,899 44,762
2−7 100,000 100,000 100,000 99,997 98,966 80,004
2−8 100,000 100,000 100,000 100,000 99,998 98,989

Table 5.6: Numbers of trials out of 100,000 with |θ̂ − θ|1 ≤ 1/(2l × 3), with
Ntot = 100.
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Number of iterative stages (l)
r 4 5 6 7 8 9

2−4 100,000 99,907 87,516 50,576 25,592 12,868
2−5 100,000 100,000 99,937 88,393 51,414 26,064
2−6 100,000 100,000 100,000 99,946 88,754 52,022
2−7 100,000 100,000 100,000 100,000 99,953 88,932
2−8 100,000 100,000 100,000 100,000 100,000 99,938

Table 5.7: Numbers of trials out of 100,000 with |θ̂ − θ|1 ≤ 1/(2l × 3), with
Ntot = 200.
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Appendix A

Notation

notation definition
|ψ〉 finite dimensional complex column vector of unit length (see (1.1)).
〈ψ| dual of |ψ〉 (see (1.2)).
〈ψ|φ〉 inner product of |ψ〉 and |φ〉 (see (1.3)).
|φ〉〈ψ| outer product of |ψ〉 and |φ〉 (see (1.6)).
|0〉 (1, 0)T (T denotes transpose).
|1〉 (0, 1)T .
z∗ complex conjugate of z.
ρ density matrix (see Section 1.3).
I identity matrix.
Id d× d identity matrix.
σx, σy, σz Pauli matrices (1.15).
σ1, σ2, σ3 Pauli matrices.
M POVM (see Section 1.4).
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notation definition
Mm element of POVM M corresponding to outcome m.
H Hilbert space.
HA,B HA ⊗HB an extended Hilbert space.
A† Hermitian transpose of A (see Section 1.2).
|φAφB〉 |φA〉 ⊗ |φB〉.
S(H) set of states on the Hilbert space H.
ρA reduced state on S(HA) (see Section 1.5.1).
Ek Kraus operator (see Section 1.7).
U unitary matrix (any matrix satisfying UU † = U †U = I).
E quantum channel (see Section 1.7).
Fθ Fisher information (See Section 1.38).
FM

θ Fisher information from single measurement using M (See section 1.38).
 converges in distribution to.
〈F 〉 expectation of F .
ρθ parameterized family of states.
λSLD, λ, λθ SLD quantum score (see (1.52)).
CE(θ) Sarovar and Milburn’s bound based on arbitrary

set of Kraus operators E = {Ek} (see 2.3).
Υk canonical Kraus operator (see before (2.4)).
CΥ(θ) Sarovar and Milburn’s bound based on

canonical Kraus operators {Υk}.
CL(θ) metric derived from CΥ (see (3.15)).
HS

θ , Hθ SLD quantum information (see Section 1.9 ).

F (Û , U) fidelity between Û and U (see (1.90)).
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Index

Braunstein-Caves inequality, 21
equality, 22

commuting unitary channels, 68
Cramér–Rao bound, 17
Cramér–Rao inequality, 16

density matrix, 5
depolarizing channel, 14

entanglement, 9

Fisher information, 16

generalized Pauli channels, 15

Hermitian matrix, 4
Hilbert Space, 2

inner product, 3
invariance, 18
invariant, 18

KMB, 19
quantum score, 19

Kraus operators, 13

measurements, 6
adaptive, 11
projective, 7
separate, 13

mixed states, 5
monoticity, 18
monotone, 18

orthonormal basis, 4

partial trace, 10
Pauli matrices, 6
POVM, 6
pure state, 4

quantum channel, 13
quantum information, 18

KMB, 19
RLD, 19
SLD, 19

quantum process tomography, 28
qubit, 5

reference frame, 30
RLD, 19

quantum score, 19

self adjoint matrix, 4
separable states, 9
SLD, 19

quantum score, 19
SM bound, 33

tensor product, 8
tomography, 28

unitary channel, 14
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Bengtsson, I. and Życzkowski, K. (2006). Geometry of Quantum States: An
Introduction to Quantum Entanglement, Cambridge: Cambridge Univer-
sity Press.

Bennett, C. H., DiVincenzo, D. P., Fuchs, C. A., Mor, T., Rains, E., Shor,
P. W., Smolin, J. A. and Wootters, W. K. (1999). Quantum nonlocality
without entanglement, Phys. Rev. A 59(2): 1070–1091.

Braunstein, S. L. and Caves, C. M. (1994). Statistical distance and the
geometry of quantum states, Phys. Rev. Lett. 72(22): 3439–3443.

Busch, P., Grabowski, M. and Lahti, P. J. (1995). Operational Quantum
Physics, Springer.

Childs, A., Preskill, J. and Renes, J. (2000). Quantum information and
precision measurement, J. Modern Optics 47(22): 155–176.

Chiribella, G., D’Ariano, G. M., Perinotti, P. and Sacchi, M. F. (2004).
Efficient use of quantum resources for the transmission of a reference frame,
Phys. Rev. Lett. 93(18): 180503.

Choi, M. (1975). Completely positive linear maps on complex matrices,
Linear Algebra and its Applications 10: 285–290.

Cochran, W. (1973). Experiments for nonlinear functions, J. Amer. Statist.
Assoc. 68: 771–781.

de Burgh, M. and Bartlett, S. D. (2005). Quantum methods for clock syn-
chronization: Beating the standard quantum limit without entanglement,
Phys. Rev. A 72(4): 042301.

de Martini, F., Mazzei, A., Ricci, M. and D’Ariano, G. M. (2003). Exploiting
quantum parallelism of entanglement for a complete experimental quantum
characterization of a single-qubit device, Phys. Rev. A 67(6): 062307.
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Guţă, M. and Jencova, A. (2007). Local asymptotic normality in quantum
statistics, Communications in Mathematical Physics 276(2): 341–379.
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