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1. Information about at depth behaviour of marine mammals is fundamental yet very hard to obtain from direct visual observation. Animal borne multi-sensor electronic tags provide a unique window of observation into such behaviours.

2. Electronic tag sensors allow the estimation of the animal’s 3-dimensional (3D) orientation, depth, and speed. Using tag flow noise level to provide an estimate of animal speed we extend existing approaches of 3D track reconstruction by allowing the direction of movement to differ from that of the animal’s longitudinal axis.

3. Data are processed by a hierarchical Bayesian model that allows processing of multi-source data, accounting for measurement errors, and testing hypotheses about animal movement by comparing models.

4. We illustrate the approach by reconstructing the 3D track of a 52-minute deep dive of a Blainville’s beaked whale \textit{Mesoplodon densirostris} adult male fit with a digital tag (DTAG) in the Bahamas. At depth, the whale alternated regular movements at large speed (> 1.5 m/s) and more complex movements at lower speed (< 1.5 m/s) with differences between movement and longitudinal axis directions of up to 28°. The reconstructed 3D track agrees closely with independent acoustic-based localizations.
5. The approach is potentially applicable to study the underwater behaviour (e.g. response to anthropogenic disturbances) of a wide variety of species of marine mammals fitted with triaxial magnetometer and accelerometer tags.
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1. Introduction

The use of animal borne autonomous recording tags to collect information for inferences on movement, ecology, physiology and behaviour is becoming widespread, providing an unprecedented window into these biological processes and leading to otherwise unattainable discoveries, especially at sea where animal behaviour is hard to observe directly (Ropert-Coudert & Wilson, 2005; Bograd et al., 2010).

Initially used simply to identify animals, over time tags became equipped with thermometers and barometers, followed by accelerometers, magnetometers, gyroscopes, microphones, hydrophones, GPSs, and even video (e.g. Johnson et al., 2009; Burgess, 2009; Marshall et al., 2007; Rutz & Trosclairko, 2013). Some tags provide direct information on location while others do not. For those that do, say via GPS or radio tracking, a common approach has been to use state space models or hidden Markov models to reconstruct two dimensional tracks (e.g. Jonsen et al., 2012; Beyer et al., 2013; Langrock et al., 2014). However, most marine mammals spend a large proportion of their time at depth, hence accounting for the depth component might be fundamental, depending on each study’s objectives (e.g. Tracey et al., 2014).

Published tracks in 3 dimensions (3D) are based on some form of dead reckoning (Wilson et al., 2007): each position is predicted by updating the previous time step position considering an estimate of the animal’s current direction and speed. One option is to infer animal 3D speed from 3D orientation (computed from accelerometer and magnetometer data) and vertical speed (from depthmeter data). However, this is sensitive to error in depth measurements, notably when animal movement is close to horizontal. This has led to estimating speed from other sources than depthmeters, namely tag flow noise (e.g. Simon et al., 2009; Ware et al., 2011). All such methods
have required the assumption that the direction of animal movement coincides with the direction of its longitudinal (rostral-caudal for a whale) axis, i.e. the animal moves towards where it is pointing. If this does not hold, bias can be expected, and the resulting track will be unreliable (Johnson et al., 2009). Further, errors accumulate over time, a phenomena referred to as drift (Wilson et al., 2007). Additional drifting due to external factors can occur (e.g. Shiomi et al., 2008). Therefore, while tags are very useful to establish relative positions of animals, inferring absolute position is questionable with existing procedures: the term pseudo-track is used to reinforce the notion that absolute position is unknown (Hazen et al., 2009). Also for this reason, dead-reckoning tracks are often “anchored” to known positions (e.g. Zimmer et al., 2005; Hazen et al., 2009; Friedlaender et al., 2009). These are sometimes referred to as geo-referenced tracks, to convey the notion of absolute position on the earth sphere. However, measurement error in positions is typically ignored, and the way the pseudo-track is combined with these is not explicitly described (e.g. Davis et al., 2001; Mitani et al., 2003; Tyson et al., 2012). Nonetheless, implementation details can have considerable impact on the estimated track, as well as (if estimated) on its precision.

We consider DTAGs (Johnson & Tyack, 2003) as an example. DTAGs include triaxial accelerometer and magnetometer sensors, a pressure sensor (sampling rate up to 50 Hz), and two hydrophones (up to 192 kHz) (Johnson & Tyack, 2003). Other tags (e.g. “OpenTag”, Loggerhead Instruments, Sarasota, FL, USA) include triaxial magnetometers and accelerometers. Around 20 marine mammal species (> 1000 deployments) including whales, dolphins and pinnipeds have been fitted with DTAGs (Mark Johnson, pers. comm.). Such tags have become widespread in marine mammal studies, allowing inferences about at depth behaviour and ecophysiology (e.g. Watwood et al., 2006; Shaffer et al., 2013). DTAGs were originally developed to infer behaviour and relative movement rather than absolute location, having been used extensively for this purpose – e.g., recent work on feeding behaviour in baleen whales (e.g. Simon et al., 2012; Ware et al., 2014, and references therein). However, DTAG data have been used to reconstruct 3D dives of animals (e.g. Davis et al., 2001; Mitani et al., 2003; Johnson & Tyack, 2003; Madsen et al., 2005). Bespoke software is now available to process tag data into tracks (the R packages animalTrack, Farrell & Fuiman (2014), and TrackReconstruction, Battaile (2014), and to depict 3D tracks Trackplot, Ware et al. (2006)). An estimated position without an associated measure of uncertainty can be misleading, providing overconfidence in the reported esti-
mate. Nonetheless existing software does not provide uncertainty on position estimates, so these are never reported.

Extending dead reckoning and georeferencing methods described earlier, we develop a new way to use magnetometer and accelerometer tag data to reconstruct 3D tracks and estimate associated uncertainty. We explicitly (1) incorporate measurement error, both from the tag and from estimated positions, in the input data and propagate this error through to the estimated track; (2) include information about animal speed both from change in depth given orientation and from tag flow noise; and (3) utilize the additional information from both sources of speed information to relax the assumption that the animal moves in the direction it is pointed. Our model is superficially similar to well-known 2D random walk models by, e.g., Jonsen et al. (2005), Morales et al. (2004) and McClintock et al. (2012) in that, like them, we model animal speed (i.e. step length) and movement direction in discrete time and continuous space, and use Bayesian methods to link models to data. However, assumptions about animal movement differ. Random walk models make distributional assumptions about step length and direction (or turning angle), hence resulting track estimates are a combination of the assumed movement model and the input data (filtered through the observation process); by contrast we do not make such assumptions, hence our estimated tracks are a function of the data and observation process alone. In this sense, our approach is more “data focused”, but is also more reliant on having high frequency, high quality data to produce a realistic track. We return to these issues in the Discussion.

We illustrate our method by reconstructing a 52-minute dive of a tagged Blainville’s beaked whale Mesoplodon densirostris (Laplanche et al., 2015), for which independent underwater localizations are available. These are not used in model fitting; instead we use them to evaluate the accuracy of the estimated track derived from tag data alone. Finally, we discuss the capabilities of the approach and possible improvements.

2. Materials and methods

2.1. Tag measurements and coordinate systems

We consider three coordinate systems (or frames) to accurately describe animal movement and tag data: (1) the Earth frame, a cartographic projected coordinate system (x-axis south-north, positive north; y-axis east-west, positive west; z-axis bottom-up, positive up; origin is some arbitrary
location at the sea surface), (2) the animal frame (x-axis, longitudinal axis, positive forward; y-axis, right-left axis, positive left; z-axis, dorso-ventral axis, positive up; origin is the geometric center of the animal), and (3) the tag frame (x-, y-, z-axes are internally defined; origin is the center of the tag) – this latter frame is required because the tag is not always placed with the same orientation on the animal.

An animal’s 3D track is the time-series of its 3D location; more specifically the 3D Cartesian coordinates of the origin of the animal frame in the Earth frame, denoted \( \mathbf{x}(t) = (x(t), y(t), z(t)) \) at time \( t \). Animal 3D speed is the time derivative of \( \mathbf{x}(t) \); the speed of translation of the animal frame in the Earth frame, denoted \( \mathbf{v}(t) = (v_x(t), v_y(t), v_z(t)) \). The orientation of a 3D object in space is unambiguously described in terms of heading \( h \) (rotation to the z-axis, \( h \in (-180^\circ, 180^\circ] \)), pitch \( p \) (y-axis, \( p \in (-90^\circ, 90^\circ] \)), and roll \( r \) (x-axis, \( r \in (-180^\circ, 180^\circ] \)) with respect to some frame of reference. The animal’s 3D orientation at time \( t \) is represented by its heading \( h(t) \) (positive Eastwards), pitch \( p(t) \) (positive upwards) and roll \( r(t) \) (positive rightwards), with respect to the Earth frame.

Tag data are not directly available in the Earth frame. Accelerometer and magnetometer measure the Earth’s gravitational and magnetic fields in the tag frame. The conversion of Earth’s gravitational and magnetic fields between animal and Earth frames is achieved via rotation matrices described in the next section. The conversion of raw accelerometer and magnetometer data in the tag frame into the animal frame is achieved in a similar way. Description of the latter process, together with the processing of acoustic data into flow noise level, is deferred to Section 2.5.

### 2.2. The statistical model

We describe the full statistical model here. Approximations used in practice for computational efficiency are described in Section 2.3.

The objective is to use available tag data (Earth’s gravitational and magnetic fields in the animal frame, depth, flow noise level), and independent positional data, if available, to infer unknown, latent variables characterizing animal movement (\( \mathbf{x}(t), \mathbf{v}(t), h(t), p(t), \text{ and } r(t) \)). Our implementation utilizes a hierarchical Bayesian model (HBM). The overall model structure is illustrated in Figure 1, relating latent and measured variables as detailed below. For clarity the model is presented in four sections: (1) estimation of animal orientation from accelerometer, magnetometer and depth-meter measurements; (2) estimation of speed from flow noise measurement and
direction of movement from a combination of speed, orientation and change in
depth; (3) track estimation, and (4) incorporation of independent positional
information.

We define \( t_0 \) and \( t_{end} \) as the track start and end times, \( t \in [t_0, t_{end}] \).

2.2.1. Animal 3D orientation

The expected values \( A^a(t) \) and \( M^a(t) \) of the 3D Earth gravitational and magnetic fields in the animal frame (superscript \( a \)) at time \( t \) are

\[
\begin{align*}
A^a(t) &= T(t) A^e \\
M^a(t) &= T(t) M^e,
\end{align*}
\]

where \( T(t) \) is a rotation matrix that switches from the Earth frame to the animal frame given by

\[
T(t) = \begin{pmatrix}
1 & 0 & 0 \\
0 & \cos r(t) & \sin r(t) \\
0 & -\sin r(t) & \cos r(t)
\end{pmatrix}
\times
\begin{pmatrix}
\cos p(t) & 0 & \sin p(t) \\
0 & 1 & 0 \\
-\sin p(t) & 0 & \cos p(t)
\end{pmatrix}
\times
\begin{pmatrix}
\cos h(t) & \sin h(t) & 0 \\
-\sin h(t) & \cos h(t) & 0 \\
0 & 0 & 1
\end{pmatrix}
\]

and \( A^e \) and \( M^e \) are the values of the 3D Earth gravitational and magnetic fields in the Earth frame (superscript \( e \)) at the tagging location and time. Given the relative small scale of most studies, ours included, compared to these 3D Earth fields, these can safely be treated as constants. They can be either measured or derived from models of the gravitational and Earth magnetic fields.

Measured (superscript \( obs \)) values of the Earth gravitational \( (A^{a,obs}(t)=\) and magnetic fields \( (M^{a,obs}(t)) \) in the animal frame at time \( t \) are modelled as multivariate Gaussian distributions (MVN)

\[
\begin{align*}
A^{a,obs}(t) &\sim \text{MVN}(A^a(t), \Sigma_A(t)) \\
M^{a,obs}(t) &\sim \text{MVN}(M^a(t), \Sigma_M(t))
\end{align*}
\]

where \( \Sigma_A(t) \) and \( \Sigma_M(t) \) are time-dependent covariance matrices (see Appendix S1 for details). The observed animal depth is

\[
z^{obs}(t) \sim \text{Normal}(z(t), \sigma_z^2), \ z^{obs}(t) \leq 0,
\]
where \( z(t) \) is the unobserved true depth of the animal in the Earth frame and \( \sigma_z^2 \) is the depth-meter measurement error variance.

2.2.2. Animal speed and direction of movement

We explicitly relax what we refer in the following as the equal pitch assumption: that the direction of animal movement coincides with the direction of its longitudinal axis. Animal speed at time \( t \) is

\[
\begin{align*}
  v_x(t) &= \cos h'(t) \cos p'(t)v(t) \\
  v_y(t) &= -\sin h'(t) \cos p'(t)v(t) \\
  v_z(t) &= \sin p'(t)v(t),
\end{align*}
\]

where \( v(t) = ||v(t)|| \), \( h'(t) \), and \( p'(t) \) are the Euclidean norm, the heading (positive Eastwards), and the pitch (positive upwards) in the Earth frame of the speed vector of the animal at time \( t \). Differences of orientations of the longitudinal axis and the speed vector are modeled as differences in respective pitch angles

\[
p'(t) \sim \text{Normal}(p(t), \sigma_p^2), \quad p'(t) \in (-90, 90],
\]

where \( \sigma_p^2 \) is the variance of the pitch difference \( \Delta p(t) = p(t) - p'(t) \). We refer in the following to this as the unequal pitch assumption and to \( \Delta p(t) \) as pitch anomaly. A positive pitch anomaly occurs when the animal points its longitudinal axis higher than expected by its swimming direction, and vice versa (Figure 2). Pitch anomaly can be the result of a pitch and/or a heading movement in the animal frame depending on the roll. For reasons discussed later, we do not consider heading anomaly, hence assuming \( h(t) = h'(t) \).

Animal speed is related to background noise level \( \text{NL}(t) \) at time \( t \) assuming

\[
v(t) \sim \text{Normal}(a_v + b_v \log(\text{NL}(t)), \sigma_v^2), v(t) \geq 0,
\]

where \( a_v \) and \( b_v \) are regression parameters and \( \sigma_v \) is the residual standard error (Appendix S2).

2.2.3. Animal 3D track

Animal Cartesian coordinates at time \( t + \Delta t \) are computed from coordinates at time \( t \) and speed:

\[
\begin{align*}
  x(t + \Delta t) &= x(t) + v_x(t)\Delta t \\
  y(t + \Delta t) &= y(t) + v_y(t)\Delta t \\
  z(t + \Delta t) &= z(t) + v_z(t)\Delta t
\end{align*}
\]
2.2.4. Independent positional information

In our application we only use information about the dive starting position, assumed to have been observed with known error. We model this as

\[
\begin{align*}
    x^{\text{obs}}(t_0) &\sim \text{Normal}(x(t_0), \sigma_x^2(t_0)) \\
    y^{\text{obs}}(t_0) &\sim \text{Normal}(y(t_0), \sigma_y^2(t_0))
\end{align*}
\]  

(9)

where \( \sigma_x^2(t_0) \) and \( \sigma_y^2(t_0) \) are known variance terms. If the absolute start position is unknown, arbitrary values are provided for \((x^{\text{obs}}(t_0), y^{\text{obs}}(t_0))\) with null variances \((\sigma_x^2(t_0) = \sigma_y^2(t_0) = 0)\); estimated locations become relative to this position.

Similarly, additional animal positions might be used to improve the track reconstruction process. When at the surface these could come from visual observations, animal-borne GPS or satellite receivers. When underwater, these could come from passive (or active) acoustic localizations.

2.2.5. Priors

Prior distributions are required on all top-level random variables in the hierarchical model. Observation variance parameters are assumed known, hence not requiring priors. We also assume the relationship between measured noise level and speed is known with certainty (see Section 2.3 and Discussion). These variables are shown as grey boxes in Figure 1. The remaining top-level variables are pitch, heading and roll at each time step, for which uniform distributions are assumed:

\[
\begin{align*}
    p(t) &\sim \text{Uniform}(-90, 90) \\
    h(t) &\sim \text{Uniform}(-180, 180) \\
    r(t) &\sim \text{Uniform}(-180, 180)
\end{align*}
\]  

(10)

2.3. Bayesian computation and approximating model

The model described by equations (1)-(10) is not analytically tractable; however, samples from the posterior distribution of latent variables can be simulated via Markov chain Monte Carlo (MCMC). For this, we used OpenBUGS version 3.2.1, open-source version of WinBUGS (Ntzoufras, 2009). BUGS code is available as Appendix S3. Tag data preprocessing and output postprocessing were implemented in R (R Core Team, 2013).

Initial runs showed that the full model was highly computer-intensive. Two procedures were implemented to reduce computing time, both of which mean we fit an approximation to the full model. Firstly, the model was
divided into three stages (and each stage was analyzed in turn): (i) compute animal 3D orientation (equations 1 - 4, 10); (ii) calibrate the speed-noise relationship (equation 7); (iii) compute animal 3D track (equations 5, 6, 8, 9). Uncertainty was propagated across stages by modelling stage outputs as Gaussians, with mean and variance equal to the corresponding posterior values, using this distribution as input to the next stage. However, in moving from stage (ii) to (iii) the parameters of the speed-noise model were assumed known. Secondly, in computing stages (i) and (iii), the track was divided into 1-minute pieces. Each piece was run in parallel using a high performance computing resource (HPR). Pieces were then joined and uncertainty from the end of each piece propagated to the beginning of the next (see Appendix S4 for details and discussion for possible impacts).

MCMC convergence was assessed by computing the inter-chain variances of the simulated latent variable samples across 4 chains. For each chain, once convergence was reached, 10,000 samples were simulated; these were thinned to 1,000 independent samples per chain, with thinning guided by analyzing the autocorrelation function of the posterior samples. Reported point estimates are posterior means, standard errors are posterior standard deviations (reported as mean ± standard error), and reported interval estimates are 2.5% and 97.5% posterior marginal quantile estimates.

2.4. Alternative models for pitch anomaly

The model assumes a fixed pitch anomaly standard deviation $\sigma_p$ (see Discussion for a relaxation of this assumption). To investigate how pitch anomaly varied along the track we repeated the above analysis considering three different values for $\sigma_p$: 0°, 5° and 10°. These represent three different models and we denote them $M_0$, $M_5$ and $M_{10}$, respectively.

Models were compared, for each track piece, using the Deviance Information Criterion (DIC Spiegelhalter et al., 2002), a goodness-of-fit index penalized for model complexity, similar in spirit to Akaike’s Information Criterion; smaller values are considered better (see Section 4 for a discussion of alternative model selection measures). Following Gelman et al. (2003) we estimated model complexity as $p_v = \text{var}\{-2 \log[p(\theta|y)]\}/2$. The models do not share the same complexity: $M_0$ is the least complex ($p'(t)$ is perfectly known given $p(t)$), which is less complex than $M_5$ ($p'(t)$ estimated under the more relaxed constraint of equation (6) with $\sigma_p = 5°$) which is itself less complex than $M_{10}$ (even more relaxed constraint with $\sigma_p = 10°$). In the Results, we report which model was favoured in each minute of the track.
2.5. Example dataset

For illustration we used a *Mesoplodon densirostris* Blainville’s beaked whale adult male tagged on the 5th September 2007 (tag on position: 24.3839 N, 77.5615 W) at AUTEC (Atlantic Undersea Test and Evaluation Center, an instrumented US Navy testing range in the Bahamas). AUTEC details and a different analysis of this DTAG data can be found in Ward *et al.* (2011). We illustrate the methods using the first deep dive, which lasted 51'20" (full tag deployment: 16 hours, 5 deep dives). *Mesoplodon densirostris* depth profiles have been modelled using behaviour states (Langrock *et al.*, 2013), and deep dives can be divided in descent, foraging and ascent phases: here the whale fluked up and initiated its dive at arbitrarily fixed $t_0 = 0$, ended its descent and started active searching for prey at $t_B = 7'50''$, stopped active searching for prey and initiated its ascent at $t_C = 35'30''$, and reached the surface at $t_{end} = 51'20''$.

The magnetic field was computed by using the IGRF11 (11th Generation International Geomagnetic Reference Field) Earth’s main magnetic field model (International Association of Geomagnetism and Aeronomy, Working Group V-MOD, 2010). The magnetic field at the tagging location and time was $M^e = (25736, 3205, -35522)$ nT (declination: 7.15° W; inclination: 54.08° down). The gravitational field was $A^e = (0, 0, -9.79)$ m/s^2. Arbitrary null values were provided for the location of the whale at the beginning of the dive ($x_{obs}(t_0) = y_{obs}(t_0) = 0$ m with $\sigma_x^2(t_0) = \sigma_y^2(t_0) = 0$ m).

Raw tag-frame accelerometer and magnetometer data were converted into animal-frame accelerometer and magnetometer data as described by Johnson & Tyack (2003). Accelerometer, magnetometer, and depth-meter data were lowpass filtered by using a 1-second, squared-window rolling mean before being downsampled at 1 Hz ($\Delta t = 1$ s). Background noise level was evaluated as the median of the absolute value of the acoustic samples over a 1-second window before being downsampled at 1 Hz. This simple procedure is robust to the presence of transient signals, in our case echolocation signals emitted by the tagged animal.

Eight independent acoustic localizations with low measurement error were available (at 7'40, 10'40, 10'44, 29'21, 29'22, 29'23, 29'24, and 29'33), obtained by cross referencing data from AUTEC range hydrophones with the known times of emission of clicks from the tag (see Ward *et al.* (2011) for details). These were ignored in the modelling, providing instead an independent comparison to our location results. For comparison, a conventional dead reckoning track was obtained based on a state space model formulation.
with 4 states \((x, y, z, \text{speed})\) and 1 observation (depth). Heading and pitch were treated as known covariates, fitted via a Kalman filter, implemented in R.

### 3. Results

The dive track reconstruction (for all 3 models) on a single MCMC chain would have required 65 h of computation time on a single core of a Intel® Xeon E5-2680v2 2.8Ghz 10-core processor. This was reduced to 75 minutes using HPR (Appendix S4).

Estimates of whale heading, pitch, and roll for the complete dive are provided as Appendix S5. The standard deviations of the whale heading, pitch, and roll estimates were \(0.78^\circ\) (average for the whole dive, 95% in \((0.35^\circ, 1.31^\circ))\), \(0.35^\circ\) \((0.18^\circ, 0.54^\circ)\), and \(0.47^\circ\) \((0.14^\circ, 1.01^\circ))\), respectively. These quantify observation measurement error in heading, pitch, and roll.

Animal speed is linearly predicted from log-transformed flow noise level \(\left(R^2 = 0.77, \text{Appendix S2}\right)\).

DIC values are shown in Figure 3. Model \(\mathcal{M}_0\) was favoured from 1' to 5'. Model \(\mathcal{M}_5\) performed better for the rest of the dive except for 4 dive portions (at 12', 18', 25', 45') where \(\mathcal{M}_{10}\) was favoured. \(\mathcal{M}_0\) better performance at the beginning of the dive (similar fit with lower complexity) can be explained by the whale’s negligible pitch anomaly at this stage leading to the equal pitch assumption. The improvement provided by \(\mathcal{M}_5\) and \(\mathcal{M}_{10}\) for the rest of the dive (better fit despite higher complexity) suggests a non negligible pitch anomaly and consequent need for equation (6). Model \(\mathcal{M}_5\) performed better than \(\mathcal{M}_{10}\) for most of the dive (similar goodness-of-fit with lower complexity) indicating that the flexibility introduced by setting \(\sigma_p = 5^\circ\) should be preferred to \(\sigma_p = 10^\circ\). Nonetheless, \(\mathcal{M}_{10}\) outperformed \(\mathcal{M}_5\) for some dive portions (better fit despite higher complexity) with higher amplitude pitch anomaly. Overall, results strongly favor the unequal pitch assumption and \(\sigma_p = 5^\circ\). The following results are exclusively based on model \(\mathcal{M}_5\), but this choice is not critical, as localization results are similar by using \(\sigma_p = 10^\circ\) (distance between tracks: \(17.4 \pm 14.5\) m). The whale’s estimated 3D track is illustrated in Figure 4 (interval estimates are provided as Appendix S5). The absolute distance between the results from the independent acoustic survey localizations and the estimated track from \(\mathcal{M}_5\) is \(38.3 \pm 18.7\) m. For comparison a standard dead-reckoning track fitted using a Kalman Filter is also shown (distance between tracks: \(151.6 \pm 88.9\) m). Estimated speed and
pitch anomaly is illustrated in Figure 5. The whale initiated its dive with a
strongly negative pitch anomaly ($-20^\circ$), pitch anomaly rapidly reached zero
($t \in [0'00, 0'40]$) and stabilized (peak-to-peak lesser than $4^\circ$, $t \in [2'00, 6'00]
and up to $15^\circ$ for $t \in [6'00, 7'50]$). At depth ($t \in [7'50, 35'30]$), the whale alternated
sections with either moderate pitch anomaly variations (peak-to-peak
lesser than $10^\circ$) or strong variations (peak-to-peak up to $40^\circ$). During the
ascent ($t \in [35'30, 51'20]$), the whale had a positive pitch anomaly (between
$5^\circ$ and up to $28^\circ$). At depth, sections of large speed were associated with
moderate pitch anomaly variations and sections of low speed were associated
with strong pitch anomaly variations, suggesting that the whale alternated
complex rotational movements at low speed and more regular movements
at higher speed. During the ascent, the whale always kept a positive pitch
while the vertical speed could be negative (as low as $-0.40$ m/s) as illustrated
in Figure S2-2 (Appendix S2). The whale alternated active fluking (strong
variations in speed) and passive gliding (no variation) with a strong positive
pitch anomaly for the whole ascent.

4. Discussion

We used a relatively simple “data driven” model, where expected ori-
entation is a function of accelerometer and magnetometer measurements,
expected speed is a function of measured noise and pitch anomaly is a func-
tion of speed and measured changed in depth. Measurement error on the
observed quantities was assumed Gaussian, with known variance (except for
variance in the speed vs. flow noise relationship, which was estimated). This
approach can be expected to produce a realistic track where high quality
(i.e., low error), high frequency data are available that relate closely to ani-
mal orientation and speed. DTAGs generate exactly such data. By contrast,
where the data give less accurate information about animal movement or po-
sition, and/or are collected much less frequently, then it becomes necessary
to include assumptions about the underlying movement behaviour of the an-
imal in the model – for example using a biased correlated random walk, with
model parameters representing centres of attraction or repulsion and corre-
lation between time steps (e.g. McClintock et al., 2012). A good example of
such data is Argos satellite tags (see, e.g. McClintock et al., 2015). One ad-
vantage of our approach is that the track is not constrained by assumptions
about movement behaviour. Disadvantages include it: (1) requires high qual-
ity data; (2) does not incorporate biological knowledge of animal movement
behaviour (except in the specification of different error variances in different diving phases); (3) does not directly allow biological inferences about movement (in contrast with, e.g., the multi-state models of McClintock et al. (2012) – although such inferences could be made in a second analysis stage; (4) cannot be used for simulating tracks, since it relies on input data at each time step. Therefore, the most appropriate approach depends on the data available and the goals of the analysis.

Reconstructing 3D tracks from accelerometer, magnetometer, and depthmeter data alone, by implicitly assuming that the animal is moving in the direction of its longitudinal axis, might lead to biased inferences (see Figure 4). As illustrated in Figure S2-2 (Appendix S2), the whale’s movement direction does not necessarily coincide with its longitudinal axis during the ascent. Therefore the animal is capable of having a movement direction different to its own axis, issuing a serious warning against the equal pitch assumption. The inability to estimate speed when the animal is approximately horizontal (Appendix S2) represents an additional argument against reconstructing 3D tracks from accelerometer, magnetometer, and depthmeter data alone.

Following previous work (e.g. Simon et al., 2009; Ware et al., 2011) we estimated speed from an independent source, modeling the speed/noise relationship using the animal’s steep descent phase, formalized via a loglinear relationship. The estimated track consistency with independent acoustic locations suggests that this procedure is sensible, at least for the first 30 minutes of the dive when acoustic data were available. However, using flow noise as a proxy for animal speed has its own limitations. It can be sensitive to changes in background noise during the dive (e.g. presence of sonar, boat motor, animal sounds). Difficulties are expected if the goal is to reconstruct tracks at the surface, when other sources might contribute significantly to acoustic noise (e.g. wave lapping) – a solution for this is discussed later. Further, animal speed estimates from flow noise assume that the speed-flow noise relationship is independent of the animal orientation (discussed in more detail later).

The key advantage of including an independent estimate of speed was the ability to relax the equal pitch assumption, clearly supported by the data (Figure S2-2) and by our localization results. For example, the whale was able to be oriented upwards while moving downwards (e.g. during the ascent), with differences up to 28° between 3D orientation of its longitudinal axis and its speed vector. Consequently, accounting for complex animal movements by dissociating animal translation and rotation movements seems
necessary to produce reliable 3D tracks. We have considered a fixed, known variance for pitch anomaly and concluded that a $5^\circ$ was a sensible choice for our example. Another approach might be to consider an unknown variance for pitch anomaly. Hence, provided a reasonable vague prior, variance would be estimated while reconstructing the track, and (at least in theory) a time-dependent variance might be considered.

We considered DIC as a model selection metric because it was readily implemented in OpenBUGS. We acknowledge DIC’s use is controversial, and that other approaches have been suggested (see, e.g., discussion papers following Spiegelhalter et al. (2002, 2014)). It may, for example, be possible to implement a Gibbs Variable Selection or related approach (see O’Hara & Sillanpää (2009) for review) to estimate the posterior model probability for a model with 0 variance in pitch anomaly vs a model with a non-zero variance prior.

Pitch anomaly does not necessarily describe a pitch movement of the animal in its own frame; instead it is the difference between the animal’s longitudinal axis pitch and the pitch of its speed vector (both on the Earth frame). Depending on the animal’s roll, pitch anomaly can be the result of a pitch movement (in the animal frame) if roll is null or equal to $\pm 180^\circ$, of a heading movement (in the animal frame) if roll is equal to $\pm 90^\circ$, or of a combination of both. Average roll was $4.9^\circ$ (95% in $(-39.6^\circ, 20.5^\circ)$) during the descent, $-5.0^\circ$ $(-53.7^\circ, 35.2^\circ)$ at depth, and $1.0^\circ$ $(-15.8^\circ, 23.0^\circ)$ during the ascent. Consequently, variations in pitch anomaly here mainly depict pitch movements (in the animal frame) slightly combined with heading movements.

We have not included heading anomaly in the model. Similarly as for pitch, heading anomaly could be defined as the difference between the heading of the longitudinal axis of the animal and the heading of its speed vector. A positive heading anomaly would represent movements when the animal points its longitudinal axis more on the starboard side than expected by its swimming direction, and vice versa. The reason for not including heading anomaly in the model is that it is not possible, given the available data, to compute both pitch and heading anomalies. Considering only pitch anomaly is a parsimonious choice: the most likely explanation for the discrepancy between measured depth and the depth predicted by the 3D orientation of the animal and its speed norm is through a vertical shift of the speed vector, i.e. pitch anomaly.

The model handles four sources of errors: observation measurement errors on accelerometer/magnetometer data ($\Sigma_A$ and $\Sigma_M$), on depth data ($\sigma^2_z$), and
internal errors due to differences between 3D orientations of the animal body and speed ($\sigma_p^2$), and on the prediction of speed from flow noise ($\sigma_v^2$). The model propagates measurement and process errors into parameter estimate errors. However, it still apparently underestimates the location estimates precision, as indicated by the independent acoustic localizations (Figure 4 and Appendix S5). Variances of parameter estimates are conditional on the model being true. This is strictly unrealistic, as the model still represents an oversimplification of the mechanism underlying animal 3D displacement and flow noise. Therefore, while ignoring them should be avoided, confidence intervals associated with locations should be handled with caution.

There are (at least) 4 additional sources of errors ignored by the model: (1) Strictly, the speed considered is the speed of the animal with respect to the water mass. We consequently reconstructed the track in the water mass frame, not in the Earth frame. If water speed (in the Earth frame) is not negligible with respect to animal speed (in the water mass frame), track reconstruction might be biased. Were current speeds available one could incorporate them by adding a correction term in equation (8); (2) the calibration of the orientation of the tag to the whale frame was assumed to be an error free process, and potential tag shift over time ignored. An option would be to estimate calibration angles while reconstructing the track to propagate calibration errors to uncertainties on animal 3D orientation. Further research on the impacts of this calibration procedure on DTAG based by-products is welcome; (3) while errors on the prediction of the speed from the noise level are considered (equation (7)), errors on the parameters of the relationship ($a_v$, $b_v$, $\sigma_v$) or on the relationship itself are ignored – the use of a more advanced relationship, calibrated while reconstructing the track is an interesting perspective; (4) a known error-free variance $\sigma_p^2$ was used. As mentioned earlier, an option would be to estimate $\sigma_p^2$. The consequences of assuming a known calibrated speed-noise relationship and a known variance $\sigma_p^2$ on the track reconstruction process are explored in Appendix S6.

No explicit track smoothing was implemented. The reconstructed track regularity (Figure 4) is the consequence of the estimated speed regularity (Figure 5), itself the consequence of flow noise regularity, caused by smooth animal movement. Another option to smooth the track would be to consider explicitly autocorrelation in animal 3D orientation and speed. This might help when speed could not be inferred from flow noise (e.g. tags without acoustic sensors). One possible implementation is to add two sets of latent variables, angular speeds ($v_h(t)$, $v_p(t)$, $v_r(t)$, e.g. $v_h(t) =$
\[
(h(t + \Delta t) - h(t))/\Delta t \text{ and accelerations } (a_x(t), a_y(t), a_z(t), \text{ e.g. } a_x(t) = (v_x(t + \Delta t) - v_x(t))/\Delta t), \text{ assumed unbiased with known behavioral state dependent variances, . As an illustration, the angular speed statistics (mean ± standard deviation) of our whale differ across behavioral states: descent (pitch: } -1.0 \pm 3.7^\circ/s; \text{ heading: } 0.0 \pm 2.0^\circ/s; \text{ roll: } 0.5 \pm 3.0^\circ/s), \text{ at depth } (-0.8 \pm 5.5^\circ/s; -0.1 \pm 5.0^\circ/s; 0.0 \pm 5.0^\circ/s), \text{ and ascent } (-0.2 \pm 3.0^\circ/s; 0.0 \pm 2.5^\circ/s; 0.0 \pm 2.2^\circ/s). \text{ Acceleration (3 coordinates altogether) also differ across states: descent } (0.000 \pm 0.091 \text{ m/s}^2), \text{ at depth } (0.001 \pm 0.200 \text{ m/s}^2), \text{ and ascent } (0.000 \pm 0.081 \text{ m/s}^2). \text{ The latter values could also be used to smooth animal tracks computed from acoustic surveys, as described by Laplanche (2012).}

One of the advantages of implementing the model in a Bayesian framework is that incorporation of additional data sources and propagating corresponding observation errors is conceptually straightforward. Acoustic based localization could be used as direct observations or provide time of arrival differences (TDOA) data instead of computed localization, by combining our model with that of Laplanche (2012), which would deal with propagating TDOA errors to localization estimates.

We made some approximations to speed up model fitting computations: (1) we broke the full model into three parts (3D orientation, speed-flow noise and track reconstruction) and (2) analyzed some parts in one minute chunks, using Gaussian distributions to cascade uncertainty between chunks (see Section 2.3 and Appendix S4). These approximations are expected to have a negligible influence on the estimated track since they concern only the variance of orientation and position. Nevertheless, we see four main drawbacks in our implementation: (1) it is not compatible with additional independent positional information (GPS or acoustic based), except for at the first time point; (2) it removes the possibility to correct for animal acceleration while computing animal orientation from accelerometer data. Although animal acceleration is negligible for large species, like the beaked whale considered here, it would be questionable for smaller, rapid species like dolphins or pinnipeds; (3) it prevents calibrating tag orientation while reconstructing the track, and (4) it removes the possibility to account for animal orientation and speed to predict flow noise and compare to data for the whole dive.

Clearly HPR are a valuable tool, giving the potential to speed up extensive computations. Whether this potential is realized is case specific: in our case, because of the independence of some latent variables over time, parts of the computation could be carried out in parallel with almost no loss in
inference accuracy. This might no longer be the case if the model were extended. Another option to reduce computation time might be implementing the model in a likelihood based approach, e.g. via an extended Kalman-filter, another research avenue we are pursuing.

Reconstructing tracks from accelerometer, magnetometer and depthmeter tag data happens routinely regardless of potential hidden dangers in doing so. The need for methods incorporating observation error and providing precision measures on estimated tracks is clear. We have shown that the approach described here, allowing (1) the estimation of speed from flow noise and consequently (2) the dissociation of the 3D orientation of the animal longitudinal axis and the 3D orientation of its speed vector, is an important step towards such goal. We suggest that practitioners should evaluate the validity of the equal pitch assumption on their species before reconstructing 3D tracks. Our methods – considering equal/unequal pitch assumption, comparing outputs and fits, and using independent localization – are an option. It allowed us to design a new descriptor on marine mammal movement: pitch anomaly. We believe that making assumptions explicit via a mathematical model is a relevant approach in gathering current knowledge about animal behavior, identifying gaps, and allowing new insights.
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Figure 1: Directed acyclic graph (DAG) illustrating the relationship between model parameters and measured variables. Measured variables (in dark grey) are either modeled as random variables (circles and rounded rectangles) or are considered as known (rectangles). Parameters (in white) are either defined by a stochastic formula (circles and rounded rectangles) or are deterministic resultants of upstream nodes (rectangles). Variables indexed with $t$ are time-dependent (grey polygon). The 3D orientation of the animal ($h(t)$, $p(t)$, $r(t)$) is estimated from the accelerometer and magnetometer ($A_{a,obs}(t)$, $M_{a,obs}(t)$) data. The 3D orientation and norm ($h(t)$, $p'(t)$, $v(t)$) of the animal speed vector is used to compute the 3D speed vector ($v_x(t)$, $v_y(t)$, $v_z(t)$) and resulting track ($x(t)$, $y(t)$, $z(t)$). The model allows for the possibility that the animal has a swimming direction ($p'(t)$) that is distinct from, yet statistically related to, the 3D orientation of its body ($p(t)$).
Figure 2: Pitch anomaly $\Delta p(t) = p(t) - p'(t)$ is the difference between the pitch ($p(t)$) of the orientation of the animal’s longitudinal axis (black arrows) and the pitch ($p'(t)$) of the animal’s speed vector (grey arrows). A positive pitch anomaly highlights movements when the animal points its longitudinal axis higher than expected by its swimming direction, and vice versa. The 3D whale track (grey line) and vectors are projected on a vertical plane. The color legend for pitch anomaly is the same as what is used in Figure 4 (green: no anomaly; from yellow to red: increasing positive anomaly; from cyan to violet: decreasing negative anomaly), angles between pairs of arrows have been inflated in the current plot for the ease of representation.
Figure 3: DIC values computed separately for each minute of the dive for models $M_0$ (black dots, values greater than 200 are represented as empty dots), $M_5$ (dark grey squares), and $M_{10}$ (light grey circles).
Figure 4: Estimated 3D whale track (x-axis, y-axis, dot size) and pitch anomaly (color). The whale dives at $t_0 = 0$ (A), ends its descent and starts to actively search for prey at depth at $t_B = 7'50$ (B), starts to reascend at $t_C = 35'30$ (C), and resurfaces at $t_{end} = 51'20$ (D). Independent acoustic localization from surrounding AUTEC hydrophones are represented (full black squares, E) together with points on the estimated track at the same timing (empty black squares). The whale covers a total curvilinear distance of 5170 m (descent (AB): 895 m; at depth (BC): 2845 m; ascent (CD): 1430 m). Estimated whale track by processing accelerometer, magnetometer, and depthmeter data with a Kalman filter is represented (grey line) together with location at acoustic localization timing (grey squares).
Figure 5: Point estimate of whale speed (top, in black) and pitch anomaly (bottom, in black). Descent (AB), at depth (BC), and ascent (CD) phases are defined in Figure 4. Mean speed during the descent is $1.91 \pm 0.17$ m/s, $1.72 \pm 0.42$ m/s at depth, and $1.51 \pm 0.28$ m/s during the ascent. Mean pitch anomaly is $-0.5 \pm 2.9^\circ$ during the descent, $3.5 \pm 5.6^\circ$ at depth, and $14.8 \pm 5.5^\circ$ during the ascent. Interval estimates are also represented on the plots (in grey). At depth, sections of large speed are associated with small pitch anomaly variations, and vice versa.
Appendix S1 – Statistical model for accelerometer and magnetometer measurement errors

Accelerometer and magnetometer measurements normalized with respect to the norms of the earth gravitational and magnetic fields, \( \frac{A^{a,obs}(t)}{||A^e||} \) and \( \frac{M^{a,obs}(t)}{||M^e||} \), would have a constant unit norm if earth gravitational and magnetic fields were the only components in accelerometer and magnetometer measurements. In practice, both norms are time-dependent, as a result of other sources of acceleration, plus noise. By modelling errors on each of the 3 accelerometer coordinates as independent and normally distributed (discussed below) with variances \( \sigma^2_A(t) \), the variance of the squared norm \( \left( \frac{||A^{a,obs}(t)||}{||A^e||} \right)^2 \) is \( 6\sigma^4_A(t) + 4\sigma^2_A(t) \approx 4\sigma^2_A(t) \) (by neglecting the fourth-order term, since \( \sigma_A \ll 1 \); see values below for \( \sigma_A(t) \)). One can find a similar formula for the variance of the squared norm \( \left( \frac{||M^{a,obs}(t)||}{||M^e||} \right)^2 \). Consequently, the time-dependent covariance matrices in equation (3) are here diagonals, \( \Sigma_A(t) = \sigma^2_A(t)I \) and \( \Sigma_M(t) = \sigma^2_M(t)I \), with variances \( \sigma^2_A(t) \) and \( \sigma^2_M(t) \) equal to a quarter of the variances of the norms \( \frac{||A^{a,obs}(t)||}{||A^e||} \) and \( \frac{||M^{a,obs}(t)||}{||M^e||} \) which are directly measurable. Plots of \( \frac{||A^{a,obs}(t)||}{||A^e||} \) and \( \frac{||M^{a,obs}(t)||}{||M^e||} \) (not shown) strongly suggest consideration of distinct but constant variances for the animal descent, active searching for prey, and ascent (sequences AB, BC, and CD illustrated in Figure 4). Computed values are respectively for these three stages 1.12, 1.90, and 1.12 % for \( \sigma_A(t) \) and 0.61, 0.97, and 0.33 % for \( \sigma_M(t) \).

Low resulting errors on orientation estimates (standard deviations on orientation angles are 0.78° on average, cf. main document’s results section) and location estimates could be potentially biased, as discussed in the main document. Errors in orientation and location estimates are computed assuming the model is true. Possible improvements to the error structure might include (i) considering correlated errors across the three magnetometer and accelerometer axes, leading to non diagonal covariance matrices \( \Sigma_A(t) \) and \( \Sigma_M(t) \), (ii) considering auto-correlated errors, and (iii) using non-Gaussian distributions, particularly distributions defined on the circle.
Appendix S2 – Statistical model for speed from background noise level

Animal speed can theoretically be estimated \( (v^{est}(t)) \) from accelerometer, magnetometer, and depthmeter data alone

\[
v^{est}(t) = |v_z(t)| \sqrt{1 + 1/\tan p(t)} \quad (S2–1)
\]

where \( v_z(t) = (z(t + \Delta t) - z(t))/\Delta t \) is the vertical speed computed from depth meter data and \( p(t) \) is the pitch of the animal computed from the accelerometer and magnetometer. The use of equation (S2–1) is problematic for two main reasons. The first is that accelerometer, magnetometer, and depthmeter data provide no information on animal speed when the animal is horizontal (equation (S2–1) does not apply if \( p(t) = 0 \)). As a corollary, the computation of animal speed from accelerometer, magnetometer, and depthmeter data with low pitch values is unreliable and highly sensitive to measurement error. The second reason is that, as considered in the present paper, animal orientation is not necessarily the orientation of its speed vector \( \mathbf{v}(t) \), and consequently speed computed from accelerometer, magnetometer, and depthmeter data could be misleading. One could, however, use Equation (S2–1) to compute a reliable estimate of the speed norm from accelerometer, magnetometer, and depthmeter for periods of high pitch when the equal pitch assumption is likely to hold. As Simon et al. (2009), we consider the section of the dive when the animal is fluking and steeply descends from the sea surface to reach the foraging depth, and hence when the equal pitch assumption is most likely to hold. We apply equation (S2–1) to all samples \( (n = 384) \) during the animal descent for which the pitch is greater than 60° (an arbitrary threshold).

Background acoustic noise level is expected to increase with animal speed as a consequence of water flow on the sensor. Figure S2.1 shows the observed relationship between estimated speed for the above data versus measured noise level on the tag (on a logarithmic scale). An ordinary linear regression yielded the relationship, for data from descent with pitch > 60° of \( E\{v(t)\} = 4.53 + 1.16 \log_{10}(NL(t)) \), with a residual standard error \( \sigma_v = 0.08 \text{ m/s} \) \( (R^2 = 0.77) \). The fit is shown in Figure S2.1.

Also shown in Figure S2.1 are the samples \( (n = 330) \) during the animal ascent for which the pitch is greater than 60°. A similar regression on these data yielded somewhat different regression parameters \( (E\{v(t)\} = 4.73 + 1.37 \log_{10}(NL(t)) \), with a residual standard error \( \sigma_v = 0.12 \text{ m/s} \), \( R^2 = 0.84 \). We postulate that ascent should not be considered to calibrate the speed-noise relationship, as during this stage the direction of the movement differs.
from the animal’s axis (Figure S2.2: on two occasions a positive pitch, i.e. head oriented upwards, is observed concurrently with a negative vertical speed, i.e. animal moving downwards). We hypothesize that the discrepancy between the descent and ascent calibration results (Figure S2-1) is that for the latter movement direction can differ from the animal’s longitudinal axis. We therefore calibrated the speed-noise relationship with descent data, when the animal is actively navigating downwards, to predict animal speed from the noise level for the rest of the dive.

Currently this model does not consider differences of flow noise due to animal orientation and does not propagate errors on estimates $a_v$, $b_v$, and $\sigma_v$ to location uncertainties. This is discussed in the main document.
Figure S2.1: Measured noise level (NL) and speed norm ($v$) computed by dead reckoning from accelerometer, magnetometer, and depthmeter data. Samples with pitch angle $p(t) \geq 60^\circ$ during the whale descent ($t \in [0, 470]$ s; 384 samples; in green), during the ascent ($t \in [2130, 3080]$ s; 330 samples; in orange), and remaining points (in grey; for a better presentation of points during the descent and the ascent, speed values greater than 2.5 m/s are censored and are represented as crosses). Speed is linearly related to the logarithm of the noise level by using data from the descent ($R^2 = 0.77$; green line) or the ascent ($R^2 = 0.84$; red line). Data from the descent are used to calibrate the relationship connecting $v$ to NL. Predicted speed norm is $E(v) = a_v + b_v \log_{10}(NL)$ ($a_v = 4.53$, $b_v = 1.16$), standard error is $\sigma_v = 0.08$ m/s.
Figure S2.2: Pitch and vertical speed during the whale ascent. Pitch is computed from the accelerometer and accelerometer data (orange) and vertical speed is computed from the depth sensor data (green). On two occasions (around $t = 41$ and $t = 46$ minutes), the animal is oriented upwards (pitch is positive) while moving downwards (vertical speed is negative), showing that the direction of the animal movement is different from its longitudinal axis. Therefore, the equal pitch assumption does not hold during the ascent, and the calibration of the relationship from the noise level during this stage is ill-advised.
Appendix S3 – BUGS code

As detailed in Appendix S4, computations are completed in three steps (CS 1, CS 2, CS 3). First, animal 3D orientation is computed from accelerometer and magnetometer data by simulating BUGS model orientation (code below). Second, parameters of the relationship connecting speed to noise level are found by regression (Appendix S2). Third, animal 3D track is computed from the animal orientation found in CS 1, regression parameters found in CS 2, and depth and noise level data, by simulating BUGS model track (code below). Propagation of errors from measurements to 3D track is described in Appendix S4.

Index \( i \in \{1, \ldots, I\} \) is an index over time stamps, \( I \) is the number of time stamps, and time for index \( i \) is denoted \( t_i \). Although the track considered in this study was processed at a constant, 1-second time step, the BUGS code has been written to deal with any time step (smaller, larger, or adaptive). Time stamps are provided as data to the BUGS models.

In the orientation BUGS model, \( \sigma_A \) and \( \sigma_M \) refer to the standard deviations of the norms of \( ||A_{\text{obs}}(t)||/||A|| \) and \( ||M_{\text{obs}}(t)||/||M|| \) (see Appendix S1). Such values are behavioral state-dependent and are therefore indexed by \( \text{I\_state} \) (descent: 1, searching for prey: 2, ascent: 3). Variables \( \sigma_A_i \) and \( \sigma_M_i \) refer to \( \sigma_A(t) \) and \( \sigma_M(t) \), which are equal to half \( \sigma_A \) and \( \sigma_M \) (Appendix S1). Since \( \sigma_A_i \) and \( \sigma_M_i \) represent the standard deviation of the average accelerometer and magnetometer error over a time step of duration \( t_{i+1} \) – while \( \sigma_A \) and \( \sigma_M \) are values for a 1-second time step – values \( \sigma_A_i \) and \( \sigma_M_i \) need to be adjusted in case of time steps smaller or larger than 1 second, which is achieved, by still assuming independent accelerometer and magnetometer errors, by dividing by \( \sqrt{t_{i+1}-t_i} \).

```plaintext
model orientation {
  # heading, pitch, roll of the whale
  # earth frame
  for(i in 1:I){
    # heading
    h_i ~ dunif(-180,180)
    h_cos_i <- cos(h_i/180*pi)
    h_sin_i <- sin(h_i/180*pi)
    # pitch
    p_i ~ dunif(-90,90) # used by the acc/mag data model
    p_cos_i <- cos(p_i/180*pi)
}
```
\[ p_{\sin\ i}[i] \leftarrow \sin\left(p_i[i]/180\pi\right) \]

# roll
\[ r_i[i] \leftarrow \text{dunif}(-180,180) \]
\[ r_{\cos\ i}[i] \leftarrow \cos\left(r_i[i]/180\pi\right) \]
\[ r_{\sin\ i}[i] \leftarrow \sin\left(r_i[i]/180\pi\right) \]

# acceleration and magnetic field
# earth frame
for (i in 1:I)
    Ax_earth_i[i] <- 0
    Ay_earth_i[i] <- 0
    Az_earth_i[i] <- -g
    Mx_earth_i[i] <- bx
    My_earth_i[i] <- by
    Mz_earth_i[i] <- bz

# acceleration and magnetic field
# whale frame
for (i in 1:I)
    Ax_whale_i[i] <- \( p_{\cos\ i}[i] \cdot h_{\cos\ i}[i] \cdot Ax_earth_i[i] + p_{\cos\ i}[i] \cdot h_{\sin\ i}[i] \cdot Ay_earth_i[i] + p_{\sin\ i}[i] \cdot Az_earth_i[i] \)
    Ay_whale_i[i] <- \( (-r_{\cos\ i}[i] \cdot h_{\sin\ i}[i] - r_{\sin\ i}[i] \cdot p_{\sin\ i}[i] \cdot h_{\cos\ i}[i]) \cdot Ax_earth_i[i] + (r_{\cos\ i}[i] \cdot h_{\cos\ i}[i] - r_{\sin\ i}[i] \cdot p_{\sin\ i}[i] \cdot h_{\sin\ i}[i]) \cdot Ay_earth_i[i] + p_{\cos\ i}[i] \cdot r_{\sin\ i}[i] \cdot Az_earth_i[i] \)
    Az_whale_i[i] <- \( (r_{\sin\ i}[i] \cdot h_{\sin\ i}[i] - r_{\cos\ i}[i] \cdot p_{\sin\ i}[i] \cdot h_{\cos\ i}[i]) \cdot Ax_earth_i[i] + (-r_{\sin\ i}[i] \cdot h_{\cos\ i}[i] - r_{\cos\ i}[i] \cdot p_{\sin\ i}[i] \cdot h_{\sin\ i}[i]) \cdot Ay_earth_i[i] + r_{\cos\ i}[i] \cdot p_{\cos\ i}[i] \cdot Az_earth_i[i] \)
    Ax_whale_mes_i[i] ~ \text{dnorm}(Ax_whale_i[i], pi_A_i[i])
    Ay_whale_mes_i[i] ~ \text{dnorm}(Ay_whale_i[i], pi_A_i[i])
    Az_whale_mes_i[i] ~ \text{dnorm}(Az_whale_i[i], pi_A_i[i])
    Mx_whale_i[i] <- \( p_{\cos\ i}[i] \cdot h_{\cos\ i}[i] \cdot Mx_earth_i[i] + p_{\cos\ i}[i] \cdot h_{\sin\ i}[i] \cdot My_earth_i[i] + p_{\sin\ i}[i] \cdot Mz_earth_i[i] \)
    My_whale_i[i] <- \( (-r_{\cos\ i}[i] \cdot h_{\sin\ i}[i] - r_{\sin\ i}[i] \cdot p_{\sin\ i}[i] \cdot h_{\cos\ i}[i]) \cdot Mx_earth_i[i] + (r_{\cos\ i}[i] \cdot h_{\cos\ i}[i] - r_{\sin\ i}[i] \cdot p_{\sin\ i}[i] \cdot h_{\sin\ i}[i]) \cdot My_earth_i[i] + (p_{\cos\ i}[i] \cdot r_{\sin\ i}[i]) \cdot Mz_earth_i[i] \)
    Mz_whale_i[i] <- \( (r_{\sin\ i}[i] \cdot h_{\sin\ i}[i] - r_{\cos\ i}[i] \cdot p_{\sin\ i}[i] \cdot h_{\cos\ i}[i]) \cdot Mx_earth_i[i] + (-r_{\sin\ i}[i] \cdot h_{\cos\ i}[i] - r_{\cos\ i}[i] \cdot p_{\sin\ i}[i] \cdot h_{\sin\ i}[i]) \cdot My_earth_i[i] + (r_{\cos\ i}[i] \cdot p_{\cos\ i}[i]) \cdot Mz_earth_i[i] \)
    Mx_whale_mes_i[i] ~ \text{dnorm}(Mx_whale_i[i], pi_M_i[i])
    My_whale_mes_i[i] ~ \text{dnorm}(My_whale_i[i], pi_M_i[i])
    Mz_whale_mes_i[i] ~ \text{dnorm}(Mz_whale_i[i], pi_M_i[i])
# standard deviations and precisions
# accelerometer and magnetometer data
for (i in 1:I){
    # the sd of one 3d coordinate component is half the sd of the norm
    # A and M are averages over t_i[i+1]-t_i[i] samples
    sigma_A_i[i] <- sigma_A[I_state[i]]/sqrt((t_i[i+1]-t_i[i])/2)
    sigma_M_i[i] <- sigma_M[I_state[i]]/sqrt((t_i[i+1]-t_i[i])/2)
    pi_A_i[i] <- 1/(sigma_A_i[i]*sigma_A_i[i])
    pi_M_i[i] <- 1/(sigma_M_i[i]*sigma_M_i[i])
}

model track {
    # heading, pitch, roll of the whale
    # EARTH frame
    for (i in 1:I){
        # heading
        h_i[i] ~ dnorm(h_mes_i[i],pi_h_i[i])I(-180,180) # from the acc/mag data model
        # pitch
        p_i[i] ~ dnorm(p_mes_i[i],pi_p_i[i])I(-90,90) # from the acc/mag data model
        pprime_i[i] ~ dnorm(p_i[i],pi_p)I(-90,90)
        dp_i[i] <- p_i[i]-pprime_i[i]
    }
    # speed (m/s)
    # EARTH frame
    for (i in 1:I){
        v_pred_i[i] <- a_v+b_v*log(noiselevel[i])/log(10)
        v_i[i] ~ dnorm(v_pred_i[i],pi_v)I(0,)
    }
    for (i in 1:I){
        vx_i[i] <- cos(h_i[i]/180*pi)*cos(pprime_i[i]/180*pi)*v_i[i]
        vy_i[i] <- -sin(h_i[i]/180*pi)*cos(pprime_i[i]/180*pi)*v_i[i]
        vz_i[i] <- sin(pprime_i[i]/180*pi)*v_i[i]
    }
    # location (m)
    # EARTH frame
    x_i[1] <- 0
    y_i[1] <- 0
    z_i[1] ~ dnorm(0,1.0E-8)I(,0)
    for (i in 1:I){
        x_i[i+1] <- x_i[i]+vx_i[i]*(t_i[i+1]-t_i[i])
    }
}
y_{i}[i+1] <- y_{i}[i]+v_y_{i}[i]*(t_{i}[i+1]-t_{i}[i])
z_{i}[i+1] <- z_{i}[i]+v_z_{i}[i]*(t_{i}[i+1]-t_{i}[i])
}
# whale known location
for (i_mes_xy in 1:I_mes_xy)
{
x_{mes,i}[i_mes_xy] ~ dnorm(x_{i}[i_mes_xy_i][i_mes_xy],pi_x_i[
i_mes_xy])
y_{mes,i}[i_mes_xy] ~ dnorm(y_{i}[i_mes_xy_i][i_mes_xy],pi_y_i[
i_mes_xy])
}
# whale depth (from depth-meter)
for (i in 1:(I+1))
{
z_{mes,i}[i] ~ dnorm(z_{i}[i],pi_z_{i}[i])I(0,0)
}
# standard deviations and precisions
# known location
for (i_mes_xy in 1:I_mes_xy)
{
pi_x_i[i_mes_xy_i][i_mes_xy] <- 1/(sigma_x_i[i_mes_xy_i][i_mes_xy]*sigma_x_i[i_mes_xy_i][i_mes_xy])
pi_y_i[i_mes_xy_i][i_mes_xy] <- 1/(sigma_y_i[i_mes_xy_i][i_mes_xy]*sigma_y_i[i_mes_xy_i][i_mes_xy])
}
# depth
for (i in 1:(I+1))
{
sigma_z[i] <- sigma_z
pi_z_i[i] <- 1/(sigma_z_i[i]*sigma_z_i[i])
}
# speed
pi_v <- 1/(sigma_v*sigma_v)
# angles
pi_p <- 1/(sigma_p*sigma_p)
for (i in 1:I)
{
pi_p_i[i] <- 1/(sigma_p_i[i]*sigma_p_i[i])
pi_h_i[i] <- 1/(sigma_h_i[i]*sigma_h_i[i])
}
Appendix S4 – Procedure to distribute track computations on a High Performance Resource (HPR)

The HBM presented in the main document could theoretically be used to process tag data and compute animal 3D orientation and location for the complete track. Computation time for this is, however, prohibitive given the large number of parameters (3D orientation, speed and location at each time step) to be simulated by the MCMC sampler. In order to speed up computations, the parameter estimation procedure is completed in three consecutive steps. First (later referred to as Computation Step 1, CS 1), point estimates of the heading, pitch, and roll (denoted \(h_{est}(t), p_{est}(t), r_{est}(t)\)) and respective variances (\(\sigma^2_h(t), \sigma^2_p(t), \sigma^2_r(t)\)) are computed from the accelerometer and magnetometer data by simulating the HBM defined by equations (1) to (4). The BUGS code for this reduced model is provided in Appendix S3. Second (CS 2), parameters of the relationship connecting speed to noise level are found by using noise level data, depth data, and point estimates of the animal pitch found in CS 1 (details are provided in Appendix S2). Third (CS 3), animal 3D track is computed from the orientation found in CS 1, regression parameters found in CS 2, depth data, and noise level data. In CS 3, the animal location and orientation are simulated by using the priors

\[
\begin{align*}
\{ & h(t) \sim \text{Normal}(h_{est}(t), \sigma^2_h(t)) \\
& p(t) \sim \text{Normal}(p_{est}(t), \sigma^2_p(t)) \}
\end{align*}
\]  

(S2–2)

together with the HBM defined by equations (5) to (10). The BUGS code for this reduced model is also provided in Appendix S3. Initializations for CS1 were computed by adding noise to accelerometer and magnetometer data (using noise model described in Appendix S1) before calculating heading, pitch, and roll as suggested by Johnson & Tyack (2003). Initializations for CS3 were computed by adding noise to heading and pitch output from CS1 (using equation S2–2) as well as to depth measured values and by reconstructing tracks by dead-reckoning.

To take advantage of high performance resources (HPR), animal location and orientation (CS 1 and 3) are computed by splitting the whole track into \(m\) consecutive pieces (time stamps are relabeled \(t_{j,i} = t_0 + \sum_{j=1}^{j-1} \Delta t_j + i, \) \(\Delta t_j\) is the duration of piece \(j \in \{1, \ldots, m\}, i \in \{0, \ldots, \Delta t_j\}\)). Tag data at time \(t \in [t_0, t_{end}]\) provide information on the orientation of the animal only for time \(t\) and information on the location of the animal only for subsequent timing \([t, t_{end}]\). Consequently, computation of animal orientation (CS 1) for all pieces can be carried out independently of each other and computation
of animal location (CS 3) can be carried out sequentially. The error on the animal estimated location at the end of some piece \( j \in \{1, \ldots, m-1\} \) is propagated as an error on the ‘observed’ location at the beginning of piece \( j+1 \). This could be achieved by updating equation (9) accordingly, the ‘observed’ coordinates of the animal at time \( t_{j+1,0} \) would be in that case

\[
\begin{align*}
  x(t_{j+1,0}) &\sim \text{Normal}(x^{est}(t_{j},\Delta_j), \sigma^2_x(t_{j},\Delta_j)) \\
  y(t_{j+1,0}) &\sim \text{Normal}(y^{est}(t_{j},\Delta_j), \sigma^2_y(t_{j},\Delta_j))
\end{align*}
\] (S2–3)

where \( x^{est}(t_{j},\Delta_j), y^{est}(t_{j},\Delta_j) \) are the point estimated \( x \)- and \( y \)-coordinates of the animal at time \( t_{j},\Delta_j \) and \( \sigma^2_x(t_{j},\Delta_j), \sigma^2_y(t_{j},\Delta_j) \) their respective variances. Computations for pieces \( j \in \{1, \ldots, m\} \) would still need to be carried out one after the other (simulation of piece \( j \) requires the output for piece \( j-1 \)) and could not be parallelized in order to take benefit from HPR. Another option is to carry out CS 3 for all pieces independently of each other and to propagate localization errors by post-processing. In that case, CS 3 is performed by setting \( x(t_{j,0}) \) and \( y(t_{j,0}) \) to zero with null variances (\( j \in \{1, \ldots, m\} \)). For \( j = 1 \) to \( j = m-1 \), the point estimate and the variance of the location estimate at time \( t_{j,\Delta_j} \) are added to the point estimates and variances of the location estimate for times \( t_{j+1,0} \) to \( t_{j+1,\Delta_j+1} \). This option, enabling the distribution of track computations on a HPR, has been applied in order to produce the results presented in the main document.

The complete track was split into 51 1-minute consecutive pieces and a remaining 20-second piece (\( m = 52 \), \( \Delta t_j = 60 \) for \( j \in \{1, \ldots, 51\} \), \( \Delta t_{52} = 20 \)). Computation of the orientation of the animal (CS 1) and of the location of the animal (CS 3) required the simulation of 11,000 and 20,000 samples per chain, respectively (see Section 2.3 for more details). For each 1-minute piece, and for each chain, CS 1 and CS 3 respectively required 20 s and 75 minutes of computation time on a single core of an Intel® Xeon E5-2680v2 2.8Ghz 10-core processor. The computation time for the complete dive is consequently of approximately 65 h, which is reduced to 75 minutes by using HPR on 52 cores. Simulation of 4 chains required 5 hours, which could have been reduced to 75 minutes by using 208 cores.

The HPR used in this study (EOS) is structured into 1224 Intel® Xeon E5-2680v2 2.8GHz 10-core processors which are scheduled and controlled by the SMURL resource manager. Simulations were dispatched to 6 processors (60 cores) by using CHDB software running with Intel® MPI library. CHDB (http://www.calmip.univ-toulouse.fr/spip/spip.php?article465) was originally designed for bioinformatics purposes to drive the processing of large number of data files on a cluster by the repeated use of a single program. In our case, we used CHDB to process BUGS batch files – one file
per track piece and initialization – with BUGS software. An example of a
batch file (here first initialization of the first track piece) is provided below.

```
modelCheck('model/m6_track.R')
modelData('data/data_m6_tC1.txt')
modelCompile(1)
modelInits('init/init_m6_tC1_chain1.txt',1)
modelUpdate(1000,10)
modelSaveState('log/state_m6_tC1_chain1.txt')
samplesSet('deviance')
samplesSet('h_i')
samplesSet('p_i')
samplesSet('pprime_i')
samplesSet('dp_i')
samplesSet('x_i')
samplesSet('y_i')
samplesSet('z_i')
samplesSet('v_i')
modelUpdate(1000,10)
samplesStats('*')
modelSaveState('log/state_m6_tC1.txt')
#samplesCoda(**', 'coda/coda_m6_tC1_chain1.txt')
modelQuit()
```

BUGS output files (table containing parameter statistics) were later
loaded into R and merged together (post-processing described earlier) by
using R code below:

```
TRACK=read.table(paste('track/track_tC1.txt',sep=''),header=TRUE)
for (i_traj_id in 2:52) {
  traj_id=paste('C',i_traj_id,sep='')
  TRACK_i=read.table(paste('track/track_t',traj_id,.txt',sep=''),
header=TRUE)
  # point and interval estimates for heading (h), pitch (p), roll
  # (r), speed norm (v)
  # just copy-paste
  TRACK[,c('h','p','p2','r','v','h_val2.5pc','h_val97.5pc','p_val2
  .5pc','p_val97.5pc','r_val2.5pc','r_val97.5pc','p2_val2.5pc
  ','p2_val97.5pc','v_val2.5pc','v_val97.5pc','dp_val2.5pc',
  dp_val97.5pc')] = TRACK_i[1:9,c('h','p','p2','r','v',
      'h_val2.5pc','h_val97.5pc','p_val2.5pc','p_val97.5pc',
      'p2_val2.5pc', 'p2_val97.5pc','r_val2.5pc', 'r_val97.5pc',
      'r_val97.5pc','r_val97.5pc','p2_val2.5pc','p2_val97.5pc',
      'p2_val97.5pc','p2_val97.5pc',
```
v_val2.5pc', 'v_val97.5pc', 'dp_val2.5pc', 'dp_val97.5pc')][1,]
# point estimates for horizontal location (x and y)
# add
TRACK_i['x'] = TRACK_i['x'] + TRACK['x'][nrow(TRACK),]
TRACK_i['y'] = TRACK_i['y'] + TRACK['y'][nrow(TRACK),]
# variances for horizontal location (x and y)
# add
TRACK_i['x_sd'] = sqrt(TRACK_i['x_sd']^2 + TRACK['x_sd'][nrow(TRACK),]^2)
TRACK_i['y_sd'] = sqrt(TRACK_i['y_sd']^2 + TRACK['y_sd'][nrow(TRACK),]^2)
TRACK = rbind(TRACK, TRACK_i[-1,])

# interval estimates for horizontal location (x and y)
TRACK$x_val2.5pc = TRACK$x - 2* TRACK$x_sd
TRACK$x_val97.5pc = TRACK$x + 2* TRACK$x_sd
TRACK$y_val2.5pc = TRACK$y - 2* TRACK$y_sd
TRACK$y_val97.5pc = TRACK$y + 2* TRACK$y_sd
write.table(TRACK, 'track_full.txt', quote=FALSE)
Appendix S6 – Investigating sensitivity to variance in pitch anomaly and flow noise relationship

Animal track in this study was reconstructed by using the speed-noise relationship calibrated using data from the animal descent ($a_v = 4.53$, $b_v = 1.16$, $\sigma_v = 0.08$) with a moderate pitch anomaly ($\sigma_p = 5^\circ$). One could theoretically calibrate the speed-noise relationship using data from the animal ascent, although this appears strongly ill-advised since during this stage the direction of the movement differs from the animal’s axis (Appendix S2). One could also consider a higher pitch anomaly ($\sigma_p = 10^\circ$), although once again this seems ill-advised since model comparison strongly suggested to consider the more moderate value $\sigma_p = 5^\circ$. Nevertheless, to explore the sensitivity of the localization process to such choices, we compare the animal track’s reconstruction considering the 4 possible combinations of: (1) either the animal descent or ascent to calibrate the speed-noise relationship and (2) either moderate ($\sigma_p = 5^\circ$) or high ($\sigma_p = 10^\circ$) pitch anomaly (Figure S6-1). The distance between the track presented in the main document and (respectively) the track using data from the animal descent and $\sigma_p = 10^\circ$, data from the animal ascent and $\sigma_p = 5^\circ$, and data from the animal ascent and $\sigma_p = 10^\circ$ are $17.4 \pm 14.5$ m, $124.6 \pm 70.5$ m, and $173.9 \pm 92.6$ m. As discussed, the model, while considering various sources of errors, assumes that parameters $a_v$, $b_v$, $\sigma_v$, and $\sigma_p$ are perfectly known. We therefore highlight (i) the critical choice for ‘known’ parameters (in this case $a_v$, $b_v$, $\sigma_v$, and $\sigma_p$) in the track reconstruction process and the need, as was done here, to support the choice of their values from data, and (ii) the underestimate of confidence intervals width on estimated locations since variances of parameter estimates are conditional on the model being true, which ignores additional variability not accounted for in the model. In our case, results ignore errors originating from the divergence between the truth and the model for the speed-noise relationship (inaccurate parameter values or relationship) and the pitch anomaly process (inaccurate parameter value or relationship).
Figure S6.1: Reconstructed track for different options of calibration of the speed-noise relationship and different amplitude of pitch anomaly. The track presented in the main document (green; color line in Figure 4) has been reconstructed by calibrating the speed-noise relationship using data from the animal descent with a moderate pitch anomaly ($\sigma_p = 5^\circ$). Other options are considered (orange: calibration using data from the descent, $\sigma_p = 10^\circ$; blue: ascent, $\sigma_p = 5^\circ$; red: ascent, $\sigma_p = 10^\circ$). Locations found from the independent acoustic survey are also plotted (black dots).