Two-photon interference from remote quantum dots with inhomogeneously broadened linewidths
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In this paper, we study the influence of quasiresonant and nonresonant excitation on the interference properties of single photons emitted from quantum dots (QDs). The quasiresonant excitation scheme leads to an increase of interference visibility of photons emitted from the same QD to 69% compared to 12% for nonresonant excitation. Furthermore, we demonstrate quantum interference of photons emitted from separate QDs which are simultaneously excited into their p shell. We can readily extract a two-photon interference visibility as high as (39 ± 2)% for nonpostselected coincidences exceeding the predicted value based on coherence and radiative decay times of the quantum dot emission (~25%). We account for this observation by treating the emission of both quantum dots as inhomogeneously broadened ensembles of Fourier-limited photons and observe good congruence between experiment and model.
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I. INTRODUCTION

Single, indistinguishable photons are at the heart of applications in quantum communication, quantum networks, and linear optical quantum computing [1–3]. Promising sources that emit photons of these characteristics are semiconductor quantum dots (QDs). They combine a very good suppression of multiple photon emission events [4], yield the capability to emit indistinguishable photons [5], and can be implemented into nanostructure waveguides and microcavities for high extraction efficiencies [6–9] and enhancement of emission through light-matter coupling effects [10]. However, the generation of indistinguishable photons from separate QDs still is a challenging, yet very appealing task, as it is a crucial part of single-photon quantum repeater networks, entanglement of remote stationary quantum bits (Qbits), and advanced optical teleportation schemes [11–15]. A high degree of indistinguishability can only be achieved if the single-photon wave-packet overlap in space, energy, time, and polarization is sufficiently large. While polarization and space overlap can be implemented routinely in optical setups, it is significantly more demanding to achieve energy and time overlap since they strongly depend on the intrinsic emission properties of the individual QDs.

Recently, two-photon interference (TPI) as a signature of indistinguishable emission from separate quantum dots was shown in a Hong-Ou-Mandel (HOM) experiment by Patel et al. (Ref. [16]) recorded under dc current injection and continuous wave (cw) excitation conditions, by Flagg et al. (Ref. [17]) under pulsed optical excitation, and by Konthasinghe et al. (Ref. [18]) in cw resonant s-shell excitation. The postselected visibilities of the TPI in the two nonresonant experiments were 33% [16], 47% [17], and 44% [18] for the resonant s-shell excitation scheme. More important in terms of applications is the nonpostselected value, which can only be determined in pulsed excitation. In Ref. [17] the nonresonant excitation scheme most likely imposed limitations on the maximum achievable interference visibility of only 18.1% [17]. It is worth noting that recent interference experiments performed under resonant s-shell excitation [15] indeed resulted in markedly increased TPI visibilities (up to 82%), however, by applying time filtering of the emission to erase the detrimental influence of the resonant laser on the photon statistics. In this experiment the high visibilities are justified by treating the individual QD emission lines as an inhomogeneous broadened signal.

In this paper, we study and probe the TPI from two QDs by exciting them either quasiresonantly into their p shell or nonresonantly into the wetting layer with a picosecond-pulsed laser. Both QDs behave as near-ideal single-photon sources in such an excitation scheme, without the necessity of time filtering to erase the excitation laser. By applying quasiresonant excitation, we could strongly increase the HOM interference contrast from consecutive photons emitted from the same QD as compared to the wetting layer excitation. We demonstrate that it is a direct result of the suppression of carrier recapturing processes which spoil the nonpostselective interference. In a HOM interference experiment performed on photons emitted from two separate QDs, we can readily observe TPI visibilities of \( v = (39 \pm 2)\% \) for nonpostselected coincidences, without the application of any time filtering. This value significantly exceeds the expected value of \( \sim 25\% \), typically inferred from the ratio of spontaneous emission lifetime versus coherence time. We can nevertheless justify such large visibilities by treating both QDs as an inhomogeneously broadened ensemble (over time) of Fourier-limited emitters which yields \( v_{\text{max,inhom}} = (36.4 \pm 1.5)\% \) in good quantitative agreement with the value obtained directly from the HOM interference experiment.

II. SETUP AND SAMPLE CHARACTERISTICS

Our sample consists of a low-density single layer of In(Ga)As QDs which is embedded in an asymmetric planar cavity. The resonator consists of five (18) quarter-wavelength AlAs/GaAs mirror pairs in the top (bottom) distributed Bragg reflector and a 1-\( \lambda \)-thick central cavity layer. The vertical...
asymmetry of the structure allows us to increase the photon outcoupling to values >10%.

The experimental setup is sketched in Fig. 1. The QD single-photon sources are mounted in two cryostats on the same optical table with a spatial distance of 0.5 m. Both specimens are excited by the same picosecond-pulsed Ti:sapphire laser with a repetition frequency of 82 MHz (pulse separation: 12.2 ns) at a wavelength of 911 nm. Scattered laser light is suppressed with a coarse bandpass filter in the beam path. The beam paths are combined at a polarizing beam splitter (PBS), so that the photons originating from QD1 (QD2) enter the spectrometer (spectral resolution: 30 μeV) in horizontal H [vertical (V)] polarization. After spectral filtering, the QD emission is coupled into a polarizing fiber splitter to separate the photons again. While the emission of QD1 is sent through a variable optical fiber delay (VOFD) to adjust the time difference between the two photon pulses, the polarization of the photons from QD2 is turned to H to make the photons indistinguishable in polarization. The TPI takes place at the final 50/50 nonpolarizing fiber beam splitter.

For photon autocorrelation measurements, two single-photon counting modules consisting of silicon avalanche single-photon detectors (APDs) with a timing resolution of nominally 400 ps are connected to the end of the output arms of the final beam splitter.

III. CHARACTERISTICS OF SINGLE-PHOTON EMISSION

The emission characteristics of the two QDs, labeled QD1 and QD2 in the following, at a temperature of 4.5 K under pulsed p-shell excitation are shown in Fig. 2. While the quasiresonant excitation scheme leads to well isolated emission lines at λ = 930.2 nm in the photoluminescence spectra depicted in Figs. 2(a) and 2(b), the spectra for wetting layer excitation exhibit multiple emission lines (inset). Single-photon emission from the two QDs is investigated by performing second-order photon-autocorrelation measurements in a conventional fiber-coupled Hanbury Brown and Twiss setup (not shown in Fig. 1). Figures 2(c) and 2(d) show the results of the autocorrelation measurements recorded from QD1 and QD2. The values \( g^{(2)}(0) = 0.016 \) and \( g^{(2)}(0) = 0.046 \) are calculated by taking the area of the central peak (from −6.1 ns to +6.1 ns) \( A_0 \) divided by the average area of three side peaks \( A_i \), and they demonstrate single-photon emission with very high purity.

Ideally, in order to obtain a maximum degree of indistinguishability, Fourier transform–limited sources are required. In such a case, the relation between coherence time \( \tau_c \) and lifetime of the QD emission \( \tau_r \), that describes the visibility of TPI, is [19]

\[
\tau_{\text{max, hom}} = \frac{\tau_c}{2\tau_r} = 1.
\]

We use a Michelson interferometer to extract the coherence time of the QDs under pulsed p-shell excitation. The fringe contrast as a function of interferometer path-length difference is shown in Fig. 3(a). From polarization-dependent measurements we identify that the emission from QD1 originates from a neutral exciton and the emission line of QD2 stems from a charged excitonic complex. The fine-structure splitting of the QD1 line results in an oscillatory behavior in the interference fringe contrast (black stars). A fit to the data with the Fourier transform of two Lorentzians yields coherence times of \( \tau_{c, QD1} = 330 \) ps and \( \tau_{c, QD2} = 180 \) ps and a fine-structure splitting of 9.2 μeV. We select the fine-structure-split component with longer coherence time by polarization filtering for the TPI experiments in the following sections. The interference fringe contrast of QD2 (red circles) shows an exponential decay with a 1/e coherence time of \( \tau_{c, QD2} = 420 \) ps.
FIG. 3. (Color online) (a) Coherence length measurements for QD1 (black stars) and QD2 (red circles) using a Michelson interferometer. The fine-structure-split exciton lines of QD1 lead to oscillations in the fringe contrast. (b), (c) Time-dependent luminescence of QD1/QD2.

Furthermore, we determine the radiative decay times $\tau_r$ of QD1 and QD2 to $\tau_r,QD1 = 670$ ps and $\tau_r,QD2 = 660$ ps by fitting an exponential decay according to $I = Ae^{-\tau/\tau_r}$ to the population decay curves shown in Figs. 3(b) and 3(c), respectively. For both QDs, the emission linewidth is not Fourier transform limited and the maximally expectable visibilities for TPI derived from Eq. (1) would be $v_{\text{max, hom},QD1} = 25\%$ and $v_{\text{max, hom},QD2} = 32\%$.

IV. INTERFERENCE OF CONSECUTIVELY EMITTED PHOTONS FROM THE SAME QD

In order to probe the emitters’ principal performance in photon interference experiments, we study the TPI from consecutive photons emitted from each dot. This experiment is carried out with almost the same experimental setup as shown in Fig. 1, but without the second cryostat and another 50/50 polarization-maintaining fiber beam splitter instead of a polarizing fiber beam splitter. The path-length difference of the second arm of the interferometer is adjusted to the laser repetition period of 12.2 ns, so that two consecutively excited photons can coincide at the same time on the beam splitter. Additionally, there is the possibility to change the time delay $\Delta t$ between the two arms of the interferometer via a variable optical fiber delay.

Furthermore, we determine the radiative decay times $\tau_r$ of QD1 and QD2 to $\tau_r,QD1 = 670$ ps and $\tau_r,QD2 = 660$ ps by fitting an exponential decay according to $I = Ae^{-\tau/\tau_r}$ to the population decay curves shown in Figs. 3(b) and 3(c), respectively. For both QDs, the emission linewidth is not Fourier transform limited and the maximally expectable visibilities for TPI derived from Eq. (1) would be $v_{\text{max, hom},QD1} = 25\%$ and $v_{\text{max, hom},QD2} = 32\%$.

FIG. 4. (Color online) Correlation histograms of QD1 under wetting layer excitation. (a) Photon autocorrelation function. A fit to the data gives a $g^2(0)$ value of 0.049. (b) HOM interference of consecutive emitted photons at an interferometer path-length difference of $\Delta t \approx 0$. The red solid curve is a fit to the experimental data (black solid line).

A. Wetting layer excitation

First, we study the TPI of consecutive emitted photons from QD1 under wetting layer excitation. The autocorrelation histogram of photons emitted from QD1 is shown in Fig. 4(a). As one can see directly from experimental data, the autocorrelation histogram is not as clean as for $p$-shell excitation. Long carrier diffusion lengths lead to a recapturing of charge carriers after a first recombination. In wetting layer excitation this leads to a small constant background at $|\tau| > 0$, while in $p$-shell excitation [Figs. 2(c) and 2(d)] this is not visible due to direct excitation of charge carriers into the QDs. From a fit to the data (red solid curve), we extract a $g^2(0)$ value of $g^2(0)_{\text{QD1, WL}}(0) = 0.049$. The corresponding correlation histogram for the TPI of consecutive emitted photons at an interferometer path-length difference of $\Delta t \approx 0$ is shown in Fig. 4(b). Fitting the data with a model based on Ref. [19] yields a nonpostselected visibility of only $v_{\text{max, hom}} = 12\%$.

B. $p$-shell excitation

In Figs. 5(a) and 5(b) the second-order correlation function for TPI is shown for zero path-length difference for QD1 and QD2 under $p$-shell excitation. In both cases, the peak at $\tau = 0$ is strongly suppressed below a value of 0.5. The probability for two photons that collide at the beam splitter and exit in opposite directions $g_{\text{indist}}^{(2)}(\tau = 0)$ is determined by the area under the peak at $\tau = 0$ divided by the averaged area of four peaks for $|\tau| > \pm 12.2$ ns. From the raw data we can readily extract values of $g_{\text{indist},QD1}^{(2)}(0) = 0.16$ and $g_{\text{indist},QD2}^{(2)}(0) = 0.20 < 0.5$, verifying the indistinguishability of the photons.

By measuring $g_{\text{indist}}^{(2)}(\tau = 0)$ as a function of interferometer path-length offset $\Delta t$, we observe the characteristic Hong-Ou-Mandel dip for $\Delta t \approx 0$. Fitting the data with a two-sided exponential $g_{\text{indist}}^{(2)}(\Delta t) = 0.5[1 - ve^{-|\Delta t|/\tau_c}]$ yields a
FIG. 5. (Color online) HOM interference of photons from the same QD under \( p \)-shell excitation. (a), (b) Correlation histogram for emission events from QD1/QD2 at an interferometer path-length difference of \( \Delta t / \Delta t_0 \approx 0 \). (c), (d) \( g^{(2)}_{\text{ind}}(\tau = 0) \) as a function of the interferometer path-length offset \( \Delta t \) for QD1/QD2. (e), (f) Close-up of the \( \tau = 0 \) peak of (a), (b). The solid red curves are a fit to the data regarding the time response of the detectors, while the dotted blue curves represent the deconvoluted curves without considering any time limitations of the detectors.

The nonpostselected value of TPI visibility \( v \) of 69\% and 61\% for QD1 [Fig. 5(c)] and QD2 [Fig. 5(d)], respectively. Note that these values are comparable to the values of QDs embedded in micropillar cavities [5,20,21], where the Purcell effect is used to improve \( \Delta \tau \) by reducing the radiative lifetime. For QD1, the visibility under quasiresonant excitation is strongly increased compared to the nonresonant excitation scheme. We attribute this to the lack of recapturing processes and reduced charge carriers in the wetting layer under \( p \)-shell excitation. For even higher visibilities, strictly resonant excitation is seemingly required [22,23].

A close-up of the \( \tau = 0 \) peak from Figs. 5(a) and 5(b) is shown in Figs. 5(e) and 5(f) for QD1 and QD2, respectively. For both QDs, we obtain a dip in the peak at \( \tau = 0 \). For a perfectly balanced beam splitter, an ideal single-photon source, and infinitely fast detectors, this dip would reach zero, which is represented by the dotted blue line. The red solid curve is a fit to the experimental data according to the model in Ref. [19], including the time response of the detectors with \( \tau_c \) and \( \tau_r \) being the only fitting parameters. From the fit we extract the coherence time \( \tau_c,_{\text{QD1}} = (907 \pm 26) \) ps and radiative decay time \( \tau_r,_{\text{QD1}} = (664 \pm 24) \) ps of the emission from QD1 (\( \tau_c,_{\text{QD2}} = (852 \pm 22) \) ps and \( \tau_r,_{\text{QD2}} = (666 \pm 22) \) ps for QD2). While the extracted radiative decay times of both QDs fit very well with the time-dependent fluorescence measurements in Fig. 2(a), the coherence times are more than twice as long as measured by the Michelson interferometer. This can be explained by a primary inhomogeneous broadening of the emission lines, for example, by charge fluctuations in the vicinity of the QD, which takes place on a time scale much longer than 12.2 ns [5]. In this case two consecutive photons have most probably the same emission energy, while photons with larger time spacing differ slightly in energy.

V. INTERFERENCE OF PHOTONS EMITTED FROM SEPARATE QDs

For the TPI of separate sources, it is important to match the transition energy of the two QD excitons very precisely. In our system, the emission energies of the two selected QD excitons only differ by \( 3 \) \( \mu \)eV, which allows us to achieve spectral resonance between them by gently readjusting the sample temperature by about 1.8 K [24]. For accurate data acquisition, it is important to keep the photon counting numbers of both QDs at the same level for the whole integration time. This was done by attenuating the brighter QD’s emission to the intensity of the darker one. The striking similarity of the two QDs furthermore allowed us to excite both quantum emitters simultaneously with the same excitation laser into the \( p \) shell, which is located 29 meV above the ground-state energy.

The second-order correlation function for TPI from separate sources is shown in Fig. 6(a) for QD1 at 5.00 K and QD2 at 6.63 K. We determine the opposite output probability

FIG. 6. Results of TPI from two separate sources. (a) Second-order correlation function for QD1 at \( T = 5.00 \) K and QD2 at \( T = 6.63 \) K. (b) TPI visibility as a function of temperature of QD2.
\( g_{\text{indist}}^{(2)}(\tau = 0) \) from the raw data by the area of the peak at \( \tau = 0 \) divided by the averaged area of six peaks for \( |\tau| > 0 \). From the data we extract \( g_{\text{indist}}^{(2)}(\tau = 0) = (0.31 \pm 0.01) \), which verifies that the photons from the two QDs have a nonzero coalescence probability. We calculate the experimental visibility of TPI by \( \nu_{\text{expt}} = [0.5 - g_{\text{indist}}^{(2)}(\tau = 0)]/0.5 \), resulting in a value of \( \nu_{\text{expt}} = (39 \pm 2)\% \), exceeding the previously published value of nonresonant TPI experiment of 18.1% [17] by more than a factor of 2.

The measured visibility is larger than the visibilities expected from the data in Fig. 3 (25%–32%). This cannot be explained by “long” time spectral diffusion, because the time scale on which the broadening occurs does not matter for the TPI of separate sources. Nevertheless, the inhomogeneous broadening has some influence on the TPI visibilities. The interference probability of Fourier transform–limited photons from two independent streams of photons, each fluctuating around a common center frequency according to a Gaussian frequency distribution, is given by (see Appendix)

\[
v_{\text{inhom}} = 1 - 2 T^2 \int_{-\infty}^{\infty} d\tau P_{\text{inhom}}(\tau) - e^{-\pi \sigma_{g}^2} \frac{\sqrt{\pi} \text{erfc}(\frac{1}{\sqrt{2} \sigma_{g}})}{2\tau_r \sigma_{g}},
\]

where \( \sigma_{g} = \sqrt{\sigma_{1}^2 + \sigma_{2}^2} \) and \( \sigma_{1,2}^2 \) are the variance of the frequency distribution for emission from QD1/2. According to the coherence times measured by the Michelson interferometer, this analysis yields a theoretical visibility of \( v_{\text{max,inhom}} = (36.4 \pm 1.5)\% \), which quantitatively explains the high coalescence probability of our sources. We note that very recently a similar analysis has been carried out in Ref. [15] on strictly resonantly driven QDs in the presence of time filtering.

Furthermore, we study the TPI visibility as a function of the temperature of QD2 [Fig. 6(b)], \( \nu_{\text{expt}} \) shows a maximum at a temperature around 6.7 K. By varying the temperature, the energy difference of the photons rises, resulting in a decrease of TPI visibility.

**VI. CONCLUSION**

In conclusion, we have quantitatively analyzed the influence of the excitation scheme on the indistinguishability of single photons emitted from either a single QD or two separate QDs. For the single QD, we found that carrier recapturing can severely spoil the interference visibility of nonpostselected photons in nonresonant excitation schemes. In a quasiresonant experiment, we observed TPI visibilities which significantly exceed the expected value \( (\tau_r^2) \) both in the two-photon interference from a single QD as well as from two separate QDs. While the first scenario can be explained by long-term energy fluctuations of the excitons, the large interference from separate QDs can still be understood by treating each QD as an inhomogeneously broadened band of emitters close to the Fourier limit. We believe that this work represents an important step towards a deeper understanding of photon interference experiments in solid-state systems, where luminescence signals from single emitters easily are subject to inhomogeneous broadening, blinking, and spectral diffusion, even in strictly resonant excitation schemes.
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**APPENDIX**

In order to describe the TPI visibility from separate single-photon sources, we adapted a theory from atomic physics to our solid-state system [25]. We assume that the two photons which interfere at the beam splitter originate from independent ensembles of Fourier transform–limited photons. For both ensembles, an inhomogeneous broadening is considered by a Gaussian frequency distribution which effectively reduces the two-photon interference visibility in HOM experiments.

1. Single-photon wave packets

Single-photon wave packets are described by their Fourier-transformed emission spectrum \( \Phi(\omega) \),

\[
\xi_{i=1,2}(t) = \int_{-\infty}^{\infty} d\omega \Phi_{i}(\omega)e^{-i\omega t}.
\]

For QDs the single-photon wave packets are one-sided exponential functions in time domain [26]

\[
\xi_{1}(t) = \begin{cases} \sqrt{\frac{1}{\pi \tau_r}} e^{-\frac{t^2}{2 \tau_r^2}} & \text{for } t - \frac{\delta \tau}{2} > 0 \\ 0 & \text{otherwise} \end{cases},
\]

\[
\xi_{2}(t) = \begin{cases} \sqrt{\frac{1}{\pi \tau_r}} e^{-\frac{(t+\Delta)^2}{2 \tau_r^2}} & \text{for } t + \frac{\delta \tau}{2} > 0 \\ 0 & \text{otherwise} \end{cases},
\]

with \( \delta \tau \) being the time difference between the two wave packets, \( \Delta \) the frequency difference, and \( \tau_r \) the radiative decay time of the excitonic transition.

2. Correlation function

The correlation function for coincidence events at the outputs (channels 3 and 4) of the beam splitter is

\[
G_{\text{TL}}^{(2)}(t_0, t_0 + \tau) = \text{Tr}(\hat{\rho}_{1,2} \hat{A}_{3,4} \hat{A}_{3,4}^\dagger),
\]

with \( \hat{\rho}_{1,2} \) describing the two-photon input state and \( \hat{A}_{3,4} = \hat{A}_{3}^\dagger(t_0) \hat{A}_{4}^\dagger(t_0 + \tau) \hat{A}_{4}^\dagger(t_0) \hat{A}_{3}^\dagger(t_0 + \tau) \). The correlation function for two Fourier transform–limited photons with the same polarization is given by [25]

\[
G_{\text{TL}}^{(2)}(t_0, t_0 + \tau) = \frac{\left| \xi_{1}(t_0) \xi_{2}(t_0 + \tau) - \xi_{2}(t_0) \xi_{1}(t_0 + \tau) \right|^2}{4}.
\]

The probability for detecting a photon at time \( t_0 + \tau \) in one output of the beam splitter while a photon is detected at time \( t_0 \) in the other one is given by [25]

\[
P_{\text{TL}} = \eta_3 \eta_4 T^2 \int_{-\infty}^{\infty} d\tau G_{\text{TL}}^{(2)}(t_0, t_0 + \tau),
\]

\( \eta_3, \eta_4 \) are the coupling efficiencies of the beam splitters.
with $\eta_{3,4}$ being the detector efficiencies, which are set to $\eta_{3,4} = 1$ in the following, and $T$ being the detector resolution. For parallel polarized photons this leads to [26]

$$P_{\text{TL}}(\tau, \delta \tau, \tau_r, \Delta) = P_{\text{TL}}^2 \left( e^{-\frac{(\delta \tau)^2}{2\sigma_{\delta}^2}} + e^{-\frac{(\tau_r+\delta \tau)^2}{2\sigma_{\delta}^2}} - 2\cos(\Delta \tau) e^{-\frac{(\tau_r+\delta \tau)^2}{2\sigma_{\delta}^2}} \right).$$

3. Frequency jitter

In the case of semiconductor-based single-photon emitters, the mode function $\Phi(\omega)$ of the photons is subject to small variations in frequency, for example, by coupling to phonons, or charge and spin noise [27]. Here, we only assume inhomogeneous broadening, which is represented by a Gaussian frequency distribution $f(\omega)$ with $\sigma^2$ being the variance:

$$f_{i=1,2}(\omega_0) = \frac{1}{\sqrt{\pi} 2\sigma_{\delta}} e^{-\frac{\omega_0 - \omega_{0i}}{2\sigma_{\delta}^2}}.$$  \hspace{1cm} (A2)

In this case, the state is given by the quantum mechanical density operator

$$\hat{\rho} = \int d\omega f(\omega) \hat{\rho}[\xi(\omega)],$$

with $\hat{\rho}[\xi(\omega)] = |1_\xi\rangle \langle 1_\xi|$ being the density operator of pure states. For $\omega_1 = \omega$ and $\omega_2 = \omega + \Delta$ we get the frequency distribution of the frequency difference $\Delta$,

$$f(\Delta) = \int d\Delta f_1(\omega) f_2(\omega, \Delta) = \frac{1}{\sqrt{\pi} 2\sigma_{\delta}} e^{-\frac{(\Delta - \Delta_0)^2}{2\sigma_{\delta}^2}},$$

with $\Delta_0 = \omega_{02} - \omega_{01}$ being the difference of averaged center frequencies, i.e., the spectral detuning, of both photon ensembles and $\sigma_{\delta} = \sqrt{\sigma_{\delta1}^2 + \sigma_{\delta2}^2}$. We assume that the two photons which collide at the beam splitter originate each from independent photon ensemble with density operators $\hat{\rho}_1$ and $\hat{\rho}_2$, i.e.,

$$\hat{\rho}_{12} = \hat{\rho}_1 \otimes \hat{\rho}_2 = \int d \Delta f(\Delta) \hat{\rho}(\xi_1, \xi_2).$$

The corresponding correlation function is given by

$$G_{\text{inhom}}^{(2)}(t_0, t_0 + \tau) = \int d \Delta f(\Delta) \text{Tr}[\hat{\rho}(\xi_1, \xi_2) \hat{A}(t_0, t_0 + \tau)].$$

with $\text{Tr}[\hat{\rho}(\xi_1, \xi_2) \hat{A}(t_0, t_0 + \tau)]$ being the correlation function for pure states given by Eq. (A1).

The resulting probability for detecting a photon at time $t_0 + \tau$ in one output of the beam splitter while a photon is detected at time $t_0$ in the other one for inhomogeneous broadened ensembles of photons is given by

$$P_{\text{inhom}} = \int_{-\infty}^{\infty} dt_0 G_{\text{inhom}}^{(2)}(t_0, t_0 + \tau)$$

$$= \int d \Delta f(\Delta) P_{\text{TL}}(\tau, \delta \tau, \tau_r, \Delta)$$

$$= \frac{T^2}{8\tau_r} \left[ e^{-\frac{(\delta \tau)^2}{2\sigma_{\delta}^2}} + e^{-\frac{(\tau_r+\delta \tau)^2}{2\sigma_{\delta}^2}} - 2\cos(\Delta_0 \tau) e^{-\frac{(\tau_r+\delta \tau)^2}{2\sigma_{\delta}^2}} - e^{-\frac{(\tau_r+\delta \tau)^2}{2\sigma_{\delta}^2}} \right].$$

We are now in a position to calculate the visibility of TPI from two inhomogeneously broadened distributions of single photons for $\delta \tau = 0$ and $\Delta_0 = 0$ by

$$V_{\text{inhom}} = 1 - \frac{2}{T^2} \int_{-\infty}^{\infty} d \tau P_{\text{inhom}}$$

$$= 1 - \frac{2\tau_r \sigma_g - e^{-\frac{T^2}{\tau_r \sigma_g}} \sqrt{\pi} \text{erfc}\left(\frac{1}{2\tau_r \sigma_g}\right)}{2\tau_r \sigma_g}.$$  

The spectrum of the Fourier-limited photons has a Lorentzian line shape with a full width at half maximum (FWHM) of $\Gamma_1 = \frac{\Delta_0}{2\tau_r}$. An additional inhomogeneous broadening represented by a Gaussian frequency distribution [Eq. (A2)] results in a Voigt profile with a FWHM of $\Gamma_V = 0.535\Gamma_1 + 0.217\Gamma_2 + \Gamma_G^2$ [28], where $\Gamma_G = 2\sqrt{2\ln 2}\sigma_\delta$. This advanced description of TPI allows us to quantitatively describe our experimental observations. Experimentally we determine $\Gamma_V = \frac{\Delta_0}{2\tau_r}$ from the coherence time measured with the Michelson interferometer. From $\Gamma_V$, we back calculate to $\sigma_\delta$ and $\sigma_g$, resulting in a visibility of $V_{\text{max,inhom}} = (36.4 \pm 1.5)\%$. The error is due to the uncertainty in determining the coherence times.

[24] QD1 was beneath one of the first ten apertures we studied. We checked around 1000 further apertures before we found the second QD. The time for finding QD2 was on the order of carrying out all of the correlation measurements of the temperature series shown in Fig. 6(b), ~20 h.