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1 Introduction

Within the LATTE project a large number of different research questions
were pursued. Some of these were quite successful, while others revealed to
be dead ends or were peripheral to LATTE but might be worth to revisit
some time in the future.

As part of these research efforts there are a number of internal reports
which were produced and which would most likely became lost forever after
LATTE’s completion unless there was an easy way to access them.
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Therefore, in this document we present an exhaustive list of the reports
available in LATTE with a direct link to each one of these. This document
is intended to be distributed digitally in one of two ways:

1. as an 8 page pdf "A description of LATTE outputs.pdf” with the as-
sociated mentioned documents archived in a couple of companion sub-
folders for papers and reports, such that links can be easily followed.

2. as a single 480 page pdf "A description of LATTE outputs (with appen-
dices).pdf” which corresponds to a single file in which all the reports
mentioned in section are included as appendices. The order by
which the reports appear as appendices is the same order as they are
presented in section [3.2] where following the information on page size
there is the indication of the page number where they start in the ap-
pendices version. If a printed version is required this would be the
obvious version to print from.

Hopefully this will mean that if at some point someone comes along and
decides to pick up on some thread started within LATTE, there is at least a
place to begin to address the problem in an efficient way.

We note upfront that this is really a window into material which by
its own nature might be incomplete and/or deprecated, hence readers are
warned that they use it at their own risk. The material which we thought
was complete in any sense of the word should be present in papers published
in peer reviewed journals. Where relevant the link to papers in which some of
the material described below is presented in a polished version are provided,
and for completeness a list of such papers is presented upfront in section [3.1]

2 Authorship and acknowledgements

All documents referred to below were authored by at least TAM and LT, but
many others have contributed for different documents. The due authorship
and acknowledgements are present in each one of the mentioned documents.

3 LATTE outputs

We separate documents into different types, listed below in a decreasing order
of completeness and relevance.



3.1 Standard papers in peer review journals

A few standard papers were published, and for easier reading, we provide the
corresponding abstracts verbatim in a smaller font below:

e Langrock et al.|(2013)): Recent years have seen a fast-growing body of literature
concerned with the statistical modeling of animal movement in the two horizontal
dimensions. On the other hand, there is very little statistical work that deals
with animal movement in the vertical dimension. We present an approach that
provides an important step in analyzing such data. In particular, we introduce a
hidden Markov-type modeling approach for time series comprising the depths of a
diving marine mammal, thus modeling movement in the water column. We first
develop a baseline Markov-switching model, which is then extended to incorporate
feedback and semi-Markovian components, motivated by the observations made
for a particular species, Blainville’s beaked whale (Mesoplodon densirostris). The
application of the proposed model to the beaked whale data reveals both strengths
and weaknesses of the suggested modeling framework. The framework is general

enough that we anticipate that it can be used for many other species given minor

changes in the model structure. DOI

e Moretti et al. (2014)): There is increasing concern about the potential effects of
noise pollution on marine life in the world’s oceans. For marine mammals, anthro-
pogenic sounds may cause behavioral disruption, and this can be quantified using
a risk function that relates sound exposure to a measured behavioral response.
Beaked whales are a taxon of deep diving whales that may be particularly sus-
ceptible to naval sonar as the species has been associated with sonar-related mass
stranding events. Here we derive the first empirical risk function for Blainville’s
beaked whales (Mesoplodon densirostris) by combining in situ data from passive
acoustic monitoring of animal vocalizations and navy sonar operations with precise
ship tracks and sound field modeling. The hydrophone array at the Atlantic Un-
dersea Test and Evaluation Center, Bahamas, was used to locate vocalizing groups
of Blainville’s beaked whales and identify sonar transmissions before, during, and
after Mid-Frequency Active (MFA) sonar operations. Sonar transmission times and
source levels were combined with ship tracks using a sound propagation model to
estimate the received level (RL) at each hydrophone. A generalized additive model
was fitted to data to model the presence or absence of the start of foraging dives in
30-minute periods as a function of the corresponding sonar RL at the hydrophone

closest to the center of each group. This model was then used to construct a risk


https://dx.doi.org//10.1007/s13253-013-0158-6

function that can be used to estimate the probability of a behavioral change (cessa-
tion of foraging) the individual members of a Blainville’s beaked whale population
might experience as a function of sonar RL. The function predicts a 0.5 probability
of disturbance at a RL of 150dBrms re pPa (CI: 144 to 155) This is 15dB lower
than the level used historically by the US Navy in their risk assessments but 10 dB
higher than the current 140 dB step-function. DOI

e Laplanche et al.| (2015)): 1. Information about at depth behaviour of marine
mammals is fundamental yet very hard to obtain from direct visual observation.
Animal borne multi-sensor electronic tags provide a unique window of observation
into such behaviours. 2. Electronic tag sensors allow the estimation of the animal’s
3-dimensional (3D) orientation, depth, and speed. Using tag flow noise level to
provide an estimate of animal speed we extend existing approaches of 3D track
reconstruction by allowing the direction of movement to differ from that of the
animal’s longitudinal axis. 3. Data are processed by a hierarchical Bayesian model
that allows processing of multi-source data, accounting for measurement errors,
and testing hypotheses about animal movement by comparing models. 4. We
illustrate the approach by reconstructing the 3D track of a 52- minute deep dive
of a Blainville’s beaked whale Mesoplodon densirostris adult male fit with a digital
tag (DTAG)in the Bahamas. At depth, the whale alternated regular movements
at large speed (> 1.5 m/s) and more complex movements at lower speed (< 1.5
m/s) with differences between movement and longitudinal axis directions of up to

28°. The reconstructed 3D track agrees closely with independent acoustic-based

localizations. [PDFIDOIT

3.2 Technical Reports
3.2.1 Stand alone reports

A report was fully functional but technical in nature, and so published as an
internal CREEM report:

e 'Procedure description: using AUTEC’s hydrophones surrounding aj
IDTAGed whale to obtain localizations.pdt”| presents the description of
the procedure used to localize animals on the AUTEC range, covering
the aspects of detection, TDOA interpolation and localization. (10
pages; appendices version page 9, also available at "Online version”)



https://dx.doi.org//10.1371/journal.pone.0085064
https://dx.doi.org//10.1111/2041-210X.12373
http://hdl.handle.net/10023/7523

3.2.2 Key reports

The report that essentially glues everything together and describes the sim-
ulation procedure used within LATTE is ['Combining building blocks for]
isimulating beaked whales at AUTEC”, (34 pages; appendices version page
19)

There are a number of additional key reports that support this main
report directly, namely:

e 'Modelling beaked whales movement, sound production and detection|

which does not contain analysis but describes the concep-
tual approach used. (45 pages, ; appendices version page 54)

e 'Implementing a SSM to obtain pseudo-tracks and georeferenced trackl
ltrom DTAG data an application to Md248b" which describes the bulk
of what was produced in terms of georreferencing dives. (38 pages;
appendices version page 82)

e A key document related to the above is ["Using animal-borne tags to|
lestimate whale tracks in 3-dimensional space using state space models”,
a talk presented at ISEC 2012. (18 slides; appendices version page 120)

e "Modeling beaked whale DTag data and simulating 3D movement via
la latent-variable approach with tfeedback and semi-Markovian compo-|
describes many of the intermediate steps and dead end exploring
of the analysis which led to |Langrock et al.| (2013). (47 pages; appen-
dices version page 138)

e "Analysis of the 2009 Submarine Commander Course data.pdf”| de-
scribes the exploratory data analysis of the data collected around the
2009 Submarine Commander Course. This was part of the data later
used in Moretti et al.| (2014). (31 pages; appendices version page 185)

3.2.3 Peripheral support reports

A number of reports describe some particular details that were not addressed
fully in the above documents. These include:



e "Exploratory analysis of available DTAG data”| presents an initial look
at the DTAG data that was available to LATTE. (12 pages; appendices
version page 216)

e ['Obtaining pseudo-tracks and georeferenced locations from DTAG data
presents the initial stabs at georreferencing DTAG tracks including ex-
ploratory use of MATLAB code by Mark Johnson code later translated
in to R as the basis of our georrefencing implementation of a Kalman
filter. (20 pages; appendices version page 228)

77|

e ['Explaining the code for the simulation of click count vectors.pdf” is
essentially an update and reproduction to a report produced in DE-
CAF where there was a precursor of a simulator of click counts per
hydrophone at AUTEC. While many of the specific implementation
details were abandoned in LATTE, it presents also the initial thoughts
for much of the simulation of beaked whale data within AUTEC used
in LATTE. (69 pages; appendices version page 248)

e ["Modelling group size as a function ot autogrouper outputs.pdi”|presents
a simple model relating visually estimated group sizes with statistics
derived by autogrouper. (13 pages; appendices version page 317)

e "Mesoplodon densirostris cluster sizes in the Bahamas.pdf”| presents an
exploratory analysis of Diane Claridge’s data on group sizes in the
Bahamas. (13 pages; appendices version page 330)

e "Modeling the number of clicks as a function of depth.pdf”| presents a
simple analysis modelling the number of clicks as a function of depth
using DTAG data from AUTEC; this is the base for simulating click
production conditional on simulated depth profiles. (16 pages; appen-
dices version page 343)

e "An exploratory look over John Durban’s satellite tag.pdi”| presents
an exploratory analysis of the available satellite Tags; this is the base
for embedding the notion of home range / site fidelity in the animal
movement simulation. (17 pages; appendices version page 359)

3.2.4 Exploratory or incomplete reports

77|

e "Eixploratory analysis of a simultaneous multi animal DTAG data
presents an incomplete analysis of a data set containing 3 sperm whale
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simultaneously tagged with DTAG’s. This was part of looking at syn-
chrony and at depth behaviour in deep diving cetaceans. (6 pages;
appendices version page 377)

|"Modeling beaked whale density in the Bahamas.pdt”| presents an anal-
ysis of a visual survey data set facilitated by Diane Claridge which was
supposed to lead to a spatial model of density in the Bahamas. How-
ever this analysis was halted after a number of problems where detected
in the data. (19 pages; appendices version page 383)

|"Using dedicated Kalman Filter R packages to fit the georeferencing]
[SSM.pdf" describes the attempts to implement the Kalman Filter ap-
proach used for georreferencing using a couple of existing R packages,
namely KFAS (Helske, and MARSS |Holmes et al| (2012)). The
hope was that these would allow to generalize the methods in a straight-
forward way, but that proved not to be the case. (13 pages; appendices
version page 402)

|"A note about the modelling and simulation of step lengths and turning]
langles.pdf”| presents an exploratory analysis of step length data showing
that in fact it might contain more correlation structure than turning
angle (which is the usual quantity people look at when dealing with
correlation in movement). (15 pages; appendices version page 415)

[’A tutorial on simulated annealing.pdf”| represents an exploration of
what simulated annealing (SA) is and how it works. This was part of
understanding the initial georreferencing procedure developed by Char-
lie White which used SA. (16 pages; appendices version page 430)

[’A maximum likelihood localization procedure based on arrival times|
lat multiple sensors.pdf’ includes a first stab at localization of animals
based on time of arrival (TOA). This is extremely unpolished material
and does not make the direct link with SECR (which is a way to do
localization using also the information on missed sensors - note this is
typically ignored in acoustic localization). (9 pages; appendices version
page 446)
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1 Introduction

One of the possible uses of DTAG (Johnson and Tyack, 2003) data is to estimate
the actual track of an animal based on the measurements made on the DTAG. This
is referred to as obtaining a “pseudo-track”. The reason this is called a pseudo-track
is because the procedure involved is prone to errors. However, if one combines the



DTAG information with independent localizations of the animal, the procedure
can become much more robust. This is referred to as “georeferencing” the track.

As part of the process of georeferencing a dive track using DTAG data, AUTEC
hydrophones provide localizations of the tagged animal that are used to “adjust”
a pseudo-track derived from DTAG data alone. In this report we describe how
the AUTEC data is used jointly with the DTAG data to arrive at animal lo-
calizations, which can then be used as inputs into the procedure of obtaining a
track from DTAG data. The georeferencing itself is elsewhere described (Marques
and Thomas, 2012a) and implemented (Marques and Thomas, 2012b). Here we
look in detail to the “localization” procedure. This goes from the underlying raw
acoustic data, i.e. actual time of arrival (TOA) of clicks at AUTEC hydrophones
surrounding the tagged whale, plus the acoustical DTAG data, all the way up to
localizations of the animal at each click detected on surrounding hydrophones.

In most of the process described in this report, the only data that gets used
from the DTAG is the acoustic data, that is, the time of emission of the clicks from
the tagged whale. The exception is the last step, the localization algorithm itself,
where as described in section 3.5, data from the pressure sensors, namely depth,
is also used.

We explicitly ignore here all the processing of DTAG data that goes on “up-
stream” to obtain the pitch, heading and roll data, required for the pseudotracking
/ georeferencing itself. Readers are referred to Johnson and Tyack (2003) for
details on this, including an example on how to use the DTAG data to obtain a
pseudotrack. We note however that errors introduced by said process might propa-
gate upwards and, hence, be responsible for a large proportion of the measurement
error in the georeferenced localizations, and would probably deserve to be looked
at in close detail. That is not attempted here, and (despite knowing that they are
not!) we take those measurements to be error free.

The pre-processing of data required to obtain the inputs into the localization
algorithm is a relatively complex procedure. Due to its complexity it is hard to
quantify the uncertainty present in a given click localization (z,, y,) estimated for
the n” click, n = 1,2,...,N. Because the acoustic-based localizations are one of
the inputs in the current procedure used for georeferencing (see e.g. ISEC 2012
talk), it is important to understand this process thoroughly. In particular, it would
be interesting to build on it to come up with an integrated inferential framework
which would then allow for estimation of the track given DTAG data and AUTEC
hydrophones TOA’s. This would in turn allow to propagate the uncertainty in the
acoustic localizations into the final track estimate (i.e. incorporating both DTAG
data and acoustic localizations).

We note upfront that, to some extent, this might be an overkill: while ac-
counting for the uncertainty in the AUTEC’s acoustic localizations is elegant and



conceptually appealing, it might be the case that these are very precise when com-
pared to the DTAG data alone, and so, the variance will be nonetheless dominated
by the latter.

In the next section we briefly describe the several steps involved, providing an
overview of the entire process. This is then followed by a separate section, in which
the procedure steps which require further clarification are expanded in separate
sub-sections.

2 Overview of localization algorithm

We have a “template” sound file from the DTAG, with clicks time-of-emission
(TOE). We assume that all sounds not representing clicks from the tagged whale
have been identified and removed, and hence, that we have an error free record of
all clicks TOE.

As stated above, the raw data corresponds to the TOA of clicks at each hy-
drophone. These TOA’s could, a priori, correspond to one of 3 categories:

1. TOA actually corresponds to a click emitted by the tagged animal;
2. TOA actually corresponds to a click emitted by any other animal;

3. TOA actually corresponds to a false positive (i.e. not corresponding to a
beaked whale click at all).

For our analysis, we hope to identify which belong to the tagged animal (1) vs
those who do not (2 and 3).

The hydrophones are assumed to be perfectly synchronized, so that hydrophone’s
time-difference-of-arrival (TDOA) can be calculated from TOAs. On the contrary,
note that the DTAG is not perfectly time synchronized with hydrophones and that
the DTAG likely suffers from clock drift. However, the recorded “DTAG time-on”
is used to time align the sound records from the DTAG and the hydrophones. More
than once this created problems, because it was later confirmed that the “DTAG
time-on” was incorrect. Usually, an up to 2 seconds difference shows up, which is
of little consequence. That difference might be up to say 5 seconds in ‘bad” cases,
but still not an issue. For really “pathological” cases it could be much more than
this, and such cases require identification as they could, otherwise, mess up the
entire procedure. An obvious example of problems would be when the TOA at the
hydrophone is before the TOE at the DATG. However, we note that perfect syn-
chronicity is not required because it is the TDOA between pairs of hydrophones
that gets used in the end for localization, and any time misalignment between



DTAG and hydrophones gets canceled out because the hydrophones themselves
are perfectly synchronous.

Naturally, the time resolution is much higher on the DTAG, sampling at a
very high frequency, compared to the hydrophones. After processing the data
through the detector, Morrissey et al. (2006) refers the use of a 10.7 ms window,
which stems from the FFT time resolution being 10.67 ms. Further, the FFT uses
50% overlap. This should also be considered a quantifiable error associated with
detection time, which is then propagated into localization error.

A number of parameters need to be set before implementing the procedure:

e DTAG time window of 6 seconds; this corresponds to the “chunk” of time
on the DTAG that gets processed: for each click considered we use as data
for cross-correlation the recording time from TOE and TOE + 6 s;

e Hydrophone time window, Morrissey et al. (2006) refers the use of a 10 s
window. We consider the current click TOA at the DTAG to be time 0.
Then clicks before and after 10 seconds in the hydrophone are searched for.
This value was considered to make sure that the click in question would be,
if detected, present in this interval on all surrounding hydrophones;

e the bin width over which one considers whether there is a click or not. Note
there are two different “units” to be considered here:

1. the bin that gets slided each time, to get the TDOA, referred to as the
comb sieve bin width. This is set to 5 ms.

2. the bin over which a click is considered to be present if it is in the
same time bin in the DTAG and the hydrophone data. This is set, in
practice, to 10 ms

This is a consequence of how the algorithm is coded. The construct sieve
function (“con_sieve.m”) automatically adds an additional 5ms bin subse-
quent to the detection bin, e.g. a “fudge factor”, which means that a click
is considered to be present if it is in the same 10 ms bin in the DTAG and
the hydrophone data. JW found that using a 10 ms comb sieve bin width
to begin with, which would lead to effectively 20 seconds bin for matching,
resulted in many instances where more than one time delay would have the
same number of “matches” due to the presence of noise, conspecific clicks,
and steady click repetition rate.

Using the data and the above parameters, for each of the K hydrophones
surrounding the DTAGed whale, the following procedure is then repeated for all
the N clicks present in the DTAG record.
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For each hydrophone (k,k =1,2..., K):
For each click (n,n =1,2,..., N):

1. time align DTAG and hydrophone data using the “DTAG time-on” and the
AUTEC’s hydrophone clock time; For each possible time alignment over the
20 seconds window (i.e. sliding the hydrophone sound file 5 ms at the time):

(a) calculate and store the number of bins (of 10 ms) which simultaneously
have clicks on them

(b) go to the next TDOA,; if it is the last within the 20 second window go
to next step

2. assign a TDOA to the n** click, corresponding to the time difference that
results in the largest correlation between the DTAG data and the current
hydrophone data (further details on section 3.1);

3. go to the next click; if it is the N** click, go to the next step, else go back
to point 1 above

4. go to the next hydrophone; if it is the last hydrophone, procedure ends.
Then, using all the hydrophone-DTAG TDOA’s for all the click and hydrophone

combinations obtained as described above:

1. plot the resulting TDOA data, with time along the dive in the x axis and
TDOA on the y axis, which results in a “TDOA plot” (further details on
section 3.2);

2. “clean up the TDOA plot” from clearly imconsistent TDOAs, resulting from
spurious correlations (further details on section 3.3);

3. Interpolate the available TDOA measurements to obtain a TDOA for (es-
sentially) every click and every hydrophone (further details on section 3.4);

4. transform these TDOA’s between DTAG and hydrophone into hydrophone
TOA and feed the resulting TOA data into a localization algorithm, finally
obtaining each click’s localization (further details on section 3.5).

3 Zooming in on key algorithm steps

3.1 Creating TDOA’s

Note at this stage TDOA’s are between the hydrophone and the DTAG, not be-
tween pairs of hydrophones, although one can get the later from the former.



For hydrophone k, the outcome of this previous step can be seen as a vector
of 0’s and TDOA'’s, represented by T'DO Ay, where say

TDOA,. = (0,TDO Ay, TDO Ay, 0,0, TDO Agg, ...)

means that of the first 6 clicks, only the 2nd, 3rd and 6th clicks were detected in
that hydrophone, and so only for these TDOA’s are available.

Note that in practice there is a very small number of 0’s (if any), because there
is no “correlation quality” check in this step. Even if all correlations are really low,
there is always one which is the highest. This contributes for adding noise (i.e.
spurious correlations) to TDOA plots (see below).

However, in the MATLAB code, several quality variables are created and out-
puted as part of the process, and hence could be used in the future to provide some
validation. These quality check quantities include variables like number of TOAs
in window, number of TOEs in window, number of matches and number of similar
matches (i.e. 2, 3 or more different TDOA’s could all produce the same number
of matches; in particular, the code defaults to use the first one if that is the case).

3.2 TDOA plots

These present conspicuously to the naked eye a set of “TDOA lines”, which would
be horizontal lines if the animal was stationary, but have slopes depending on how
fast the animal is approaching or moving away from the hydrophone involved in a
particular TDOA.

At this stage the plots are cluttered with TDOA’s, many (if not most) of which
are necessarily spurious, and hence a cleaning step is implemented, as described
next.

3.3 Cleaning TDOA data

While we tend to refer to this as cleaning TDOA plots, strictly, one is cleaning the
data, not the plot.

Spurious correlations, resulting from a multitude of reasons, will contribute
with considerable noise to the TDOA plots. As mentioned before, there are no
checks for the quality of the called TDOA, so the largest correlation wins, but
actually that could correspond in the limit to a single click being in the right time
bin, which could be caused by false positives (say false association of clicks).

For each hydrophone, the TDOA data is filtered by thresholding the histogram
of TDOAs in sequential blocks of time and then manually selecting whether to
include the selected points in the final TDOA output. The procedure involved is:

For each 1 minute period in the DTAG:
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e create an histogram from the minimum TDOA to the maximimum TDOA,
with bins with a width of 0.01 seconds

e find the bin with the maximum number of TDOA’s (the “maximum class”)
e select all the TDOA’s within 0.05 seconds of that bin and discard all others

e (a manual check of whether this was a reasonable thing to do, using a plot
with different colors for the removed and kept TDOA’s, was routinely im-
plemented)

The rationale behind this procedure is that given the hydrophones are fixed
and the animal moves slowly, TDOA cannot change abruptly over a short time
period. This step depends, to some extent, on an arbitrary threshold, namely
the bin width used and the range of TDOA’s considered, and these values where
obtained based on a trial and error empirical process, ending up with values that
lead to reasonable tracks.

An additional check that might be (but was not) implemented would be to
check that successive “maximum class” values were close, as these should not vary
abruptly either.

3.4 Interpolation

Due to the clicks narrow beam pattern, usually each click is at best only detected at
one or two, maximum 3, hydrophones. Using interpolation on can obtain a TDOA
for the clicks which were not detected at a given hydrophone, provided clicks (not
much) before and/or after were detected. Thes corresponds to interpolating the
clearly visible TDOA lines in the plots for times of clicks not detected. Therefore,
after the cleaning up step, the resulting TDOA is interpolated using a piecewise
method that preserves the original data. A binary matrix also records which
TDOAs are real versus interpolated.

For the conspecific analysis, the TDOA data was interpolated in sections, so
that a pause of 20 s or greater with no data would result in a new section being
created for interpolation. No interpolation was attempted during those longer
gaps with no measurements. This was not what was done for the georeferentiation
used in Marques et al. (2009), when the start and end times for interpolation were
manually chosen.

3.5 Localization of clicks

Finally, the (hydrophone-DTAG) TDOA sets are converted to hydrophone TOAs
by adding the DTAG TOE to the TDOA vector. The TOA vectors are indepen-
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dently solved by the localization algorithm using the depth of the tagged whale
for each click.

These position estimation problems typically utilize an hyperbolic model'. The
model generates a system of non-linear equations which must be solved to estimate
the object’s position. Additionally, a number of localization algorithm “flavours”
are possible: as an example, one might choose between considering the propagation
velocity sensor dependent versus constant across sensors. We do not dwell into the
details of the actual algorithm here. The reader is referred to Vincent II (2001) for
further details on localization algorithms and many additional references on the
subject.

The localization algorithm not only produces an estimate for the animal po-
sition when the click was emitted, as it also produces an estimate of the TOE of
the click. Checking this TOE against what it was supposed to be given the initial
time alignment was always done, as it allows an additional check for problems.

Note localization works even if the DTAG and the hydrophones are not per-
fectly synchronous, because what gets used are the between hydrophone TDOA's,
and any asynchronous behavior cancels out when making the differences between
the TOA’s for pairs of hydrophones, as hydrophones are perfectly synchronous.

At this point there is a choice to be made about the quality of the TOA’s used
for localization. One could consider localizing the animal only for:

e all clicks for which there are at least 3 interpolated values (this actually
means you have sections of the localizations considered which are really
smooth, because they are based on smoothed TDOA’s), or

e for clicks for which there are at least two actual measured TDOA’s + 1
interpolated TDOA (this was what actually was used for the georeferencing
prior to the analysis reported by Marques et al. (2009), and leads to more
noisy localizations).

The TOA vectors are independently solved by the localization algorithm for
each click. It is important to state explicitly that the actual depth, as measured
from the DTAG (remember the pressure sensors from which depth is derived are
very accurate) is used as an input in the localization algorithm, hence significantly
improving the ability to localize in the (z,y) plane. Note this also means you
only need 3 TDOA’s (for an exactly determined solution, from 4 onwards on gets
an over-determined solution), rather than 4 required if depth was not used as an
input, for the localization algorithm to work.

IThis is a consequence of the fact that the TOE is unknown. If it were known, we
could use a spherical model. Note that had the DTAG and hydrophones been perfectly
synchronized, that would be the case.



Because localization is done independently on a click by click basis, it might
be inefficient, but on the other hand, it actually means once we plot all the local-
izations in 3D space if they do not look like a track, something went wrong: so
there is some internal consistency check that is automatically implemented. On
the other hand, if the process was not independently done click by click, the output
might look like a reasonable track just because the way it was built successively
using prior results.

4 Conclusions and potential work ahead

It is our hope that this report can serve as a record of what was done to obtain
localizations based on data collected at AUTEC hydrophones combined with the
DTAG data.

A number of areas that could benefit from further work include:

1. look closer to the procedure that occurs prior to obtaining the pitch and
heading from the DTAG accelerometer and magnetometer data. While this
data was not used here, because it is then combined with the locations
obtained here, it could have a major impact in the final output;

2. quantify uncertainty/precision for the z,y coordinates obtained through lo-
calization. These might presumably be obtained as a by-product from the
optimization algorithm (this is possible especially when one has more than
3 TDOA’s for the localization algorithm);

3. Understand the sensitivity of the procedure to a number of ad hoc settings,
including:

e bin width for the comb sieve

e adjustment for bin width for a match to be called

e time over which correlation is computed (in both DTAG and hydrophone
records)

e histogram settings for TDOA clean up

4. develop a one-stop-shop procedure that takes as inputs the heading, pitch,
depth and speed (strictly required to get pseudo-tracks) and the DTAG
TOE’s and hydrophone TOA’s. This would allow at once to obtain the
localizations that both best fit the acoustic data and the DTag data, and
that included error in the hydrophone TDOA’s in an appropriate way.
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1 Introduction

In this document we describe the building blocks required to create a simula-
tion engine within LATTE. We consider an agent based modelling framework,
in which whales with realistic behaviour will be used to populate AUTEC.
The goal is to simulate beaked whale movement, sound production and sound
detection at AUTEC. Figure [I] presents AUTEC within the wider region of
the Bahamas.

The key species studied under LATTE is Blainville’s beaked whale (BBW)
Mesoplodon densirostris. This species has been shown to be sensitive to navy
exercises on the AUTEC range, likely due to SONAR use (McCarthy et al.,
2011; Tyack et al., 2011). BBW behavior is characterized by frequent long
deep dives to forage at depth interspersed with periods of shallow diving.
During each deep dive the animals typically produce thousands of echolo-
cation clicks (Tyack et al., 2006). BBW echolocation CliCkEEI are commonly
detected year round at the AUTEC range.

In LATTE we propose to develop methods which combine different types
of data, with different spatio-temporal resolution:

1. AUTEC range data: cheap, easily available, in almost continuous time,
low resolution data, namely counts per hydrophone (and unit time) of
detected beaked whale cues;

2. DTAG data: provides high resolution in both space (meters) and time
(Hz), but expensive and with very restrict temporal coverage (hours);

3. satellite tag data: with an intermediate temporal (weeks) and spatial
(kilometers) resolution.

The idea is fit a joint Movement, Sound Production, and Sound Detection
(MSPSD) model that links these three data sources. This model will then be
used to make inferences about possible impacts of human generated sounds
on beaked whales. Such inferences would be obtained by comparing relevant
model parameter estimates (e.g. a group’s vocal period length) from data
collected in ‘baseline” periods of potentially disturbing sounds absence, with
data collected at “impacted” periods, in which potentially disturbing sounds
are being produced.

'In this report we often refer to these simply as “clicks” or “cues”.
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Figure 1: The AUTEC range location within the Bahamas region, with key
islands and regions.



We note that within the realms of DECAF, we produced a simulation
engine which meant to reproduce click counts on the AUTEC hydrophones,
and hence many ideas on simulating these animal dives are taken from that
effort (see Marques and Thomas, 2008, for further details). This exercise
failed at the time to reproduce the observed click counts at AUTEC. This
was mostly due to the fact that, back then:

e the detection process was not yet well characterized;

e there was a large amount of false positives, which is now lower by over
an order of magnitude;

e apparent differences in hydrophone performance were present (which
we still have no good handle on, but this might be a minor problem in
practice).

An additional key problem is related to the fact that we only have access
to data to characterize individual animal movement, while these animals
happen to occur in groups. This problem persists as we write the current
report. Understanding within-group-at-depth-behaviour of these animals is
the focus of a recently funded ONR project (GROUPAM - Beaked whale
group deep dive behaviour from passive acoustic monitoring).

1.1 Previous reports

This work was built over a report produced within the realms of DECAF.
Therefore, in the corresponding DECAF folder there might be additional
useful information to understand this document. However, we have tried
to make this report self contained. Additionally, this work builds on ideas
scattered along several other internal DECAF /LATTE reports. We try to
provide such references in the appropriate sections, but we also list here key
sources, which have self explanatory names:

1. Explaining the code for the simulation of click count vectors 4 LATTE
(Marques and Thomas, 2012a)

2. Modeling beaked whales movement, sound production and detection at
AUTEC (Marques and Thomas|, 2012c))



3. Modeling beaked whale DTag data and simulating 3D movement via
a latent-variable approach with feedback and semi-Markovian compo-
nents Marques et al.| (2013al)

1.2 Overview of the simulation process

The simulation process requires a number of components/modules which
we list below. A qualitative assessment of each of the components current
development and implementation status is also provided:

1. definition of the simulation region - conceptually straightforward; ac-
tual physical boundaries defined based on (1) depth constraints and (2)
some (essentially arbitrary) decisions for the northern boundary. The
actual way to keep animals within these boundaries over the course of
a simulation run is embedded in the process of movement simulation
itself (see component 4 below);

2. initial group location - conceptually straightforward, currently imple-
mented using a simple uniform density in space with mean intensity
following [Marques et al.| (2009); Moretti et al.| (2010)). We note that an
actual density surface could be obtained, by combining data from (1)
D. Claridge visual surveys and (2) AUTEC hydrophones. However this
was not not pursued within the realms of LATTE because: (1) it was
unlikely to lead to considerable changes in any of the outcomes ; (2)
any such pattern would be easily incorporated in the simulation with-
out changing any of its undelying features; (3) Diane’s data was not
formatted to allow easy use for this purpose; (4) using only data from
AUTEC would be a possibility, but it would be too much work without
a sensible objective, since it covers only the AUTEC range while we
simulate over a much wider area;

3. group size - conceptually straightforward, currenlty using data from
D. Claridge as cited in Marques et al.| (2009)); data from group sizes
obtained by modeling Autogrouper outputs might also be used (see
Marques et all [2013b] for details), but then again these would prob-
ably represent an overkill for the AUTEC range while unavailable ev-
erywhere else;



4. movement of animal over space and time - conceptually (and also imple-
mentation wise) is the hardest component. There are several sub-stages
involved. See section (3| for further details, but in short it consists of

(a) depth profiles simulated over time using models as in Langrock
et al. (2013)

(b) 2D displacement conditional on a depth derived behavioural state
(based on DTag data)

(c) constraints to avoid stranding. These are implemented via a bi-
ased random walk, conditional on distance to closest “shallow”
point. These are informed by DTAG data, satellite tag data, and
Diane Claridge’s personal communications.

(d) notion of home range, implemented via a biased random walk,
conditional on distance to home range center; informed by satellite
tags.

5. movement of animal(s) within a group - this is the component over
which we have the least information. Gathering data about at depth
behaviour of multiple animals is hindered by the fact that multiple
DTAGs on the animals of a single group are extremely rare. To the best
of our knowledge the only instance where this is available for beaked
whales was for a pair of Ziphius cavirostris as described in|[Zimmer et al.
(2005)). Therefore, while we have a good knowledge of what an animal
does at depth, we do not know how animals behave with respect to
each other. The actual interaction and coordination between animals
will have a strong influence in the perceived acoustic footprint of a
group. We choose to consider that the above movement corresponds to
a focal animal - note that this is simply conceptual and pragmatic, and
no animal need to actually have said role. Defining it like this means
that for a group of size one, we already have simulated the movement
of the entire group. For a group of individuals we will only keep track
of the individual animals positions for the periods when the group is
vocally active. This is justified because (1) when the group is silent
it cannot be detected acoustically and (2) at the surface groups seem
to be very cohesive, with members in close vicinity, so keeping track
of the position of the “focal” animal is enough; there is essentially no



data available to parameterize this component H Currently we are
considering a biased random walk with the focal animal being a 3D
center of attraction, representing a 3D extension of ideas proposed by
Langrock et al|(2014)); ready to be implemented.

6. sound production - conceptually straightforward, we have opted to con-
sider a model of sound production conditional on depth, informed by
DTAG data; this could be instead based on literature, but a link to
existing simulated depth profiles would then be required; ready to be
implemented

7. sound detection - well characterized at AUTEC, as in Marques et al.
(2009); ready to be implemented

8. gathering data as would be observed at AUTEC is computational in-
tensivebut nonetheless conceptually straightforward given all the above
is in place

A practical problem is that all these components were separately dealt
with, so the spatial and temporal scales of analysis differ and hence glueing
them toghether is not as simple as one might hope for. As an example, sound
production and detection is essentially a continuous process but movement
modelling has been discretized, with 1 position per “time step”, but actual
“time steps” being different depending on the analysis (e.g. 10 seconds for
the fHSMM component, 0.2 seconds for the georreferencing component). We
have attempted to use a pragmatic approach to arrive at a full MSPSD
simulator, respecting the following three properties:

1. that the approach is modular, i.e. if an improved solution is found for
one of its components that component can be easily updated

2. that whenever arbitrary (in the sense of not being directly estimated
from data) parameters / decisions were necessary these were chosen
such that their impact would be negligible (or otherwise a remark on
sensitivity made)

2We note that, as mentined above, collecting information about this component is the
main objective of ONR’s project GROUPAM, and therefore we might later be able to
replace this module
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2.1 Hydrophone location

3. that realism is respected, except in situations were the burden of do-

ing so was considered too high, given the neglegible impact on the
results considering the spatio-temporal scale of analysis expected to
occur downstream.

Preliminaries about the simulation region

We begin by reading in the hydrophone data from a file obtained during
project DECAF. Note that in this file the locations are provided in an arbi-
trary coordinate system, and here it might be better to have them in latitude
and longitude, despite these having been shifted and jittered for security rea-
sons. For that reason, we considered using the information archived on OBIS
Seamap (available within the DECAF case studies data sets), as that has al-
ready been approved for public release. We consider here the data in file
“seamap678.csv”’, which had to be tweaked to filter the adequate informa-
tion. Details are given in the .Rnw file. In figure [2| we present the relative



location of the hydrophones and the distribution of the hydrophone’s depths.
We see these range between 1200 to 2000 meters, with a mean depth of —1652
m.

2.2 Bottom depth

We know these animals tend to avoid shallow areas. This simulation exercise
will have an intrinsic spatial component, and hence we need to harvest the
required information to be able to, at the very least, contain the animals
within some reasonable longitude (z), latitude (y) and depth (z) boundaries.
In practice, we will only explicitly constrain z, and this will then be used to
define the appropriate x,y boundaries.

2.2.1 Etopol data - deprecated

The depth data, “etopol.xyz”, was downloaded from NOAA’s website http:
//www.ngdc.noaa.gov/mgg/global/global.html, and presents a resolution
of 1 arc-minute. This resolution is presumably too coarse for our objectives,
given that a whale’s entire dive could be considered to occur at constant
depth, but we will use it for the time being.

We can plot the depth contours and add AUTEC’s hydrophones (Figure
3). This figure hints for a clear mismatch between the depths and the hy-
drophone coordinates. As an example, hydrophone 56, the shallowest, seems
to be less than 500m deep, yet we know that it is at about 1300 m. This
seems to hint for a mismatch or severe inaccuracy in the depth data and/or in
the hydrophone location data. Inaccuracies of this type, with areas known to
be deeper appearing to be shallower, have been reported elsewhere (Amante
and Eakins, 2009). The depth contours in say |Ward et al.|(2012)) are closer
to Andros Island (cf. Figure . No idea what might be the cause of this,
but it could actually be that |Ward et al.| (2012)) contours were based on old
data, just for illustration purposes.

2.2.2 NUWC data

Motivated by the issues described in the previous section, a new source for
depth data was deemed necessary. A second data set containing depths was
provided by Jessica Shaffer (file : “Autec_Weapons_Range 0.2min_bathy.txt”).
We read that file into R.
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Figure 3: The AUTEC range within the Tongue of the Ocean. Red dots
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areas where bottom depth is below 400 meters.
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Figure 1. Atlantic Undersea Test and Evaluation Center (AUTEC) hydrophones with area
of certain detection (A) indicated in gray. Numbers indicate how many simultaneous sperm
whale click trains observed per sample at each location. Circles outlining hydrophones indicate
sperm whales detected outside the certain detection area. Depth contours at 200 m intervals.

Figure 4: The AUTEC range within the Tongue of the Ocean, taken from
Ward et al. (2012)
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The difference between the depths we have for each hydrophone and the
depth that it gets associated with once overlaid to the new AUTEC depth
data are much smaller than before, as evidenced in figure [5| (top row).

Because we know that the hydrophone’s true locations were shifted and
jittered, we would not expect a perfect match regardless of the depth data
quality. Assuming that the hydrophone positions were mostly shifted (i.e.
relative positions kept approximately constant, just moved in latitude and
longitude), one could estimate the true hydrophone locations. We coded a
simple function which evaluates the discrepancy between known hydrophone
depths and hydrophone depths as a function of shift. Correcting the available
hydrophone positions by the shift that minimizes that function probably
places the hydrophones closer to their true position.

We can plot the new depth data, with the AUTEC hydrophones loca-
tions, to see that these now make much more sense than what we previously
observed (Figure @ We also show in the same figure, in green, the position
of the hydrophones which is obtained by minimizing differences in depth
given what we know to be true and that obtained by overlaying hydrophone
locations with AUTEC depth data. Assuming the bathymetry is correct, it
seems like the true positions are about a baseline (i.e. ~ 4km) south of what
we have been provided.

FALSE [1] -77.7866 -77.2400
FALSE [1] 24.155 24.905

FALSE [1] -77.63994 -77.38663
FALSE [1] 24.30488 24.75803

FALSE Warning in nlm(f = getsum, p = c(0.01749869, -0.0505816)):
NA/Inf replaced by maximum positive value
FALSE Warning in nlm(f = getsum, p = c(0.01749869, -0.0505816)):
NA/Inf replaced by maximum positive value
FALSE Warning in nlm(f = getsum, p = c(0.01749869, -0.0505816)):
NA/Inf replaced by maximum positive value
FALSE Warning in nlm(f = getsum, p = c(0.01749869, -0.0505816)):
NA/Inf replaced by maximum positive value

In the following we will use as hydrophone positions those which are
internally most consistent with the new depth data, based on the assumption

that depth data provided by NUWC are reliable and that original positions
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Figure 5: Relation between depths as provided with depths obtained from
the depth data at the assumed coordinates. On the bottom row the same
relation is shown, but from the depth data taken at the coordinates such that
the difference between the provided depths and corresponding depths given
the depth data is minimized.
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