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Abstract

The main purpose of this study was to produce and test the reliability of predictive models of cetacean distributions off the west coast of Scotland. Passive acoustic and visual surveys were carried out from platforms of opportunity between 2003 and 2005. Acoustic identifications were made primarily of harbour porpoises (*Phocoena phocoena*), delphinids, and sperm whales (*Physeter macrocephalus*). Generalised Additive Models (GAMs) were used to relate species’ distributions to a range of environmental variables over a range of temporal and spatial scales.

Predictive models of delphinid distributions showed both inter-annual and inter-month variations. Combining data for all months and years resulted in a model that combined the environmental influences from each monthly and yearly model. Overall, delphinids were found to associate with the deep (> 400 m) warm water (10.5°C-12.5°C), and in areas of deep thermocline.

Relationships between sperm whales and environmental variables were consistent over changes in grain size (9 km or 18 km), but not between areas. Although sperm whales were distributed in deep water characterised by weak thermoclines and strong haloclines in the most northerly area (Faroe-Shetland Channel), they were found in deep productive areas with cold surface temperature in the more southerly waters (Rockall Trough).

Within the southern Inner Hebrides, high use areas for harbour porpoises were consistently predicted over time (in years) and with differing survey techniques (acoustic versus visual), but not over space (southern Inner Hebrides versus whole of the Inner Hebrides). Harbour porpoises were mainly distributed in areas with low tidal currents and with higher detection rates during spring tides.

The use of prey as a predictor variable within models of delphinid distribution shows some promise: there were correlations between delphinid and herring (*Clupea harengus*) in shelf-waters in 2005 but not in 2004. These models can be used in mitigating acoustic threats to cetaceans in predicted high use areas off the west coast of Scotland.
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Chapter 1

Introduction

Setting the scene

1.1 Predictive models in ecology

‘A predictive model is one where confidence in the hypothesised relationships allows projections of observed patterns into independent situations’ Araujo & Guisan (2006).

For a species to persist in a given environment it requires the resources and conditions to survive, grow and reproduce. This may be driven by physiological constraints, interspecific competition (Beare et al. 2003; Bearzi 2005; Parra 2006; Shane 1995; Sivertsen et al. 2006; Spitz et al. 2006), distribution of prey species (Benoit-Bird et al. 2003; Croll et al. 1998; Fiedler et al. 1998; Frederiksen et al. 2006; Gende & Sigler 2006; Schneider & Piatt 1986; Vlietstra 2005), and avoidance of predators (Hammerschlag et al. 2006; Wirsing et al. 2007). All of these factors can be linked back to the environmental conditions that persist in an area (Beaugrand & Reid 2003; Beaugrand et al. 2003; Croll et al. 2005; Friedlaender et al. 2006; Hunt 1997; Ichii et al. 2007; Soto et al. 2006; Zamon 2003). Modelling the distribution or abundance of a species allows us to quantify the needs of the animals in terms of the environmental variables in which they were observed.

Data on the distribution of the vast majority of species are sparse, resulting in information about species distributions that is inadequate for many applications (Elith et al. 2006). However, by modelling how a species distribution relates to its underlying environment, it is possible to provide more detailed predictions of distributions which are essential for conservation and population management (Anderson et al. 2003; Austin 2002; Elith et al. 2006; Guisan & Thuiller 2005; Pearce & Ferrier 2000). The use of such models allows us to efficiently monitor the distribution and abundance of a species over time and predict any future changes (Buckland & Elston 1993). By using a model to examine inter-annual changes in species distributions, it is possible to evaluate a species’ persistence within a habitat and thus allow for identification of critical areas for conservation (Cañadas et al. 2003).
Such models may also be used to predict a species’ distribution into the future with habitat changes (e.g. climate change: Araujo et al. 2005; Bakkenes et al. 2002; Skov & Svenning 2004; Thomas et al. 2004). Also, although a species’ habitat preferences may change between areas, predictive models allow the modeller to highlight areas that may be of importance to the species to allow for the direction of future survey effort (Cañadas et al. 2005).

The most recent developments in predictive modelling have taken place within climate change research, attempting to extrapolate the likely impacts of global climate change on species distributions (Araujo et al. 2005; Bakkenes et al. 2002; Skov & Svenning 2004; Thomas et al. 2004), or on the risk of extinction (Araujo et al. 2005; Thomas et al. 2004). Predictive modelling is also particularly important in conservation planning to ensure that any reserve network, or Marine Protected Area (MPA) is robust to the uncertainties resulting from incomplete or spatially biased survey data (Guisan & Thuiller 2005; Wilson et al. 2005), or from environmental fluctuations over time (Cañadas et al. 2005).

Predictive modelling has been used extensively in marine mammal conservation research (Aarts 2006; Cañadas et al. 2005; Ferguson et al. 2006; Jimenez 2005; Kaschner 2004; Moses & Finn 1997). For example, Cañadas et al. (2005) used Generalised Linear Models (GLMs) to generate predicted distribution and density maps for a number of cetacean species in Spanish waters, and these data were used to support proposals for a number of proposed Special Areas of Conservation (SACs). Their models were based on more than a decade of survey data, so these SACs are likely to be relatively robust over time within the area surveyed. There are also examples where extrapolation outwith the survey area has been used for conservation planning (Kaschner 2004; Macleod 2001; Moses & Finn 1997). For example, Moses & Finn (1997) used models based on known distribution of the endangered right whale (*Eubalaena glacialis*) to predict locations of currently unknown summering grounds. Such an exercise allows for better direction of research to investigate these unexplored areas, and the predictive models themselves were to be used within the recovery plan for the species.

In this thesis, predictive models of harbour porpoise (*Phocoena phocoena*), delphinid, and sperm whale (*Physeter macrocephalus*) occurrence off the west coast of Scotland
are developed and explored. The main driver for this research was to provide models able to predict critical areas for cetacean species, such that the appropriate mitigation measures can be put into place in these areas to reduce risks to cetaceans from potentially harmful anthropogenic activities. This chapter provides further detail on predictive modelling techniques, some background information on the species studied and of the survey area, the main survey techniques used and some background on the effects of noise on cetaceans.

1.2 Aspects of predictive environmental modelling

Many aspects need to be considered when building environmental models of a species distribution, even more so when using these models to predict over space or time. These include: appropriate direct or indirect environmental predictors; the consideration of scale; the problem of autocorrelation; and model validation to ensure that models are the most robust to all of these aspects for predicting species distributions. Each of these aspects will be discussed in turn.

1.2.1 Direct or indirect predictor variables?

Factors that affect the distribution of a species can act either directly or indirectly (Austin 2002; Guisan & Thuiller 2005; Guisan & Zimmermann 2000). For example, the distribution of prey species is likely to have a direct effect on cetacean distribution: any animal will spend a lot of its time in locations where it can forage. However, other environmental features are likely to indirectly affect species distribution; examples include sediment type, tidal state, and tidal range, which affect a species’ distribution due to their spatial or time dependent correlation with prey distributions. Environmental features can vary in their effect on a species distribution due to their position in the chain of processes: from proximal (closest to being a causal effect) to distal (Austin 2002). For example, availability of sand/gravel habitat suitable for sandeel prey species (Wright et al. 2004) would have a more proximal influence on predators of sandeels than an environmental effect that in turn influences the recruitment success of sandeels, such as sea temperature (Arnott & Ruxton 2002). Clearly, for robust models applicable over large areas, the models should be based on direct and proximal variables (Guisan & Zimmermann 2000). However, as it is often difficult to measure direct variables such as prey distributions, so predictive models often have to resort to indirect measures (Austin, 2002). Prey availability is
particularly difficult to measure for cetacean distributions because many are opportunistic foragers, feeding on a wide range of prey species. For their prey distributions, there are only detailed data for those species and areas that are important to commercial fisheries. Indirect variables are often easier to measure, with data on depth and sea surface temperature, for example, being readily available nearly anywhere in the world.

In this study, predictive models were based mainly on indirect environmental features that are likely to be readily available to managers for predicting cetacean distributions around the west coast of Scotland. The variables include readily available topographical and sediment gridded maps, satellite data for sea surface temperature (SST) and chlorophyll, and the outputs of tidal and oceanographic models available both for on-shelf and off-shelf waters off the west coast of Scotland. Chapter 5 investigates whether herring (Clupea harengus) distributions could be used as a direct predictor of delphinid distributions based on data collected simultaneously from the same platform in shelf waters to the west of Scotland.

1.2.2 Spatial scale in ecology

The concept of scale is important throughout studies of ecology (Wiens 1989), but particularly so in the development of environmental models of species distributions. Two types of scale can be defined: (i) extent – the overall area under study; and (ii) grain – the size of the units at which species-environment relationships are examined (Wiens 1989). Increasing the extent while keeping the grain size constant would incorporate more heterogeneity so increasing between-grain variance. Whereas, increasing the grain size while keeping the extent constant results in more heterogeneity being contained within the grain, so reducing the between-grain variance, but reducing predictive accuracy.

This can translate into different relationships between a species distribution and the underlying environment dependent on the extent (Boyce et al. 2002; Fielding & Haworth 1995; Jimenez 2005; Moses & Finn 1997; Osborne & Suarez-Seoane 2002; Randin et al. 2006) and grain size selected (Bailey 2006; Fauchald et al. 2000; Guinet et al. 2001; Guisan & Thuiller 2005; Jaquet 1996; Jaquet & Whitehead 1996; Mehlum et al. 1999; Rose & Leggett 1990; Schneider & Piatt 1986). For example, if only a
part of the range of an important environmental parameter is sampled within the
extent, it can lead to incorrect interpretations of the ecological relationship of the
species under study (Van Horn 2002).

The extent can be deliberately confined by partitioning the data into two or more
separate areas or extents to investigate the generality (Fielding & Howarth 1995) or
transferability (Randin et al. 2006) of species-environment relationships: that is, the
ability of a model to predict species distributions in other areas. This is a form of
cross-validation (Araujo & Guisan 2006) that is deemed essential if species
distributions are to be predicted outwith the extent of the study (Boyce et al. 2002).
This is of particular use for species for which there are very few data, where such
techniques can be used to highlight high-use areas that have not yet been explored, or
for identifying those areas that may have been important to the species in the past
(Jimenez 2005; Moses & Finn 1997). Moses & Finn (1997) used spatial cross-
validation to predict likely summering grounds for right whales where whaling had
occurred historically, and used this to inform a recovery plan for the species. Using
similar spatial cross-validation techniques, Jimenez (2005) discovered that lagoons
were the key habitat for West Indian manatees (Trichechus manatus), highlighting the
value of these areas for conservation and as potential re-introduction sites for the
species.

The choice of grain size must be selected to match the scale at which the key
environmental processes occur (Araujo & Guisan 2006; Guinet et al. 2001; Guisan &
Thuiller 2005; Jaquet 1996; Jaquet & Whitehead 1996). It is also restricted to the
resolution of the available environmental data, for example, in this study off-shelf
data for many of the environmental variables were only available on a 9 km grid, so a
smaller grain size could not be used in this area. Grain size is particularly important
when considering predator-prey interactions (Fauchald et al. 2000; Guinet et al. 2001;
Mehlum et al. 1999; Rose & Leggett 1990; Schneider & Piatt 1986), where
relationships between predators and prey can only be identified at a grain size larger
than the size of prey patches. This is illustrated very clearly in a study carried out by
Guinet et al. (2001) which found a negative correlation between female Antarctic fur
seals and prey density at a small grain size (0.1°x0.1° or approx 10x10 km), but a
positive correlation at a large grain sizes (> 0.2°x0.2° or approx 20x20 km). Similar
findings were reported by Jaquet & Whitehead (1996) in a study of sperm whale distributions in the Pacific Ocean in relation to secondary productivity.

The types of oceanographic processes within the extent of a study can be used to decide what grain size should be used (Jaquet 1996). Jaquet (1996) defined two main sets of processes which she suggested were relevant in predicting sperm whale distributions in the North Pacific, and should use different grain sizes. Very large grain sizes should be used for upwelling type environments, characterised by trophic lags of 4 months and several hundred kilometres between primary production peaks and peaks in sperm whale prey density. Smaller grain sizes should be used in areas with processes that tend to aggregate both primary production and prey within an area with no spatial lag.

In this thesis, Chapters two to four all investigate the effect of extent on resulting models, and Chapter three also examines the effect of grain size on predictive models of sperm whale distributions.

1.2.3 Autocorrelation in predictive modelling

Autocorrelation describes the synchronicity between adjacent points in time or space: ‘temporal’ or ‘spatial’ autocorrelation (Koenig & Knops 1998). Temporal and spatial autocorrelation (pseudoreplication) can occur during passive acoustic monitoring of cetacean distributions if the same animal or group of animals is heard over several sampling points (Gordon et al. 2000). Spatial autocorrelation can also occur when the species is associated with an environmental variable that exhibits some form of spatial pattern. For example, prey distributions are generally patchy, and exhibit considerable spatial autocorrelation at the scale of the patch size, so predators will tend to be aggregated at the same scale as the prey patches (Rose & Leggett 1990). Spatial and temporal autocorrelation can also occur if the species being studied occurs in large social groups that can be detected over several sampling points (Whitehead 2003).

The main problem with autocorrelation in environmental modelling is model ‘overfitting’. This is caused by underestimation of the standard errors resulting in variables being considered significant when in fact they are not (Borchers et al. 1997; Lennon 2000). Autocorrelation can be addressed in a number of ways in the
modelling process. Firstly, each group of animals could be represented by a single presence per group positioned at the mid-point of the group. This method was applied to the modelling of sperm whale habitat use in the Mediterranean (Gannier et al. 2002; Gannier & Praça 2007; Gordon et al. 2000). However, this reduces the sample size significantly and ignores the fact that the animals are present over the whole habitat over which that group is spread, not just at the central position of the group.

Secondly, a grain size large enough to reduce the autocorrelation to a minimum could be applied to the data, allowing variables within each grain and group to be summarised. For example, if the data were autocorrelated to 60 km, then a >60 km grain size could be used for analysing the species-environment relationships. However this also reduces the number of samples significantly, and prevents fine scale evaluation of the importance of different environmental variables.

Thirdly, the data can be sub-sampled, for example, Paxton et al. (in review) found that humpback whales were still autocorrelated to 140 km even after modelling, so for variance bootstrapping they sampled every 20\textsuperscript{th} data point (since the average segment length was 7.5 km). For building models, this method also reduces the sample size significantly, and would also result in a loss of data in the locations that were not sampled.

Fourthly, the autocorrelation can itself be modelled and included in the overall habitat models. These techniques are relatively new to the field of ecology, but so far include Generalised Linear Mixed Models (GLMMs - Stephenson et al. 2006), Generalised Additive Mixed Models (GAMMs – Mendes 2007), and Generalised Estimating Equations (GEEs) applied either to GLMs or GAMs (Bailey 2006; Scott-Hayward 2006). Although these methods show some promise, they are generally computer intensive, and methods such as GEEs fail to converge if the group or ‘cluster’ size is large relative to the number of ‘clusters’ (Bailey 2006). Mendes (2007) analysed the same sperm whale data as in this study using GAMMs and found that her models often failed to converge (Mendes pers. comm.) perhaps due to the large correlation but also due to small sample sizes of sperm whales encountered off the west coast of Scotland.
Finally, the method used in this thesis uses cross-validation methodology which provides a relatively simple way of accounting for the increased complexity (‘overfitting’) of models resulting from the autocorrelation of data. Cross-validation bases the model selection process on a ‘training’ set of data, and the model is tested against an independent ‘test’ data set, allowing for the removal of any ‘overfitted’ variables (Aarts 2006; Araujo & Guisan 2006; Boyce et al. 2002; Randin et al. 2006). Aarts (2006) used this same method for removing the additional ‘overfitted’ terms from spatially and temporally collected satellite tag data for grey seals (*Halichoerus grypus*) off the west coast of Scotland.

### 1.2.4 Model evaluation: cross-validation

Cross-validation methods detailed by Araujo & Guisan (2006) suggest building the model on a ‘training’ data set, and evaluating the model on a ‘test’ data set that can comprise either (i) sampled data to predict within the same region and time; (ii) the same region but at a different resolution; (iii) a different region; (iv) a different time period. Most studies tend to evaluate predictive models using only one of the four suggested evaluation techniques (Ferguson et al. 2006; Forney 2000; Gregr & Trites 2001; Hamazaki 2002; Hastie et al. 2005; Jimenez 2005; Moisen & Frescino 2002; Moses & Finn 1997). The favoured method for marine mammal predictive models tends to use data from a different year as a test data set (Ferguson et al. 2006; Forney 2000; Hamazaki 2004; Hastie et al. 2005), or a different area (Jimenez 2005; Moses & Finn 1997). Only one study has been found in the marine mammal literature in which random samples were taken from the original data set (for the same area and time) to evaluate the predictive models (Gregr & Trites 2001). However, this within-distribution data method appears to be used more extensively in other fields of ecology (Anderson et al. 2003; Moisen & Frescino 2002). Each evaluation technique evaluates a different aspect of the model robustness: testing on a sample from within the same dataset checks for model over-fit for that area and time and hence can identify and remove the effects of autocorrelation; testing on a different area evaluates the transferability of a model over space: i.e. the ability of a model to predict a species distribution into a different area; and testing on a different time period evaluates the transferability of a model over time: i.e. the ability of the model to predict a species distribution into the future. A search of the literature found no examples of models that have been evaluated in all three ways, yet to know whether a model is robust over
time and space, it is essential to evaluate the model performance on these three criteria.

In this thesis, Chapter three and four evaluated model overfit within the same time and space by random allocation of the full extent of data into a test and training set using a sampling unit that minimised autocorrelation between the data sets. Chapter three evaluated the models ability to predict over the same extent but two grain sizes. By partitioning the data by area, chapters two, three and four evaluated the ability of the model to predict species distributions over space. Whereas by partitioning the data by month or year, chapters three and four evaluated the ability of the model to predict the species distribution over time.

1.3 Cetacean species off the west coast of Scotland

The west coast of Scotland is home to a wide range of cetaceans, from the small harbour porpoise (Evans et al. 2003; MacLeod et al. 2007; Macleod 2001; Mandleberg et al. in review; SCANS-II 2006; Skov et al. 1995; Weir et al. 2001) to large baleen whales, such as blue, fin and sei whales (Evans et al. 2003; Harwood & Wilson 2001; Macleod et al. 2003; Skov et al. 1995; Weir et al. 2001). Their habitat ranges from the shallow productive waters around the Hebrides to the deep productive waters of the Faroe-Shetland Channel. The most abundant small cetacean is the harbour porpoise in inshore waters (Evans et al. 2003; MacLeod et al. 2007; Weir et al. 2001), and the white-sided dolphin in offshore waters (Harwood & Wilson 2001; Macleod et al. 2003; Weir et al. 2001); however, larger odontocetes such as the long-finned pilot whale and the sperm whale are also found to be abundant in the deep offshore waters (Evans et al. 2003; Harwood & Wilson 2001; Macleod et al. 2003; MacLeod et al. 2007; Skov et al. 1995; Weir et al. 2001).

1.3.1 Harbour porpoise (Phocoena phocoena)

The harbour porpoise is the most common cetacean species in coastal areas off the west coast of Scotland (Weir et al. 2001). The few previous studies of cetacean distribution and abundance on the west coast of Scotland (Macleod 2001; MacLeod et al 2007; Mandleberg et al. in review) show that the main concentration of harbour porpoises lies within coastal shelf-waters, with only occasional sightings in off-shelf areas (Evans et al. 2003). During the SCANSII aerial surveys, it was found that the
Inner Hebrides had one of the highest densities of harbour porpoises in Europe (SCANS-II 2006).

The harbour porpoise is one of the smallest of cetaceans averaging 160 cm in females and 145 cm in males (Bjørge & Tolley 2002). The back is dark grey with a distinctive small triangular shaped dorsal fin and a white chin and underbelly (Bjørge & Tolley 2002). They are easily recognisable at sea from their characteristic swimming pattern of several short ‘rolling’ surfacings (Bjørge & Tolley 2002). Unlike the delphinids, harbour porpoises only produce echolocation click vocalisations between 110-150 kHz (Richardson et al. 1995): a much higher frequency than we are able to hear.

Due to the small size of harbour porpoises they have a relatively large surface area in relation to body mass. This means that they are more vulnerable to heat loss. Their small size also means that their energy stores are also quite low (Koopman 1998), so in order to obtain enough food to survive, harbour porpoises need to stay close to their food source and feed regularly (Kastelein et al. 1997). This will tend to influence the relationships between harbour porpoises and prey distribution which should lead to a closer link with oceanographic features likely to aggregate prey (Gregr & Trites 2001).

Habitat preference of harbour porpoises have been analysed in a number of studies (Bailey 2006; Calderan 2003; Carretta et al. 2001; Gridley 2005; Johnston et al. 2005; MacLeod et al. 2007; Mandleberg et al. in review; Palka 1995; Raum-Suryan & Harvey 1998; Smith & Gaskin 1983; Tynan et al. 2005; Watkins & Colley 2004; Watts & Gaskin 1985; Weir & O'Brien 2000). In the majority of the studies, depth was found to be an important habitat predictor of harbour porpoise distribution (Caretta et al. 2001; Gridley 2005; MacLeod et al. 2007; Mandleberg et al. in review; Read & Westgate 1997; Raum-Suryan & Harvey 1998; Watts & Gaskin 1985). These studies, which were mainly limited to inshore waters, found that harbour porpoises tended to prefer the deeper waters surveyed. Watts & Gaskin (1985) also found that harbour porpoises were found near ‘herring entry points’, defined as deep (> 80 m) shoreward penetrating channels that funnel tidal currents into shallower areas. Johnston et al. (2005) suggested that harbour porpoises may show a preference for a combination of depth, slope and distance to shore, but that their strongest preferences can be better described by examining the more dynamic variables such as currents,
tides, and time of day. They found that tagged harbour porpoises core use areas were characterised by areas of island wakes, caused both by topography and tide, producing frontal zones that aggregated prey. Line transect surveys showed that harbour porpoises in these island wake frontal zones had densities five times higher during flood than to ebb tides. Calderan (2003) also found that harbour porpoises tended to occur at higher densities during flood tides within a tidal area off Anglesea in Wales. In Wales, Weir & O’Brien (2000) found that harbour porpoises occurred at higher densities on the mixed side of the Irish Sea front, an area shown to have increased prey densities (Fernandes 1993). Frontal zones were also shown to be important to harbour porpoises in the Pacific Ocean, with porpoises associating with upwelling fronts characterised by high sea surface salinity during the summer (Tynan et al. 2005).

There are a number of studies of porpoise diet from around the UK (Martin 1996; Rae 1973; Roberts 2005; Santos 1998; Santos & Pierce 2003; Roberts 2005), most of which are reviewed in Santos & Pierce (2003). Harbour porpoise diet in the North East Atlantic is predominated by whiting (*Merlangius merlangus*), herring (*Clupea harengus*), and sandeels (*Ammodytes* spp.), although the composition varied with area, season and year. Santos & Pierce (2003) did note that some benthic species such as Sepioids & sandeels were present in the diet (the latter ‘hibernate’ in the sediment during the winter but still found in porpoise diet), leading them to suggest that porpoises may use echolocation to detect prey beneath the sea bed. Time-depth recorders placed on harbour porpoises showed that dives were mainly in flat-bottomed to a maximum recorded depth of 73 – 99 m (Otani et al. 1998; Westgate et al. 1995). There is some indication that click production and foraging may be diurnal with more clicks (Carlstrom 2005) and more foraging (Westgate et al. 1995) at night than during the day.

### 1.3.2 Delphinid species

The main delphinid species found off the west coast of Scotland are: long-finned pilot whales (*Globicephala melas*), Atlantic white-sided dolphins (*Lagenorhynchus acutus*), white-beaked dolphins (*Lagenorhynchus albirostris*), and common dolphins (*Delphinus delphis*).
1.3.2.1 Long-finned pilot whales (Globicephala melas)

Long-finned pilot whales are found in deep water off the west coast of Scotland (Cronin & Mackey 2002; MacLeod 2001; MacLeod et al. 2003; MacLeod et al. 2007; Moscrop 1997; O’Cadhla et al. 2004; Skov et al. 1995; Wall et al. 2006; Weir et al. 2001) with highest abundance in the waters to the south-west of the Faroe Islands (Buckland et al. 1993). They are often found in mixed-associations with white-sided dolphins (Cronin & Mackey 2002; O’Cadhla et al. 2004; Weir et al. 2001), bottlenose dolphins (Cañadas et al. 2002; O’Cadhla et al. 2004; Skov et al. 1995; Weir et al. 2001), common dolphins (Cañadas et al. 2002, O’Cadhla et al. 2004) or white-beaked dolphins (O’Cadhla et al. 2004).

They are one of the largest members of the Delphinidae family with the males in the Faroes averaging 570 cm and females 446 cm (Bloch et al. 1993). Their vocalisations include whistles with dominant frequencies between 1.6-6.7 kHz, and clicks between 1-18 kHz (Richardson et al. 1995). Weilgart & Whitehead (1990) showed that the complexity of the whistles produced was associated with different behaviours, with simple whistles used more during resting and complex whistles and clicks produced more often during active behaviour such as foraging.

Long-finned pilot whales show a strong preference for water deeper than 600 m (Cañadas et al. 2002; Cañadas et al. 2005; Cronin & Mackey 2002; Hooker et al. 1999; Kiszka et al. 2007; MacLeod 2001; Skov et al. 1995), and relatively high slopes (Hooker et al. 1999, Cañadas et al. 2002). They have generally been associated with the warmer water available within an area (Hooker et al. 1999), although Paxton et al. (in review) found an association with warmer water only in shallow areas. It was suggested by Hoydal & Lastein (1993) that movement into shelf waters with warmer SST is related to the movement of prey onto shelf waters. In US waters, pilot whales were found to move northwards and onto the shelf following the inshore movement of their squid prey (Payne & Heinemann 1993). Long-finned pilot whales’ distributions have also been found to correlate with areas of higher primary productivity on the west coast of Scotland (MacLeod et al. 2007).

Prey taken by long-finned pilot whales sampled from the Faroes drive fishery predominantly comprised the squid species Todarodes sagittatus and Gonatus spp.,
though some pods were found to feed almost exclusively on fish species such as greater Argentine (*Argentina silus*) and blue whiting (*Micromesistius poutassou*) (Desportes & Mouritsen 1993). Off the west coast of Scotland these prey species are mainly found at the shelf-edge and deep waters between 100-500 m depth (Desportes & Mouritsen 1993), which corresponds to the depth at which pilot whales were shown to make foraging dives in the Mediterranean of 360-648 m (Baird et al. 2002).

### 1.3.2.2 Atlantic white-sided dolphin (*Lagenorhynchus acutus*)

Atlantic white-sided dolphins were found to be the most abundant cetacean species off the west coast of Scotland in a number of surveys (Compton et al. 2007; Macleod et al. 2003; Wall et al. 2006; Weir et al. 2001). They are allopatric to white-beaked dolphins, preferring deep waters in the north-east Atlantic whilst the white-beaked dolphins are predominantly a shelf species (Northridge et al. 1997), except in the North Sea (Hammond et al. 2002).

The Atlantic white-sided dolphin is smaller than the bottlenose dolphin (*Tursiops truncatus*) but larger and heavier than the common dolphin, reaching a maximum length of between 250-270 cm (Cipriano 2002). Like most odontocetes, the white-sided dolphin produces both whistles and broadband clicks, with whistle dominant frequencies between 6-15 kHz (Richardson et al. 1995).

Habitat preferences of white-sided dolphins vary geographically, but in the north-east Atlantic they are found to prefer deep and shelf-edge waters (Macleod 2001; Macleod et al. 2003; MacLeod et al. 2007; O’Cadhla et al. 2004; Skov et al. 1995; Weir et al. 2001). However, they are also found to prefer areas of high seabed relief in the north-western Atlantic, and relatively cool sea surface temperatures compared to other species within the same area (Hooker et al. 1999; Selzer & Payne 1988).

The diet of the white-sided dolphin predominantly includes small pelagic schooling fish or squid such as the short-finned squid (*Illex illibrosis*), herring (*Clupea harengus*) and mackerel (*Scomber scombrus*) (Couperus 1997; Palka et al. 1997).
1.3.2.3 White-beaked dolphin (*Lagenorhynchus albirostris*)

White-beaked dolphins off the west coast of Scotland are mainly concentrated on the northern Scottish shelf with concentrations around the northern Minch and northern Outer Hebrides especially in spring and summer (Northridge et al. 1995; Northridge et al. 1997; MacLeod 2001; Skov et al. 1995; Weir et al. 2001). However, Bloor et al. (1996) also found that white-beaked dolphins were the most frequently recorded cetacean species in waters between the Shetland and the Faroe Islands.

The white-beaked dolphin is of a similar size and weight to the Atlantic white-sided dolphin, growing to 240-310 cm in length, with males generally larger than females (Kinze 2002). They produce both whistles and clicks, with whistle dominant frequencies between 8-12 kHz (Richardson et al. 1995), and broadband clicks extending as high as 120 kHz (Rasmussen et al. 2002).

Little is known about their habitat preferences, though they are predominantly a shallow coastal species (Evans 1990; Northridge et al. 1995; Northridge et al. 1997; MacLeod et al. 2007; Skov et al. 1995; Weir et al. 2001). MacLeod et al. (2007) found that white-beaked dolphins were allopatric to common dolphins in Scottish shelf waters, with white-beaked dolphins preferring cooler waters to those of common dolphins.

In Scottish waters, white-beaked dolphins have been found to eat mainly whiting (*Merlangius merlangus*), though stomach contents also included haddock, cod, hake, herring, mackerel, scad, sandeel and the octopus *Eledone cirrhosa* in the North Sea (Kinze et al. 1997; Santos et al. 1994).

1.3.2.4 Short-beaked common dolphin (*Delphinus delphis*)

The short-beaked common dolphin is found in both shelf and off-shelf waters off the west coast of Scotland (Macleod 2001; MacLeod et al. 2007; Moscrop 1997; O’Cadhla et al. 2004; Skov et al. 1995; Wall et al. 2006.), though the northern extent of the species is limited to < 56ºN (Skov et al. 1995), <59ºN (Macleod 2001) or <60ºN (Weir et al. 2001). There is some indication that the species is extending its range northwards as the sea warms (MacLeod et al. 2005).
The short-beaked common dolphin is the smallest of the delphinids found on the west coast of Scotland with males measured between 172-201 cm and females 164-193 cm in length (Perrin 2002). Their whistles are similar frequencies to both white-sided and white-beaked dolphins with dominant frequencies between 8-14 kHz (Richardson et al. 1995), and clicks with dominant frequencies between 23-67 kHz (Richardson et al. 1995).

Habitat preferences of common dolphins vary geographically, with the species being detected in depths from around 300 m off the west coast of Scotland (Macleod 2001) to deep water between 900-1100 m in the Bay of Biscay (Kizka et al. 2007) and in the NW Atlantic (Hooker et al. 1999). In some studies, common dolphin depth preferences were found to change between years (Cañadas et al. 2002; Forney 2000). However, they do appear to prefer areas with high sea floor relief (Hooker et al. 1999; Hui 1979; Kizka et al. 2007; Selzer & Payne 1988). They are generally a warm water species, being found to move inshore with increasing SST (Gaskin 1968; Goold 1998; Neumann 2001), presumed to be due to the changing distribution of their prey with SST. Temperature also divides the habitat preferences of common dolphins from that of white-sided dolphin (Selzer & Payne 1988) and the white-beaked dolphin (MacLeod et al. 2007), with common dolphins preferring warmer water than the other two species. Salinity was also found to divide the habitats of common dolphins from that of white-sided dolphins, with common dolphins preferring the warmer saltier water (Selzer & Payne 1988). In the eastern tropical Pacific, common dolphins associated with an upwelling habitat characterised by a shallow weak thermocline and high chlorophyll (Reilly & Fiedler 1994).

In Scotland, common dolphins have been found to feed mainly on whiting and sandeels (Santos et al. 1994), though elsewhere in the north Atlantic, stomach contents suggest a diet of anchovies *Engraulis encrasicolus*, sardines *Sardina pichardus*, *Trachurus* spp, and *Trisopterus* spp. (Silva 1999; Meynier 2004).

**1.3.3 Sperm whales (Physeter macrocephalus)**

The sperm whale is one of the most abundant of the large whales off the west coast of Scotland (O Cadhla et al. 2004; Weir et al. 2001), and is distributed throughout the deep waters of the Rockall Trough and Faroe-Shetland Channel (Hastie et al. 2003;
Macleod et al. 2003; Moscrop 1997; O’Cadhla et al. 2004; Skov et al. 1995; Weir et al. 2001). Around the British Isles, strandings of sperm whales have predominantly been of adult and sub-adult males (Berrow & Rogan 1997; Evans 1997; Santos et al. 1999). These animals are likely to have dispersed from their natal groups in lower latitudes to feed in the more productive higher latitudes, and may eventually return to lower latitudes seasonally to breed (Best 1979).

It is not known whether the deep waters off the west coast of Scotland form a migratory route or a more permanent feeding ground, although studies in similar temperate areas found that male sperm whales can remain within an area foraging for long periods of time (Whitehead et al. 1992). Evidence that this area may be used as a foraging ground comes from stable isotope analysis of stranded sperm whales from Scotland, suggesting that between the ages of 10 and 20 years sperm whales tend to remain in temperate waters to feed before travelling to higher latitudes shortly before breeding age (Mendes et al. 2007). It is therefore hypothesised that the deep waters of the west coast of Scotland form may form both a migratory route for large mature breeding males travelling to and from the breeding grounds and a foraging area for ‘bachelor herds’ of sperm whales.

Sperm whales are the largest of the odontocetes, with mature males reaching 16 m. Females are much smaller with an average length of 11 m (Whitehead 2002). Their most distinctive feature is their large ‘box-like’ head which comprises around a third of the total body length, predominantly comprising the spermaceti organ (Whitehead 2002; Whitehead 2003). It is believed that this organ is primarily adapted for production of very powerful (223dB re 1µPa) directional clicks (Møhl et al. 2000) used for navigation (Johnson & Tyack 2003; Zimmer et al. 2003) and for foraging (Miller et al. 2004, Møhl et al. 2003). Sperm whale clicks have dominant frequencies between 2-4 kHz and 10-16 kHz (Richardson et al 1995), produced at very regular intervals of around a click every 0.5 seconds (Whitehead & Weilgart 1991). More rapid clicks occur in ‘buzzes’ or ‘creaks’ as the sperm whale closes down on a prey item (Miller et al. 2004). They are most easily detected acoustically rather than visually, since they spend around 80% of their time on foraging dives (Gordon & Steiner 1992), making it difficult to see them at the surface.
Sperm whales' habitats are mainly characterised by deep water, especially with high gradients and at the shelf edge (Baumgartner et al. 2001; Davis et al. 1998; Davis et al. 2002; Gregr & Trites 2001; Hamazaki 2002; Kenney & Winn 1986; Macleod et al. 2003; O’Cadhla et al. 2004; Watwood et al. 2006; Weir et al. 2001; Whitehead et al. 1992). They are also often found in highly productive areas (Jaquet 1996; Jaquet & Whitehead 1996), including upwellings (Papastavrou et al. 1989; Smith & Whitehead 1993) and eddies produced on edges of warm and cold current confluences (Davis et al. 2002; Griffin 1999). However, they are also found in areas with very low productivity, where downwelling and aggregative processes take biological material into the deep sea ecosystem (Berzin 1971). All these preferences are hypothesised to be due to high densities of squid found in these areas (Davis et al. 1998; Papastavrou et al. 1989) though there is little independent information on the densities and distribution of squid.

Sperm whale distributions have been linked to features in sea surface temperature, which may be indicators of oceanographic processes acting to concentrate prey (Cañadas et al. 2005; Davies et al. 1998, Hamazaki 2002; Gannier & Praça 2007; Smith & Whitehead 1993). For example, Gannier & Praça (2007) found that sperm whales in the Mediterranean were found near fronts characterised by changes in SST. Whereas Smith & Whitehead (1993) found that sperm whales were associated with the cooler water brought to the surface by the upwelling around the Galapagos. Thermocline depth and strength have also been used as indirect indicators of the presence of eddies or warm-core rings to confirm that sperm whales were associating with these features (Baumgartner et al. 2000; Davis et al. 1998).

Sperm whale diet is dominated by cephalopods in most areas (Clarke 1996; Evans & Hindell 2004; Santos et al. 1999; Santos et al. 2002; Simon et al. 2003; Smith & Whitehead 2000), though some fish is also an important prey and can be the major component in some areas, for example in waters close to Iceland (Roe 1969; Martin & Clarke 1986). In Scottish waters, sperm whales' diet was dominated by cephalopods, mainly Gonatus fabricii but also other oceanic cephalopods such as Histiotethis bonnelli, Teuthowenia megalops, Todarodes sagittatus and the octopus Haliphron atlanticus (Santos et al. 1999; Santos et al. 2002).
1.4 **Oceanography of the west coast of Scotland**

The waters off the west coast of Scotland (Figure 1.1) can be divided into three main oceanographic areas: (i) shelf waters; (ii) off-shelf Rockall Trough waters including the isolated seamounts and offshore banks; and (iii) Faroe-Shetland Channel waters.

![Figure 1.1 – West coast of Scotland survey area including GEBCO topography.](image)

**1.4.1 Shelf waters**

The area around the Inner Hebrides covers all of the coastal islands and water between the Scottish mainland and the Outer Hebridean islands of Barra to the south and Lewis to the north (Figure 1.2). This is a tidally and topographically complex region, with three main water masses: (i) an inflow of Atlantic water travelling northwards from along the west coast of Ireland: the ‘Atlantic intrusion’; (ii) Irish sea inflow through the North Channel between the Mull of Kintyre and Ireland; (iii) coastal water with a lower salinity due to the high freshwater runoff from the mainland (Gillibrand et al. 2003).
The Atlantic inflow brings high salinity, high nutrient warm water into the Sea of Hebrides causing cyclonic circulation within the Sea of Hebrides. The Islay Front is formed where the Atlantic water meets the Irish Sea water (Simpson et al. 1979). Because the tides from the Atlantic and Irish Sea are 180° out of phase with each other they cancel each other out and the tidal range is at a minimum where the two currents meet. Gillibrand et al. (2003) showed the existence of a strong southerly flow at depth through the Little Minch during spring, bringing with it high levels of nutrients. The combination of the Atlantic intrusion and the southerly flow through the Little Minch, makes the Sea of Hebrides a nutrient rich, and hence productive area. Moreover, Gillibrand et al. (2003) also showed high levels of productivity especially in autumn and spring around the coastline where there was high freshwater input from the land.

1.4.2 Rockall Trough

The waters of the Rockall Trough are composed of two main bodies: the surface North Eastern North Atlantic Water (NENAW), and the deep Labrador Sea Water.
The NENAW brings warm salty waters from the south (Ellett & Martin 1973; Holliday 2003) mainly along a 50km wide band along the Scottish shelf edge (Shelf Edge Current), over the Wyville Thompson Ridge, along the Shetland side of the Faroe-Shetland Channel and into the Norwegian Sea (New & Smythe-Wright 2001; Turrell et al. 1999). However, there is also a significant northward flow of warm salty NENAW in the upper layer on the west side of the Rockall Trough (Rockall Trough Current), which flows to the west of Anton Dohrn Seamount, and causes anticyclonic circulation around the seamount (New & Smythe-Wright 2001). The deep water (>1200 m) is characterised by the Labrador Sea Water, which is much fresher than the surface NENAW water, entering the Rockall Trough at its basin south-west of Ireland, but limited to the north of the Rockall Trough by shallowing topography (Ellet & Martin 1973; Holliday 2003). There is therefore a permanent deep thermocline within the Rockall Trough caused by this layering of water masses. At the upper end of the Rockall Trough the Labrador Sea Water forms a cyclonic gyre, mixing with the cold dense Norwegian Sea Deep Water (NSDW) that overflows from the Wyville-Thompson Ridge (New & Smythe-Wright 2001; Turrell et al. 1999).

1.4.3 Faroe-Shetland Channel

The waters of the Faroe-Shetland Channel (FSC) are the most complex, with five different water masses meeting in the deep channel, and resulting in a dynamic oceanic regime (Sherwin et al. 1999; Sherwin et al. 2006; Turrell et al. 1999). The surface water is characterised by the northward moving warm saline North Atlantic Water (NAW), which forms the Shelf Edge Current flowing along the Scottish shelf edge northwards. Adjacent to this water on the Faroes side of the FSC lies the Modified North Atlantic Water (MNAW) which is NAW water that has passed through Icelandic waters and therefore cooled and freshened before arriving from the north travelling south over the Faroes shelf forming the majority of the FSC surface waters. Where these two water masses meet a front is formed, which is advected into mesoscale meanders and cold core eddies by the large currents that move the NAW water northwards (Sherwin et al. 1999; Sherwin et al. 2006). Below this water on the Faroe Plateau side and at depths between 400-800 m is the Arctic Intermediate Water which is cooler and less saline than either the NAW or MNAW and mainly recirculates within the FSC (Turrell et al. 1999). Deeper still at between 600-800 m
on the Faroe Plateau side of the FSC is the Norwegian Sea Intermediate Water (NSIW) which has the lowest salinity of all the bodies of water. On the Shetland shelf side of the channel this water body mixes with the AIW water due to the shallowness of both layers on that side of the channel. Finally, there is the deep layer below 800 m which forms the Faroe Shetland Channel Bottom Water (FSCBW), which has varying amounts of NSDW water (cooler but saltier than that NSIW layer) dependent on the varying supply of water from the Greenland Sea (Turrell et al. 1999).

1.4.4 Offshore biological oceanography

Biologically, the complex hydrography makes the west coast of Scotland a productive area, with high transport of many species of fish within the shelf current (Bartsch & Coombs 1997; Borja et al. 2002; Ibaibarriaga et al. 2007; Shelton et al. 1997). Fronts are formed at the shelf edge between the shelf water and warmer, saltier shelf edge current (Mann & Lazier 2006). Shelf-edge fronts are the most biologically active type of fronts in the ocean (Mann & Lazier 2006). The shelf edge therefore provides both food and transport for migrating species such as salmon and mackerel (Borja et al. 2002; Shelton et al. 1997), but also attracts other non-migratory shelf-edge species such as blue whiting (Armstrong pers. comm.). The little data available for productivity within the Rockall Trough itself suggests that the Rockall Trough Gyre also aggregates both zooplankton (Calanus: Planque & Fromentin 1996), and fish (blue whiting larvae: Barsch & Coombs 1997).

1.5 Monitoring species distributions using passive acoustics

Recently, passive acoustic methods have become established as an effective method of surveying some cetacean species (Clark & Fristrup 1997; Gillespie 1997; Goold 1998; Gordon et al. 2000; Hastie et al. 2003 & 2005; Leaper et al. 1992). They are especially useful for studying the distribution of those species that are difficult to see, such as harbour porpoises (Bailey 2006; Gillespie & Chappell 2002; Gillespie et al. 2005, Gridley 2005), or those that spend long periods underwater, such as sperm whales (Bailey 2006; Clark & Fristrup 1997; Fristrup & Clark 1997; Gannier & Praca 2007; Gillespie 1997; Gillespie & Chappell 2002; Gordon et al. 2000; Gridley 2005; Hastie et al. 2003; Hastie et al. 2005; Leaper et al. 1992; Leaper et al. 2000; Lewis et al. 2007). The merits of passive acoustic methods for understanding species distributions can be quite compelling, with detection rates for harbour porpoises over
8 times higher than for visual methods due to the ability to survey even in poor sea states (Gillespie et al. 2005). Not only does passive acoustics allow for detection of cetaceans in most sea states, during the night and in poor weather conditions, but since it can be highly automated it also requires fewer people than visual surveying methods. This is particularly useful in platforms of opportunity studies where there is often space for only a few researchers and this is one of the main reasons that we have used these methods so widely in this study.

1.5.1 Passive acoustics for harbour porpoises

Since harbour porpoises show little of themselves at the sea surface and move slowly through the water leaving little spray or wake, they are very difficult to observe visually except in very calm seas. Sightings rates for porpoises decrease by 75% from Beaufort sea state 0 to Beaufort sea state 2 or 3 (Palka 1996). Passive acoustic systems that can detect the echolocation sounds of harbour porpoises allow for detection of porpoises even when they cannot be seen. Passive acoustic systems have therefore come into importance recently for studying the distribution of harbour porpoises (Bailey 2006; Gillespie et al. 2005; Gridley 2005; SCANS-II 2006).

Harbour porpoises echolocation clicks have been measured in captivity and in the wild to between 110-150 kHz peak frequency (Goodson & Sturtivant 1996; Hatakeyama & Soeda 1990; Richardson et al. 1995). Due to the high frequency nature of harbour porpoise vocalisations, special equipment is required to automatically detect their clicks. The most-widely used system for automatic detection of harbour porpoise clicks was developed by the International Fund for Animal Welfare (IFAW: Chappell et al. 1996; Gillespie & Chappell 2002; Leaper et al. 1992). This system is able to detect the high frequency vocalisations of the harbour porpoises converting it to an audible click that can be heard by an acoustic ‘observer’. The software is able to detect a wide range of pulsed high frequency sounds within the 115 – 145 kHz band, which in addition to the porpoise clicks include clicks from other sources such as snapping shrimp, white-beaked dolphins, pilot whales, and vessel-sourced noise (Gillespie & Chappell 2002). By also measuring the energy in two ‘noise’ bands at 50 and 75 kHz, the system is able to classify clicks by their frequency characteristics: porpoise clicks by their high frequency component but lack of low frequency components; snapping shrimp, white-
beaked dolphins and pilot whales by their broadband components over all three frequencies; and noise which is generally confined to lower frequencies (Gillespie & Chappell 2002). Since the hydrophone includes two elements spaced a known distance apart, it is also possible to estimate the bearing to the clicks (with no left or right discrimination) based on the difference in the arrival time of each click at each hydrophone. High frequency sounds are attenuated over relatively small distances in the ocean (Urick 1983), so the range to which harbour porpoises can be detected is equally small, with highest detection at around 100 m, and dropping rapidly such that clicks are rarely detected > 300 m (Gillespie & Chappell 2002).

At the time of the fieldwork carried out during this thesis, the porpoise detection software was only able to classify clicks that had clearly higher amplitude within the high frequency band (Embling 2003). Since porpoises tend to scan the area around them by moving their head or body from side to side (Goodson & Sturtivant 1996), most click trains tend to be made up of a combination of on-axis clicks and lower amplitude off-axis clicks on the same bearing. These off-axis clicks have a much lower source level and possibly different spectral characteristics because the echolocation clicks of harbour porpoises are highly directional (Au et al. 1999). They are thus not generally identified by the software as porpoise clicks. Identification of porpoise clicks not automatically recognised by the software was then only possible through a time-consuming visual inspection of the click data, post survey. However, some attempts have been made to automate this process (Caillat 2005; Embling 2003) with some success, and the new generation of porpoise detector that was used during SCANS-II harbour porpoise abundance surveys throughout European waters have had these improvements incorporated.

1.5.2 Passive acoustics for sperm whales

Sperm whales produce distinctive loud (up to 236 dB re 1µPa) directional clicks (Møhl et al. 2003) between 0.1-30 kHz with dominant frequencies between 2-4 kHz and 10-16 kHz (Richardson et al. 1995). They spend around 80% of their time underwater on foraging dives (Gordon & Steiner 1992, Papastavrou et al. 1989, Watwood et al. 2006), during which they click nearly continuously (Douglas et al. 2005; Watwood et al. 2006). These characteristics mean that passive acoustic techniques are ideal for locating sperm whales in studies of their behaviour (Mullins
et al. 1988; Papastavrou et al. 1989; Smith & Whitehead 1992; Watkins & Schevill 1977; Whitehead & Weilgart 1991), ecology and distribution (Gannier et al. 2002; Gannier & Praça 2007; Gillespie 1997; Gordon et al. 2000; Leaper et al. 1992; Jaquet & Gendron 2002; Jaquet & Whitehead 1996, Rendell et al. 2004; Whitehead et al. 1992), and for estimating abundance (Barlow & Taylor 2005; Gillespie 1997; Hastie et al. 2003; Leaper et al. 1992). Similar to that for harbour porpoises, the use of a two-element towed hydrophone array for detecting sperm whales makes it possible to measure bearings to vocalising animals (Gillespie 1997; Leaper et al. 1992). This allows for individual sperm whales to be tracked and the distance to each whale to be estimated using target motion analysis (Gillespie 1997; Hastie et al. 2003; Leaper et al. 1992). Previous studies estimated effective strip width distances from 5.5 km (Hastie et al. 2003) to 8.0 km (Leaper et al. 2001). Although Barlow & Taylor (2005) found that the effective strip width (esw) changed depending on whether slow clicks were detected (esw = 19.6 km), or whether faster clicks were detected (esw = 4.5 km). This effective strip width distance is much greater than that achieved for visual methods (Barlow & Taylor 2005), and so allows for larger area coverage during surveys.

Although the automatic identification of sperm whales is automated to a much greater degree to that for harbour porpoises, identification of individual tracks of whales still requires a time-consuming visual inspection of the click data, post survey. Methods of automatic tracking of individual whales from their clicks are currently being investigated for sperm whales (Gillespie pers. comm.), however were not available at the time of this thesis

1.5.3 Passive acoustics for delphinids

The use of passive acoustics for delphinids has the main benefit of requiring fewer people than the equivalent visual survey methods, so it is ideal for platforms of opportunity where space is often limited with only enough space for one or two researchers. Detection can be made relatively automated, with the automatic detection of whistles (Lewis et al. 2000) and automatic acoustic recordings made at regular intervals that can be listened to post-survey. However, passive acoustics for delphinids is limited by the difficulty of species identification using acoustic cues. Previous studies have suggested that some species can be reliably distinguished on the
basis of their whistles (Oswald et al. 2003; Rendell et al. 1999; Steiner 1981), but these involved making time consuming measurements by hand and only recently have near real-time species identification tools been developed for Pacific Ocean species (Oswald et al. 2007). Therefore, currently passive acoustics only allows for the study of ‘whistling odontocete’ distribution rather than individual delphinid distributions.

There is some evidence to suggest that delphinids can be detected acoustically to at least the same range as visual techniques (Gordon et al. 2000). Delphinid active space (the distance at which another delphinid can perceive the whistle of a conspecific) was estimated to have a radius of 14-25 km for bottlenose dolphins (Tursiops truncatus) and 10-15 km for killer whales (Orcinus orca) (Janik 2000; Miller 2006). This suggests that it may be possible to detect delphinids to a much greater range to that of visual methods. However, little is known about the behavioural changes in vocalisation rates of delphinids. There is some evidence that delphinids change vocalisation rates and patterns with different behaviours (Cook et al. 2004; Janik 2000; Jones & Sayigh 2002). Janik (2000) found that a specific type of whistle was produced just before bottlenose dolphin fed on salmon; however Jones & Sayigh (2002) found that vocalisation rates in bottlenose dolphins were generally less for feeding than for travelling and socialising. There is therefore the chance that a group of delphinids may be missed if they are not vocalising during the time at which a survey vessel passes within acoustic range, or that detections may be biased towards certain behaviours. Despite these limitations, passive acoustic monitoring for ‘whistling odontocetes’ still remains the most cost effective and efficient technique for platforms of opportunity.

1.5.4 Passive acoustics in this study

In this thesis, passive acoustic methods were used alongside visual survey methodology to survey for harbour porpoises in the coastal waters of the west coast of Scotland (Chapter 4). Passive acoustic methods were used on their own from platforms of opportunity to monitor off-shore distributions of both sperm whales (Chapter 3) and delphinids (Chapters 2 & 5).
1.6 Cetaceans and noise

The west coast of Scotland and the ‘Atlantic Frontier’ that it adjoins both an important area for cetaceans (Buckland et al. 1993; Cronin & Mackey 2002; Evans 1990; MacLeod 2001; MacLeod et al. 2003; MacLeod et al. 2007; Moscrop 1997; O’Cadhla et al. 2004; Skov et al. 2001; Wall et al. 2006; Weir et al. 2001; Zachariassen 1993), and also for offshore industrial development (Harwood & Wilson 2001) and military exercises (MacLeod et al. 2007). Developments include seismic surveys for oil and gas, construction of oil and gas production platforms and associated structures, potential offshore windfarms, and associated boat traffic, all of which create acoustic noise pollution (Harwood & Wilson 2001; Richardson et al. 1995). It is this noise pollution which is the main concern for cetacean distributions off the west coast of Scotland, the effects of which are reviewed briefly below.

Boat traffic produces relatively low frequency noise < 500 Hz (Richardson et al. 1995). Behavioural response from cetaceans to vessel noise often varies depending on the behaviour or species. For example, Würsig (cited in Richardson et al. 1995) found that resting dolphins tended to avoid the vessel, foraging dolphins would ignore the vessel, and socialising animals would be attracted to the vessel. Other species, such as killer whales, have been shown to increase the length of their vocalisations in response to increased boat traffic; perhaps to compensate for the ‘masking’ of sounds by this increased ambient noise level (Foote et al. 2004). Similar findings were found for other animals in noisy environments: for example nightingales were found to sing louder in noisier environments (Brumm 2004). On the whole, for any species that uses sound as a form of communication or for foraging, high levels of ambient noise will mask their signals and thus impair the exchange of vital information (Brumm 2006). Other than changes in vocalisation loudness (Brumm 2004), complexity (Slabbekoorn & den Boer-Visser 2006), or length (Foote et al. 2004), physical displacement from the preferred habitat may occur (Caron & Sergeant 1988).

The recent development of offshore windfarms has resulted in a number of studies of the effects of the noise created during the construction phase (Carstensen et al. 2006; David 2006; Tougaard et al. 2003; Tougaard et al. 2005). Carstensen et al. (2006) showed that harbour porpoises frequented the area around a wind farm less during the pile driving phase of construction than previous to pile driving, increasing the time...
between encounters from 6 hours to 3 days. This reaction was mirrored in studies carried out at other windfarm construction sites (Tougaard et al. 2003; Tougaard et al. 2005) with significant effects up to 15 km from the construction site during pile driving (Tougaard et al. 2003). David (2006) suggested that the sound from pile driving could be detectable to bottlenose dolphin to up to 40 km, and might mask vocalisations at 9 kHz as far as 10-15 km. This is likely to reduce the distance over which dolphins will be able to communicate with each other and the ability to detect other sounds. However, little is known of the importance of such long-range communication or the effect that masking is likely to have on the population.

Seismic surveys use arrays of airguns which are amongst the most powerful underwater sound sources and this has given rise to concerns about their effects on marine mammals (Gordon et al. 2004). Airguns release high pressure air into the water every few seconds producing a pulsed sound as the air pulse expands and contracts through the water (Richardson et al. 1995). This produces a very loud (248-255 dB re 1µPa rms) broadband sound pulse which travels both horizontally and vertically through the water column (Richardson et al. 1995). The sounds are so loud that they have been picked up by an array of hydrophone moored near the mid-Atlantic Ridge over 3000 km from the seismic airguns (Nieukirk et al. 2004).

Cetacean reactions to such sounds vary from changes in migration paths (Malme et al. 1984), to behaviour that results in serious harm or death (Cox et al. 2006). Malme et al. (1984) showed that gray whales (Eschrichtius robustus) migrating along the California coast reacted to airgun pulses by turning away from the noise source and increasing respiration rates, causing temporary disturbance to migration patterns. Goold (1996) and Goold & Fish (1998) showed that common dolphins (Delphinus delphis) reduced vocalising during seismic activity in the Irish Sea, with only 4% of acoustic cues heard during periods when airguns were firing in comparison to 96% when the airguns weren’t in use. The most extreme reaction to airguns used during seismic surveys was death: beaked whales found stranded in the Gulf of California in September 2002 were linked to seismic activity that had been conducted within the vicinity and time that the strandings occurred (Cox et al. 2006).

However, it is military sonar that has received the most attention (Barlow & Gisiner 2006; Cox et al. 2006; Dalton 2006; Frantzis 1998; Jasney et al. 2005; Jepson et al. 2006; ...
2003; Miller et al. 2000; Rendell & Gordon 1999; Rommel et al. 2006). Strandings of mainly beaked whales have been linked to the use of low or mid-range sonar < 10 kHz (Barlow & Gisiner 2006; Cox et al. 2006; Dalton 2006; Frantzis 1998; Jepson et al. 2003). Beaked whale strandings linked with military sonar have taken place in: Greece in May 1996 (Frantzis 1998); the Bahamas in March 2000 (Barlow & Gisiner 2006); Madiera in May 2000 (Cox et al. 2006); the Canary Islands in September 2002 (Jepson et al. 2003), and more recently Spain in January 2006 (Dalton 2006). In several cases it was found that the whales had gas-bubble lesions with strong evidence that they had been formed in vivo (Dalton 2006; Jepson et al. 2003). Such evidence from the pathological studies suggests that these bubbles were formed through a decompression-type mechanism probably related to changes in behaviour in response to anthropogenic noise sources such as sonar (Jepson et al. 2003; Jepson et al. 2006). However, other behavioural changes have been observed, including increasing the length of male humpback song (Miller et al. 2000) and changes in long-finned pilot whale whistle behaviour (Rendell & Gordon 1999), the consequences of which are less clear.

Military exercises are conducted regularly off the west coast of Scotland (Parsons et al. 2000; DSTL pers. comm.), and often involve the testing of the low to mid-frequency sonar systems used to detect submarines (MacLeod et al. 2007). Harwood (2002) suggested that one of the ways of reducing the exposure of sensitive species to any impact is to reduce the use of these noise sources in areas of critical habitat. Therefore one of the mitigation measures being put into place by NATO and the Royal Navy involves the development of predictive tools for the distribution of cetaceans, and an acoustic risk mitigation tool (Carron 2004). Knowledge of marine mammals offshore, and the development of predictive tools for the distribution of marine mammals can help with mitigation by allowing threats and sensitive animals to be separated in time and/or space.

1.7 Thesis structure

This thesis forms the first predictive modelling study of cetaceans off the west coast of Scotland. It is based on those species that can be detected using passive acoustics, namely: harbour porpoises (Chapter 4); dolphins (Chapter 2 & 5) and sperm whales
(Chapter 3). State of the art predictive modelling techniques were used to investigate model robustness over both time and space.

Chapters 2 and 3 analyse data collected from platforms of opportunity during hydrographic surveys carried out by the Fisheries Research Services (FRS), Scottish Association for Marine Science (SAMS) and the National Oceanography Centre (NOC) in offshore waters to the west of Scotland. Chapter 2 presents the results of the predictive models of delphinid distributions. Chapter 3 is based on the sperm whale passive acoustic detections, and examines the effect of spatial scale both by extent and grain size on model selection and environmental smooths.

Chapter 4, which deals with harbour porpoises, is based on data collected in conjunction with the Hebridean Whale and Dolphin Trust (HWDT) within the Inner Hebrides, and was also the only data set to combine both visual and passive acoustic survey data. In this chapter I was therefore able to compare predictive models based on the different survey methodologies, in addition to examining the effect of both time (in years) and space on the predictive models and species-environment relationships.

Chapter 5 uses data collected from a platform of opportunity during the FRS herring stock assessment surveys, which were carried out in shelf waters to the west of the Hebrides. The primary purpose of this survey was to provide an assessment of the distribution and density of herring using active acoustic techniques (ICES 2005, 2006). Thus in this chapter I have been able to examine the correlation between delphinid and herring distributions to evaluate whether herring could be used as an appropriate direct predictor of delphinid distributions. It also investigates a new methodology for investigating species co-occurrences, based on a technique used within fisheries research.

Chapter 6 (final discussion) provides a final synthesis of the thesis results, and places them into context within the overall framework of mitigating acoustic threats to cetaceans populations.
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Chapter 2

Predictive models of delphinid distributions off the west coast of Scotland

Evaluation of autocorrelation & temporal scale

Abstract

Passive acoustic techniques were used to monitor delphinid distributions from platforms of opportunity off the west coast of Scotland between July 2003 and October 2005. The use of acoustics as a survey tool allowed delphinid distributions to be monitored by a single field worker, in poor weather conditions as well as during the night, although it could not differentiate between species. Dolphin schools could be heard to a greater range than the spacing between track segments and to avoid pseudo-replication, objective rules were developed to allow a particular delphinid group to be allocated reliably to a track segment. These data were used to model delphinid group occurrence (presence/absence) to a range of survey variables using Generalised Additive Models (GAMs) over monthly and yearly scales. At a monthly scale, delphinids were detected to a greater degree in more northerly areas (Faroe-Shetland Channel) during October than during May. In October, SST was the most significant predictor of delphinid occurrence and appeared to explain their more northerly distribution during that month. At a yearly scale, SST was also a significant predictor in explaining the occurrence of delphinids in 2003-2004 but not in 2005. This is likely to be explained by the lower SST signal resulting from the high cloud cover and high winds that occurred in the survey area during 2005. Where SST was not significant in explaining delphinid occurrence (May and 2005), thermocline depth was a significant predictor. Overall, delphinids were found to associate with the deep (> 400 m) warm water (10.5°C-12.5°C) within the survey area, and in areas of deep thermocline (the maximum surveyed was 800 m depth). Although delphinids were found to be relatively evenly distributed throughout the waters off the west coast of Scotland, the models were able to highlight areas of high-use within the deep areas especially close to the productive shelf edge. These models can be used in mitigating acoustic threats to cetaceans in predicted high use areas off the west coast of Scotland.
2.1 Introduction

The ability of a model to predict a species distribution through time and space is an important measure of the robustness of a model (Boyce et al. 2002). However, predictive models have to contend with seasonal, yearly or spatial changes of habitat preference, due to fluctuations in resources and the availability of prey or habitat within an area (Boyce et al. 2002).

Many species of cetacean have been shown to change their distribution seasonally (Ballance et al. 2006; Croll et al. 2005; Hamazaki 2002; Hastie et al. 2005; Kenney & Winn 1986; Moore et al. 2000; Northridge et al. 1997; Northridge et al. 1995; Payne & Heinemann 1993; Smith & Whitehead 1993; Tynan et al. 2005). For example, blue whales (Balaenoptera musculus) return to Monterey Bay, California every summer to make use of seasonally high production supported by the seasonal coastal upwelling (Croll et al. 2005). In the North West Atlantic long-finned pilot whales (Globicephala melas) exhibit seasonal shifts in distribution, with an onshore movement during the summer closely coinciding with the abundance of prey species (Payne & Heinemann 1993). These seasonal movements can also result in changes in behaviour and vocalisation rates (Jacobs et al. 1993). For example, Jacobs et al. (1993) associated the doubling of bottlenose dolphin (Tursiops truncatus) vocalisation rates from summer to autumn with a behavioural change from socialising during the summer to foraging during the autumn in preparation for migration.

Changes in distribution and behaviour also occur between years due to fluctuating oceanography and hence resources. For example, Galapagos sperm whales (Physeter macrocephalus) had lower foraging success in years during which El Niño suppressed upwelling than in other years (Smith & Whitehead 1993). Similarly, Reilley & Fiedler (1994) found common dolphins (Delphinus delphis) exhibited inter-annual changes in distribution that could be explained by changes in the oceanographic conditions driven by El Niño and La Niña. In this latter study, the inter-annual variation in common dolphin distributions was fully explained by environmental variables that were associated with its habitat preferences.

Little is known about temporal variation in habitat preferences of delphinids off the west coast of Scotland (Hastie et al. 2005; Northridge et al. 1995; Northridge et al. 1997). The main species of delphinid seen off the west coast of Scotland are long-
finned pilot whales (*Globicephala melas*), Atlantic white-sided dolphins (*Lagenorhynchus acutus*), white-beaked dolphins (*Lagenorhynchus albirostris*), and common dolphins (*Delphinus delphis*) (Harwood & Wilson 2001; MacLeod et al. 2007; Macleod 2001; Macleod et al. 2003; Northridge et al. 1997; Northridge et al. 1995; Skov et al. 1995; Wall et al. 2006; Weir et al. 2001). However, there is evidence to suggest that white-sided dolphins show seasonal movement onshore during the summer months (Northridge et al. 1997). Similarly, long-finned pilot whale exhibit some seasonal movement into inshore areas around the Faroe Islands in years with higher SST, which is assumed to be linked to the onshore movement of the squid species *Todarodes sagittatus* (Zachariassen 1993). Delphinids surveyed acoustically in the Faroe-Shetland Channel also showed some seasonality, with changes in distribution and abundance being mainly influenced by changes in SST between months (Hastie et al. 2005).

Conventionally, delphinids have been surveyed using visual methods to detect species at the surface. However, the ability to detect delphinids visually is strongly affected by weather conditions; reducing with increasing sea state, swell height, and fog (Barlow et al. 2001). Passive acoustic techniques allow for the detection of vocalising delphinids in most weather conditions as well as during the night, and since it can be highly automated it also requires fewer people than visual surveying methods. This is particularly useful for studies using platforms of opportunity where there is often space for only a few researchers. Passive acoustic techniques have been useful in identifying the habitat preferences of delphinids (Gordon et al. 2000; Hastie et al. 2005) however, one drawback of passive acoustics for delphinids is the difficulty of species identification from whistles. Previous studies have suggested that some species can be reliably distinguished on the basis of their whistles (Oswald et al. 2003; Rendell et al. 1999; Steiner 1981), but these involved making time consuming measurements by hand and only recently have near real-time species identification tools been developed for Pacific Ocean species (Oswald et al. 2007), no such data exist for North Atlantic species. Therefore, using passive acoustics to study the distribution of dolphins, it is only possible to determine overall delphinid distribution rather than distributions of individual species.
A further consideration for passive acoustic methods is that delphinid vocalisations can be heard at much larger distances than they can be seen (Janik 2000; Miller 2006). However, this also means that delphinid groups may be heard over long portions of the survey track as the vessel approaches and passes the group. This will result in autocorrelation between sampling units if they are spaced closer together than the distance over which the dolphins can be heard. Autocorrelation in environmental modelling results in model ‘overfitting’ caused by underestimation of the standard errors resulting in variables being considered significant when in fact they are not (Borchers et al. 1997; Lennon 2000).

In this study I used passive acoustic techniques from platforms of opportunity to investigate delphinid distribution off the west coast of Scotland with the following aims: (i) to investigate the influence of autocorrelation; and (ii) to investigate the influence of temporal scale on predictive models of delphinid distributions off the west coast of Scotland; and (iii) to explore the delphinid-environment relationships in this area of the North Atlantic.
2.2 Methods

2.2.1 Data collection

Surveys were carried out opportunistically on a number of oceanographic survey vessels between July 2003 and October 2005 in shelf, shelf-edge and deep waters off the west coast of Scotland (55°30’-62°00’N, 0°01’-14°10’E) (Table 2.1, Figure 2.1).

The main purpose of the surveys was to carry out hydrographic sampling along set lines across the Faroe-Shetland Channel and along the Ellet Line (Figure 2.1).

Additional sampling was carried out in other areas of oceanographic interest such as the Wyville-Thompson Ridge. A hydrophone array was towed 400 m behind the vessel whilst steaming, and retrieved at stations where the vessel was stationary. The hydrophone was only deployed between stations that were likely to have at least half an hour monitoring time between them (generally when stations were > 7 nm).

The hydrophone was built to the same IFAW (International Fund for Animal Welfare) design as used in other similar studies (Gillespie 1997; Gordon et al. 2000; Hastie et al. 2003; Hastie et al. 2005; Leaper et al. 2000). The hydrophone array was towed on 400m of Kevlar-reinforced cable, and comprised two Benthos AQ4 elements positioned 3 m apart within a 10 m long, 25 mm diameter, oil-filled polyurethane tube.

Table 2.1 – Survey times, platforms, collaborators, and spatial extent of the opportunistic surveys for dolphins carried out off the west coast of Scotland. Collaborators were those organisations running the hydrographic surveys: NOC = National Oceanographic Centre, Southampton; SAMS = Scottish Association for Marine Science, Dunstaffnage; FRS = Fisheries Research Services, Aberdeen.

<table>
<thead>
<tr>
<th>Survey dates</th>
<th>Vessel</th>
<th>Collaborators</th>
<th>Latitude range</th>
<th>Longitude range</th>
</tr>
</thead>
<tbody>
<tr>
<td>16-28 September 2003</td>
<td>FRV Scotia</td>
<td>FRS</td>
<td>59°22’ - 61°59’N</td>
<td>1°06’ - 8°06’E</td>
</tr>
<tr>
<td>13-29 May 2004</td>
<td>FRV Scotia</td>
<td>FRS</td>
<td>58°19’ - 61°57’N</td>
<td>1°08’ - 10°16’E</td>
</tr>
<tr>
<td>5-17 October 2004</td>
<td>FRV Scotia</td>
<td>FRS</td>
<td>56°45’ - 62°00’N</td>
<td>0°59’ - 9°31’E</td>
</tr>
<tr>
<td>8-26 May 2005</td>
<td>FRV Scotia</td>
<td>FRS</td>
<td>57°08’ - 62°00’N</td>
<td>0°01’ - 9°13’E</td>
</tr>
<tr>
<td>27 Sept – 8 Oct 2005</td>
<td>FRV Scotia</td>
<td>FRS</td>
<td>57°45’ - 61°58’N</td>
<td>1°09’ - 6°40’E</td>
</tr>
<tr>
<td>7-25 October 2005</td>
<td>RSS Charles Darwin</td>
<td>SAMS, NOC</td>
<td>55°30’ - 61°30’N</td>
<td>6°01’ - 14°10’E</td>
</tr>
</tbody>
</table>
Figure 2.1 – (a) GEBCO bathymetric map of the survey area off the west coast of Scotland, and (b) with 9km surveyed segments overlaid (each black dot is a 9km segment) for surveys carried out opportunistically between July 2003 and October 2005.
The use of two hydrophone elements allowed for the calculation of bearings to animals, which provided some ability to locate them. Each AQ-4 element was mounted close to a HP/02 (Magrec, Devon, UK) low noise preamplifier providing a gain of 30 dB to allow for loss of signal in the 400 m of cable and improve signal to noise ratio. The response of the hydrophone/preamplifier unit was flat within 3 dB between 100 Hz and 35 kHz.

The hydrophone was connected to an audio amplifier, sound card and computer via a 20 m deck cable. The hydrophone signal is first passed through an HP27ST amplifier/conditioner unit (Magrec, Devon, UK) where it could be amplified (10-40 dB) and filtered by applying high pass filters at between 100-3600 Hz to filter out low frequency noise before passing to a USB Quattro soundcard (M-Audio) sampling at 48 kHz in 2003-2004 (i.e. giving a maximum frequency of 24 kHz), and at 96 kHz in 2005 (i.e. giving a maximum frequency of 48 kHz). Detection and recording programs ran in real time on a laptop running the IFAW logging software package Logger 2000 (Gillespie 1997), 30-second recordings of the hydrophone were made to hard disk every 2 minutes. All events including recordings were linked to GPS location within an Access database. Real-time monitoring of whistles was carried out using the IFAW software packages Whistle. This program was specially designed to detect and measure bearings to dolphin whistles (Whistle), and was run continuously whenever the hydrophone was deployed. In addition, acoustic listening stations of 1 minute were carried out by acoustic monitors every 15 minutes scoring for survey vessel noise, water noise, remote vessel noise, and dolphin whistles on a subjective scale of 0 (inaudible) to 5 (loud). Two acoustic monitors rotated the listening shifts, and throughout the surveys at least one of the same three experienced acoustic monitors was present to maintain consistency in sound level measurement. Environmental conditions were recorded every hour, with boat speed & direction, wind speed & direction, sea state and swell (the latter two were only possible during daylight hours) entered directly into Logger 2000.
2.2.2 Environmental data

A range of environmental variables were available for inclusion in analysis from a range of sources, as listed in table 2.2.

The temporal variable \( TimeDayNight \) was calculated to compensate for variation in the number of hours of daylight throughout the survey season. \( TimeDayNight \) was calculated as a ratio between the amount of time elapsed since sunrise to the amount of time between sunrise and sunset (for daylight hours), or as the amount of time elapsed since sunset to the amount of time between sunset and sunrise (for night hours) + 1. This resulted in a continuous variable that ranged from 0-2, with 0-1 representing position within daylight, and 1-2 representing position within the night.

Environmental data covering the entire survey area were available for topographical, oceanographic and current variables. Depth was available at a 1 minute resolution GEBCO grid (IOC et al. 2003). Satellite images were obtained from the Remote Sensing Data Advisory Service (RSDAS) at Plymouth Marine Laboratory. For all years, SST was sourced from the AVHRR satellite, whereas chlorophyll was sourced from the SeaWifs satellites for images from 2003-2004, and from the MODIS satellite in 2005. Due to the high level of cloud cover, the images were supplied both as weekly and monthly composites. The ascii satellite images were converted into imagine grid files and a raster catalogue generated from these images using the \textit{STJG tools} extension version 1.0.1 (Gontarek 2005) in ArcGIS 9.1 (ESRI Inc).

Oceanographic and current data were sourced from the FOAM (Forecasting Ocean Assimilation Model; Bell et al. 2000) modelled data supplied at a 9 km resolution by the UK Met Office. These data were supplied at a 12-level depth breakdown and were processed into the summary variables shown in Table 2.2 by Phil Gillibrand at the Scottish Association for Marine Science (SAMS). To check for consistency between the modelled FOAM data and satellite data, SST values were compared using a Spearman’s rank correlation test along the survey trackline in groups of two listening stations (around 9 km segments at an average vessel speed of 10 knots). FOAM and satellite SST were significantly strongly correlated (\( r = 0.879, p < 0.001, n = 478 \)). For modelling, SST was sourced from the most accurate data available in the following order of preference: weekly satellite, monthly satellite or FOAM SST.
Table 2.2 – Spatial, temporal, environmental, and modelled environmental variables sourced for modelling the offshore survey data to the west of Scotland. BODC = British Oceanographic Data Centre, PML = Plymouth Marine Laboratory, RSDAS = Remote Sensing Data Advisory Service, HaloDepth = halocline depth, SBSalinity = halocline strength, SSS = Sea Surface Salinity, ThermoDepth = thermocline depth, SBT = thermocline strength, SurfCurSpeed = surface current speed, BotCurSpeed = bottom current speed.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Source</th>
<th>Resolution</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vessel speed</td>
<td><em>In situ</em> measurement</td>
<td>Garmin GPS</td>
<td>Every 10 secs (approx 50 m)</td>
<td>knots</td>
</tr>
<tr>
<td>Wind speed</td>
<td><em>In situ</em> measurement</td>
<td>Vessel anemometer</td>
<td>Every hour (approx 18 km)</td>
<td>knots</td>
</tr>
<tr>
<td>Survey vessel noise</td>
<td>Discrete (0 no noise – 5 very loud) survey vessel noise</td>
<td>Acoustic monitor</td>
<td>Every 15 mins (approx 5 km)</td>
<td>-</td>
</tr>
<tr>
<td>Water noise</td>
<td>Discrete (0 no noise – 5 very loud) water noise (water flow, rain, turbulence)</td>
<td>Acoustic monitor</td>
<td>Every 15 mins (approx 5 km)</td>
<td>-</td>
</tr>
<tr>
<td>Remote vessel noise</td>
<td>Discrete (0 no noise – 5 very loud) remote vessel noise</td>
<td>Acoustic monitor</td>
<td>Every 15 mins (approx 5 km)</td>
<td>-</td>
</tr>
<tr>
<td>TimeDayNight</td>
<td>Ratio: (time since sunrise/sunset) / (time between sunrise-sunset or sunset-sunrise) + 1 if after sunset. Results scale 0-2 where 0-1 is daylight, and 1-2 is night.</td>
<td>Time based on Garmin GPS time, sunrise/set times POLTIPS</td>
<td>Every segment (5 km)</td>
<td>-</td>
</tr>
<tr>
<td>Depth</td>
<td>Seabed depth</td>
<td>GEBCO (BODC)</td>
<td>1 min lon/lat (1-1.9km)</td>
<td>m</td>
</tr>
<tr>
<td>SST</td>
<td>Chosen in order of availability: (1) weekly composite satellite SST, (2) monthly satellite SST, (3) FOAM modelled SST</td>
<td>satellite = PML (RSDAS), FOAM = Met Office</td>
<td>1km (AVHRR and 9km (FOAM)</td>
<td>°C</td>
</tr>
<tr>
<td>Chlorophyll</td>
<td>Chosen in order of availability: (1) weekly composite, or (2) monthly composite satellite chlorophyll</td>
<td>PML (RSDAS)</td>
<td>1km (pre-2005 SeaWifs, 2005 MODIS)</td>
<td>mg/m$^3$</td>
</tr>
<tr>
<td>HaloDepth</td>
<td>Predicted depth of the halocline</td>
<td>UK Met Office (FOAM)</td>
<td>9km</td>
<td>m</td>
</tr>
<tr>
<td>SBSalinity</td>
<td>Predicted surface to bottom salinity difference (halocline strength)</td>
<td>UK Met Office (FOAM)</td>
<td>9km</td>
<td>psu</td>
</tr>
<tr>
<td>SSS</td>
<td>Predicted surface salinity</td>
<td>UK Met Office (FOAM)</td>
<td>9km</td>
<td>psu</td>
</tr>
<tr>
<td>ThermoDepth</td>
<td>Predicted depth of the thermocline</td>
<td>UK Met Office (FOAM)</td>
<td>9km</td>
<td>m</td>
</tr>
<tr>
<td>SBT</td>
<td>Predicted surface to bottom temperature difference (thermocline strength)</td>
<td>UK Met Office (FOAM)</td>
<td>9km</td>
<td>°C</td>
</tr>
<tr>
<td>SurfCurSpeed</td>
<td>Predicted mean daily surface current</td>
<td>UK Met Office (FOAM)</td>
<td>9km</td>
<td>m/s</td>
</tr>
<tr>
<td>BotCurSpeed</td>
<td>Predicted mean daily bottom current</td>
<td>UK Met Office (FOAM)</td>
<td>9km</td>
<td>m/s</td>
</tr>
</tbody>
</table>
Surface chlorophyll values were sourced from weekly satellite images in preference to monthly composites where available. Data were extracted for any data point with a given latitude, longitude and date/time using the STJG tool (Gontarek 2005) in ArcGIS 9.1.

2.2.3 Acoustic data analysis

Dolphins can be heard over large distances, resulting in the same group of vocalising animals being heard over several listening stations, causing serial autocorrelation (or pseudoreplication) and lack of independence between sampling units. This autocorrelation can be removed completely if the group is only recorded as present at the time at which it passed abeam of the vessel.

Tracks of dolphin groups relative to the survey vessel can be identified using the bearings estimated to whistles by the Whistle software. However the accuracy of the estimated bearing is relatively poor in comparison to sperm whale or harbour porpoise clicks due to the complex nature of whistles and because many animals within a dolphin group vocalise simultaneously. Nevertheless, tracks of whistles allow for the number of groups to be estimated, and a rough calculation of the time the group comes abeam of the vessel and the distance to the trackline (i.e. how far the group was when it passed abeam of the vessel). Estimation of distance to the trackline is particularly difficult for dolphins because their rate of movement in relation to the vessel is relatively high and changes in bearing are caused both by the vessel moving in relation to the dolphin group and due to the dolphin group moving in relation to the vessel. However, it does allow for the measurement of an approximate time at which the dolphins passed abeam of the vessel. If this were done for every group of dolphins heard, it would be possible to associate each dolphin group with the closest listening station, and so only recording a single presence for the dolphin group.

Due to the time consuming nature of this process, a small sample of 21 dolphin group tracks was analysed and a rule for deriving appropriate sampling units from a series of listening stations was developed. These tracks took around two weeks to process and analyse, yet only formed a small proportion of two surveys. This rule was based on minimising the number of stations over which an individual dolphin group could be
heard, resulting in listening stations which were independent with respect to individual dolphin groups.

To determine a rule to make listening stations independent, the acoustically scored levels of dolphin whistles (0-5) were compared with the bearings obtained from the same period of time for whistles detected by the Whistle software. This was done for a sample of the data over a range of different habitat types (on shelf or off shelf). The bearings were plotted against time, and the time and distance at which each group passed abeam of the boat was estimated by eye from the bearing-time graph based on a vessel speed of 10 knots (Figures 2.2 & 2.3). This is a similar technique to that used for determining distance to individual sperm whale clicks in other studies (Hastie et al. 2003; Leaper et al. 2000).

![Figure 2.2 – An example of bearings to whistles during 4 hours (equivalent of 75 km) of real-time automatic whistle detection by the IFAW software Whistle. Note how detections are typically ahead of the vessel (bearing < 90°) then move astern (bearing > 90°) as the vessel passes a vocalising group. Each group of clicks crossing the 90° bearing represents a group of dolphins passing abeam of the vessel.](image)

Based on crossing bearing of continuous tracks of dolphin group whistles identified using the Whistle software, measured distances from the trackline to the dolphin group as they passed abeam of the vessel ranged from 0 m to 3.8 km from the vessel at a median of 500 m (Inter-quartile range (IQR) = 80 m – 1.7 km, \( n = 17 \)). Four out of the 21 dolphin tracks were not clear enough to estimate the distance to the trackline.
Figure 2.3 – Plot of bearing lines used to locate a dolphin group during an encounter (the first of the whistle groups shown in figure 2.2). The vessel’s movement over time (in seconds) is represented by the x-axis, with each blue line indicating the estimated bearing to a group of whistles. The point at which the line intersects shows the time at which the group passed abeam, and the distance of the group to the trackline. This intersection of bearings changes over time due to dolphin movement. The estimated distance of the group at the time at which it passes abeam is indicated in red (in this case the group passed abeam at a range of approx 1 km from the vessel (index x 1.84 = distance in meters).

Where there was a single group not accompanied by any other groups, the distance over which the same group of dolphins could be heard was estimated. The maximum distance over which dolphin groups were found to be autocorrelated was 30 km, suggesting that under certain oceanographic conditions a group of dolphins could be heard to 15 km.

Based on the sample of data including 21 dolphin whistle tracks, a ‘true distribution’ of dolphin groups was generated, i.e. presence of a dolphin group at the point at which it passed abeam of the vessel, but absence elsewhere. If a dolphin group passed abeam of the vessel during the 15 minute period centred at the time of the listening station (i.e. within 7.5 minutes before or after the start of the 1 minute listening station), then the dolphin group was associated with that listening station. This ‘true distribution’ was compared to the acoustically scored levels of dolphin whistles (0-5).
Different rules were applied to the acoustically scored levels of dolphin whistles to classify the different levels as a presence/absence of dolphin groups:

i) Considering whistles >0 loudness, consecutive detections were considered one group encounter until no dolphins (0 loudness) had been detected for 30 minutes (9 km), with one presence at the mid point of the group;

ii) Considering whistles >0 loudness, consecutive detections were considered one group encounter until no dolphins (0 loudness) had been detected for 45 minutes (15 km) (Gordon et al. 2000), with one presence at the mid point of the group;

iii) Considering whistles >1 loudness, consecutive detections were considered one group encounter until no dolphins (\leq 1\ loudness) had been detected for 45 minutes (15 km), with one presence at the mid point of the group;

iv) Considering whistles >2 loudness, consecutive detections were considered one group encounter until no dolphins (\leq 2\ loudness) had been detected for 45 minutes (15 km), with one presence at the mid point of the group.

By comparing the distributions resulting from application of these rules with the ‘true distribution’ it was possible to calculate the percentage correctly classified. Each of the rules performed well, but rule (iii) performed best with 88% correctly classified at mimicking the ‘true’ distribution to within one listening station, and with a false positive detection rate of less than 3%. Therefore, this latter rule was used to generate the data on which subsequent analyses were based. This method would remove much of the autocorrelation in the data caused by hearing the same group of animals over several listening stations, and avoided counting the same group more than once.

2.2.4 Statistical analysis

2.2.4.1 Pre-modelling analysis

Since the coarsest scale for the environmental data was 9 km (for the FOAM oceanographic and current data), survey segments were defined as the trackline between two consecutive listening stations per segment (at 10 knots this is the equivalent of 9 km segments). Where the environmental variables were stored within
the survey Access database files (such as noise levels, vessel speed, etc.), the
environmental variables were either averaged over each segment (e.g. vessel speed),
or the most recent value for that variable (e.g. last recorded wind speed) were
determined using macros written in Access. For all other variables (topography,
satellite and FOAM variables), values were determined for the mid-point of each
segment using the STJG GIS extraction tool version 1.0.1 (Gontarek 2005) in ArcGIS
9.0 (ESRI Inc).

Prior to modelling, a Spearman’s Rank Correlation test was carried out using Minitab
v12.23 (Minitab Inc. 1999) to test for correlations between environmental variables.
If there was a strong correlation ($r > 0.8$) between variables, the first of the variables
selected by the step-wise model selection (detailed in the next section) was retained
and any variables with which it was correlated were discarded.

2.2.4.2 Modelling dolphin occurrence – model selection

Generalised Additive Models (GAMs) were used to relate dolphin presence/absence
per 9 km segment to the survey (vessel speed, survey vessel noise, remote vessel
noise & water noise), temporal, and environmental variables listed in Table 2.2.
Generalised additive modelling is a method of analysing data responses that may be
non-normal with non-linear smooths of predictor variables, with the general form
(Hastie & Tibshirani 1990):

$$E[y] = g^{-1}(\beta_0 + \sum_k S_k(x_k))$$

Where $E[y]$ is the expected value of the response variable $y$ (dolphin group presence
per 9km segment), $g()$ is the function linking the response to the non-linear smooths $S$
of the $k$ predictor variables $x_k$ and the intercept term $\beta_0$. A binomial distribution was
assumed for the response variable with the logit link function (Chambers & Hastie
1991):

$$g(p) = \log\left(\frac{p}{1-p}\right)$$

Where $p$ is the probability of dolphin presence. The GAMs were fitted in R version
2.3.0 (The R Foundation for Statistical Computing 2006) using the MGCV (Multiple
Generalised Cross Validation) library (Wood 2006b). Unlike the standard GAM library in R/S+, the degree of smoothness (or degrees of freedom) of the smooths of the predictor variables is determined as part of the model fitting process (Wood 2006a). The default smoothing spline used in the MCGV smooth $s()$ is a Thin Plate Regression Spline (TPRS), which allows a smooth to be estimated with multiple predictor variables in noisy data, without knowledge of the knot locations (where the different splines join) being required (Wood 2006a). This method removes the subjectivity that is introduced by estimating knot locations, that is required for other smoothing methods. TPRS are good for smooth interactions of parameters that are in the same units (such as latitude & longitude). In this spline smoother, the default dimension ($k =$ equivalent to setting the maximum number of degrees of freedom for each smooth) is 10 for 1-way smooths, 30 for 2-way smooths, and 90 for 3-way smooths. To reduce potential overfitting of smooths to the data, two approaches were used. Firstly, a $\alpha=1.4$ was used in the model fitting as suggested by Kim & Gu (2004), which forces the estimated degrees of freedom in a smooth to count for 1.4 degrees of freedom in the UBRE score (Wood 2006a), so penalising the GAM function for using too many degrees of freedom. Secondly, the smooths for each of the variables, excluding latitude and longitude, were limited to 4 or less estimated degrees of freedom.

Stepwise addition of environmental variables to the null model (no predictor variables) was carried out (forward step-wise selection), and models compared based on minimising the UBRE (UnBiased Risk Estimator) score. The UBRE score is the Poisson GAM equivalent of the AIC value (in effect, just a linear transformation of AIC), and scores on both fit and the number of parameters used to describe the model (Wood 2006a). In selecting the best model, predictor variables were only added if:

i) they reduced the AIC equivalent of the UBRE score (multiplying UBRE by $n$) by 2 or more, as recommended by Burnham & Anderson (2002).

ii) the variables were significant at $p < 0.05$

Firstly, survey variables (water noise, survey vessel noise & type, remote vessel noise, wind speed, and vessel speed) were added to the model to compensate for survey effects, since variables such as wind speed are known to affect noise conditions in the
ocean and hence the ability to hear dolphin vocalisations (Urick 1983). Also different survey vessels produce different amounts of noise that can strongly influence the detectability of animals (Swift pers. comm.). So vessel type was coded: 1 for FRV Scotia, 2 for RV Poseidon, and 3 for RSS Charles Darwin, and included as a factor variable in the models.

Time was then allowed to be added to the model, since dolphin vocalisations have been shown to vary diurnally in other studies (Goold 2000; Hastie et al. 2005). After compensating for survey and diurnal effects on the detection rate of dolphin whistles, the topographical, oceanographic and current variables were added.

Variables included in the model selection included: depth, SST, SSS, chlorophyll, halocline depth & strength, thermocline depth & strength, surface & bottom current speed. As a first step, a check was carried out to see whether month (as a factor variable: 1 = May, 2 = July, 3 = September/October) or year (as a factor variable: 1 = 2003, 2 = 2004, 3 = 2005) were significant in the models before adding the environmental variables, and then subsequently to see whether there was any remaining unmodelled variance that could be explained by month or year. Models were also built separately for the May and September/October survey data to examine the variables influencing the distribution of delphinids in either month.

2.2.4.3 Modelling dolphin occurrence - model evaluation

A model should be able to fully describe the species distribution without any remaining temporal or spatial autocorrelation. Remaining autocorrelation in the residuals would imply that either the data being modelled is too highly autocorrelated for the environmental variables to explain the autocorrelation, or that an important variable, that was itself autocorrelated on the temporal and spatial scale sampled, has not been included in the model. In this study, the Wald-Wolfowitz run test was used to test for any remaining nonrandomness in the model residuals (Hardin & Hilbe 2003). The test looks for patterns within the residuals by coding the residuals as to whether they are positive (1) or negative (-1) and looking for continuous runs of positive or negative residuals.
The number of runs in the sequence allows an evaluation of the non-randomness in the residuals to be made according to the following equations (Hardin & Hilbe 2003):

\[ E(T) = \frac{2n_p n_n}{n_p + n_n} + 1 \]

\[ V(T) = \frac{2n_p n_n (2n_p n_n - n_p - n_n)}{(n_p + n_n)^2 (n_p + n_n - 1)} \]

Where \( E(T) \) is the expected value of the number of runs in the sequence of residuals \( T \), and \( V(T) \) is the expected variance of \( T \); \( n_p \) is the total number of positive residuals; \( n_n \) is the number of negative residuals in the sequence. The test statistic is thus:

\[ W_Z = \frac{T - E(T)}{\sqrt{V(T)}} \]

Where \( W_Z \) has approximately a normal distribution such that extreme values (>1.96 for \( p<0.05 \)) indicate that there is remaining non-randomness in the residuals, and that the model therefore does not adequately account for the underlying distribution of the data. This could indicate that a variable was missing from the model, or that the delphinid groups were clumped in some way behaviourally.

The final models were predicted over 18x18 km grid cells, set to twice the size of the segment size as recommended by Hedley (2000). This allowed for visual evaluation of the models against the actual detections, and of predicted distributions between different models. Predictions were based on environmental variables available from 14 October 2004 for comparing the majority of models, 14 October 2005 for the 2005 model, and 21 May 2004 for the May model. These dates were selected for several reasons: they were based days that were actually surveyed, formed the mid points of the survey data, and for the full model October was the only month during which both areas around the Faroe-Shetland Channel and the Ellet Line were surveyed.

2.2.4.4 Models constructed

To meet the objectives of this chapter, the analysis was divided into a number of sections and models. Firstly, the effect of autocorrelation within the data caused by hearing the same group of dolphins over several listening stations (‘acoustic
autocorrelation’) was investigated. The original data were modelled and compared with the models obtained with the acoustic autocorrelation removed according to the rule described in §2.2.3. Secondly, to examine the effect of time on the models, 2003-2004 data were modelled separately to the 2005 data, and these were compared with each other and with models of all data together. 2003-2004 were chosen to be clumped separately to 2005, due to anomalously poor weather conditions in 2005 as well as unusual changes in the Hebridean ecosystem observed that year (Stevick et al. 2007). Thirdly, to examine the effect of changes in spatial extent on the models, the models for the full dataset were compared with those based on the Faroe-Shetland Channel surveys (excluding the Ellet Line and Rockall Trough surveys). Finally, to examine the ability of the models to account for seasonal changes in distribution, the May Faroe-Shetland Channel surveys were modelled separately to the October Faroe-Shetland Channel surveys and the models compared with the predictions from the full model based on both seasons for the same area.
2.3 Results

A total of 11,475 km were surveyed off the west coast of Scotland between July 2003 and October 2005, as detailed by survey in Tables 2.1 & 2.3. Overall there were 12479 km segments with 624 hours of listening effort for which all environmental variables were available. Of these, 420 segments (33.7\%) had whistle detections ≥ 1 loudness and 139 segments (11.1\%) had dolphin group presence (using the rule detailed in §2.2.3). Dolphins were detected fairly evenly over the survey area, but with fewer detections over shallower shelf waters (Figure 2.4). Overall there was relatively even survey coverage of both shelf (<200 m) and off-shelf waters (>200 m) with 41.5\% of effort concentrated in shelf habitats. Despite this, only 28.3\% of all dolphin whistle groups were detected in the shelf (<200 m) habitat.

Table 2.3 – Acoustic effort (in numbers of segments and km) and the autocorrelated and grouped whistle detection rates (based on the rule explained in §2.2.3) by number of segments with presence, and by \% of segments for the oceanographic surveys carried out off the west coast of Scotland.

<table>
<thead>
<tr>
<th>Survey Date</th>
<th>Number of segments (overall distance in km)</th>
<th>Number of segments with any whistles (% of segments)</th>
<th>Number of segments with whistle groups (% of segments)</th>
</tr>
</thead>
<tbody>
<tr>
<td>19-25 July 2003</td>
<td>114 (1050 km)</td>
<td>55 (48.2%)</td>
<td>15 (13.2%)</td>
</tr>
<tr>
<td>16-28 September 2003</td>
<td>137 (1260 km)</td>
<td>36 (26.3%)</td>
<td>15 (10.9%)</td>
</tr>
<tr>
<td>13-29 May 2004</td>
<td>244 (2245 km)</td>
<td>62 (25.4%)</td>
<td>22 (9.0%)</td>
</tr>
<tr>
<td>5-17 October 2004</td>
<td>189 (1740 km)</td>
<td>75 (39.7%)</td>
<td>26 (13.8%)</td>
</tr>
<tr>
<td>8-26 May 2005</td>
<td>226 (2080 km)</td>
<td>51 (22.6%)</td>
<td>19 (8.4%)</td>
</tr>
<tr>
<td>27 Sept – 8 Oct 2005</td>
<td>130 (1195 km)</td>
<td>31 (23.8%)</td>
<td>7 (5.4%)</td>
</tr>
<tr>
<td>7-25 October 2005</td>
<td>207 (1905 km)</td>
<td>110 (53.1%)</td>
<td>35 (16.9%)</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td><strong>1247 (11,475 km)</strong></td>
<td><strong>420 (33.7%)</strong></td>
<td><strong>139 (11.1%)</strong></td>
</tr>
</tbody>
</table>

2.3.1 Environmental variables

A summary of the environmental variables is given in Table 2.4. Coverage of variables differed between surveys and years depending both on the type of survey (Faroe-Shetland Channel or Ellet Line hydrographic lines) and the additional aims of the survey (e.g. during the May 2005 survey, the second half of the survey involved surveying for salmon smoult along the shelf edge).
The Spearman’s rank correlation test (Appendix Table A1.2) showed no significant correlations with \( r > 0.8 \) between any of the variables included in the model selection. There were ‘relatively strong’ correlations \( (r > 0.5) \) between month and SST, with warmer sea surface temperatures as the seasons progressed from spring (May) to autumn (October). Year was negatively correlated with SST and surface chlorophyll, but positively correlated with thermocline depth \( (r > 0.5) \). Chlorophyll was also negatively correlated with thermocline depth \( (r > 0.5) \), with higher levels of surface chlorophyll in areas of shallower thermoclines. Finally, water depth was correlated with both halocline depth & strength and thermocline strength \( (r > 0.5) \) but in opposite directions: halocline depth & strength increased with increasing depth, whereas thermocline strength decreased with increasing water depth.

The survey area combines shelf waters (50-200m), shelf edge (200-500m), and deep waters dropping off to deeper than 2000m (Figure 2.1a). The area is topographically complex with many sea-mounts, banks, ridges (Wyville-Thompson Ridge) in addition to the Faroese and Scottish shelf edges.
Table 2.4 – Summary statistics for the environmental variables for the oceanographic survey years grouped by 2003-2004 surveys, and 2005 surveys off the west coast of Scotland. Results of a Mann-Whitney test compare the two data sets are shown, where * p<0.05; **p<0.01; and ***p<0.001.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>2003-2004</th>
<th>2005</th>
</tr>
</thead>
<tbody>
<tr>
<td>Survey effort with environmental data available</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distance surveyed (km)</td>
<td>6840</td>
<td>5580</td>
</tr>
<tr>
<td>Number of stations/segments</td>
<td>684</td>
<td>558</td>
</tr>
<tr>
<td>Segments with dolphin whistles or clicks</td>
<td>106 (15.5%)</td>
<td>77 (13.8%)</td>
</tr>
<tr>
<td>Survey variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vessel speed range (knots)</td>
<td>3.3-12.8</td>
<td>3.4-13.7</td>
</tr>
<tr>
<td>mean (standard deviation)</td>
<td>9.7 (1.9)</td>
<td>9.8 (1.7)</td>
</tr>
<tr>
<td>WaterNoise range</td>
<td>0-5</td>
<td>0-4***</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>2 (1-3)</td>
<td>1.5 (1-2)</td>
</tr>
<tr>
<td>SurveyVesselNoise range</td>
<td>0-4</td>
<td>0-4***</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>3 (2-3)</td>
<td>2 (1.5-3)</td>
</tr>
<tr>
<td>Temporal variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TimeDayNight range</td>
<td>0-2</td>
<td>0-2***</td>
</tr>
<tr>
<td>mean (standard deviation)</td>
<td>0.95 (0.55)</td>
<td>1.08 (0.54)</td>
</tr>
<tr>
<td>Topographical variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depth range (m)</td>
<td>15-2374</td>
<td>28-2300***</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>419 (133-958)</td>
<td>202 (110-806)</td>
</tr>
<tr>
<td>Satellite data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SST range (*C)</td>
<td>5.7-15.3</td>
<td>6.8-14.5***</td>
</tr>
<tr>
<td>mean (standard deviation)</td>
<td>11.6 (1.9)</td>
<td>10.8 (1.5)</td>
</tr>
<tr>
<td>Chl range (mg/m³)</td>
<td>0.06-22.1</td>
<td>0.03-2.99***</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>0.75 (0.43-1.45)</td>
<td>0.28 (0.19-0.43)</td>
</tr>
<tr>
<td>FOAM variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HaloDepth range (m)</td>
<td>30-1335</td>
<td>30-920***</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>120 (50-255)</td>
<td>100 (50-145)</td>
</tr>
<tr>
<td>SBS range (psu)</td>
<td>-0.38-0.2</td>
<td>-0.44-0.15</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>0.0 (-0.13-0.04)</td>
<td>0.0 (-0.03-0.02)</td>
</tr>
<tr>
<td>SSS range (psu)</td>
<td>35.0-35.4</td>
<td>35.0-35.4</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>35.25 (35.2-35.3)</td>
<td>35.27 (35.2-35.3)</td>
</tr>
<tr>
<td>ThermDepth range (m)</td>
<td>20-470</td>
<td>55-774***</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>78 (40-470)</td>
<td>113 (79-159)</td>
</tr>
<tr>
<td>SBT range (*C)</td>
<td>-12.5-0.11</td>
<td>-9.5-0.02***</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>-2.2 (-4.8--1.0)</td>
<td>-0.88 (-3.33--0.05)</td>
</tr>
<tr>
<td>SurfCurSpd range (m/s)</td>
<td>0-0.58</td>
<td>0.01-0.53**</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>0.134 (0.06-0.19)</td>
<td>0.125 (0.07-0.21)</td>
</tr>
<tr>
<td>BotCurSped range (m/s)</td>
<td>0-0.46</td>
<td>0-0.39</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>0.07 (0.03-0.13)</td>
<td>0.07 (0.04-0.09)</td>
</tr>
</tbody>
</table>
Sea surface temperature was generally warmer in the southern part of the survey area decreasing with increasing latitude; however a tongue of warm water travelled up through the Faroe-Shetland Channel with the North Atlantic Water (NAW) flow (Gulf Stream) (Figure 2.5a). This same area had high levels of primary productivity with surface chlorophyll concentrated within eddies as indicated on the satellite images (Figure 2.5b), and as identified by Sherwin et al. (1999, 2006). The distribution and levels of surface chlorophyll varied significantly over time, in no clearly predictable way. However, as an example, a satellite image taken from July 2003 (Figure 2.5b) showed high surface levels of chlorophyll concentrated along the shelf edge and in mixed coastal waters, but low levels in shelf waters of the Faroe Plateau and Shetland shelf (Figure 2.5b).

The FOAM oceanographic variables (halocline strength and surface current speed) strongly reflected the effect of the topography and different bodies of water on the resulting oceanography. As an example, the figure of halocline strength (Figure 2.6a) clearly shows the presence of the fresh deep Norwegian Sea Deep Water (NSDW) sitting below the warmer more saline surface North Atlantic Water (NAW) in the Faroe-Shetland Channel, resulting in a strong negative halocline. The shelf edge waters have a strong positive halocline with the surface waters being less saline than the deeper water.

The complex topography through the Faroe-Shetland Channel, and around the Wyville-Thompson Ridge results in a complex pattern of current speeds (although this is also wind-moderated at the surface). Figure 2.6b shows the strong surface currents in the Faroe-Shetland Channel, travelling along the Shetland shelf side of the channel and along the Wyville-Thompson Ridge. There are also big swirls of high surface current speed in the deep offshore water to the south of the Faroes that appear to vary on a daily basis. In summary, the survey area in this part of the North Atlantic, is subject to wide variations in the oceanographic conditions that were used to determine dolphin distributions.
Figure 2.5 (a) Weekly composite satellite image of sea surface temperature for the week beginning 23 May 2004 where black = 0°C (or cloud) – white = 12.6°C; and (b) weekly composite satellite image of surface chlorophyll concentrations for the week beginning 13 July 2003 where black = 0 chlorophyll (or cloud) – white = 65 mg/m³ density of chlorophyll. Note the clouds obscuring observations in both images (black patches), and the swirling eddies of high chlorophyll concentrations in the Faroe-Shetland Channel.
Figure 2.6 – (a) FOAM modelled halocline strength (surface to bottom salinity) for 27 September 2003 with dark grey representing a strong negative halocline strength (i.e. bottom water fresher than surface water), and white a strong positive halocline strength (i.e. bottom water more saline than surface water); (b) FOAM modelled surface current speed (m/s) for 27 September 2003 with dark grey representing low current speeds, and white high current speeds.
2.3.2 Effect of ‘acoustic autocorrelation’ on model selection

The best model for the ungrouped delphinid whistle occurrence data (the original data before the rule detailed in §2.2.3 was applied) included five terms (in order of selection): a two way smooth of survey vessel noise with vessel type, depth, SST, thermocline depth and halocline strength, explaining 15.3% of the deviance (Table 2.5). The grouped delphinid occurrence model (after application of the rule detailed in §2.2.3) included three of the same variables but excluded interaction term of survey vessel noise with vessel type, and halocline strength, explaining 5.3% of the deviance (Table 2.5).

Survey effects were only significant in explaining the detection of the ungrouped delphinid whistles and explained 5.7% of the deviance. The interaction between survey vessel noise and vessel type showed whistle detection dropping rapidly above survey vessel noise levels of ≥ 4 in loudness (Figure 2.7). Also, R/V Poseidon had lower reported levels of self boat noise than either the FRV Scotia or the RSS Charles Darwin (Figure 2.7). This was no longer significant when the whistles were grouped into single delphinid encounters.

Table 2.5 – Summary of delphinid occurrence GAM models for the west coast of Scotland.

Linear fits are represented by “L1”, whereas smoothing terms are represented by “S#”, where # is the number of degrees of freedom, number in superscript denotes order of importance within the model. Acronym definitions: FSC = Faroe-Shetland Channel; VN:V = two-way smooth of vessel noise with vessel type; Halod = halocline depth; ThD = thermocline depth. Table design based on Ferguson et al (2006).

<table>
<thead>
<tr>
<th>Model</th>
<th>Predictor variables</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Speed</td>
</tr>
<tr>
<td>Ungrouped</td>
<td>S6.6^1</td>
</tr>
<tr>
<td>Grouped</td>
<td>S1.9^1</td>
</tr>
<tr>
<td>2003-2004</td>
<td>S2.1^1</td>
</tr>
<tr>
<td>2005</td>
<td>L1^1</td>
</tr>
<tr>
<td>FSC</td>
<td>S2.6^4</td>
</tr>
<tr>
<td>FSC May</td>
<td>L1^1</td>
</tr>
<tr>
<td>FSC October</td>
<td>S2.8^1</td>
</tr>
</tbody>
</table>
Delphinid whistles or groups of whistles were most likely to be heard in water deeper than 400 m (Figure 2.9c), in water warmer than 10.5°C (smooth similar to that shown in Figure 2.12a), and in areas of deeper thermoclines.

Figure 2.7 – (a) Delphinid whistle occurrence per 9 km segment (n = 1247) modelled as a GAM smooth function of perceived survey vessel noise level (d.f. = 3.4) for all survey data collected off the west coast of Scotland between July 2003 and October 2005. Tick marks above the x-axis indicate the distribution of observations in all segments. Dotted lines show 95% confidence intervals; (b) Perceived survey vessel noise levels by survey vessel type (1 = FRV Scotia, 2 = R/V Poseidon, and 3 = RSS Charles Darwin): median noise levels = thick black bars, inter-quartile range = box, range = extent of dotted line, outliers = open circles.

Overall, environmental variables were able to explain 9.6% of the deviance in the original ungrouped delphinid whistle model, and 5.3% of the deviance for the grouped whistle model. However, the ungrouped model failed to fully model the autocorrelation in the data since the residuals were significantly non-randomly distributed (Wz = -18.1, p < 0.001). There was no autocorrelation within the residuals of the grouped whistle model (Wz = 0.82, p = 0.793). Comparison of predictions based on each model show some differences (Figure 2.8). The ungrouped delphinid model predicts higher probability of delphinid occurrence in the Faroe-Shetland Channel and on the Wyville-Thompson Ridge than the grouped delphinid model. However, both models predict high probability of delphinid occurrence along the Scottish shelf edge from around the Wyville-Thompson Ridge southwards and alongside the steep side of Rockall Bank.
Figure 2.8 - Spatial prediction based on environmental variables available for 14 October 2004 of the probability of detecting delphinid whistles per 20km grid for (a) the best model based on all (ungrouped) delphinid whistles, and (b) the best model based on grouped delphinid whistles, for all survey data from July 2003 – October 2005. 9km segments ($n = 1247$) are presented as black dots where delphinid whistles (a) or groups of whistles (b) are present and white dots where absent. Data are overlaid on bathymetry (solid lines) (GEBCO, BODC 2003). Grid colours represent the probability of delphinid whistle presence from low (blue) to high (red), ranging from 0-0.8 for the ungrouped model (a) and 0-0.4 for the grouped whistle model (b), colour gradation based on 20 levels using quantile classification.
2.3.3 Effect of year on model selection

The best delphinid group occurrence model for the 2003-2004 data included two terms (in order of selection): depth and SST, explaining 4.1% of the deviance (Table 2.5). The best model for the 2005 data also included depth but the second variable changed from SST to thermocline depth, with both terms explaining an overall 4.9% of the deviance (Table 2.5).

Depth was the only variable to be significant in explaining the distribution of delphinids in all three combinations of years: 2005, 2003-2004 and 2003-2005 (Table 2.3), however the relationship varied between years. In 2003-2004, delphinid groups were most likely to be heard in waters deeper than 400 m, with a peak between 1000-1500 m, however the confidence limits above 1500 m were too large to determine preference above this depth (Figure 2.10a). This relationship was nearly identical to that for the 2003-2005, although the preference was not as strong (Figure 2.10c). In 2005, the preference for depth changed from a non-linear to a linear relationship with delphinid occurrence increasing with depth, animals preferring waters deeper than 600m (Figure 2.10b).

Although the remaining environmental predictor was different between 2003-2004 and 2005 models, both SST (for 2003-2004) and thermocline depth (for 2005) had identical relationships with delphinid distributions to those predicted by the full three year model.

Comparing predicted distributions of delphinids based on the two models, both models predicted low probability of occurrence in the shallower on-shelf waters, and high probability of occurrence in a small patch just south of the Wyville-Thompson Ridge towards Rosemary Bank (Figure 2.11). Otherwise, the models predicted different areas of high probability of occurrence, with the 2003-2004 model hotspots found in the Faroe-Shetland Channel, along the steeper shelf edges, and in a band west of the patch south of the Wyville-Thompson. Of the areas surveyed, the 2005 model predicted high probability of delphinid presence to the east of the Anton Dohrn seamount and to the east of Rosemary Bank.
Figure 2.9 Delphinid group whistle occurrence per 9km segment modelled as a GAM smooth function of depth for (a) 2003-2004 (d.f. = 2.1, n = 684), (b) 2005 (d.f. = 1, n = 558), (c) 2003-2005 (d.f. = 1.9, n = 1247) survey data collected off the west coast of Scotland. Tick marks above the x-axis indicate the distribution of observations in all segments. Dotted lines show approximate 95% confidence intervals
2.3.4 Effect of change in spatial extent on model selection

The best delphinid group occurrence model for the Faroe-Shetland Channel survey data included three terms (in order of selection): SST, thermocline depth and halocline strength, explaining 7.2% of the deviance (Table 2.5).
When compared with the model for the full survey area, both SST and thermocline depth were significant predictors with similar predicted relationships (Table 2.5). The key difference between the models was the lack of significance of depth in predicting delphinids within the Faroe-Shetland Channel surveys (Table 2.5).

If the Faroe-Shetland Channel model was used to predict outwith the survey extent on which it was based, and compared with the model based on the whole survey area, the models predict quite different areas of high probability of occurrence (Figure 2.12). The Faroe-Shetland Channel model predicted highest probability of delphinid occurrence throughout the Rockall Trough waters south of Rosemary bank (in water >1500 m), and in small patches just south of the Wyville-Thompson Ridge and the southerly reaches of the Faroe-Shetland Channel. The main similarity between the model predictions was found in on-shelf and shallow off-shelf waters where there was a low predicted probability of delphinid occurrence. They both also predicted high probability of occurrence in the southern end of the Faroe-Shetland Channel, just south of the Wyville-Thompson Ridge, and along the shelf edge. However, the model based on all survey data predicted high probability of delphinid occurrence in a large patch between the shelf edge and Rosemary Bank, which was not predicted by the FSC model (Figure 2.12).

### 2.3.5 Effect of month on model selection

The best delphinid group occurrence model for the May Faroe-Shetland Channel survey data included two terms (in order of selection): halocline depth and thermocline depth, explaining 6.8% of the deviance (Table 2.5). The best model for the October Faroe-Shetland Channel only included SST which explained 6.1% of the deviance (Table 2.5).

The full model for the Faroe-Shetland Channel data was detailed in §2.3.4, and has one variable in common with each of the two seasonal models: thermocline depth in the May model, and SST in the October model. The relationship between delphinid group occurrence and thermocline depth was identical between the two models (full model and the May model for Faroe-Shetland Channel survey data). However the prediction for SST is slightly different between the full monthly model and the October model (Figure 2.13).
Figure 2.11 - Spatial prediction based on the best model for the probability of detecting delphinid group occurrence in a 20km grid cell for the (a) Faroe-Shetland Channel survey data \((n = 918)\), and (b) all survey data \((n = 1247)\) collected between July 2003 and October 2005 based on environmental variables from 14 October 2004. Overlaid on the maps are the effort segments (white dots) and the delphinid whistle group detections (black dots) for the October survey for each data set. Also overlaid are GEBCO depth contours (dark grey lines). Colours represent probability of whistle presence from low (blue) to high (red), ranging from 0-0.4, colour gradation based on 20 levels using quantile classification.
Figure 2.12 Delphinid group whistle occurrence per 9km segment modelled as a GAM smooth function of SST for (a) all Faroe-Shetland Channel survey data (d.f. = 2.6, n = 918), (b) Faroe-Shetland Channel October survey data (d.f. = 2.8, n = 456) collected off the west coast of Scotland. Tick marks above the x-axis indicate the distribution of observations in all segments. Dotted lines show 95% confidence intervals.

The October model predicts a slightly tighter preference for SST (10.5-12.5°C) than the model including both months (10.5-13.5°C), and a slightly lower peak in preference (11.4°C versus 12°C).

Visually comparing predictive maps for the full model predicted for May and October, with the models based only on the May or October data (predictions for 21 May or 14 October 2004), the predictions were very similar (Figure 2.14). May had consistently high predicted probability of delphinid occurrence to the west of the shelf edge, with relatively low predicted probability of occurrence in the Faroe Shetland Channel and Wyville-Thompson Ridge. By contrast, October had consistently high predicted probability of occurrence throughout the Faroe-Shetland Channel, across the Wyville-Thompson Ridge and in the off-shelf waters to the west.
Figure 2.13 - Spatial prediction based on the best model for the probability of detecting delphinid whistle groups in the area around the Faroe-Shetland Channel on a 20km grid for (a & b) the best individual models based only on (a) May & (b) October data; (c & d) the best model for all data as predicted for (c) May & (d) October. Environmental variables were taken from 21 May 2004 or 14 October 2004. Overlaid on the maps are the effort segments (white dots) and the whistle group detections (black dots) for the relevant seasons survey for each data set. Also overlaid are GEBCO depth contours (dark grey lines). Colours represent probability of whistle presence from low (blue) to high (red), ranging from (a & c) 0-1 for the May predictions; and (b & d) 0-0.4 for the October predictions, colour gradation based on 20 levels using quantile classification.
2.4 Discussion

In this study, I have investigated the effect of autocorrelation and temporal scale on predicting delphinid distributions off the west coast of Scotland at both yearly and monthly temporal scales. The study also included a preliminary investigation of the effect of constraining the extent of the study on model selection. This has provided insight both into the temporal robustness of the predictive models and into the habitat preferences of delphinids in this part of the North Atlantic.

2.4.1 Passive acoustics & problems of autocorrelation

Modelling the acoustic detections of delphinids with environmental variables is complicated by the fact that the data would have been severely autocorrelated. This autocorrelation was mainly due to acoustically detecting the same group of delphinids over large distances (‘acoustic autocorrelation’). For example, based on a small sample of tracks, I estimated that delphinids in this study could be heard from over 15km under certain oceanographic conditions. This is similar to the active space measurements for bottlenose dolphin (Janik 2000) and killer whales (Miller 2006), where active space is the distance at which another dolphin/killer whale can perceive the whistle of a conspecific (Janik 2000). Bottlenose dolphin whistles between 3.5-10 kHz were predicted to have an active space radius of 14-22 km in shallow water at sea state four, and as much as 20-25 km in sea state zero (Janik 2000). Similarly the higher frequency components of killer whale vocalisations (1-12 kHz) had a mean active space distance of 10-15 km in sea state zero (Miller 2006). In a line transect survey, this long range of whistle propagation means that a vocalising delphinid group can be heard over a large distance (up to 30 km in the data presented here), resulting in highly autocorrelated survey data.

It was possible to remove the autocorrelation in the data by using the properties of the whistle data to group the detections into individual encounters (§2.2.3). The effect of retaining this autocorrelation in the model could thus be evaluated. Two variables were retained in the ungrouped model that were not significant in the grouped model: a survey effect (an interaction between survey vessel noise and survey vessel) describing some of the variation in autocorrelation, and one retained environmental variable (halocline strength).
Vessel noise masks the ability of an acoustic monitor on a survey vessel to detect delphinid whistles (Richardson et al. 1995). Thus as vessel noise increases, the range at which dolphins can be heard above vessel noise will reduce (Richardson et al. 1995). This results in a reduction in whistle detection, and a reduction in autocorrelation due to the distant whistles of the delphinids being masked, with only those whistles close range of the vessel being heard. Vessel noise was shown to influence the level of autocorrelation (i.e. the distance and time over which a group is heard) rather than ability to detect a dolphin group – which will be heard provided it comes closer to the vessel than the masking distance (Richardson et al. 1995).

As expected, the autocorrelation within the ungrouped whistle data resulted in an additional environmental variable being retained in the model. This is an effect of an inflation of the number of degrees of freedom (Koenig 1999), and underestimation of the standard errors resulting in variables being considered significant when in fact they are not (Lennon 2000; Borchers et al 1997). Also, by applying the Wald-Wolfowitz test for non-randomness in the residuals (Hardin and Hilbe 2003) it was found that even with the additional environmental variable, the model was unable to fully compensate for the autocorrelation, resulting in non-random serial distribution of residuals. The predictions themselves (Figure 2.9) showed little difference between the models, the main difference being that the ungrouped autocorrelated data over-emphasised the importance of the Faroe-Shetland Channel for delphinids. Whereas, the grouped delphinid whistle occurrence model suggested a preference for the southern end of the Faroe-Shetland Channel (FSC) and for the Wyville Thompson Ridge (WTR). This preference for the southern part of the FSC and WTR has been found in previous surveys off the west coast of Scotland for long-finned pilot whales and white-sided dolphins (Macleod 2001).

### 2.4.2 Model robustness over time & space

Boyce et al. (2002) highlighted three of the main issues in attempting to build robust predictive models of species distributions: (i) yearly changes in habitat selection due to fluctuation of resources; (ii) seasonal changes in habitat preferences due to changes in resources; and (iii) spatial variation in habitat selection depending on the spectrum of habitats available within an area. All three aspects were evaluated to the extent possible within the data set for delphinids off the west coast of Scotland.
Firstly, at the yearly scale there was significant variation between variables selected within the models and their relationships with delphinid occurrence. Depth was the only predictor to be selected consistently in all years, finding that delphinids were found preferentially in water off the shelf edge (> 400 m). However, the deep water preferences differed between the 2003-2004 model and the 2005 model, with delphinids showing a linear increase in preference as depth increased in 2003-2004, but a peak in preference for depth between 1000 m and 1500 m in the 2005 model. Some of this change may be partly due to differences in the surveyed extent between years. A significantly higher proportion of shallow water was surveyed in 2005, which is likely to be mainly due to the second half of the May survey having been devoted to monitoring post-smoult salmon along the shelf edge. However, the Faroe-Shetland Channel and Ellet Line hydrographic lines were consistently surveyed in both the 2003-2004 survey period and in 2005, providing some ability to elucidate changes due to year rather than area.

The key differences between years over the full survey extent were the preferences for SST in 2003-2004 and thermocline depth in 2005. This preference for SST in some years and not others was also found by Hastie et al. (2005) in their study of delphinid distributions from the same platform of opportunity (FRV Scotia) and same area as this study but between 2001 and 2002. Similarly, Forney (2000) found SST to vary in importance between years in predicting Dall’s porpoises (Phocoenoides dalli) and short-beaked common dolphins (Delphinus delphis) off California. So it would appear that SST, though an important predictor of delphinid distributions overall, is not a temporally robust measure.

To try to understand why SST may be a generally good predictor of delphinid distributions, but poor in some years, it is necessary to have a grasp of oceanography. SST is dependent on several factors, including: heating by the sun, and the amount of wind-induced mixing at the surface (Mann & Lazier 2006). Increased cloud cover decreases the amount of solar warming in the surface layer of the ocean (Mann & Lazier 2006). Higher winds result in a deeper mixed layer than in low winds, resulting in any surface heating being spread over a greater depth so resulting in a smaller temperature rise from the surface heating during the day (Mann & Lazier 2006). During this study, 2005 had significantly higher cloud cover than 2003-2004.
with 41.6% and 0% of the monthly and weekly satellite images obscured respectively. The weather conditions were also significantly worse in 2005 with higher winds recorded during the surveys ($t = -4.48$, $p < 0.001$, d.f. = 595) than during 2003-2004. It was evident from the FOAM model that this stormy weather created a lot of wind-induced surface mixing of the sea (Gillibrand pers. comm.), mixing the warm surface layer with cooler deeper water and reducing the surface SST signal. Therefore, it is possible that SST is a good predictor of dolphin distributions when there is not too much wind-induced mixing, but a poor predictor in years with poor SST signal, i.e. in those years with poor weather conditions.

Secondly, seasonal changes in model selection were evaluated by building separate models for May and October. The analysis was restricted to the Faroe-Shetland Channel surveys since these had similar distribution of effort per season and per survey, however there were some differences in coverage with a slightly lower range of depths being surveyed in October than in May. No variables were significant at predicting occurrence of delphinids in both months. This suggests that models based on a single month or season should not be used for predicting distributions of species into other seasons or months. When considering the large differences in predictions that occurred from both monthly and yearly scale analysis, it is evident that within such dynamic systems as the marine environment, models based on data from the present and past are no guarantee of future predictive performance (Oreskes et al. 1994). Only those studies carried out over a long enough time span to capture the variations between years and seasons are likely to have enough predictive power to predict distributions into the future (e.g. the 10+ year study of cetaceans in the Mediterranean by Cañadas et al. 2005).

One of the reasons for modelling May separately to October was to determine whether the model including both seasons was able to fully account for this change in distribution with season. Initially, a check was carried out in the full models to find out whether month was significant in the models before adding the environmental variables, and then after to see whether there was any remaining un-modelled variance that could be explained by month. In all cases month was a significant variable prior to environmental variables being added, but not after, suggesting that the models were fully able to account for the seasonal trends.
By modelling May separately from October it was also possible to determine which oceanographic variables influenced delphinid distributions in the two months. In May, predictors of delphinid distribution included halocline and thermocline depth, whereas in October only SST was the only important predictor. The changes in preference between months probably reflect the change in oceanography and hence prey distributions as the year progresses. Many of the surveyed ranges of oceanographic variables were significantly different between survey months: depth, SST, chlorophyll, halocline depth & strength, thermocline depth, and current speeds (Appendix Table A1.4). As expected, SST was significantly higher in October after the summer heating, than in May. It is likely that this explains why SST was significant at predicting delphinids in October rather than May, since they consistently showed a preference for warmer waters: in this case, warmer than 10.5°C and peaking at 11.4°C. The predicted probability of delphinid occurrence within the Faroe-Shetland Channel is therefore much higher in October than in May (Figure 2.13). This result is nearly identical to that found for delphinids carried out from the same platform of opportunity (FRV Scotia) in the same area and time as this study but between 2001 and 2002 (Hastie et al. 2005). Although Hastie et al. (2005) did not analyse the survey data by month, they did find that the preference of delphinids for water warmer than 10°C partly explained their significantly higher abundance in October than in May. Combining the two datasets into one, results in a model that included both SST to explain October distribution and thermocline depth to explain May distribution, with nearly identical relationships to that exhibited for the individual months. This showed how the full model is fully able to model the changes between months using oceanographic variables, and has some degree of robustness.

Finally, to evaluate spatial robustness, a model based on the Faroe-Shetland Channel surveyed extent was compared with the model based on the full survey extent (§2.3.4). The two extent had two environmental variables in common with similar relationships: SST and thermocline depth. So these variables were spatially robust between the constrained extent and the full extent, having the ability to predict delphinid distributions in both areas. However, although depth was the most significant variable for the full extent it was not significant in explaining delphinid distributions in the Faroe-Shetland Channel extent. A narrower and shallower range of depths was surveyed in the Faroe-Shetland Channel in comparison to the overall area.
which included deep areas such as Rockall Trough. This is mainly due to the relatively low availability of deep water within the Faroe-Shetland Channel rather than a survey bias. This absence of preference for depth in the Faroe-Shetland Channel is the opposite of that found in the study carried out by Hastie et al. (2005) in the same area during 2001-2002, who found that delphinid occurrence peaked between 750-1100m. However, their study also did not compensate for the autocorrelation caused by hearing the same group of delphinids over several listening stations, so depth may be an overfitted term in their study. In fact, in a side-analysis carried out as part of this study modelling the ungrouped data for the FSC extent, it was found that depth was the most important predictor of delphinids rather than SST for the Faroe-Shetland Channel ungrouped delphinid occurrence (Appendix Table A1.1).

Incomplete sampling of a species environment parameter space has been highlighted as one of the main issues in trying to model species distributions (Guisan & Thuiller 2005; Peterson & Cohoon 1999). Also Van Horn (2002) cautions against overly constrained extent since it can lead to incorrect interpretation if only part of an environmental range is sampled. In the case of depth, the Faroe-Shetland Channel has a much lower availability of deep water than in the Rockall Trough. However, since the relationship with depth varies even between years for the full extent, overall depth does not appear to be a robust predictor of delphinid distribution off the west coast of Scotland despite being one of the most significant predictors in the full area.

2.4.3 Habitat preferences of delphinids off the west coast of Scotland

The most significant predictor of delphinid distributions over the full surveyed extent off the west coast of Scotland was depth. The delphinids showed a greater use of the deep water off the shelf edge with some indication of a peak in preference between 1000-1500m in 2003-2004, but a linear increase with depth in 2005 (Figure 2.9). This variation in preference with depth is likely to be due to the differences between the species included in the “whistling odontocetes” group. Of the whistling odontocete species represented off the west coast of Scotland, the long-finned pilot whale and the Atlantic white-sided dolphin have the deepest depth preferences (Buckland et al. 1993; Cañadas et al. 2005; Cañadas et al. 2002; Hamazaki 2002; Kaschner 2004; MacLeod et al. 2007; Macleod et al. 2003; O’Cadhla et al. 2004; Wall et al. 2006;
Weir et al. 2001). Although the two species have been seen to occur in mixed groups (Cronin & Mackey 2002; O Cadhla et al. 2004; Weir et al. 2001; pers. obs.), long-finned pilot whales have been shown to prefer deeper water (1400-2000 m, MacLeod et al. 2007) than white-sided dolphins (mean depth of 996 m, Macleod et al. 2003; MacLeod et al. 2007). It is therefore likely that these are the two main species represented within this dataset. The absence in this model of any obvious preference for the shelf waters, and the lower occurrence of dolphins on shelf (28.3% of all dolphin groups detected) suggests few on-shelf species of dolphin were detected during the surveys (such as white-beaked dolphins).

Sea surface temperature (SST) was the second most important variable in many of the models with delphinids showing a strong preference for water warmer than 10.5°C, and in the Faroe-Shetland Channel extent confined to less than 12.6°C (Figure 2.12). Of the four main delphinid species likely to be represented in this study, short-beaked common dolphins (*Delphinus delphis*) are known to have the warmest water preference (Kaschner 2004), occurring at the upper end of their range off the west coast of Scotland (Macleod 2001; Skov et al. 1995; Weir et al. 2001). Long-finned pilot whales and Atlantic white-sided dolphins appear to have similar temperature preferences to each other in water > 10.9°C with a mean of 12.2°C (Macleod 2001), which is very similar to the results of this study. White-sided dolphins have also been shown to be allopatric to common dolphins (Selzer & Payne 1988), replacing common dolphins in areas of cooler water. The coldest water species of the “whistling odontocetes” likely to be represented off the west coast of Scotland is the white-beaked dolphin (Northridge et al. 1995; Northridge et al. 1997; Macleod 2001; MacLeod et al. 2007; Skov et al. 1995; Weir et al. 2001). They have been shown to prefer water <11.5°C in shelf waters towards the northern part of the Scottish continental shelf (MacLeod et al. 2007). The SST preference of the delphinids in this study covers all these species’ ranges in SST preference, though the upper range of 12.5°C for the model concentrating on the northern surveys in the Faroe-Shetland Channel would tend to suggest that the species detected in this northern area are likely to mainly be the colder water species. Certainly, previous studies have rarely detected common dolphins further north than 60°N (Macleod 2001; Skov et al. 1995; Weir et al. 2001).
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The third of the main predictors of dolphin distribution was thermocline depth, with dolphins showing a preference for deeper thermoclines. This is the first time that this or any of the other oceanographic variables have been used to predict cetacean distributions off the west coast of Scotland. The majority of studies that have examined the oceanographic associations of dolphins have been conducted in the eastern Pacific (Ballance et al. 2006; Ferguson et al. 2006; Reilly & Fiedler 1994; Tynan et al. 2005). Generally it was found that dolphins tended to be associated with particular water masses, for example Reilley and Fiedler (1994) found that although common dolphins (*Delphinus delphis*) tended to associate with upwelling habitat characterised by shallow thermoclines and cool SST, whitebelly spinner dolphins (*Stenella longirostris*) associated to a greater extent with deeper thermocline offshore waters. In addition, Baumgartner et al. (2001) used thermocline depth (characterised by the 15°C isotherm depth) to indicate the presence of mesoscale warm-core eddies, with a deeper thermocline indicative of the presence of a warm-core feature. Off the west coast of Scotland, the deepest thermocline appears to be associated with the shelf edge current from around the Wyville-Thompson Ridge, which continues up through the Faroe Shetland Channel (Appendix Figure A1.1). This area has been shown to be both productive and highly dynamic, with the shelf-edge current bringing warm saline water from the south along with many migratory species of fish (Bartsch & Coombs 1997; Borja et al. 2002; Shelton et al. 1997). The warm saline water also forms a front with the cooler Modified North Atlantic Water flowing over the Faroe Bank, causing mesoscale eddies (Sherwin et al. 1999; Sherwin et al. 2006), and higher chlorophyll is evident on the satellite images within these frontal regions and meanders (Figure 2.5b). This combination of features in this area, may at least in part explain the preference of these areas to delphinids.

Overall, the environmental variables explain only a small proportion of the deviance, with each variable explaining on average 2.7% of the deviance, with the highest amount of explained deviance for any single variable being 6.1% for SST in the October model. The distribution of delphinids was very widespread, with no clear hotspots (Figure 2.4). Combining “whistling odontocetes” into a single group may account for much of this since the habitat preferences of each species are likely to be different. Ferguson et al. (2006) also found that by grouping delphinids from data collected in the Eastern Tropical Pacific it was only possible to explain a small
amount of the deviance (12.1% for delphinid encounter rate). Further, if delphinids are detected when travelling between foraging locations, links with oceanographic variables may not reflect habitat preferences, reducing the ability to explain model deviance (Ballance et al. 2006).

Overall, the preferences of delphinids off the west coast of Scotland suggest that the main “whistling odontocetes” encountered were long-finned pilot whales and Atlantic white-sided dolphins. Their preference for depth, SST and thermocline depth are likely to be related to their prey preferences, and the location of prey within this habitat. The core high-use area was predicted to be along steep slopes of the shelf-edge, and in a large patch just south of the Wyville-Thompson Ridge between the shelf edge and Rosemary Bank.

### 2.4.4 Conclusions & further work

By comparing model selection between years and months, no variables were shown to be robust at predicting delphinid distribution over time. However, the full models with all years and months incorporated the same habitat preferences shown by the individual yearly and monthly models, so capturing the preferences over time within a single model.

Constricting the extent of the model resulted in two variables that showed some degree of spatial robustness: SST and thermocline depth. However, although depth had been the most significant predictor of delphinid distributions in the full extent, it was not significant at predicting delphinid distribution over a constrained extent. Overall, these results suggest that depth is a poor predictor of delphinid distributions off the west coast of Scotland. However, this result is likely to be influenced by the difficulty in separating out the depth preferences of different delphinid species.

Overall, delphinids were found to be distributed fairly evenly over the deep waters of the west coast of Scotland, with lower rates of detection in shelf waters. They were found to associate with the deep (> 400 m) warm water (10.5°C-12.5°C) of the area, and in areas of deep thermocline. These results suggested that the most abundant species detected during the surveys were likely to be long-finned pilot whales and Atlantic white-sided dolphins, and that may be using the deep thermocline of the Shelf-Edge Current as a foraging ground. The areas highlighted to be of importance
to delphinids off the west coast of Scotland included the area south of the Wyville-Thompson Ridge, lying between the Scottish shelf edge and Rosemary Bank, and the shelf-edge itself. However, the models were able to explain only a small proportion of the deviance. Models that explain a higher amount of deviance may be obtained if future methods allow for the automatic identification of species from their whistles.
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Chapter 3

Predictive models of sperm whale *Physeter macrocephalus* distributions off the west coast of Scotland

*Evaluation of spatial scale*

**Abstract**

The aim of this study was to investigate the effect of spatial scale on predictive models of sperm whale *Physeter macrocephalus* distribution off the west coast of Scotland. The data were collected using passive acoustic monitoring techniques from platforms of opportunity during hydrographic surveys off the west coast of Scotland between July 2003 and October 2005. Generalised Additive Models (GAMs) were used to relate sperm whale occurrence to survey variables (vessel speed, survey vessel noise, remote vessel noise, and water noise), temporal variables (time of day, month and year), and environmental variables (depth, SST, surface chlorophyll, surface salinity, thermocline depth & strength, halocline depth and strength, and bottom & surface current speeds). Models were fitted to sperm whale data over two different survey extents (Faroe-Shetland Channel & Rockall Trough) and two different scales or ‘grain sizes’ (9 km & 18 km). Cross validation was carried out by dividing the data into test and training sets: the models were built on the training data and tested on their ability to predict the test data. Detections of sperm whales were aggregated over large distances, with the largest aggregation dispersed over 60 km. Over the whole survey area sperm whales were generally distributed in deep water areas characterised by weak thermoclines and strong haloclines. Increasing grain size from 9 km to 18 km resulted in the same relationships but the last variable (halocline strength) was no longer significant. However, sperm whale habitat preference did change with extent. In the Faroe-Shetland Channel sperm whales were distributed over medium depth waters (500-1100 m) with strong deep haloclines, weak thermoclines and a bimodal preference for either fresh or salty surface water. In the Rockall Trough sperm whales were distributed in deep (> 600 m), cold (< 12.7°C) waters with high surface salinity (>35.22 psu). In combination with evidence from other studies of sperm whale
ecology in the Northeast Atlantic, these variables suggest that sperm whales may be using the west coast of Scotland as a foraging ground.

### 3.1 Introduction

The concept of scale is important throughout studies of ecology (Wiens 1989), but particularly so in the development of environmental models of species distributions. Two types of scale can be defined: (i) *extent* – the overall area under study; and (ii) *grain* – the size of the units at which species-environment relationships are examined (Wiens 1989). Different relationships between a species distribution and the underlying environment can result by changing either the *extent* (Boyce et al. 2002; Fielding & Haworth 1995; Jimenez 2005; Moses & Finn 1997; Osborne & Suarez-Seoane 2002; Randin et al. 2006) or *grain size* selected (Bailey 2006; Fauchald et al. 2000; Guinet et al. 2001; Guisan & Thuiller 2005; Jaquet 1996; Jaquet & Whitehead 1996; Mehlum et al. 1999; Rose & Leggett 1990; Schneider & Piatt 1986).

Spatial scale has been highlighted as being one of the key considerations in the modelling of sperm whale distributions with oceanographic features (Jaquet 1996; Jaquet & Whitehead 1996). The types of oceanographic processes within the *extent* of a study can be used to decide what *grain size* should be used (Jaquet 1996). Jaquet (1996) defined two main sets of processes which she suggested were relevant in predicting sperm whale distributions in the North Pacific, and should use different *grain sizes*. Very large *grain sizes* should be used for upwelling type environments, characterised by trophic lags of 4 months and several hundred kilometres between primary production peaks and peaks in sperm whale prey density. Smaller *grain sizes* (of the order of tens of kilometres – Jaquet & Whitehead 1996) should be used in areas with processes that tend to aggregate both primary production and prey within an area with no spatial lag.

In the deep waters off the west coast of Scotland, the study area for the work presented here, aggregative processes dominate. Here, warm saline water from the ‘Gulf Stream’ (or North Atlantic Water, NAW) travels along the western side of the Faroe-Shetland Channel abutting the cooler fresher modified NAW water travelling along the eastern side of the channel and over the Faroe Plateau (Turrell et al. 1999). Where this convergence occurs, meanders and cold core eddies are produced (Sherwin et al. 1999; Sherwin et al. 2006). Both of these processes will tend to act to
aggregate prey within the convergence and eddies (Mann & Lazier 2006). The entire area off the west coast of Scotland is also characterised by complex topography with many seamounts, steep sided banks, and ridges (Figure 1.1) that will tend to cause vertical mixing of the water column and enhance productivity and prey aggregation (Jaquet 1996; Mann & Lazier 2006). Thus, since aggregative rather than upwelling processes dominate off the west coast of Scotland, there should be no spatial or temporal lag between oceanographic conditions and the distribution of prey (squid or fish) and sperm whales. According to Jaquet (1996), these processes lend themselves towards a relatively small grain size in analysing sperm whale distributions with oceanographic processes (due to the lack of spatial or temporal lag between oceanographic processes and prey distributions.

Sperm whales, the focal species in this study, are among the most abundant of the large whales on the west coast of Scotland (O'Cadhla et al. 2004; Weir et al. 2001), and are found distributed throughout the deep waters of the Rockall Trough and Faroe-Shetland Channel (Hastie et al. 2003; Macleod et al. 2003; Moscrop 1997; O'Cadhla et al. 2004; Skov et al. 1995; Weir et al. 2001). Around the British Isles, strandings of sperm whales have been predominantly adult and sub-adult males (Berrow & Rogan 1997; Evans 1997; Santos et al. 1999). These animals are likely to have dispersed from their natal groups in lower latitudes to feed in the more productive higher latitudes, and may eventually return to lower latitudes seasonally to breed (Best 1979). It is therefore not known whether the deep waters off west coast of Scotland form a migratory route or a more permanent feeding ground. If the area were used as a migratory route, it is expected that the species would show little relationship to the environmental features than if the area was being used for foraging.

Sperm whales spend around 80% of their time underwater on foraging dives (Gordon & Steiner 1992; Papastavrou et al. 1989; Watwood et al. 2006), during which they click nearly continuously (Douglas et al. 2005; Watwood et al. 2006). These characteristics mean that passive acoustic techniques are ideal for locating sperm whales in studies of their ecology and distribution (Gannier et al. 2002; Gannier & Praça 2007; Gillespie 1997; Gordon et al. 2000; Jaquet & Gendron 2002; Jaquet & Whitehead 1996; Leaper et al. 1992; Rendell et al. 2004; Whitehead et al. 1992).
Therefore this study used passive acoustic techniques from platforms of opportunity to survey the distribution of sperm whales in deep waters off the west coast of Scotland with the following aims: (i) to investigate the influence of scale, both in terms of extent and grain size on predictive models of sperm whale distributions off the west coast of Scotland; and (ii) to explore the sperm whale-environment relationships in this area of the North Atlantic to investigate whether it is being used as a foraging ground for male sperm whales.

3.2 Methods

3.2.1 Data collection

Sperm whale data were collected simultaneously to the dolphin distribution data as detailed in §2.2.1. Real-time detection and tracking of sperm whale clicks detected by the hydrophone array was carried out using the IFAW software packages Rainbow Click (Gillespie 1997; Leaper et al. 2000). This software detects and measures bearings to transients such as sperm whale clicks and was run continuously whenever the hydrophone was deployed. In addition, every 15 minutes an experienced monitor actively listened to the hydrophone for 1 minute (a listening station), scoring for boat noise from the survey vessel, water noise, remote vessel noise, and sperm whale clicks on a subjective scale of 0 (inaudible) to 5 (loud). Since sperm whales click at a regular interval usually from different directions, it was usually possible to distinguish the number of sperm whales vocalising, which was also noted during the listening station. If there were too many whales present to determine the number vocalising, the number of individual tracks identified by Rainbow Click were counted and noted instead. Two acoustic monitors rotated the listening shifts within survey trips (usually alternating every 6 hours over a 24 hour period), and on all surveys at least one of three specialised acoustic monitors was present to maintain consistency in sound level measurement.

3.2.2 Environmental data

The environmental variables used were the same as those described in §2.2.2, and included survey variables, temporal variables, topographic variables, satellite surface environmental variables, and Forecasting Ocean Assimilation Model (FOAM – Bell et al. 2000) oceanographic variables. Survey variables included vessel speed, survey
vessel noise, remote vessel noise, and water noise (Table 2.2). Temporal variables included time of day (calculation given in §2.2.2), and month where 1 = May, 2 = July, and 3 = September & October. Topographic variables only included depth. Satellite variables included Sea Surface Temperature (SST), and surface chlorophyll (Table 2.2). FOAM oceanographic variables included SST, thermocline depth & strength (where thermocline strength is calculated as the difference in temperature between surface and bottom waters), halocline depth & strength (where halocline strength is calculated as the difference in salinity between surface and bottom waters), surface and bottom current speeds (Table 2.2).

### 3.2.3 Acoustic data analysis

Sperm whales can be heard over large distances, resulting in the same whale being heard over several listening stations, causing serial autocorrelation (or pseudoreplication) and lack of independence between sampling units. Ideally, the tracks of all sperm whales would have been analysed and the distance to the track line estimated for every animal: only those animals within a certain range of the hydrophone would be included in the analysis. Due to the time consuming nature of this process, a small sample of 30 sperm whale tracks was analysed and a rule for deriving appropriate sampling units from series of listening stations was developed. This rule was based on minimising the number of stations over which an individual sperm whale could be heard, resulting in sampling units which were independent with respect to individual sperm whales.

To give an indication of the time involved in processing just this small sample, 30 tracks took around two weeks to manually select the clicks for each of the individual sperm whale tracks, export to R and run the script to estimate the time at which the animal passed abeam, and to estimate the distance of the animal to the trackline. This sample formed less than half of one survey, so each survey would take at least a month to process dependent on the number of sperm whales heard.

To determine a rule to make listening stations independent, the acoustically scored levels of sperm whale clicks (0-5) and the number of individuals heard were compared with the bearings obtained from the same period of time for clicks detected by the *Rainbow Click* software, and the number of individual tracks. This was carried out for data collected over a range of different habitat types (Faroe-Shetland Channel
and Rockall Trough). The whale’s location was assessed by eye based on the crossed bearings and the range of this from the trackline was measured (in a similar manner §2.2.3). From this it was also possible to estimate the time at which the animal passed abeam, and hence which listening station it corresponded to. This technique has been used to estimate whale locations in other studies using similar towed hydrophones e.g. Leaper et al. (2000) and Hastie et al. (2003). Sperm whale clicks could usually be resolved as trains from individual whales rather than groups, so the number of individual tracks at different bearings represented the number of individuals vocalising within range of the hydrophone (Figure 3.1).
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**Figure 3.1** – Rainbow Click bearing-time plot of clicks recorded from the RSS Darwin on 12th October 2005. Time is shown along the x-axis (total length of 20 minutes displayed), and bearing in degrees along the y-axis from 0° (ahead of the vessel) to 180° (behind the vessel). The black line through the middle of the display represents the 90° line, indicating any clicks heard abeam of the vessel. The two parallel tracks at the top of the display remaining at the same bearing for the duration of the time sample are noise clicks originating from the survey vessel. All other tracks of black dots are the clicks of individual whales of which there are over 15 animals within the time sample shown here. Tracks with steeper slopes crossing the 90° abeam line are closer to the vessel than those with shallower slopes.

Based on crossing bearing of clear continuous tracks of sperm whale clicks identified using the Rainbow Click software, distances from the trackline ranged from 700 m to 12 km from the vessel at an average of 4.7 km (sd = 2.6 km), though sporadic clicks were occasionally measured at ranges of up to 23 km. Most acoustic detections of sperm whales were made in groups spread over a large area (average 32 km assuming an average vessel speed of 10 knots). The largest group was spread out over 60 km in the Rockall Trough and comprised a large number (estimated to be > 30) of individual
sperm whales. This results in severe serial autocorrelation in the data, not only due to the large distance over which detections could be made, but also due to the large group sizes or ‘super aggregations’ (Jaquet & Gendron 2002).

Based on the sample of data including 30 sperm whale tracks, a ‘true distribution’ of sperm whales was generated. If a sperm whale passed abeam of the vessel during the 15 minute period centred at the time of the listening station (i.e. within 7.5 minutes before or after the start of the 1 minute listening station), then the sperm whale was associated with that listening station. This ‘true distribution’ was compared to the acoustically scored levels of sperm whale clicks (0-5).

Different rules were applied to the acoustically scored levels of sperm whale clicks to classify the levels as a presence/absence of sperm whales:

i) Presence when acoustically scored level of sperm whale clicks >0, absence when = 0

ii) Presence when acoustically scored level of sperm whale clicks >1, absence when ≤ 1

By comparing the distributions resulting from application of these rules with the ‘true distribution’ it was possible to calculate the percentage correctly classified. Using all sperm whale vocalisations (i.e. ≥ 1) resulted in only a 45% correct classification rate. Whereas, excluding the quiet sperm whale vocalisations (≤ 1) predicted the ‘true distribution’ of sperm whales correctly 65% of the time. Therefore, this latter rule (rule i) was used to generate the data on which subsequent analyses were based. This method removed much of the autocorrelation in the data caused by hearing the same animal over several listening stations, but will not have removed the autocorrelation due to large group sizes.

Previous studies of sperm whale distributions (Gannier et al. 2002; Gannier & Praça 2007; Gordon et al. 2000) have eliminated autocorrelation by considering each series of consecutive positive segments as a single group presence, centred in the middle of the group. This method is useful for creating independent samples, but raises questions about handling environmental data recorded in areas where the whales were actually present, but not considered the centre of the group. For this analysis it was
therefore decided to allow serial autocorrelation due to large group sizes (which would tend to produce overfitted models), and remove the resultant overfitting of the model selection process by carrying out cross-correlation on an independent data set (detailed in §3.2.4.1). Aarts (2006) used a similar method to remove overfitting of models resulting from serial autocorrelation in individually tracked grey seal (*Halichoerus grypus*) locations to predict their habitat preferences.

### 3.2.4 Statistical analysis

#### 3.2.4.1 Pre-modelling analysis

Since the coarsest scale for the environmental data was 9 km (for the FOAM oceanographic and current data), either consecutive pairs of listening stations were grouped into segments (at 10 knots this is the equivalent of 9 km segments), or four consecutive stations were grouped to make a segment (equivalent of 18 km segments). Environmental variables collected in the field were averaged over each segment. All other variables (topography, satellite and FOAM variables), values were determined for the mid-point of each segment using the STJG GIS extraction tool version 1.0.1 (Gontarek 2005) in ArcGIS 9.0 (ESRI Inc). For the 18 km segments, values were averaged over every two 9 km segments.

Prior to modelling, a Spearman’s Rank Correlation test was carried out using Minitab v12.23 (Minitab Inc. 1999) to test for correlations between environmental variables. If there was a strong correlation ($r > 0.8$) between variables, the first of the variables selected by the step-wise model selection was retained and any variables with which it was correlated were discarded.

The dataset was divided into a ‘training’ and ‘test’ dataset. One method of testing for overfitting within the full dataset was to randomly divide the data such that 75% of the segments were included in the ‘training’ dataset and used as the basis of the model selection, and the remaining 25% of the segments were used as the ‘test’ dataset, on which the predictive performance of the models were evaluated (Araujo & Guisan 2006). To ensure as much independence between re-sampling units as possible while retaining as much of the original spatial coverage surveyed as possible, the data were randomly sampled by groups of 5 segments. Groups of 5 segments (around 23 km) were unlikely to be autocorrelated according to the detected range of the sperm.
whales (upper 95\% confidence limit of 9.7 km). Test and training datasets were also created based on only Faroe-Shetland Channel (FSC) surveys, and Ellet Line (EL) surveys (both formed a training and test set for each other). This latter analysis allowed for testing the spatial robustness of the models.

### 3.2.4.2 Modelling sperm whale occurrence – model selection

Generalised Additive Models (GAMs) were used to relate sperm whale presence/absence to the survey, temporal, topographical, oceanographic and current variables. The GAMs were fitted in R version 2.3.0 (The R Foundation for Statistical Computing 2006), using the MGCV library (Wood 2006). Forward step-wise model selection of variables to the null model (of no predictor variables) was carried out.

Firstly, survey variables which were likely to affect detection probability (water noise, survey vessel noise, remote vessel noise, and vessel speed) were added to the model to compensate for survey effects. Time was also added to the model to investigate whether there were diurnal changes in vocalisations. Once compensated for survey and diurnal effects on the detection rate of sperm whale clicks, the topographical, oceanographic and current variables were selected using forward step-wise model selection.

Any of the predictor variables (survey, temporal or environmental) were only added if:

i) they reduced the AIC equivalent of the UBRE score (multiplying UBRE by \( n \) the sample size) by 2 or more, as recommended by (Burnham & Anderson 2002).

ii) the variables were significant at \( p < 0.05 \)

Variables included in the model selection included: depth, SST, SSS, chlorophyll, halocline depth & strength, thermocline depth & strength, surface & bottom current speed. Month and year were added to the model after the survey and temporal effects but before the environmental variables to determine whether there was a significant difference between seasons, or years, prior to modelling. They were not included in the models at this stage. After adding environmental variables, they were tested to see if there was any deviance remaining that could be explained by month or year (to
check that the environmental variables were able to model season and yearly differences).

3.2.4.3 Modelling sperm whale occurrence - model evaluation

Ideally, any model developed should be able to fully model the species distribution without any remaining temporal or spatial autocorrelation. Remaining autocorrelation in the residuals could imply that important variables have not been included in the model. The Wald-Wolfowitz run test was used to test for any remaining non-randomness in the model residuals (Hardin & Hilbe 2003; §2.2.4.3).

Having assessed whether the model has adequately modelled the autocorrelation (if it exists), models were evaluated using the Receiver Operator Characteristic (ROC) curves and Area Under the Curve (AUC) (Pearce & Ferrier 2000). For binomial data, predictive models are best evaluated using the ROC since they are not sensitive to the threshold used to decide whether a predictive score is a presence or absence (Boyce et al. 2002). The measure is used extensively to evaluate the predictive ability of binomial models within ecology (Boyce et al. 2002; Cumming 2000; Fielding & Bell 1997; Osborne & Suarez-Seoane 2002; Pearce & Ferrier 2000; Thuiller et al. 2004). A ROC curve plots the sensitivity and the specificity of the model predictions over a range of threshold values (Pearce & Ferrier 2000). The sensitivity of a model is a measure of the model to predict presence of a species where it is actually present, whereas the specificity is a measure of the ability of a model to predict absence where the species was actually absent (Boyce et al. 2002). The ROC curve is essentially 1-specificity plotted against the sensitivity for a range of cut-off thresholds, and the AUC value is the area under this ROC curve. For the model to have predictive power, it should have an AUC of > 0.5 (i.e. the area under a 45° line), for perfect model prediction the AUC would equal 1. Pearce and Ferrier (2000) consider AUC values < 0.7 to have poor predictive power, values between 0.7-0.9 to have reasonable predictive power, and values >0.9 to have excellent predictive power.

The ROC AUC values were evaluated for each model based on the original data for a measure of model performance, and against other data sets to gain a measure of the predictive performance of a model. By using both ROC AUC values and dividing data into test and training data sets from (i) within the same datasets; (ii) by area
(extent); and (iii) by scale (grain size), it was possible to evaluate the most robust model in space and remove overfitted terms due to the autocorrelation inherent in the data.

The final models were predicted over a 18x18 km grid, set to twice the size of the segment size as recommended by Hedley (2000). This allowed for visual evaluation of the model against the actual detections, and between different models. Predictions were based on environmental variables available from 14 October 2004. This date was selected for several reasons: it was based on a day that was actually surveyed, forms the mid point of all the survey data, and October was the only month during which both areas around the Faroe-Shetland Channel and the Ellet Line were surveyed.

3.2.4.4 Models constructed

Environmental models of sperm whale occurrence (based on listening stations with loudness >1) were constructed in several stages. Firstly, to evaluate overfitting within the full 9 km segment dataset due to autocorrelation of sperm whale detections, the dataset was randomly divided into a 75% training and 25% test dataset. Models were developed based on the ‘training’ data and evaluated on the ‘test’ data. Secondly, to examine spatial robustness over different areas, models based on the 9 km segments were developed separately for the Faroe-Shetland Channel surveys and for the Ellet Line surveys, and evaluated on the other dataset. Finally, models were developed for the full data set at the 18 km scale, and compared to those at the 9 km scale to determine whether models were consistent over these two spatial scales. The overall aim of the analysis was to obtain the most spatially robust model for sperm whale distributions off the west coast of Scotland, to explore the reliability of extrapolation between areas, and to understand some of the spatial variability in habitat preferences.
3.3 Results

A total of 11 426 km of surveys were carried out off the west coast of Scotland between July 2003 and October 2005, as detailed in Table 3.1. Overall there were 1242.9 km segments, with 622 hours of listening effort for which all environmental variables were available. Of these, 203 (16.3%) had any sperm whale click detections (i.e. 1-5 loudness) and 100 (8.1%) had the presence of sperm whale clicks greater than level 1 loudness. Sperm whales were detected mainly in the deep off-shelf waters of the Faroe-Shetland Channel (FSC), Wyville-Thompson Ridge (WTR) and throughout the Rockall Trough south of the WTR (Figure 3.2). There were also a few on-shelf detections of sperm whales on the Faroe Plateau.

Table 3.1 – Acoustic effort (in numbers of segments and km), the number of segments with any sperm whale clicks (1-5 loudness), and the number of segments with sperm whale clicks >1 loudness for the oceanographic surveys carried out off the west coast of Scotland.

<table>
<thead>
<tr>
<th>Survey Date</th>
<th>Number of segments (distance in km)</th>
<th>Number of segments with any clicks (% of segments)</th>
<th>Number of segments with distant clicks removed (% of segments)</th>
</tr>
</thead>
<tbody>
<tr>
<td>19-25 July 2003</td>
<td>114 (1050 km)</td>
<td>18 (15.8%)</td>
<td>12 (10.5%)</td>
</tr>
<tr>
<td>16-28 September 2003</td>
<td>137 (1260 km)</td>
<td>8 (5.8%)</td>
<td>3 (2.2%)</td>
</tr>
<tr>
<td>13-29 May 2004</td>
<td>244 (2245 km)</td>
<td>78 (32.0%)</td>
<td>39 (16.0%)</td>
</tr>
<tr>
<td>5-17 October 2004</td>
<td>189 (1740 km)</td>
<td>13 (6.9%)</td>
<td>6 (3.2%)</td>
</tr>
<tr>
<td>8-26 May 2005</td>
<td>221 (2033 km)</td>
<td>14 (6.3%)</td>
<td>4 (1.8%)</td>
</tr>
<tr>
<td>27 Sept – 8 Oct 2005</td>
<td>130 (1195 km)</td>
<td>8 (6.2%)</td>
<td>1 (0.8%)</td>
</tr>
<tr>
<td>7-25 October 2005</td>
<td>207 (1905 km)</td>
<td>64 (30.9%)</td>
<td>35 (16.9%)</td>
</tr>
<tr>
<td>TOTAL</td>
<td>1242 (11,426 km)</td>
<td>203 (16.3%)</td>
<td>100 (8.1%)</td>
</tr>
</tbody>
</table>

3.3.1 Environmental variables

A summary of the environmental variables is detailed in Table 3.2. There were significant increases in depth, Sea Surface Temperature (SST), and thermocline depth, and significant decreases in vessel speed, surface chlorophyll, and bottom current surveyed during the Ellet Line (EL) surveys in comparison to the Faroe-Shetland Channel (FSC) surveys (Table 3.2). For more detail, refer to §2.3.1.
3.3.2 Model selection: full dataset

Of the 930 segments in the 75% training data set, there were 75 segments with sperm whale detections with greater than 1 loudness level (8.1%). Of the survey variables, only vessel speed was a significant predictor; there were fewer sperm whale detections as boat speed increased (Figure 3.3).

Once survey effects had been incorporated into the model, environmental variables were added to the model by forward step-wise selection (Figure 3.4). The best model is shown in Figure 3.4 and included, in order of importance: depth, thermocline strength, and halocline strength (Figure 3.5). Sperm whale clicks were most likely to be heard in waters deeper than 350 m; in areas with relatively weak thermoclines (between -1 to -5°C difference between the surface and the bottom temperature); and in areas with a strong negative halocline (i.e. where the deep water is fresher than the surface water).
Table 3.1 – Summary statistics for the environmental variables for the oceanographic survey data for July 2003-October 2005 grouped by Faroe-Shetland Channel surveys, and Ellet Line surveys carried out off the west coast of Scotland. Results of a Mann-Whitney test to test between the two data sets environmental variable distributions are shown if significant, where * p<0.05; **p<0.01; and ***p<0.001.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Scotia</th>
<th>Non-Scotland</th>
</tr>
</thead>
<tbody>
<tr>
<td>Survey effort with environmental data available</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distance surveyed (km)</td>
<td>8262</td>
<td>2889</td>
</tr>
<tr>
<td>Number of stations/segments</td>
<td>918</td>
<td>321</td>
</tr>
<tr>
<td>Segments with sperm whale clicks (&gt;1 loud)</td>
<td>53 (5.8%)</td>
<td>47 (14.6%)</td>
</tr>
<tr>
<td>Survey variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Boat speed</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (knots)</td>
<td>3.3-13.7</td>
<td>4.9-12.9***</td>
</tr>
<tr>
<td>mean (standard deviation)</td>
<td>9.9 (1.9)</td>
<td>9.1 (1.5)</td>
</tr>
<tr>
<td><strong>WaterNoise</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range</td>
<td>0-5</td>
<td>0-5</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>2 (1-2.5)</td>
<td>2 (1-3)</td>
</tr>
<tr>
<td><strong>SelfNoise</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range</td>
<td>0-4</td>
<td>0-4</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>2.5 (2-3)</td>
<td>2 (2-3)</td>
</tr>
<tr>
<td>Temporal variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>TimeDayNight</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range</td>
<td>0-2</td>
<td>0-2</td>
</tr>
<tr>
<td>mean (standard deviation)</td>
<td>1.02 (0.53)</td>
<td>0.97 (0.60)</td>
</tr>
<tr>
<td>Topographical variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Depth</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (m)</td>
<td>15-1641</td>
<td>21-2374***</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>202 (116-626)</td>
<td>1130 (223-1883)</td>
</tr>
<tr>
<td>Satellite data</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SST</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (°C)</td>
<td>6-13.8</td>
<td>9.7-15.3***</td>
</tr>
<tr>
<td>mean (standard deviation)</td>
<td>10.8 (1.4)</td>
<td>12.8 (1.8)</td>
</tr>
<tr>
<td><strong>Chl</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (mg/m³)</td>
<td>0.03-22</td>
<td>0.03-10***</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>0.53 (0.29-0.99)</td>
<td>0.32 (0.20-1.26)</td>
</tr>
<tr>
<td>FOAM variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>HaloDepth</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (m)</td>
<td>30-815</td>
<td>30-1335</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>100 (50-200)</td>
<td>105 (60-145)</td>
</tr>
<tr>
<td><strong>SBS</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (psu)</td>
<td>-0.38-0.15</td>
<td>-0.44-0.20*</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>0.0 (-0.06-0.02)</td>
<td>0.0 (-0.25-0.06)</td>
</tr>
<tr>
<td><strong>SSS</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (psu)</td>
<td>35.0-35.4</td>
<td>35.0-35.4</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>35.26 (35.2-35.3)</td>
<td>35.26 (35.2-35.3)</td>
</tr>
<tr>
<td><strong>ThermDepth</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (m)</td>
<td>29-774</td>
<td>20-359*</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>85 (67-132)</td>
<td>113 (30-135)</td>
</tr>
<tr>
<td><strong>SBT</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (°C)</td>
<td>-12.6-0.11</td>
<td>-10.0-0.02***</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>-1.13 (-2.79- -0.10)</td>
<td>-3.70 (-8.12- -2.26)</td>
</tr>
<tr>
<td><strong>SurfCurSpd</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (m/s)</td>
<td>0.01-0.58</td>
<td>0.00-0.49</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>0.12 (0.07-0.20)</td>
<td>0.12 (0.06-0.19)</td>
</tr>
<tr>
<td><strong>BotCurSpd</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (m/s)</td>
<td>0.00-0.46</td>
<td>0.00-0.39***</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>0.08 (0.04-0.14)</td>
<td>0.05 (0.02-0.09)</td>
</tr>
</tbody>
</table>
Figure 3.3 – Sperm whale occurrence per 9km segment ($n = 930$) modelled as a GAM smooth function of vessel speed (d.f. = 3.4) for all survey data collected off the west coast of Scotland between July 2003 and October 2005. Tick marks above the x-axis indicate the distribution of observations in all segments. Dotted lines show 95% confidence intervals.

Figure 3.4 - Forward model selection for the model of the occurrence of sperm whale clicks (>1 loudness) detected per 9km segment for all survey data from July 2003-October 2005 on the environmental variables: sea surface temperature (SST), chlorophyll, depth, bottom current speed (BotCurSp), surface current speed (SurfCurSp), halocline depth (HaloDepth), halocline strength (SBS), sea surface salinity (SSS), thermocline depth (ThermDepth) and thermocline strength (SBT). The arrows indicate the change in UBRE score between models (horizontal lines) as a result of adding an environmental variable. Red arrows indicate those variables that decrease the UBRE score by the largest amount and so included in the model. ‘ns’ indicates that the variable is not significant to $p < 0.05$. Based on visualisation of GAMs model selection by Aarts (2006).
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Figure 3.5 – Sperm whale occurrence per 9km segment \((n = 930)\) modelled as GAM smooth functions of (a) depth \((\text{d.f.} = 2.9)\), (b) thermocline strength SBT \((\text{d.f.} = 3.4)\), (c) halocline strength SBS \((\text{d.f.} = 1)\) for all survey data collected off the west coast of Scotland between July 2003 and October 2005. Tick marks above the x-axis indicate the distribution of observations in all segments. Dotted lines show 95% confidence intervals. (d) The performance of the 75% full data model at predicting the (black) 75% training data and (blue) 25% test data set as each of the variables are added to the model: \(1 = s(\text{Speed})\); \(2 = s(\text{Depth})\); \(3 = s(\text{Thermocline Strength})\); \(4 = s(\text{Halocline strength})\).

The overall model was able to explain 30.8% of the deviance of which 27.8% was explained by environmental variables (Table B1, in Appendix B):

\[
\text{SpWhOcc} \sim s(\text{Speed}) + s(\text{Depth}) + s(\text{ThermStrength}) + s(\text{HaloStrength})
\]
The Wald-Wolfowitz test statistic $W_2 = -14.5$, indicating that the residuals were not randomly distributed ($p < 0.001$), and that there was un-modelled autocorrelation remaining within the data.

This model of sperm whale occurrence performed well on predicting the 75% data set (ROC AUC = 0.887). The biggest improvement occurred when depth was added to the model (Figure 3.5d). Testing the model on the 25% training set as each variable was added resulted in the ROC AUC changes in scores shown in Figure 3.5d. The best model performance when predicting the 25% test data set was achieved for the full model (ROC AUC = 0.811). This suggests that there are no unnecessary overfitted variables in the model.

Using this best model, a predictive map was generated over a 20km grid covering the whole survey area where the environmental variables were available based on data from 14 October 2004 (Figure 3.6).

![Figure 3.6 - Spatial prediction based on environmental variables available for 14 October 2004 of the probability of sperm whale occurrence per 20km grid for the best model for all survey data from 2003-2005. Overlaid on the maps are the effort segments (white dots) and the sperm whale detections (black dots) for all sperm whale detections of loudness >1 for all survey data. Also overlaid are GEBCO depth contours (dark grey lines). Colours represent probability of sperm whale click detection from low (blue) to high (red), ranging from 0 - 0.9, colour gradation based on 20 levels using quantile classification.](image)

The highest probability of the occurrence of sperm whales was predicted in the entire upper Rockall Trough, being greatest in the deepest water but still moderately high up
to the Wyville-Thompson Ridge. A relatively low probability of occurrence was predicted in the Faroe-Shetland Channel. Very low probability of occurrence of sperm whales is predicted for all on-shelf areas and water shallower than around 300m.

### 3.3.3 Model selection: spatial robustness between areas

To explore spatial robustness between areas, the models were developed on one geographical area (training data) and tested on their ability to predict distributions in the other geographical area (the test data).

#### 3.3.3.1 Faroe-Shetland Channel survey data

The Faroe-Shetland Channel surveys were mainly confined to the hydrographic lines crossing the northern and southern parts of this area, but also included areas surrounding the Wyville-Thompson Ridge and some shelf waters. A narrower range of depths and halocline strengths, a lower range of SST values, and a wider range of thermocline depths & strengths, and current speeds were recorded in these areas (Table 3.2).

Of the survey variables added to the model, only vessel speed showed the same relationship in both models (Figure 3.3), with reduced detections of sperm whales at higher vessel speeds. Forward step-wise selection of environmental variables resulted in a model that included (in order of importance): depth, thermocline strength, halocline depth, halocline depth and sea surface salinity. Sperm whale clicks were most likely to be heard in off-shelf waters deeper than 350 m, peaking between 500-1100 m, and decreasing in preference above 1100 m; shallow (< 100 m) or deep (> 450 m) halocline depth; stronger negative haloclines (fresher deep than surface water); weak thermoclines (> -2°C difference between surface and bottom water temperature); and either fresh (< 35.17 psu) or salty (>35.36) surface salinity. It should be noted that there is considerable uncertainty around some of the predicted relationships. In particular, the smooth of sperm whale occurrence with halocline depth shows very wide confidence intervals around the predicted relationship with the zero preference line being included within the confidence intervals over the whole range of the predictor variable.
Figure 3.7 – Sperm whale occurrence per 9km segment ($n = 918$) modelled as a GAM smooth function of (a) depth (d.f. = 3.6), (b) halocline depth (d.f. = 2.2), (c) halocline strength (d.f. = 1), (d) thermocline strength (d.f. = 2.7), and (e) Sea Surface Salinity SSS (d.f. = 2.5) for Faroe-Shetland Channel survey data collected off the west coast of Scotland between September 2003 and October 2005. Tick marks above the x-axis indicate the distribution of observations in all segments. Dotted lines show 95% confidence intervals.
The overall model was able to explain 36.6% of the deviance of which 33.9% was explained by environmental variables (Table B2, Appendix B):

\[ SpWhOcc_{FSC} \sim s(\text{Speed}) + s(\text{Depth}) + s(\text{HaloDepth}) + s(\text{HaloStrength}) + s(\text{ThermoStrength}) + s(\text{SurfaceSalinity}) \]

The Wald-Wolfoowitz test statistic \( W_z = -14.3 \), indicating that the residuals were not randomly distributed (p < 0.001), and that there is un-modelled autocorrelation remaining within the data. However, the model performed well on predicting the occurrence of sperm whales in the data set with a very high ROC AUC score of 0.914.

The model predicts sperm whale occurrence throughout the deep water areas surveyed (Figure 3.9). There is high predicted probability of occurrence in the deepest parts of the Faroe-Shetland Channel, and in a band just south of the Wyville-Thompson Ridge between the shelf-edge and Rosemary Bank. Low probability of occurrence of sperm whales is predicted for any on-shelf or shallow waters such as the Wyville-Thompson Ridge and the Faroe Bank.

### 3.3.3.2 Ellet-Line survey data

The Ellet Line surveys were based on hydrographic surveys of the Ellet Line; a straight line that travels out from shallow waters near to Oban, across and off the shelf edge, crossing the Rockall Trough over the Anton Dohrn seamount and onto the Rockall Bank (Figure 2.1). However, the surveys also included some tracks within adjacent areas within the Rockall Trough to the north up to the Wyville-Thompson Ridge, and further west beyond Bill Bailey’s Bank. The surveys therefore included a much wider range of depths than the Faroe-Shetland Channel surveys, as well as including warmer SST (probably due to the Gulf Stream), a wider range of halocline strengths, and a smaller range of thermocline depths & strengths, and current speeds.

None of the survey effect variables were significant in modelling the occurrence of sperm whales in this data set. The environmental variables selected by forward model-selection included (in order of importance): depth, SST, sea surface salinity, and chlorophyll concentration (Figure 3.8). Sperm whale clicks were most likely to be heard in off-shelf waters deeper than 600 m; water cooler than 12.7°C; in water saltier than 35.22 psu; and areas of high primary productivity.
Figure 3.8 – Sperm whale occurrence per 9km segment ($n = 321$) modelled as a GAM smooth function of (a) depth (d.f. = 3.6), (b) SST (d.f. = 1), (c) Sea Surface Salinity SSS (d.f. = 3.0), and (d) surface chlorophyll (d.f. = 1) for Ellet Line survey data collected off the west coast of Scotland between July 2003 and October 2005. Tick marks above the x-axis indicate the distribution of observations in all segments. Dotted lines show 95% confidence intervals.

However, the confidence intervals around the linear relationship between sperm whale occurrence and chlorophyll are very wide, with the lower CI only just above the zero preference line, suggesting a relatively weak positive relationship between the two.
Figure 3.9 (previous page) - Spatial prediction of sperm whale occurrence per 20 km grid cell using environmental data from 14 October 2004 for (a) the best Faroe-Shetland Channel (FSC) model, (b) the best Ellet Line (EL) model, and (c) the most spatially robust model based on the variables selected by the FSC and EL models. Based on data collected between July 2003 – October 2005 off the west coast of Scotland. Overlaid on the maps are the effort segments (white dots) and the sperm whale detections (black dots) for each model. Also overlaid are GEBCO depth contours (dark grey lines). Colours represent probability of sperm whale click detection from low (blue) to high (red), ranging from 0-1, colour gradation based on 20 levels using quantile classification.

Overall, 25.6% of the deviance was explained by the resultant model, of which 25.6% was explained by environmental variables (Table B3, Appendix B):

\[ \text{SpWhOcc}_{EL} \sim s(\text{Depth}) + s(\text{SST}) + s(\text{Surface Salinity}) + s(\text{Chlorophyll}) \]

Less non-randomness was observed in the residuals \((W_z = -8.4)\) than in the previous model and it performed well, with a high ROC AUC score of 0.848. However, the Wald-Wolfowitz test statistic was still significant \((W_z = -8.4, p < 0.001)\), indicating that the model was unable to fully model the autocorrelation.

The model predicted highest probability of occurrence of sperm whales in either the northern part of the Rockall Trough, around the Wyville-Thompson Ridge and west of Bill Bailey’s Bank, or in the deep southern Rockall Trough to the east of Anton Dorhn seamount. There was relatively low predicted probability of occurrence in the mid-depth Rockall Trough (between the 1500 m and 2000 m isobaths).

### 3.3.3.3 Comparison of Faroe-Shetland Channel & Ellet Line models

Testing each model against its ability to predict the other data set, the Faroe-Shetland Channel model performed the worst, with a maximum ROC AUC score of only 0.695 when depth was the only variable in the model (Figure 3.10). The Ellet Line model performed better, though again with best performance when depth was the only variable in the model, performing better on predicting the Scotia data (ROC AUC 0.822) than the non-Scotia data (ROC AUC 0.759).

These results suggest that the most robust model for predicting distribution over space, based on the two different geographical areas only includes depth, with the smooth based on the Ellet Line survey data:
This spatially robust model predicts highest probability of sperm whale occurrence in the southern parts of the Rockall Trough to the east of Anton Dohrn seamount, with high probability of occurrence also predicted along the shelf edges, deep Faroe-Shetland Channel on both deep sides of the Wyville-Thompson Ridge, and to the west of Bill Bailey's Bank.

![Graphs showing model performance](image)

**Figure 3.10** - the performance (ROC AUC) of the sperm whale occurrence model based on (a) Faroe-Shetland Channel survey data and (b) Ellet line survey data as applied to the original data (black line) and the opposite data set (blue line) as each of the variables are added to the model: (a) 1 = s(Speed); 2 = s(Depth); 3 = s(HaloDepth); 4 = s(HaloStrength); 5 = s(ThermoStrength); 6 = s(SurfaceSalinity), (right) 1 = s(Depth); 2 = s(SST); 3 = s(SurfaceSalinity); 4 = s(Chlorophyll).

### 3.3.4 Model selection: spatial robustness with scale

#### 3.3.4.1 18km scale model

The data were divided into groups of four listening stations, the equivalent of an 18 km scale when the vessel travels at an average of 10 knots. Using data from all surveys from July 2003 - October 2005, there were 615 18km segments 69 of which had sperm whale detections of >1 loudness (11.2%). When sperm whale occurrence was modelled with environmental variables using the same methodology as in previous sections, the model and the smooths were identical to that for the 9 km
model (Figure 3.5), except that no variables were significant after thermocline strength was added to the model. Overall the model was able to explain 28.1% of the deviance, of which 24.2% was explained by environmental variables (Table B4, Appendix B):

\[ SpWhOcc_{18km} = s(Speed) + s(Depth) + s(ThermoStrength) \]

Non-randomness in the residuals was lower than previous models, but the Wald-Wolfowitz test statistic remained significant \((W_z = -6.0, p < 0.001)\), indicating that un-modelled autocorrelation in the residuals were still present. The model performed well, with an ROC AUC score of 0.855.

### 3.4 Discussion

In this study, I have investigated the effect of spatial scale on predicting sperm whale distributions off the west coast of Scotland by varying both extent and grain sizes. This has provided insight both into the spatial robustness of the predictive models and into the habitat preferences of sperm whales in this part of the North Atlantic.

#### 3.4.1 Influence of autocorrelation & scale on model robustness

Modelling acoustic detections of sperm whales with environmental variables at such a small grain size was complicated by the fact that the data were severely autocorrelated. This autocorrelation was partly due to detecting individuals acoustically over large distances (‘acoustic autocorrelation’), and partly due to the large size of groups/aggregations of sperm whales. For example, based on a small sample of tracks, I estimated that sperm whales could be detected at a maximum of 23 km. This range is close to the maximum detected by Leaper et al. (1992) of 28 km using similar methods to estimate the distance to sperm whales. The advantage of estimating the distance of each sperm whale to the trackline is that any sperm whales further than half the segment length (and therefore out of range of the environmental variables) could be excluded. However, the extraction of all sperm whale tracks, and the subsequent estimation of the distance of sperm whales to the track line is a time consuming task (around a month per survey of track data) and was not possible in this study. Instead, an alternative objective ‘rule’ that removed some of the ‘acoustic autocorrelation’ was applied. Although this reduced the amount of autocorrelation
resulting from hearing the same animal over several segments, it was unlikely to have removed it completely.

Sperm whale distributions remained autocorrelated despite removal of much of the ‘acoustic autocorrelation’. This is because the sperm whales were aggregated into large groups, which were sometimes dispersed over 60 km within the Rockall Trough. This is comparable to the size of ‘super-aggregations’ of sperm whales detected within the Gulf of California with sizes of 55-75 km (Jaquet & Gendron 2002). They found that sperm whales formed these ‘super-aggregations’ at times of high squid abundance, so hypothesised that they may be aggregating on prey. These aggregations may therefore be a simple aggregation of sperm whales in areas of high squid abundance, and may explain the ‘batchelor herds’ of pre-breeding males observed by Best (1979).

Applying the first of the cross-validation methods recommended by Araujo & Guisan (2006), there was no apparent overfitting of the model to the survey data, since the model performed well on both the training and test set at predicting sperm whale occurrence over the whole surveyed extent (Figure 3.5d). However, when model selection and cross-validation was carried out on the two different extents only depth remained significant at explaining sperm whale occurrence in both areas. In addition, the estimated smooths for the two different extent were different, with a drop off in depth preference above 1200 m in the Faroe-Shetland Channel, but a continuing increasing preference for waters >1200 m (to the maximum depth surveyed 2374 m) in the Rockall Trough (Figures 3.7 & 3.8). A narrower and lower range of depths was surveyed in the FSC in comparison to the RT. This is mainly due to the relatively low availability of deep water within the FSC rather than a survey bias.

Incomplete sampling of a species environment parameter space has been highlighted as one of the main issues in trying to model species distributions (Guisan & Thuiller 2005; Peterson & Cohoon 1999). For example, Randin et al. (2006) found that only 68% of the models they fitted to Alpine and sub-Alpine plant species in Switzerland could not explain their distribution within Austria. This was hypothesised to be partly due to different ranges of environmental variables available to the species in either area. Nevertheless, developing models for different areas or extents does allow for those variables that are key to the distribution of a species to be highlighted. For
example, Jimenez (2005) modelled the habitat preferences of West Indian manatees (*Trichechus manatus*) in two different areas: Costa Rica and Nicaragua, finding that although the species had different habitat preferences in each area, they consistently preferred lagoons regardless of area.

In this study, depth was highlighted as the main predictor of sperm whales off the west coast of Scotland, and therefore has the best promise of predicting sperm whale occurrence outwith the surveyed *extent*. However, the fact that the smooth is different between different *extents* cautions against any attempts to try and apply the model elsewhere. Of the two relationships between sperm whale occurrence and depth, the smooth based on the Ellet Line data performs well on predicting both survey areas (Faroe-Shetland Channel & Ellet Line). It is therefore likely to be the more accurate of the two smooths at predicting the sperm whale’s relationship with depth. Other than depth, the majority of the ranges of the remaining variables included in the model selection for either area were also significantly different (Table 3.2). It is likely that the different oceanographic regimes within the two areas result in a different distribution of squid prey. In addition, the Wyville-Thompson Ridge forms a clear barrier between the deep water fauna of the Faroe-Shetland Channel and the Rockall Trough (Bett 2001), which is likely to result in different species of deep water squid being available in either area. Both these factors may explain the selection of different environmental variables in explaining sperm whale occurrence in the two areas.

Finally, examining a different *grain size* (or what is commonly thought of as ‘scale’) does not appear to have a major effect on the model selection over the *grain sizes* analysed in this study. At both the 9 km and 18 km *grain sizes*, the first two variables selected (depth and thermocline strength) and their smooths were very similar. Fewer variables were selected at the larger *grain size*, but it is not known whether this is due to the smaller sample size, or due to sperm whales reacting only to relatively fine scale changes in thermocline strength. That the same variables were selected at both *grain sizes* is perhaps not surprising given that the large scale at which some oceanographic processes have been shown to influence sperm whales is of the order of hundreds of kilometres (Jaquet & Whitehead 1996). Jaquet & Whitehead (1996) found that sperm whales related to steep topography and secondary productivity at
grain sizes of 320-640 nm (equivalent of 600-1200 km), but they analysed sperm whales over the whole Pacific Ocean. In this study, since aggregations could be of the order of 60 km, it is likely that a change in preference would be highlighted at a scale larger than the size of an aggregation, say 100 km. However, the extent of the study was not sufficiently large to permit this analysis.

One consequence of increasing the grain size was that the autocorrelation remaining in the residuals was reduced by around half that in the original grain size. However, none of the models were able to fully model the autocorrelation within the data, since the residuals of all the models were significantly non-random. This would suggest that there is either an environmental variable missing from the model on which the sperm whales are aggregating (e.g. prey distribution), or another variable to explain the aggregation of whales (e.g. social cohesion). Methods such as Generalised Estimating Equations (GEEs – Hardin & Hilbe 2003) allow for any autocorrelation remaining in the residuals to be modelled, and may be worth further investigation in the future.

3.4.2 Habitat preferences of sperm whales off the west coast of Scotland

All models found depth to be the most important predictor of sperm whale occurrence, with more sperm whales detected in deep water off the shelf edge (Figure 3.5), than in shallow waters. Sperm whales are usually found in deep water off the west coast of Scotland (Evans 1997; Macleod et al. 2003; Mendes 2007; Skov et al. 1995; Weir et al. 2001), and elsewhere in the world (Baumgartner et al. 2001; Cañadas et al. 2005; Davis et al. 1998; Davis et al. 2002; Gregr & Trites 2001; Hamazaki 2002; Kaschner 2004; Kenney & Winn 1986; Whitehead et al. 1992). This preference is strongly influenced by the location of sperm whale prey, predominantly comprising mesopelagic and bathypelagic cephalopods (Evans & Hindell 2004; Martin & Clarke 1986; Santos et al. 1999; Santos et al. 2002; Simon et al. 2003; Smith & Whitehead 2000). Little is known about the ecology of deep water species of cephalopod off the west coast of Scotland, but there is evidence that a wide range of deep water species occur in this area (Collins et al. 2001).

Thermocline strength was the second most important predictor of sperm whale occurrence off the west coast of Scotland, with sperm whales associating with weak
thermoclines (Figures 3.5 & 3.7). Thermocline depth and strength have been used in other studies of sperm whales as an indicator of the presence of eddies or ‘cyclones’ to confirm that sperm whales were associating with these features (Baumgartner et al. 2000; Davis et al. 1998). However, off the west coast of Scotland the weakest thermoclines were found along the shelf, shelf edges, upper Rockall Trough, and around the Wyville-Thompson Ridge (Appendix Figure A1.1). This is likely to be indicative of mixing that occurs around the steeper slopes of the shelf edges, and around some of the complex topography that dominates the region (Mann & Lazier 2006). Similarly Burrows & Thorpe (1999) found that dispersal of surface NAW water into deeper waters occurs at topographical irregularities such as the Anton Dohrn seamount. This is considered a downwelling area, and hypothesised to be the ideal conditions for the development of deep water fauna due to the increased supply of macrozooplankton and dissolved oxygen supplied from the surface (Berzin 1971).

To my knowledge, this is the first study of sperm whales to investigate the effect of halocline depth and strength on sperm whale distribution, but it has been used in the study of other species distributions (Mehlum et al. 1998; Tynan et al. 2005). For example, in a study of thick-billed murres (Uria lomvia) in the Berents Sea, the largest aggregations of birds were found over strong shallow haloclines associated with frontal zones (Mehlum et al. 1998). In my study, both halocline depth and strength were significant in explaining the occurrence of sperm whales in the Faroe-Shetland Channel survey data, but not for sperm whales in the Rockall Trough. Sperm whales were found in areas with strong deep negative haloclines (surface water saltier than the bottom water). This deep strong halocline is characteristic of the deep waters of the Faroe-Shetland Channel, where the salty Gulf Stream NAW water at the surface flows north over the south flowing deep fresh Norwegian Sea Deep Water (NSDW; Turrell et al. 1999). Little is known about the ecology of deep living squid in this area, though it does form the southern part of the range of one of the key sperm whale prey species, Gonatus fabricii (Bjorke 2001; Pierce et al. 2004; Santos et al. 1999).

Surface oceanographic features have been used to identify biological hotspots (Issue 53 Deep Sea Research II 2006; Ballance et al. 2006) and foraging areas of marine mammals (Polovina et al. 2001; Worm et al. 2005). In other studies, sea surface
temperature was correlated with sperm whale occurrence (Cañadas et al. 2005; Davis et al. 1998; Hamazaki 2002; Mendes 2007; Smith & Whitehead 1993; Whitehead et al. 1989). In my study, SST was also significant in explaining the occurrence of sperm whales in the Rockall Trough and, in common with the other studies, sperm whales preferred cooler waters (Figure 3.8). In waters around the Galapagos Islands a preference for colder surface waters was believed to be linked with upwelling events (Smith & Whitehead 1992). However, off the west coast of Scotland there is no known upwelling, the coolest surface waters being associated with the Modified North Atlantic Water (MNAW) on the Faroe Plateau side of the Faroe-Shetland Channel, and in the waters around the Wyville-Thompson Ridge, Faroe Bank and Bill-Baileys Bank. Based on examination of chlorophyll satellite images, this area’s complex topography appears to promote productivity.

Chlorophyll was also a significant predictor of sperm whales in the Rockall Trough being found in areas of high chlorophyll (Figure 3.8). Since primary productivity indicators such as chlorophyll are indirect indicators of productivity up the trophic chain, correlations are often only found at a large scale or grain size (Guinet et al. 2001). This is due to the time lag between a peak in primary productivity and a peak in squid prey of around 4 months and several hundred kilometres (Vinogradov 1955). In areas where oceanography does not aggregate this productivity, areas of high prey concentrations for whales can be displaced by several hundred kilometres (Jaquet 1996). However, in this study a positive relationship between sperm whale occurrence and chlorophyll was found at a relatively small scale, suggesting that oceanographic processes do aggregate this productivity within defined locations at which squid also aggregate in the Rockall Trough.

The final significant variable at explaining distributions of sperm whales in both the Faroe-Shetland Channel and the Rockall Trough was sea surface salinity (SSS). The relationships with SSS were different within the Rockall Trough and the Faroe-Shetland Channel. There was a clear preference for areas with mainly high salinity in the Rockall Trough, but a bimodal preference for both low and high salinity in the Faroe-Shetland Channel (Figures 3.7 & 3.8). This preference can be explained by the different water masses found in the surface waters off the west coast of Scotland. The Rockall Trough surface water is dominated by the warm salty Gulf Stream (North
Atlantic Water (NAW) water, whereas the Faroe-Shetland Channel has both the warm salty NAW water mainly on the eastern side of the channel, and the cooler fresher Modified NAW (MNAW) water on the Faroese side of the channel (Turrell et al. 1999). The bimodal preference shows a main preference for fresher waters and a smaller preference for salty waters, perhaps reflecting preference mainly for the fresher MNAW side of the Faroe-Shetland Channel, and to a lesser extent the saltier Gulf Stream NAW side of the channel.

Overall, the environmental variable were able to explain up to 36.6% of the deviance, which is a high proportion in comparison to other studies of cetacean species (Ferguson et al. 2006a; Ferguson et al. 2006b), and similar to other habitat models of sperm whales (Gregr and Trites 2001; Mendes 2007). This was mainly due to their clear preference for deep water, with depth explaining around 22% of the deviance, and the other environmental variables only explaining 2% - 6% individually (Appendix Table A2.1-2). This is may be due to the fact that within their deep water habitat, sperm whales are relatively evenly distributed throughout the surveyed area. This is partly due to detecting sperm whales both during travel and foraging activity, the latter more likely to be associated with prey habitat. Identification of foraging habitat through analysis of feeding buzzes or ‘creaks’ (Miller et al. 2004) may allow for increased explained deviance, however in this study too few ‘creaks’ were obtained to allow such an analysis (Mendes 2007).

Overall, these results suggest that sperm whales are using the west coast of Scotland as a foraging ground, rather than solely as a migration route between high latitude feeding and low latitude breeding grounds. There is also some evidence for this hypothesis from the acoustic data itself, because feeding buzzes or ‘creaks’ were detected on several occasions (Mendes 2007), which have been associated with foraging behaviour (Miller et al. 2004). Further evidence from the analysis of sperm whale teeth from around Scotland, suggests that young pre-breeding males tend to stay within more temperate zones to feed before moving to the higher latitude productive feeding grounds shortly before approaching breeding age (Mendes et al. 2007).
3.4.3 Conclusions

This study has investigated the effects of both extent and grain size on the modelling of sperm whale occurrence off the west coast of Scotland. It found that depth was the most important predictor of sperm whale occurrence, with sperm whales found preferentially in off-shelf deep water. This preference for depth and the preference for weak thermoclines were consistent over different grain sizes, and can be considered ‘robust’ over grain sizes analysed within the extents analysed. No variables were spatially robust, so the models should not be used to extrapolate predictions into other areas. Finally, halocline strength was only important at explaining sperm whale occurrence within the extent and 9 km grain size, with a preference for strong negative haloclines. These environmental variables and the aggregations of whales support the hypothesis that the west coast of Scotland forms a foraging ground for pre-breeding male sperm whales.

3.4.4 Further work

The main challenge with passive survey data collected on the distribution of sperm whales is the problem of autocorrelation. Both sources of autocorrelation – ‘acoustic’ and ‘aggregative’ – would benefit from further analysis. Firstly, ‘acoustic autocorrelation’ could be removed completely if the distance to the track line was estimated for every sperm whale, or if alternative objective ‘rules’ were developed to further reduce the effect of hearing the same whale over several segments. Such rules save analysis time in comparison to analysing every single track and estimating the time abeam and distance to the trackline, at least until more automated methods have been developed.

Secondly, although a wide range of oceanographic variables were included in this model; there was still remaining autocorrelation in the model residuals. Generalised Estimating Equations (GEEs – Hardin & Hilbe 2003) show some promise as a method of modelling the autocorrelation after the environmental variables have been fitted. This allows the environmental variables to explain as much of the autocorrelation as they are able, while ensuring that all residual autocorrelation is also modelled.
Chapter 3  Predictive models of sperm whale distributions

3.5 References


Chapter 3  Predictive models of sperm whale distributions


and 00/13, Porcupine Studies Group project P00/15 and Offshore Support Group (OSG) project 99/38.


Chapter 4

Predictive models of harbour porpoise *Phocoena phocoena* distribution in the Inner Hebrides, Scotland

*Evaluating the effect of survey technique, time and space on model robustness*

**Abstract**

The aim of this study was to investigate the effect of survey technique, time and space on predictive models of harbour porpoise (*Phocoena phocoena*) distribution in the Inner Hebrides, off the west coast of Scotland. Monthly visual (2003-2005) and passive acoustic (2004-2005) surveys were conducted from the Hebridean Whale and Dolphin Trust motor-sailor, *Silurian*, in the Inner Hebrides, Scotland. Generalised Additive Models were used to relate the relative density of harbour porpoises to temporal, tidal and topographical covariates. GAMs were built separately for: (i) the visual and acoustic survey data, (ii) each year and combinations of years (2003-2005) with visual survey data, and (iii) two areas with visual survey effort in 2005: the southern Inner Hebrides, and the whole of the Inner Hebrides. Predictions were made over the survey area and compared visually for similarities. Visual detection rates were most influenced by sea state, with detections decreasing above sea state 1. Acoustic detection rates were most influenced by high frequency ambient noise levels, with detection rates decreasing with increasing noise levels. After compensating for these survey effects, different environmental variables were selected for each data set. Although the best visual and acoustic models used different environmental variables, the predicted distribution maps were very similar with overlapping ‘hotspot’ areas (this is partly because the environmental variables selected were strongly correlated). Comparing models of visual detection rates over years, the same key variables were selected consistently: namely maximum tidal current, and position in the spring-neaps cycle. Harbour porpoises were detected to a greater extent in areas of low tidal currents at spring tides. This indicates models were robust between years. However, when models of visual detection rates were compared between areas, different variables were selected with the most important predictor changing from maximum tidal current to spring tidal range. Harbour
porpoises were detected more in areas of high tidal range when areas north of Skye were included in the models. In conclusion, high use areas were predicted consistently over time within the southern Inner Hebrides regardless of survey technique. However, caution should be exercised when trying to extrapolate beyond the surveyed extent. It is hoped that this model could be used to mitigate noise threats to harbour porpoises in the Inner Hebrides.

4.1 Introduction

Predictive models of cetacean distribution are usually based on data obtained using visual survey techniques such as those recommended by Buckland et al. (2001). However, increasingly passive acoustic survey techniques have been used to gain a better understanding of a species distribution, especially for those species that are difficult to see, such as harbour porpoises (Bailey 2006; Gillespie et al. 2005; Gridley 2005). The merits of passive acoustic methods for understanding species distributions can be quite compelling, with detection rates for harbour porpoises over 8 times higher that for visual methods due to the ability to survey even in poor sea states (Gillespie et al. 2005). The use of acoustic data within predictive or habitat models is increasing, though still relatively limited (Bailey 2006; Gannier & Praca 2007; Gridley 2005; Hastie et al. 2005). For harbour porpoises, habitat modelling based on acoustic survey data is limited to only a handful of studies (Bailey 2006; Gridley 2005). Both these studies combined visual with acoustic detections of porpoises and modelled all detections together without first compensating for the different survey effects likely to influence detection rates. Although survey influences have been investigated for visual survey methods especially in relation to harbour porpoises (Barlow et al. 2001; Palka 1996; Palka & Hammond 2001), there have been few studies that examined the survey effects inherent in acoustic survey techniques (Gordon et al. 2000; Hastie et al. 2005), and none for harbour porpoises. However, with visual and acoustic survey techniques using very different detection modalities and methodologies the survey effects are likely to be quite different. It would seem imprudent to combine data subject to different influences (whether due to the environment or due to animal behaviour) without some understanding of the influences involved.
There are methods to ensure predictive model robustness both over time and space (Araujo & Guisan 2006). Methods detailed by Araujo & Guisan (2006) suggest building the model on a ‘training’ data set, and evaluating the model on a ‘test’ data set that can comprise either (i) sampled data to predict within the same region and time; (ii) a different region; (iii) a different time period. Most studies evaluate predictive models using only one of the three suggested evaluation techniques (Ferguson et al. 2006; Forney 2000; Gregr & Trites 2001; Hamazaki 2002; Hastie et al. 2005; Jimenez 2005; Moisen & Frescino 2002; Moses & Finn 1997). The favoured method for marine mammal predictive models tends to use data from a different year as a test data set (Ferguson et al. 2006; Forney 2000; Hamazaki 2004; Hastie et al. 2005), or a different area (Jimenez 2005; Moses & Finn 1997). Only one study has been found in the marine mammal literature in which random samples were taken from the original data set (for the same area and time) to evaluate the predictive models (Gregr & Trites 2001).

Each evaluation technique evaluates a different aspect of the model robustness: testing on a sample from within the same dataset checks for model over-fit for that area and time; testing on a different area evaluates the ability of a model to predict species distributions into other areas; and testing on a different time period evaluates the ability of a model to predict species distributions through time. A search of the literature found no examples of models that have been evaluated on all these three scales, yet for a model to be robust over time and space, it is essential to evaluate the model performance on these three criteria.

The focal species of this study is the harbour porpoise, which is the most common cetacean species in coastal areas off the west coast of Scotland (MacLeod et al. 2007; Macleod 2001; Weir et al. 2001). The Inner Hebrides is also home to one of the highest densities of harbour porpoise in Europe (SCANS-II 2006). However, there are a number of threats to harbour porpoises in the area, the most important of which is noise pollution (Parsons et al. 2000b). The main sources of noise pollution to harbour porpoises on the west coast of Scotland are: (i) boat traffic; (ii) acoustic deterrent devices used on fish farms to scare seals; and (iii) military activities (Parsons et al. 2000b).
Acoustic deterrent devices (ADDs) are used extensively on salmon farms throughout the west coast of Scotland to deter seals (Gordon & Northridge 2002; Quick et al. 2002). They transmit pulses of loud (191-200 dB re 1µPa @ 1m) sounds at frequencies between 2.5-100 kHz, though more typically between 8-15 kHz (Gordon & Northridge 2002). These sounds are within harbour porpoise hearing range (Richardson et al. 1995), and have been shown to deter harbour porpoises from their habitat (Johnston 2002; Olesiuk et al. 2002). For example, harbour porpoise abundance decreased significantly at ranges over 3.5 km from an active ADD in Retreat Passage, British Columbia (Olesiuk et al. 2002). Within the Sound of Mull, part of the focal area studied in this chapter, several different types of ADDs have been deployed (Götz pers. comm.), which could be heard on the hydrophone for several kilometres (pers. obs.). The Sound of Mull is used extensively by harbour porpoises (Mandleberg et al. in review), although it is not known to what extent harbour porpoises are affected by ADDs within this area.

With respect to the last of the noise threats on the west coast of Scotland, much of the entire west coast of Scotland, both coastal and offshore, is an important training ground for the military. Every year since 1946, NATO has conducted Joint Maritime Course (JMC) training exercises three times a year in March, July and November (Parsons et al. 2000a). These activities increase underwater noise levels due to increased boat traffic, submarine activity, military jets, and sonar activity. Parsons et al. (2000a) suggested that a decrease in sightings of harbour porpoises and minke whales (Balaenoptera acutorostrata) observed around Gairloch and the Small Isles during the JMC training exercises may be attributed to these increased noise levels.

Predictive distribution maps of harbour porpoise distribution can be used to determine the relative risk of noise threats such as ADDs and military activities in different areas, locating lower density areas where risks can be minimised. One purpose of this analysis was therefore to produce and test the reliability of predictive maps for harbour porpoise distributions in the coastal waters off the west coast of Scotland. The task was divided into the following aims: (i) to investigate the differences between models obtained using visual versus acoustic survey data collected for harbour porpoises in the Inner Hebrides; (ii) to investigate the temporal robustness; and (iii) to
investigate the spatial robustness of predictive models of harbour porpoise distribution in the Inner Hebrides.

4.2 Methods

4.2.1 Data collection

Systematic visual cetacean surveys were carried out on a monthly basis from the Hebridean Whale and Dolphin Trust (HWDT) motor-sailor research vessel, Silurian, in the Inner Hebrides, Scotland (55°14′-58°25′N, 5°26′-7°43′W) over 3 consecutive summers from 2003-2005. Passive acoustic surveys were carried out simultaneously with the visual surveys during the later two summers from 2004-2005. At least once a month the core study area around the Argyll Islands (55°18′-56°51′N, 5°26′-7°25′W) was surveyed in a zag-zag type survey design with the aim of covering the area fairly evenly over a period of ten days given the constraints of weather conditions and location of ports. Additional surveys were occasionally conducted outwith the Argyll Islands, covering the Small Isles in 2003 & 2004 (up to 57°8′N), and the entire Inner Hebrides in several surveys in 2005 (up to 58°25′N and out to 7°43′W) (Figure 4.1).

The surveys were carried out at an average speed of 6 knots, under motor when winds were low, and under sail when winds were sufficiently high enough. Visual observations were carried out from the front deck (2m above sea level) in Beaufort sea state ≤ 3, by teams of trained volunteers. Two observers were positioned on the front deck searching the water from -5° to 90° of the transect line on either side of the vessel by eye and with 7 x 50 binoculars (Marine Opticron). If any cetaceans were spotted, the distance, bearing (using an angle board), heading of the group/individual, species, group size and behaviour was recorded directly into a computer running the International Fund for Animal Welfare (IFAW) software Logger 2000. Visual observers switched sides after 30 minutes, and the watch was changed every hour to avoid observer fatigue. Occasionally, deviations were made from the trackline in order to take photo-id pictures, during which time the effort was recorded as ‘with whales’ and excluded from analysis. Subsequently, the vessel would return to the trackline and effort changed back to ‘on-effort’. All effort was recorded directly to an Access database via Logger 2000.
Passive acoustic monitoring was carried out in all sea states in sea depths of > 10 m using an automatic porpoise detection system (Gillespie & Chappell 2002), designed to detect the high frequency echolocation clicks of harbour porpoises. The hydrophone system is based on systems described by Leaper et al. (1992) and Chappell et al. (1996). Gillespie & Chappell (2002) later adapted the Chappell system to allow two hydrophone elements to be used, so that click bearing and range can be estimated. The array comprised two high frequency hydrophone elements (HS150 ball hydrophones, Sonar Products Ltd.) with highest sensitivity at 150 kHz. The hydrophone elements were positioned very close to custom-built pre-amplifiers (for circuit diagram and description see IFAW 2003). Pre-amplifiers were potted within a copper tube to provide an electrical screen (i.e. protect the amplifier circuit from electromagnetic noise). The pre-amplifiers were set up to provide a gain of around 40 dB. The hydrophones were placed 3 m apart and sealed within a 35 mm diameter oil-filled polyurethane tube, and were towed 100 m behind the vessel on a Kevlar-strengthened towing cable.
The signal from each hydrophone element was brought back into a ‘porpoise detection box’ (Seiche Electronics), and split into three separate frequency bands. These frequency bands covered the porpoise band 115-145 kHz, and two control noise bands centred at 50 and 75 kHz. Within each band the signal envelope was traced, digitised and passed to the ‘Porpoise Detector’ software for automatic click detection (Gillespie & Chappell 2002). The Porpoise Detector software detects a ‘click’ whenever the envelope traced level on any one of the three frequency bands rises above a threshold amplitude value. For each click the envelope traces for all four channels (the 125 kHz band from both elements, and the 75 & 50 kHz bands from just one element) are saved, along with the click start time in a binary data file that can be exported to an external database (Gillespie & Chappell 2002). The software is also able to calculate the bearing (with no left or right discrimination) to clicks based on the difference in the arrival time of each click at each hydrophone element. The bearing estimate is subject to some error, being more accurate for sounds perpendicular to the hydrophone array, and decreasing as the sound moves away from the hydrophone (Gillespie & Chappell 2002). The Porpoise Detector software automatically classifies clicks as ‘Porpoise’, ‘Broadband’ or ‘Unknown’ based on the energy within each of the frequency bands. The classification was based on a study carried out by Gillespie and Chappell (2002), according to measurements carried out on a variety of different click types.

All survey data was recorded via Logger 2000 to an Access database, automatically recording GPS location every 10 seconds along with depth, wind speed & direction and boat speed from the NMEA ship computer. Environmental conditions (sea state, swell, visibility, sun glare, and weather conditions) were recorded every 15 minutes or whenever they changed significantly, directly to the Logger 2000 database. Survey effort and engine on/off was noted whenever it changed, and all boat traffic was logged whenever it approached within 2 nm of the vessel.

4.2.2 Environmental data

A range of environmental variables were available for inclusion in analysis from a range of sources, as listed in Table 4.1.
Table 4.1 – Spatial, temporal, environmental, and modelled environmental variables sourced for the surveys carried out in the Inner Hebrides, on the west coast of Scotland. Acronyms: BGS = British Geological Survey; UKHO = UK Hydrographic Office; POLCOMS = Proudman Oceanographic Laboratory Coastal Oceanography Modelling System; UKMO = UK Met Office.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Source</th>
<th>Resolution</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boat speed</td>
<td>In situ measurement of boat speed</td>
<td>Garmin GPS</td>
<td>Every 10 s (≈ 50 m)</td>
<td>knots</td>
</tr>
<tr>
<td>Sea state</td>
<td>Sea state (0-6 in half sea states)</td>
<td>Field observation</td>
<td>Every 15 min (≈ 5 km)</td>
<td>-</td>
</tr>
<tr>
<td>TimeSunrise</td>
<td>Ratio: (time in minutes from sunrise) / (total number of minutes between sunrise and sunset) based on Garmin GPS time</td>
<td>Time based on Garmin GPS time</td>
<td>Every 2 km</td>
<td>-</td>
</tr>
<tr>
<td>CloseToSW</td>
<td>Ratio: (tidal range for the given day and location of a segment) / (Spring tidal range for the same area) based on closest tidal port</td>
<td>Time based on Garmin GPS, tide based on POLTIPS</td>
<td>Every 2 km</td>
<td>-</td>
</tr>
<tr>
<td>TimeFrLW</td>
<td>Ratio: (time since low water in minutes) / (time in minutes between adjacent low waters) based on the closest tidal port</td>
<td>Time based on Garmin GPS, tide based on POLTIPS</td>
<td>Every 2 km</td>
<td>-</td>
</tr>
<tr>
<td>Depth</td>
<td>Seabed depth</td>
<td>Digibath 250 BGS</td>
<td>1 km</td>
<td>m</td>
</tr>
<tr>
<td>Slope</td>
<td>Seabed slope</td>
<td>Digibath 250 BGS</td>
<td>1 km</td>
<td>°</td>
</tr>
<tr>
<td>Sediment</td>
<td>RSDB code indicating sediment type</td>
<td>UKHO</td>
<td>Variable</td>
<td>-</td>
</tr>
<tr>
<td>MixedDepth</td>
<td>Predicted depth of the mixed layer</td>
<td>POLCOMS UKMO</td>
<td>1.8 km</td>
<td>m</td>
</tr>
<tr>
<td>SBDensity</td>
<td>Predicted surface to bottom density difference (pycnocline strength)</td>
<td>POLCOMS UKMO</td>
<td>1.8 km</td>
<td>σ_t</td>
</tr>
<tr>
<td>SurfDens</td>
<td>Predicted surface density</td>
<td>POLCOMS UKMO</td>
<td>1.8 km</td>
<td>σ_t</td>
</tr>
<tr>
<td>HaloDepth</td>
<td>Predicted depth of the halocline</td>
<td>POLCOMS UKMO</td>
<td>1.8 km</td>
<td>m</td>
</tr>
<tr>
<td>SBSalinity</td>
<td>Predicted surface to bottom salinity difference (halocline strength)</td>
<td>POLCOMS UKMO</td>
<td>1.8 km</td>
<td>psu</td>
</tr>
<tr>
<td>SSS</td>
<td>Predicted surface salinity</td>
<td>POLCOMS UKMO</td>
<td>1.8 km</td>
<td>psu</td>
</tr>
<tr>
<td>ThermDepth</td>
<td>Predicted depth of the thermocline</td>
<td>POLCOMS UKMO</td>
<td>1.8 km</td>
<td>m</td>
</tr>
<tr>
<td>SBS</td>
<td>Predicted surface to bottom temperature difference (thermocline strength)</td>
<td>POLCOMS UKMO</td>
<td>1.8 km</td>
<td>°C</td>
</tr>
<tr>
<td>SST</td>
<td>Predicted sea surface temperature</td>
<td>POLCOMS UKMO</td>
<td>1.8 km</td>
<td>°C</td>
</tr>
<tr>
<td>SurCurDay</td>
<td>Predicted mean daily surface current</td>
<td>POLCOMS UKMO</td>
<td>1.8 km</td>
<td>m/s</td>
</tr>
<tr>
<td>MidCurDay</td>
<td>Predicted mean daily mid-depth current</td>
<td>POLCOMS UKMO</td>
<td>1.8 km</td>
<td>m/s</td>
</tr>
<tr>
<td>BotCurDay</td>
<td>Predicted mean daily bottom current</td>
<td>POLCOMS UKMO</td>
<td>1.8 km</td>
<td>m/s</td>
</tr>
<tr>
<td>SurCurHr</td>
<td>Predicted mean hourly surface current</td>
<td>POLCOMS UKMO</td>
<td>1.8 km</td>
<td>m/s</td>
</tr>
<tr>
<td>MidCurHr</td>
<td>Predicted mean hourly mid-depth current</td>
<td>POLCOMS UKMO</td>
<td>1.8 km</td>
<td>m/s</td>
</tr>
<tr>
<td>BotCurHr</td>
<td>Predicted mean hourly bottom current</td>
<td>POLCOMS UKMO</td>
<td>1.8 km</td>
<td>m/s</td>
</tr>
<tr>
<td>MaxTideCr</td>
<td>Maximum tidal current</td>
<td>POL</td>
<td>1.8 km</td>
<td>m/s</td>
</tr>
<tr>
<td>STideRange</td>
<td>Spring water tidal range</td>
<td>POL</td>
<td>1.8 km</td>
<td>m</td>
</tr>
</tbody>
</table>
Standardised temporal variables were calculated after the surveys. Time of day (TimeSunrise) was determined as a ratio between time elapsed since sunrise to the time between sunrise and sunset. Sunrise and sunset times were based on Tobermory (the starting point of all surveys: 56°37’N, 6°4’W) sourced from POLTIPS (Version 3.2.4, Proudman Oceanographic Laboratory). This method of calculation compensated for the varying length of day throughout the survey season.

For the tidal variables, it was first necessary to determine the closest port to each data point on which to base the tidal data (calculating using ESRI ArcGIS 9.0, based on tidal ports from POLTIPS). To calculate the position of each data point within the spring-neaps tidal cycle (ClosestoSW) a ratio was calculated between the actual tidal range (based on the date and tidal range for the closest port) and the spring water tidal range in metres (for the same port). Tidal state was converted into a continuous index from 0 to 1, calculated as a ratio between the time elapsed since the last low water to the total time between two low tides. To translate this index into tidal states: 0-0.1 was the first low water slack tide; 0.1-0.3 was flood tide; 0.3-0.6 was high water slack tide; 0.6-0.9 is ebb tide; and 0.9 to 1.0 was the second low water slack tide.

Depth and slope were sourced from the Digibath 250 bathymetry (Version 1.0, BGS), extracted from TINS using the ArcGIS 9.0 data extraction tool (Gontarek 2005) for each data point. Sediment type was available as categorical data (RSDB codes) describing the different sediments types, so the classes were transformed to values for the percentages of mud, gravel and sand in the sediment using the Folk-classification (Folk 1980).

Oceanographic and current variables were based on predicted values from the Proudman Oceanographic Laboratory Coastal Oceanography Modelling System (POLCOMS) (Holt et al. 2005; Holt & James 2006; Met Office 2006). The model outcomes were processed by Phil Gillibrand (SAMS) using the following methodology. Data were provided in Gridded Binary (GRIB) format with output fields including: (i) daily values of temperature, salinity, north and east components of current speeds; and (ii) hourly rates of north and east components of current speed. This data was provided over the shelf waters off the west coast of Scotland at 18 different depths through the water column (spaced evenly through the water column). The data were processed into the summary variables detailed in Table 2.1, and saved
in ERDAS Imagine format for easy access for ArcGIS 9.0. Tidal range (SWTideRange) and maximum tidal current (MaxTideCur) were sourced from the Proudman Oceanographic Laboratory high resolution CS20 model.

4.2.3 **Acoustic data analysis**

Although the Porpoise Detection software was able to automatically classify porpoise clicks (Gillespie & Chappell 2002), it was necessary to process the files manually to scan for trains of porpoise-type clicks. The porpoise detection software was set up to classify clicks as ‘porpoise clicks’ if they had a minimum amplitude of 105dB re 1µPa in the ‘porpoise’ band (115-145 kHz), and a difference of over 30dB above the mean amplitude of the two ‘noise’ bands (50 & 75 kHz). These settings were based on those used in the study by Gillespie et al. (2005) in order to reduce the number of false-positives.

For this analysis, both porpoise classified clicks and ‘unclassified’ clicks (lower amplitude clicks and clicks that cannot be clearly identified as porpoise clicks from their amplitudes in the different bands) were used to define porpoise trains (Figure 4.2). It is believed that these ‘unclassified’ clicks, when on the same bearing as the ‘porpoise’ clicks may be off-axis clicks, hence their lower amplitude (Gillespie et al. 2005). Off-axis clicks have a much lower source level and possibly different spectral characteristics because the echolocation clicks of harbour porpoises are highly directional (Au et al. 1999). Maximum energy would only be received at the hydrophone when the porpoise is echolocating towards it. Since porpoises tend to scan the area around them by moving their head or body from side to side (Goodson & Sturtivant 1996), most clicks trains tend to be made up of a combination of high amplitude ‘porpoise’ clicks, and the lower amplitude ‘unclassified’ clicks on the same bearing (Figure 4.2).
Porpoise trains were firstly classified subjectively as ‘excellent’, ‘good’, ‘probable’ or ‘unlikely’ according to the following criteria: ‘excellent’ click trains comprised of at least 10 ‘porpoise’ classified clicks in a clear track with click amplitudes recorded at > 130 dB re 1μPa; ‘good’ click trains had at least 5 ‘porpoise’ classified clicks in a clear train, with click amplitudes well above the background noise levels; ‘probable’ click trains comprised at least 3 ‘porpoise’ classified click of high enough amplitude to be visible above background noise levels, and accompanied by a rapid train of at least 5 ‘unclassified’ clicks on the same bearing; ‘unlikely’ click trains included any ‘porpoise’ classified clicks that were not accompanied by other ‘classified’ or ‘unclassified’ clicks on a similar bearing. To keep the probability of false detections low, all click trains classed as ‘unlikely’ were discarded.

In the second stage of analysis, the porpoise tracks were classified into ‘groups’ of trains thought likely to be from a single pod. A ‘group’ was defined as any series of tracks not separated by a period of at least two minutes. This time period was based on the amount of time it would take to pass a stationary porpoise at a boat speed of 6 knots based on an acoustic detection range of 400m travelling at an average speed of around 1.25 knots, plus some contingency to compensate for porpoises swimming in the same direction as the vessel. A table was created in the Access database with one record entry per porpoise group, and automatically linked to the GPS location for the mid point of the encounter using a pre-written macro (Gillespie pers. comm.).
4.2.4 Statistical analysis

4.2.4.1 Pre-modelling analysis

Since the coarsest scale for the environmental data was 1.8 km (for the POLCOMS oceanographic data), all on-effort tracks from surveys carried out between May-September 2003-2004 were divided into 2 km segments. Where data were stored within the survey Access database, the environmental variables were determined for the mid-point of each segment, or the most recent value for that variable (e.g. last recorded sea state) using macros written in Access. For all other variables (topography, sediment & POLCOMS oceanographic variables), values were determined for the mid point of each segment using the STJG GIS extraction tool version 1.0.1 (Gontarek 2005) in ArcGIS 9.0 (ESRI Inc).

Prior to modelling, a Spearman’s Rank Correlation test was carried out using Minitab v12.23 (Minitab Inc. 1999) to test for correlations between environmental variables. If there was a moderate to strong correlation (r > 0.3) between variables, the first of the variables selected by the step-wise model selection was retained and any variables with which it was correlated were discarded.

The dataset was divided into a ‘training’ and ‘test’ dataset. This was done in a number of ways, firstly, any dataset under analysis was randomly divided such that 75% of the segments were included in the ‘training’ dataset and used as the basis of the model selection, and the remaining 25% of the segments were used as the ‘test’ dataset, on which the predictive performance of the models were evaluated. To ensure as much independence between re-sampling units as possible while retaining as much of the original spatial coverage surveyed as possible, the data were randomly sampled by groups of 4 segments. Groups of 4 segments (around 8 km) were unlikely to be autocorrelated.

4.2.4.2 Modelling porpoise density – model selection

Generalised Additive Models (GAMs) were used to relate the number of groups of porpoises per 2 km segment to the spatial, environmental and temporal variables (§2.2.4.2). Since the response data was Poisson (count) data, a Poisson distribution was assumed with the log link function (Wood 2006a).
The GAMs were fitted in R version 2.3.0 (The R Foundation for Statistical Computing 2006) using the MGCV library (Wood 2006b). To reduce potential overfitting of smooths to the data, two approaches were used. Firstly, a $\alpha=1.4$ was used in the model fitting as suggested by Kim & Gu (2004), which forces the estimated degrees of freedom in a smooth to count for 1.4 degrees of freedom in the UBRE score (Wood 2006a), so penalising the GAM function for using too many degrees of freedom. Secondly, the smooths for each of the variables, excluding latitude and longitude, were limited to $\leq 4$ estimated degrees of freedom.

Stepwise addition of environmental variables to the null model (no predictor variables) was carried out (forward step-wise selection), and models compared based on minimising the UBRE (UnBiased Risk Estimator) score. The UBRE score is the Poisson GAM equivalent of the AIC value (in effect, just a linear transformation of AIC), and scores on both fit and the number of parameters used to describe the model (Wood 2006a). In selecting the best model, predictor variables were only added if they reduced the AIC equivalent of the UBRE score (multiplying UBRE by $n$ the sample size) by 2 or more, as recommended by Burnham & Anderson (2002). Survey variables (sea state, boat speed, engine on/off and noise levels) were added to the model first, to compensate for the change in sighting ability and acoustic detectability, before adding environmental variables. Latitude and longitude were only included in the model selection if none of the remaining environmental variables were neither significant nor reduced the UBRE score. The other environmental variables were considered more biologically meaningful to porpoises than a simple combination of space (latitude and longitude), and would allow for prediction of distributions outwith the surveyed area.

4.2.4.3 Modelling porpoise density - model evaluation

Models were subsequently evaluated using a cross-validation technique developed by Heinrich (2006) for evaluating habitat models for Chilean dolphins. This technique compares the predictive performance of the model under analysis with the predictive performance of 10,000 random simulations of data taken from a random (intercept-only) model. The simulated number of porpoise groups per segment was randomly generated for every segment $i$ according to a Poisson distribution with the actual mean number of groups of porpoises per segment for the dataset under analysis.
Chapter 4  Predictive models of harbour porpoises

The predictive performance was calculated as:

$$\bar{q} = 1 - \frac{\sum_{i=1}^{n} |y_i - \hat{p}_i|}{n}$$

Where:

$\bar{q}$ is the mean proportion of all correct predictions

$y_i$ is the number of porpoise groups in segment $i$

$\hat{p}_i$ is the estimated number of porpoise groups in segment $i$

$n$ is the total number of segments

The predictive performance of each of the 10,000 simulated datasets results in a distribution that forms the test statistic against which the predictive performance $\bar{q}$ of the model under analysis was compared. Thus, the proportion of the simulations that the model performs worse than the random simulated data, gives the test statistic (a good model having $p < 0.05$).

The same methodology can be used to compare complex models with simpler models, either evaluating a model for one year against the model for another year on a dataset, or for evaluating potential overfit. In this case, the predictions from the simpler model were used to generate the simulated dataset (i.e. using the predicted number of groups for a segment as the mean when sampling from a Poisson distribution for that segment).

The final models were predicted over a 4x4 km grid, set to twice the size of the segment size as recommended by Hedley (2000) for visual comparison between models for different years and survey data.

4.2.4.4 Modelling acoustic noise

Generalised Additive Models (GAMs) were used to relate the acoustic noise levels per 2 km segment to the environmental temporal variables. Noise levels are normally distributed, so the GAM was modelled using a Gaussian distribution with an identity link function. The environmental variables included in the model selection were: sea state, boat speed, engine on/off (as a factor variable), tidal state (TimeFrLW), depth,
slope, sediment type (% sand, mud or gravel), maximum tidal current, and spring tidal range. No oceanographic variables were included since they were not available for the 2005 acoustic survey data.

As with the porpoise modelling, GAMs were run using the MGCV library (Wood 2006a) in R version 2.3.0 (The R Foundation for Statistical Computing 2006). To reduce potential overfitting of the smooths to the data, $\alpha = 1.4$ was used in the model fitting to penalise for using too many degrees of freedom (Kim & Gu 2004), and the smooths were limited to $\leq 4$ estimated degrees of freedom.

Stepwise addition of environmental variables to the null model (no predictor variables) was carried out (forward step-wise selection), and models compared based on minimising the GCV (Generalised Cross Validation) score. The GCV score is the Gaussian GAM equivalent of the AIC and scores on both fit and the number of parameters used to describe the model (Wood, 2006a). In selecting the best model, predictor variables were only added if they increased the amount of deviance explained by 1% or more.

The best environmental model for noise levels was then used to make a prediction over a 4x4 km grid, to compare against the detections of harbour porpoises visually, acoustically or by both methods to examine whether (i) there were visual detections not accompanied by acoustic detections in areas of high predicted noise; (ii) there were acoustic detections not accompanied by visual detections in areas of low predicted noise. The main aim of this exercise was to investigate whether noise affected acoustic detections in different habitats.

4.2.4.5 Models constructed

The acoustic and visual data were modelled separately to allow for the difference in collection methods to be modelled within the structure of the GAM. In order to directly compare visual and acoustic models, only those segments containing both visual and acoustic survey effort (at sea state $\leq 3$) were included in the analysis for 2004 & 2005. In 2005, a larger area was surveyed, so the data was stratified such that analysis was initially carried out for the same core area surveyed as in 2003-2004, but models compared with those for the larger area in 2005 to examine any potential geographical variation in habitat preference. Also, in 2005, there was no available
POLCOMS oceanographic data, so the environmental variables had to be limited to topographical, sediment, temporal and tidal variables.

Two stages of analysis and models were carried out: (i) comparison of predictive models of harbour porpoise distribution based on visual and on acoustic data for 2004-2005; (ii) construction of best temporal visual predictive model for harbour porpoises by examining the effect of year on predictions, initially modelling 1 year of data (2003, 2004, and 2005 separately), then modelling 2 years of data (2003& 2004, 2004&2005) and finally constructing a model based on all 3 years of data; (iii) examining the effect of geographical area on the model for 2005.
4.3 Results

A total of 14,700 km were surveyed in the Inner Hebrides off the west coast of Scotland during the summers between 2003 to 2005, of which 11,300 km had visual survey effort, and 6,700 km had acoustic survey effort (Figure 4.1 & 4.3). Overall, during 2003-2005, in good sightings conditions (sea state $\leq 3$) there were 437 groups of a total of 787 harbour porpoises detected visually (0.091 porpoises per km). During the 2004-2005 analysed acoustic effort, there were 986 groups of a total of 1539 harbour porpoises detected acoustically (0.231 porpoises per km). Where there was simultaneous visual and acoustic effort, 55% of visual sightings were accompanied by acoustic detections, but only 18% of acoustic detections were accompanied by visual detections. Acoustic detections made up 72% of the overall detections of harbour porpoises. Harbour porpoise detections were scattered fairly evenly over the survey area, though they appeared to be concentrated more within coastal areas, with fewer detections in the more offshore areas to the west of Islay, Mull and Coll & Tiree (Figure 4.3).

4.3.1 Environmental variables

Only a sub-sample of this data was used in the analysis due to the lack of availability of environmental data for the highly coastal areas such as the Sound of Mull, the upper Firth of Lorne and the upper Sound of Jura. A summary of the environmental variables is given in Table 2.2 for 2003-2005 where all variables were available, and for 2003-2004 for POLCOMS oceanographic data (since this was not available for 2005). The general trend shows a gradual increase of the range of each survey variable covered as the survey area increased year on year from 2003-2005.

Spearman’s rank correlation tests on environmental variables (Appendix Table A3.2) showed moderate-strong correlation ($r > 0.3$) between all the oceanographic variables, all the current speed variables, between % mud and % gravel, and between latitude and the oceanographic variables, and longitude and the tidal current speed variables. Correlations suggest the proportion of mud in the sediment increases in deeper water and slower current speeds, but that the proportion of gravel does the opposite with more gravel in shallower high current areas. The proportion of mud in the sediment also correlates with salinity, with lower surface salinity and stronger haloclines in areas with high mud content, and a correlation with longitude suggesting these low
salinity, high mud areas were found close to the mainland. The oceanographic
variables change with current speeds, with deeper halo & thermoclines, weaker
stratification, and higher surface temperature & salinity in areas of higher current
speeds. In addition, some of the oceanographic variables correlate with position in the
tidal cycle (Close to SW), with a shallower thermocline around spring tide, and
therefore shallower mixed depth. Of the survey variables, the engine tended to be on
more in lower sea states, and correlated with higher boat speeds. Noise levels were
correlated positively with boat speed and % gravel, and negatively with sea state,
depth and % mud in the sediment. Plots of a sample of the environmental variables
are shown in Figures 4.4–4.6.

The survey area is mainly < 100 m depth with few areas deeper than 200 m (Figure
4.4a). Sediment type is dominated by sand (Figure 4.5a); with small areas of mud in
areas such as the Sea of Hebrides and around the Small Isles (Figure 4.5b), and gravel
in high current speed areas such as west of Islay (Figure 4.4b). Unfortunately the
sediment type data was missing for some parts of the survey area, in the coastal areas
of the Sound of Mull, upper Firth of Lorne, and upper Sound of Jura. It is also
evident that the sediment data has variable resolution, with very fine detail in some
areas (such as the Sea of Hebrides & Minch area), but with very coarse detail in others
(such as the Sound of Jura).

The tidal data shows a large area of high maximum tidal currents, and very low spring
tide range in the area where the Irish Sea current meets the North Atlantic current
passing around the west of Ireland (Figure 4.6). Tidal currents are also high in other
narrow channels bounded by islands, such as the Little Minch, Tiree Passage, Sound
of Islay and Firth of Lorne (Figure 4.6a). Spring tide range increases from virtually
zero at Islay, to a maximum around Skye (Figure 4.6b).
Table 4.2 – Summary statistics for the environmental variables for the three survey years, results of a Mann-Whitney test to test between 2003 & 2004 and 2004 & 2005 environmental variable distributions are shown if significant, where * p<0.05; **p<0.01; and ***p<0.001.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>2003</th>
<th>2004</th>
<th>2005</th>
</tr>
</thead>
<tbody>
<tr>
<td>Survey effort with environmental data available</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distance surveyed (km)</td>
<td>1638</td>
<td>1214</td>
<td>2104</td>
</tr>
<tr>
<td>Number of stations/segments</td>
<td>819</td>
<td>607</td>
<td>1052</td>
</tr>
<tr>
<td>Segments with visual porpoise groups</td>
<td>54 (6.6%)</td>
<td>46 (7.6%)</td>
<td>109 (10.4%)</td>
</tr>
<tr>
<td>Segments with acoustic porpoise groups</td>
<td>-</td>
<td>121 (19.9%)</td>
<td>255 (24.2%)</td>
</tr>
<tr>
<td>Survey variables</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Boat speed</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (knots)</td>
<td>2.1-10.3</td>
<td>1.2-10.0</td>
<td>0.8-10.3</td>
</tr>
<tr>
<td>mean (standard deviation)</td>
<td>5.9 (1.1)</td>
<td>6.0 (1.2)*</td>
<td>6.5 (1.0)**</td>
</tr>
<tr>
<td><strong>Sea state</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range</td>
<td>0-3</td>
<td>0-3</td>
<td>0-3</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>2 (1-3)</td>
<td>2 (1.5-3)</td>
<td>2.5 (1.5-3)**</td>
</tr>
<tr>
<td><strong>Engine on/off</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range</td>
<td>not recorded</td>
<td>0.88</td>
<td>0.85</td>
</tr>
<tr>
<td><strong>DC noise</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (dB)</td>
<td>-</td>
<td>258-610</td>
<td>48-551</td>
</tr>
<tr>
<td>mean (standard deviation)</td>
<td>-</td>
<td>338 (40)</td>
<td>331 (40)**</td>
</tr>
<tr>
<td>Temporal variables</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>TimeSunrise</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range</td>
<td>0.06-0.95</td>
<td>0.10-0.92</td>
<td>0.12-0.81</td>
</tr>
<tr>
<td>mean (standard deviation)</td>
<td>0.48 (0.19)</td>
<td>0.50 (0.17)**</td>
<td>0.48 (0.15)*</td>
</tr>
<tr>
<td><strong>ClosestoSW</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range</td>
<td>0-2.26</td>
<td>0-1.24</td>
<td>0.29-1.44</td>
</tr>
<tr>
<td>mean (standard deviation)</td>
<td>0.83 (0.36)</td>
<td>0.56 (0.24)**</td>
<td>0.73 (0.23)**</td>
</tr>
<tr>
<td><strong>TimeFrLW</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range</td>
<td>0-1</td>
<td>0-1</td>
<td>0-1</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>0.54 (0.3-0.8)</td>
<td>0.46 (0.3-0.7)</td>
<td>0.3 (0.3-0.8)**</td>
</tr>
<tr>
<td>Topographical variables</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Depth</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (m)</td>
<td>8-208</td>
<td>7-215</td>
<td>10-212</td>
</tr>
<tr>
<td>mean (standard deviation)</td>
<td>63 (35)</td>
<td>60 (33)</td>
<td>70 (39)**</td>
</tr>
<tr>
<td><strong>Slope</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (?)</td>
<td>0-14</td>
<td>0-22</td>
<td>0-19</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>0.3 (0-0.8)</td>
<td>0.3 (0-1.0)</td>
<td>0.5 (0-1.4)**</td>
</tr>
<tr>
<td><strong>PctSand</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (%)</td>
<td>0-94</td>
<td>0-94</td>
<td>0-94</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>56 (43-76)</td>
<td>69 (43-94)**</td>
<td>43 (30-76)**</td>
</tr>
<tr>
<td><strong>PctMud</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (%)</td>
<td>0-100</td>
<td>0-100</td>
<td>0-100</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>5 (2-30)</td>
<td>5 (4-30)**</td>
<td>5 (4-69)**</td>
</tr>
<tr>
<td><strong>PctGravel</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (%)</td>
<td>0-100</td>
<td>0-100</td>
<td>0-100</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>1 (1-55)</td>
<td>1 (1-20)**</td>
<td>1 (1-20)</td>
</tr>
<tr>
<td>Tidal variables</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SWTideRange</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (m)</td>
<td>0.4-2.4</td>
<td>0.6-2.4</td>
<td>0.5-2.6</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>1.9 (1.9-2.0)</td>
<td>2.0 (1.9-2.1)**</td>
<td>2.1 (1.9-2.3)**</td>
</tr>
<tr>
<td><strong>MaxTideCur</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (m/s)</td>
<td>0-3.1</td>
<td>0-2.6</td>
<td>0-3.1</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>0.5 (0.3-0.7)</td>
<td>0.5 (0.2-0.6)</td>
<td>0.4 (0.2-0.6)</td>
</tr>
<tr>
<td>Selected oceanographic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SurfCurDay</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (m/s)</td>
<td>0-0.49</td>
<td>0-0.26</td>
<td>not available</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>0.07 (.04-.12)</td>
<td>0.07 (.05-.10)</td>
<td></td>
</tr>
<tr>
<td><strong>BotCurHour</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (m/s)</td>
<td>0-0.93</td>
<td>0-0.78</td>
<td>not available</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>0.11 (.06-.23)</td>
<td>0.09 (.04-.16)**</td>
<td></td>
</tr>
</tbody>
</table>
Figure 4.3 – (a) Visual survey effort and visual detections of harbour porpoises showing all 2 km segments (black dots) and those segments with harbour porpoise sightings (orange dots) for surveys carried out between 2003-2005; (b) Acoustic survey effort and acoustic detections of harbour porpoises showing all 2 km segments for which there is both visual and acoustic survey effort (black dots) and those segments with harbour porpoise acoustic detections (purple dots) for surveys carried out between 2004-2005 in the Inner Hebrides, off the west coast of Scotland.
Figure 4.4 – (a) DIGIBATH 250 depth data, and (b) % gravel based on translation of UKHO RSDB sediment code using the Folk triangle conversion (Folk 1980) for the Inner Hebrides. % gravel colours: grey = rock; dark green = 0-5% gravel; light green = 5-30% gravel; yellow = 30-80% gravel; and orange = 80-100% gravel.
Figure 4.5 – Sediment type based on conversion of UKHO sediment type RSDB code into (top) % sand, and (bottom) % mud based on the Folk triangle conversion (Folk 1980). Colours: dark green = 0% → yellow = 50% → red = 100%.
Figure 4.6 – Proudman Oceanographic Laboratory (POL) tidal data with (a) maximum tidal speed in m/s, and (b) spring tidal range in metres for the Hebrides.
4.3.2 Model selection: visual vs acoustic

4.3.2.1 Visual models

Of the survey variables, only sea state and engine on/off were significant in explaining the distribution of harbour porpoises in the core survey area during 2004-2005. Sea state explained over 10% of the deviance, with highest detections at sea state 1, dropping off rapidly with a negative effect on sightings above sea state 2 (Figure 4.8). Engine on/off only explained 2% of the deviance, with higher detections when the engine was on than off.

The best model for the visual detections of harbour porpoises during 2004-2005 explained 21.3% of the deviance of which 9.7% was explained by environmental variables (Appendix Table A3.3). The model included the environmental variables (in order of importance): maximum tidal current, position in the tidal cycle, and slope (Figure 4.7). Harbour porpoises were more likely to be seen in areas with low tidal current and high slopes and during spring tides (Figure 4.8). Despite the higher detection rates in areas of steep topography, the confidence intervals are very wide (Figure 4.8 d) suggesting there is a high degree of uncertainty in preference above 2°.
Figure 4.7 – Forward model selection for the number of harbour porpoise groups visually detected per 2km segment in 2004-2005 on the environmental variables: month, time of day (TimeSunrise), position in the tidal cycle (ClosestSW), tidal state (TimeFrLW), depth, slope, % sand, % mud & % gravel in the sediment, maximum tidal current (MaxTideCur), and spring tidal range (SWTideRange). The arrows indicate the change in UBRE score between models (horizontal lines) as a result of adding an environmental variable. Red arrows indicate those variables that decrease the UBRE score by the largest amount and so included in the model. ‘cor’ indicates that the variable is strongly correlated with the last added variable and is so excluded from model selection. Based on visualisation of GAMs model selection by Aarts (2006).

Testing the full model with those excluding the last 1, 2, 3, or 4 variables, suggests that all variables should be retained in the overall model (no model overfit). The overall model was significant to $p < 0.05$, although the model performed equally well if slope was excluded from the model. High density areas were predicted for the coastal areas around the Argyll Islands (Sound of Jura, Firth of Lorne, to the west of Mull around the Treshnish Islands, and some indication of the mouth of the Sound of Mull), and around the Small Isles (Figure 4.11). This appears to correspond well with the actual sightings of harbour porpoises, except to the west of Mull (beyond the Treshnish Islands) and around Colonsay: where low density is predicted but where there were a few sightings.
Figure 4.8 – Relationship between visual detections of harbour porpoises and (a) sea state (d.f. = 2.5), (b) maximum tidal current in m/s (d.f. = 1), (c) position in the spring-neaps cycle (d.f. = 2.6), and (d) seabed slope in ° (d.f. = 1.6) for all 2 km segments (n = 972) surveyed within the core area around the southern Inner Hebrides between 2004 to 2005. The 95% confidence intervals are shown by the dotted lines, and black dots show the residuals around the smooths.

4.3.2.2 Acoustic models

Of the survey variables, only boat speed and noise levels were significant predictors of the acoustic detection of harbour porpoises in the core survey area during 2004-2004. Noise levels explained 5.9% and boat speed explained 2.5% of the deviance, in both cases with detections decreasing linearly with increasing noise or boat speed (Figure 4.10).
The best model for the acoustic detections of harbour porpoises during 2004-2005 explained 14.0% of the deviance of which 5.6% was explained by environmental variables (Appendix Table A3.4). The model included the environmental variables (in order of importance): percentage mud in the sediment, and spring tidal range (Figure 4.9).

![Graph showing forward model selection for the number of harbour porpoise groups detected acoustically per 2 km segment during 2004-2005 with the environmental variables: month, time of day (TimeSunrise), position in the tidal cycle (ClosestoSW), tidal state (TimeFrLW), depth, slope, % sand in the sediment, % mud in the sediment, % gravel in the sediment, maximum tidal current (MaxTideCur), and spring tidal range (SWTideRange). The arrows indicate the change in UBRE score between models (horizontal lines) as a result of adding an environmental variable. Red arrows indicate those variables that decrease the UBRE score by the largest amount and so included in the model. ‘cor’ indicates that the variable is strongly correlated with the last added variable and is so excluded from model selection. Based on visualisation of GAMs model selection by Aarts (2006).]
Harbour porpoises were more likely to be heard in areas with > 15% mud in the sediment (peaking at 50% mud) and in areas of either medium or high tidal range (Figure 4.10). The confidence intervals around the smooth for spring tidal range are very wide for very low and medium tidal ranges (Figure 4.10d). Therefore, only the preference for increasing tidal range above around 2 m has any certainty, below around 1.8 m there is no clear preference.
Testing the full model with those excluding the last 1, 2, or 3 variables, suggests that all variables should be retained in the overall model (no model overfit). The overall model was significant to $p < 0.01$ when compared to the test dataset. High density areas of harbour porpoises were predicted within the more coastal areas of the Argyll Islands (Sound of Jura, upper Firth of Lorne, west of Islay, west of Mull, and mouth of the Sound of Mull), and for the area around the Small Isles (Figure 4.11). This prediction appears to match the acoustic detections of porpoises reasonably well, except in two areas: (i) underestimating density of harbour porpoises around Colonsay (as did the visual model), and (ii) overestimating the density of harbour porpoises to the west of Islay.
Figure 4.11 – Spatial prediction of harbour porpoise density (groups/2km) for (a) the best model based on visual detections, and (b) the best model based on acoustic detections for 2004-2005. Segments in which harbour porpoises were detected (a) visually or (b) acoustically are presented as black dots and white dots are where harbour porpoises are absent. Colours represent predicted porpoise density from low (blue) to high (red), ranging from (a) 0-0.1 for the visual model, and (b) 0-0.6 for the acoustic model, colour gradation based on 20 levels using quantile classification.
4.3.2.3 Noise model

The best model for noise levels based on all acoustic survey data collected between 2004-2005 explained 30.0% of the deviance, and included (in order of importance): depth, % gravel in the sediment, engine on/off, tidal state, boat speed, and maximum tidal current (Appendix Table A3.1). Noise levels were highest in areas that had shallow water, gravel sediments and high tidal currents, they were also higher at flood than ebb tide, and at higher boat speeds with the engine on (Figure 4.12).
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**Figure 4.12** – Relationship between noise levels and (a) depth in metres (d.f. = 2.3), (b) % gravel in the sediment (d.f. = 2.2), (c) tidal state (d.f. = 3.4), (d) boat speed in knots (d.f. = 1) and (e) maximum tidal current in m/s (d.f. = 1.1) for all 2 km segments (n = 1554) surveyed throughout the Inner Hebrides between 2004 to 2005. The 95% confidence intervals are shown by the dotted lines.

Noise levels were predicted to be highest in a band encompassing Jura, Islay, Colonsay and to the south-west, off the Ross of Mull, all around Coll, Tiree, Eigg & Muck, and in a small patch just south-west of Canna (Figure 4.13). Locations at which there were visual detections of porpoises but no acoustic detections appear to
be concentrated in areas predicted to have high noise levels (Figure 4.13). Analytically, visual detections were recorded to a greater extent in higher predicted noise areas than acoustic detections ($p < 0.05$, $W = 96739$, $n_{\text{VisPres}} = 155$, $n_{\text{AcPres}} = 376$). However, there was no significant difference in the visual and acoustic detection of porpoises based on the true measured noise levels ($p > 0.05$, $W = 97177$, $n_{\text{VisPres}} = 155$, $n_{\text{AcPres}} = 376$).

![Figure 4.13 - Spatial prediction of acoustic noise levels for the best model based on all acoustic survey data collected between 2004-2005. Overlaid on the maps are the effort segments (white dots) and the segments with visual but no acoustic detections (dark grey circles), segments with acoustic but no visual detections (grey triangles), and segments with both visual and acoustic detections of harbour porpoises (black stars). Colours represent noise levels from low (blue) to high (red), ranging from 270-360 dB, colour gradation based on 20 levels using quantile classification.](image-url)
4.3.3 Model selection: temporal robustness with year

Of the survey variables, sea state was the most important predictor of the number of groups of porpoises detected visually in all models, explaining between 3.2% (2003) to 18.2% (2005) of the deviance (Appendix Table A3.3, A3.4 & A3.6). As before, detections decreased significantly above sea state 1. Boat speed generally had no effect on sightings rate, except in 2003 when it was the most important survey variable, but only explained 3.7% of the deviance. In this one case, porpoise sightings decreased linearly with increasing boat speed. Engine on/off as a factor variable was also only significant at explaining the detection of harbour porpoises in one model: that for 2004-2005, and showed higher detections when the engine was on, explaining only 1.4% of the deviance.

The best models for each year individually, and grouped by two or three years is shown in Figure 4.14 and in Appendix Table A3.3, A3.4 & A3.6. Maximum tidal speed was the most significant predictor of harbour porpoise visual detections in all models, explaining between 2.7% (2005) to 9.0% (2003) of the deviance. Harbour porpoises visual detections were shown to decrease relatively linearly with increasing tidal speed (Figure 4.8 & 4.14). Position in the spring-neaps cycle was a significant predictor of harbour porpoises in all but one model (2005), explaining between 1.3% (2003-2005) to 6.3% (2003) of the deviance. As shown previously, harbour porpoises were seen more during spring than during neap tides (Figure 4.8 & 4.14).

Of the remaining environmental variables, longitude was significant in explaining harbour porpoise detection rates in 2003 and in the two year 2003-2004 model, explaining between 1.0 to 1.3% of the deviance respectively. Harbour porpoises were found preferentially towards the east (towards the mainland) of the survey area, than to the west. Also in 2003, harbour porpoises were detected to a greater degree during slack tides than during flood or ebb (Figure 4.14), with position in the tidal cycle explaining 8.9% of the deviance (Appendix Table A3.6). In two-year model for 2003-2004, depth and the amount of sand in the sediment were the final two significant predictors of harbour porpoises. Depth explained 1.5%, and the proportion of sand in the sediment explained 3.2% of the deviance (Appendix Table A3.5), with porpoises detected to a greater degree in deeper water and in areas with between 20-70% sand in the sediment.
In the final full three-year model of the number of harbour porpoise groups detected per 2 km segment, time of day was also a significant predictor variable explaining 1.9% of the deviance and showing a maximum detection rate during the middle of the day (Figure 4.14, Appendix Table A3.6).
Figure 4.14 – Schematic of the best GAM models for the core survey area for all years 2003-2005 individually, and grouped by 2 or 3 years. Selected smooths are shown to illustrate the relationships between the numbers of harbour porpoise groups seen per 2 km and the environmental variables. Smooths are only shown where they were different, any smooths not shown can be assumed to be the same as for the full three year model.
Overall, the best model for the full three years (2003-2005) for the core survey area explained 15.9% of the deviance, of which 8.2% was explained by environmental variables:

\[ \text{VisNporp} \sim s(\text{SeaState}) + s(\text{MaxTideCur}) + s(\text{Time}) + s(\text{CloseToSpring}) \]

Each of the variables in each of the best models was tested to determine whether overfitting was occurring by comparing the full model with those excluding the last 1, 2, 3, 4 or 5 variables by calculating its performance on the test dataset. This suggested that the majority of models were not overfitted except for the 2003 model, which suggested that neither tidal state nor longitude were required in the model.

The model for 2003-2004 performed the best with \( p < 0.05 \) based on the training dataset, and \( p < 0.01 \) for the test dataset (Table 4.3). All the models with two-three years data modelled together resulted in a model that was significantly \( (p < 0.05) \) better than a random intercept-only model based on the training 75\% dataset on which the models were built.

**Table 4.3 – Significance of each of the models on the training 75\% randomly sampled segments, and on the test 25\% remaining segments for each of the models.**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model</th>
<th>Training 75%</th>
<th>Test 25%</th>
</tr>
</thead>
<tbody>
<tr>
<td>2003</td>
<td>( \text{VisNporp} \sim s(\text{Speed}) + s(\text{SeaState}) + s(\text{MaxTideCur}) + s(\text{CloseToSpring}) )</td>
<td>0.0843 (n=714)</td>
<td>0.564 (n=238)</td>
</tr>
<tr>
<td>2004</td>
<td>( \text{VisNporp} \sim s(\text{SeaState}) + \text{factor(EngineOn)} + s(\text{MaxTideCur}) + s(\text{CloseToSpring}) )</td>
<td>0.0682 (n=455)</td>
<td>0.9547 (n=152)</td>
</tr>
<tr>
<td>2005</td>
<td>( \text{VisNporp} \sim s(\text{SeaState}) + s(\text{MaxTideCur}) )</td>
<td>0.0809 (n=516)</td>
<td>&lt; 0.01 (n=172)</td>
</tr>
<tr>
<td>2003-2004</td>
<td>( \text{VisNporp} \sim s(\text{SeaState}) + s(\text{MaxTideCur}) + s(\text{CloseToSpring}) + s(\text{Lon}) + s(\text{Depth}) + s(%\text{Sand}) )</td>
<td>&lt; 0.05 (n=996)</td>
<td>&lt; 0.01 (n=332)</td>
</tr>
<tr>
<td>2004-2005</td>
<td>( \text{VisNporp} \sim s(\text{SeaState}) + \text{factor(EngineOn)} + s(\text{MaxTideCur}) + s(\text{CloseToSpring}) )</td>
<td>&lt; 0.05 (n=972)</td>
<td>0.1125 (n=324)</td>
</tr>
<tr>
<td>2003-2005</td>
<td>( \text{VisNporp} \sim s(\text{SeaState}) + s(\text{MaxTideCur}) + s(\text{TimeOfDay}) + s(\text{CloseToSpring}) )</td>
<td>&lt; 0.05 (n=1712)</td>
<td>0.1138 (n=570)</td>
</tr>
</tbody>
</table>
Figure 4.15 (previous page) – Predictive plots based on the best GAM models by forward model selection for 2003, 2004, 2005, two-year models 2003-2004 and 2004-2005, and the full three year model for 2003-2005 modelling the number of harbour porpoise groups per 2 km segment based on surveys carried out in the core area around the Argyll and Small Isles. Overlaid on the maps are the effort segments (white dots) and the visual detections (black dots). Colours represent density from low (blue) to high (red), ranging from 0 to 2.3, colour gradation based on 20 levels using quantile classification (ArcGIS 9.0).

The predictive plots for 2004, 2005, 2004-2005, and 2003-2005 are very similar but also have very similar models (Figure 4.15). There is also very little difference between the predictive plots for 2004-2005, and 2003-2005, despite the latter including three additional variables (longitude, depth and proportion of sand in the sediment). However, this model prediction suggested that some of the more westerly areas such as north of Coll & Tiree were predicted to have high densities of porpoises despite there being very few observed porpoises in this area. As in the previous section (§ 4.3.1), the model predicts low porpoise densities around Colonsay, to the west of the Ross of Mull (Iona), and around Eigg & Muck, where there were quite a high density of sightings.

The remaining two models (2003 and 2003-2004) predicted that harbour porpoises were spread over a wider proportion of the survey area than the other models, with higher densities predicted over the whole survey area. However, all models predicted highest porpoise densities towards the coastal areas, i.e. in the Sound of Jura, Firth of Lorne, west of Mull (around the Treshnish Isles) and around the Small Isles.

4.3.4 Model selection: Effect of expanding survey extent

In 2005, the surveys extended to the whole of the Inner Hebrides, surveying areas throughout the Minch and in the coastal areas around the Outer Hebrides (Figure 4.1). Models were therefore constructed separately for 2005 with the expanded survey area to determine the effect on the overall model selected.

The most important environmental predictor for the expanded survey area changed from maximum tidal current to spring tidal range explaining 7.6% of the deviance (Appendix Table A3.6). Harbour porpoise sightings were higher in areas with high spring tidal range (Figure 4.16). The best model for the expanded survey area for 2005 also included a smooth of slope, with a suggested preference of harbour
porpoises for areas of higher slope (Figure 4.16), though it only explained 1.1% of the deviance (Appendix Table A3.6). The overall model explained 23.7% of the deviance, of which 9.8% of the deviance was explained by environmental variables (Appendix Table A3.6).

There were no significantly over-fitted terms within the full model, and the model was significant to $p < 0.01$ when compared to a random intercept-only model based on the training data. Although the model was not significant ($p = 0.131$) when compared to a random intercept-only model based on the test data, it still performed better than the random model ($p < 0.5$).

![Figure 4.16 – Relationship between visual detections of harbour porpoises and (a) spring tidal range in metres (d.f. = 1.9), and (b) slope in ° (d.f. = 1) for all 2 km segments (n = 788) surveyed over the whole surveyed area around Inner Hebrides in 2005. The 95% confidence intervals are shown by the dotted lines, and black dots show the residuals around the smooths.](image)

This model suggested that the highest density of harbour porpoises is predicted around Skye, in common with the areas with highest tidal range (Figure 4.17). Moderately high densities are predicted throughout the Inner Hebrides, with very low densities predicted in the Sound of Jura, and in a rough line running from the west of Islay to the tip of Barra.
Figure 4.17 – Spatial prediction of harbour porpoise density (groups/2km) for the best model based on visual detections for surveys carried out (a) throughout the Hebrides, and (b) confined to the southern Inner Hebrides during 2005. Segments in which harbour porpoises were detected visually are presented as black dots and white dots are where harbour porpoises were absent. Colours represent predicted porpoise density from low (blue) to high (red), ranging from 0-3.6 for the visual model, colour gradation based on 20 levels using quantile classification.
4.4 Discussion

4.4.1 Comparing visual and acoustic predictive models

The rates of acoustic and visual detections were significantly different. Over twice the number of harbour porpoise pods were detected acoustically than visually in those segments which had both visual and acoustic effort with sea state \( \leq 3 \). When data from higher sea states were included, the ratio of acoustic to visual harbour porpoise detections increased significantly, by 8 times or more. This is consistent with other studies on similar platforms, for example, 8 times as many harbour porpoise pods were detected acoustically than visually in surveys carried out in the Baltic Sea from the IFAW research motor-sailor *Song of the Whale* (Gillespie et al. 2005). In my analysis, the reduced visual sightings rate was mainly explained by the effect of sea state on porpoise sightings. In some years, sea state explained as much as 18.2\% of the deviance (even when restricted just to sea state \( \leq 3 \)), and similar to other studies (Palka 1996), this was mainly due to the rapid drop in sightings rates above sea state 1, with few sightings in sea states > 2.

Although to a much lesser degree (maximum explained deviance of 5.9\%), high frequency noise levels significantly affected the acoustic detection rates of harbour porpoises. Detection rates of harbour porpoises decreased with increasing noise levels. This reduction in acoustic detection rate with ambient noise levels is similar to that found for other studies of different cetacean species (Gordon et al. 2000). In my study area, the main factors influencing high frequency ambient noise levels included depth, sediment type, tidal state and current speeds, the engine being on or off, and boat speed. Ambient noise levels were shown to increase when the engine was on and with increasing speed, similar to that found by Erbe (2002). The increase in noise levels in shallower water and gravel substrate are likely to result from the reflective properties in these habitats (Urick 1983). Sound, such as that produced by the survey vessel, will be absorbed differently by different substrate types: mud absorbs sound energy so reflects less sound than sand or gravel substrate (Urick 1983). Sound also reverberates in shallow water, but distributed and absorbed over a wider volume in deeper water (Urick 1983). So any noise produced by the vessel either from the engine or flow noise through the water, is likely to be reflected and amplified within shallow, gravelly habitats.
Similarly, noise generated by the environment will also be a source of ambient noise (Urick 1983). The amount of gravel in the sediment was correlated with tidal current: areas with high tidal currents had more gravel in the substrate. Tidal state and speed may therefore have the effect of moving substrate, or creating more wave action, creating a different source of noise in the water column. Certainly Urick (1983) suggests that noise levels are generally higher in areas of tidal currents. Biological sources of high frequency noise include snapping shrimp, which was suggested by Johnson et al. (1947) to be the main source of high frequency ambient noise in shelf waters. Snapping shrimp are crustaceans that create a very loud broadband click (2-200 kHz) when they snap their claws in order to scare off predators or stun their prey (Au & Banks 1998). They are bottom living species that tend to prefer gravely substrates (Nadia et al. 2005), or habitats with crevices or holes in which the shrimp can burrow. There is some suggestion that they also prefer areas of low current and shallower water (< 60 m), even if their preferred bottom habitat is available in deeper water (Johnson et al. 1947). Since very loud broadband clicks thought to originate from snapping shrimp were heard and detected frequently throughout the survey area, it is possible that the varying levels of high frequency ambient noise in differing habitats may also reflect the habitat preferences of snapping shrimp.

Modelled noise levels showed that the locations at which there were high predicted noise levels often had visual detections not accompanied by acoustic detections. Higher ambient noise levels are likely to mask quieter or more distant harbour porpoise vocalisations, thus reducing the detection range of the hydrophone (Richardson et al. 1995). Also, if the habitat is acting to amplify vessel noise (e.g. in shallow areas with gravel substrate) then porpoises may respond to the vessel by moving away (Palka & Hammond 2001). Since visual detections of porpoises are made ahead of the vessel but acoustic detections behind the vessel, any movement away from the vessel would result in porpoises that are detected visually not being detected acoustically. The combination of both reduced detection range, and movement of porpoises away from the vessel in environments that amplify vessel noise may explain this higher detection visually than acoustically in noisy habitats.

The inclusion of sea state and noise levels within the models should compensate for the variation in detection rates due to each variable. However, despite compensating
for all measured survey effects, different environmental variables described harbour porpoise distribution when based on visual survey data than when based on acoustic survey data. For example, position in the spring-neaps tidal cycle was an important predictor of visually detected harbour porpoise distributions, but excluded from the acoustic models. In this case, porpoises were visually detected at a higher rate during higher tides (i.e. closer to spring tide). This suggests that porpoises may be more visible at this time, perhaps due to more vigorous foraging activity creating stronger visual cues. Certainly, evidence suggests that prey tend to be more aggregated during spring tides and more dispersed during neaps tides (Irons 1998). This possible change in behaviour of porpoises over the tidal cycle appears to be more evident visually than acoustically, though it would be interesting to analyse foraging sounds (rapid clicks or ‘buzzes’) to see if these are recorded more often in certain areas or certain tidal states.

However, the most significant variables in both models (maximum tidal current and percentage mud in the sediment) were correlated, with higher mud in the sediment of areas with low tidal currents. Also examining the predictions based on the visual and acoustic models, they were very similar for the core high predicted density areas despite the models being very different. The high density areas were predicted in both models to be the more coastal areas of the Sound of Jura, Firth of Lorne, around the Treshnish Isles and the Small Isles.

Despite the differences in data collection methodologies, and in detection rates, the models were able to reliably predict high-use areas for harbour porpoises in the southern Inner Hebrides. However, the results of the modelling suggest exercising caution when combining data sets, especially without first compensating for survey effects in the visual survey data and the acoustic survey data separately before combining data sets (unlike Bailey 2006 & Gridley 2005).

### 4.4.2 Model robustness over time

One of the key requirements for a robust predictive model, is that it is able to reliably predict distributions through time (Araujo & Guisan 2006; Boyce et al. 2002). This is essential if areas are to be used for conservation purposes, whether for understanding which areas are critical to the species in order to avoid activities likely to harm the
species (Harwood 2002), or for the designation of Marine Protected Areas (Cañadas et al. 2005).

In this analysis, the same one or two environmental variables were found to be significant in explaining the distribution of harbour porpoises detected visually over time: maximum tidal current and position in the spring-neaps cycle. The relationship between harbour porpoises and these environmental variables did not change over time: with higher detection rates in areas of low tidal current, and at spring tides. The models therefore predict the same core areas of high density year on year from 2003-2005. Core high density areas were predicted in the Sound of Jura, Firth of Lorne, west of Mull around the Treshnish Isles, and in patches around the Small Isles.

There were some inter-annual differences between the models and the model predictions. This appeared to be partly, if not entirely, driven by the change in detection rates with sea state. In 2003, weather conditions were excellent, and sea state only explained 3.2% of the deviance. In this year it was possible to explain the maximum amount of explained deviance with environmental variables of all the models (25.2%): tidal state was able to explain a large portion of the deviance in addition to maximum tidal speed and position in the spring-neaps cycle. In contrast, 2005 had the worst weather conditions and the worst sea state, with sea state explaining 18.2% of the deviance. This meant that maximum tidal state was the only environmental variable included in the model and explained only 2.7% of the deviance. Forney (2000) showed a similar result when modelling the species-environment relationship for Dall’s porpoises (*Phocoenoides dalli*) off the Californian coast. She found that sea state was much worse in 1996 than in the previous two years of her study, such that the model was unable to fully capture the species-environment relationship for the species during that year.

4.4.3 Model robustness over space

The final check for a robust predictive model, is that a model is transferable in space, i.e. it can be applied to other areas (Araujo & Guisan 2006; Boyce et al. 2002; Fielding & Bell 1997; Fielding & Haworth 1995; Randin et al. 2006). For harbour porpoises, little was known about their distribution outwith the core area surveyed by the Hebridean Whale and Dolphin Trust (i.e. outwith the coastal areas around the
southern Inner Hebrides). However, during 2005, the first surveys were carried out in the northern Hebrides. This made it possible to investigate whether the model based on the core survey area was able to predict distributions throughout the Hebrides, but also whether a model based on the full area would result in a different environmental model and predictions.

The environmental variables explaining the distribution of harbour porpoises in the core area were different from those for the full area surveyed in 2005. The most important variable changed from maximum tidal current to spring tidal range, with higher detection of harbour porpoises in areas of higher tidal range, such as areas around the Isle of Skye in the full survey extent. In addition, there were significant differences between the predicted harbour porpoise density maps. For the model based on the full survey extent, harbour porpoise density was predicted to be highest around the Isle of Skye. However, for areas such as the Sound of Jura a low density of harbour porpoises was predicted based on the full area model, but high with the core area model. The change in variables selected between extents suggests that the model from the core survey area does not apply well to other areas. Guisan & Thuiller (2005) suggested that incorrect models can be arrived at if only part of an important environmental gradient is sampled. For example, in 2005 the survey covered a significantly wider range of spring tidal ranges than in previous years, with more survey effort carried out around Skye (where tidal ranges are highest). It is possible that tidal range is a more significant predictor of harbour porpoise distributions over the whole of the Inner Hebrides than tidal current, but that the limited coverage of spring tidal range in the core area was not sufficient to model it.

Other studies also failed to find good transferability of models between areas (Fielding & Bell 1997; Randin et al. 2006), though these studies found that the ability for a model to predict distributions reliably into other areas depended both on the species, and the differences in the availability of habitat between areas.

The extent to which the species-environment relationships could be modelled in 2005 was limited due to the poor sea state in that year. In addition, during 2005 there was also a significant change in the ecosystem on the west coast of Scotland, for example: minke whales that had been abundant in the region during the summer virtually disappeared from the area, basking sharks significantly increased in abundance, and
some seabird populations, such as kittiwakes, guillemots and puffins, failed to fledge chicks (Stevick et al. 2007).

In general, the results of this analysis suggest caution when trying to apply a model outside the area surveyed. Due to the worse weather conditions, and the ecosystem changes that took place in 2005, it is recommended that further years data from the entire Inner Hebrides are obtained and analysed. This may allow evaluation of (a) potential changes in distribution and habitat preferences due to the ecological changes that have taken place, and (b) whether predictive models and habitat preferences are different for the entire Inner Hebrides.

### 4.4.4 Harbour porpoise habitat preferences

Harbour porpoises were predominantly influenced by tidal variables in the coastal waters of the west coast of Scotland. The most important of the tidal variables in explaining harbour porpoise distribution *visually* was maximum tidal current, with sightings rates higher in areas of low tidal current. This is counter what would be expected from the literature: studies suggest harbour porpoises are found in areas of high tidal currents (Calderan 2003; Johnston et al. 2005). However, the majority of studies examining cetaceans with tidal currents and tidal state were single location studies carried out at sites known to have strong tidal activity (Calderan 2003; Johnston et al. 2005; Mendes et al. 2002; Philpott et al. 2007). Thus these studies examined harbour porpoise relative abundance at a single spatial location at a very fine temporal scale, whereas this study examined porpoise relative abundance at a large area and relatively large spatial scale over a large temporal scale. This suggests that although cetaceans such as harbour porpoises may associate with areas of high tidal current at a small temporal and spatial scale (small *extent*), they may not associate with areas of high tidal current at a large temporal and spatial scale (large *extent*).

Off the west coast of Scotland, the areas of highest tidal current were found in areas where sea water has to pass through narrow channels between land masses. The largest area of very high tidal currents lies between the Mull of Kintyre off Scotland and Ireland (North Channel), where the Irish Sea current meets the Atlantic water travelling around the west of Ireland. The two currents have tides that are 180° out of
phase resulting in a difference in sea height where the two meet. Water travels down this sea height gradient causing the high tidal currents which are found to the west of Islay and through the North Channel (Gillibrand pers. comm.). This area was not often surveyed due to the frequent poor sea states, due in part perhaps to the large tidal currents in the area. There were therefore very few sightings of porpoises in this area: even on good weather days there was usually a large swell (pers. obs.), making sightings of porpoises very challenging. The importance of maximum tidal current in explaining visual detections of harbour porpoises could therefore be due to a combination of factors: firstly, sightings are poor in large areas of high tidal currents due to the worse sea state in the areas; and secondly, porpoises may only prefer areas of high tidal current when at a spatial scale that is lower than the predictions were made here, or that the analysis was done (Johnston et al. 2005; Watts & Gaskin 1985).

The overall second best predictor of visually detected harbour porpoises was the position in the spring-neaps tidal cycle, with higher sightings of harbour porpoises towards spring tides rather than neap tides. Spring tidal currents are higher than neap tidal currents, and so are usually strong enough to break up any stratification in the water column causing tidal mixing (Mann & Lazier 2006). Areas in which tidal mixing occurs are generally quite productive due to nutrients being brought from the bottom to the surface encouraging primary production (Mann & Lazier 2006). There is some evidence that behaviour is different during different tidal speeds for fish species (Nichol & Somerton 2002), and top predators such as sea birds (Irons 1998). In a study of kittiwakes (*Rissa tridactyla*), Irons (1998) found that the birds took longer foraging trips during neap than spring tides, with some individuals changing their foraging locations between spring and neaps tides. He suggested that this change in behaviour and foraging time was due to the reduced tidal currents during neap tides not concentrating prey as well as the powerful spring tidal currents, thus making prey less available to foragers. If prey is more aggregated during spring tides than during neap tides, harbour porpoises may be foraging more vigorously during this time creating stronger visual cues.

To a similar extent, harbour porpoises were visually detected to a greater amount in ebb rather than slack or flood tides in 2003. This preference for ebb tides, is actually the opposite than that found in other studies of harbour porpoises, where they showed
a strong increase in detection rates during flood tides (Calderan 2003; Johnston et al. 2005). However, the literature does suggest that this is a site-specific phenomena since aggregation of prey tends to occur either at flood (Alldredge & Hamner 1980; Cotte & Simard 2005; Zamon 2002, 2003) or ebb (Coyle et al. 1992; St John et al. 1992). Some marine animals, such as black-legged kittiwakes, have been found to associate with either the ebb or flood tides in different foraging locations (Irons 1998). Similar to the findings for higher sightings rates of porpoises at spring tides, the higher sightings rates at ebb tides may reflect the aggregation of prey at this time, resulting in more vigorous foraging by harbour porpoises and thus stronger visual cues.

Of the last of the tidal variables, spring water tidal range was the most significant environmental predictor variable for the models based on the full surveyed extent and a significant predictor for the core surveyed extent in the acoustic model for 2004-2005. Harbour porpoise detection rates were higher in areas with high tidal range. This association with high tidal range may seem contradictory to the association with low maximum tidal current, however tidal range and tidal current were found to be negatively correlated ($r = -0.325$, $p < 0.001$). This appears counter-intuitive, however, if the maps of spring tidal range and maximum tidal current are compared (Figure 4.6), it can be seen that the area of very high tidal currents between Scotland (Mull of Kintyre & Islay) has a very low tidal range. This lack of tidal range in the area is due to the Atlantic water propagating northward along the west coast of Ireland meeting the Irish Sea water passing northwards through the North Channel (Simpson et al. 1979). Since the two currents are 180º out of phase, the tides cancel out resulting in little or no tidal range to the south west of Islay (Gillibrand pers. comm.). This phenomenon is only evident in the area surrounding the North Channel, although it dominates a large proportion of the south-west part of the survey area. This area obviously covers a larger proportion of the core survey extent than in the full survey extent, so is therefore likely to bias variable selection to a greater degree in the core area than the full area. Outside of the area surrounding the North Channel, high tidal range provides an indication that an area is likely to be subject to tidal activity, even if the current is only strong when it is combined with topography (narrow channels amplifying the effect of tide). This general association between harbour porpoise
detection rates and high tidal ranges, may therefore be due to the higher productivity (higher prey) associated with these tidally mixed areas.

The relationship between time of day and harbour porpoise sightings rates suggested that more porpoises were detected visually in the middle of the day, with lowest detections around sunrise and sunset. There is some indication of diurnal variation in surfacing behaviour of cetaceans (Benoit-Bird & Au 2003; Otani et al. 1998; Westgate et al. 1995), however these studies mostly showed day-night changes in behaviour. Benoit-Bird & Au (2003) also showed a diurnal change in water depth usage, with dolphins following the vertical migration of their prey. Diurnal changes in prey distribution are well documented, for example, Atka mackerel (*Pleurogrammus monopterygius*) in the Aleutian Islands were show to increase vertical migration with changes in light levels, with maximum movement towards the surface in the middle of the day, and minimum at sunrise and sunset (Nichol & Somerton 2002). Sandeels (*Ammodytes* spp.) are also known to emerge from the sediment in daylight hours to feed (Winslade 1974). Though whether this makes them more or less vulnerable to harbour porpoise predators is not known. If harbour porpoise prey is more available with increasing light levels, the increase in sightings rates at this time may reflect increased visibility during foraging activity, though this requires further investigation.

Sediment type was the most significant predictor of the acoustic detection of harbour porpoises within the southern Inner Hebrides, with porpoises detected to a greater degree in areas with high mud content. There was also some indication of increased visual detection rates in sandy substrates (2003-2004). Other studies have linked a preference for certain substrate types to the habitats suitable for prey species (Aarts 2006; Macleod et al. 2004). For example, in the study carried out by Macleod et al. (2004), minke whale (*Balaenoptera acutorostrata*) distribution in the same area as this study (Isle of Mull) was compared to predicted sandeel (*Ammodytes marinus*) and pre-spawning herring (*Clupea harengus*) habitat based on the reported sediment preferences for these species. They showed that minke whales aggregated in areas of sandeel habitat (sand/gravel) during the spring, but shifted distribution towards predicted pre-spawning herring habitat (gravel) as the summer progressed. Aarts (2006) modelled grey seal (*Halichoerus grypus*) distribution off the west coast of
Scotland (mainly from the outer Hebrides out towards the shelf edge) and found that
grey seals preferred areas of high gravel and sand content, which he linked with
sandeel habitat. Similarly, harbour porpoises around the British Isles have been found
to forage both on sandeels and herring, though more predominantly whiting
(*Merlangius merlangus*) (Martin 1996; Rae 1973; Roberts 2005; Santos 1998; Santos
& Pierce 2003). Whilst pre-spawning herring associate with gravel substrates
(Maravelias et al. 2000), sandeels prefer areas of sand in which they burrow during
the night and over the winter, both as an anti-predator behaviour and to conserve
energy (Wright et al. 2004). In 2003-2004, the increased detection rates of harbour
porpoises in areas with higher amounts of sand in the sediment may reflect foraging
behaviour on sandeels.

Little is known about the sediment preferences of whiting, which comprises a very
large proportion of harbour porpoise diet in British waters (Roberts 2005).
Therefore, based on prey species it is difficult to determine why the acoustic detection
rates of harbour porpoises were so high within areas with high mud. There is a
possibility that whiting are found over this type of substrate, but there is not enough
information on whiting distribution to be certain. Species that are known to prefer
muddy sediment include flatfish such as some sole species, flounder, and young
halibut (Cabral 2000; Howell et al. 1999; Stoner & Abookire 2002). It is more likely
that the increased detection rate in muddy areas is related to the strong correlation
between maximum tidal current and the percentage mud in the sediment
\( r = -0.541, p < 0.001 \). Areas that had low tidal current also had a higher proportion
of mud in the sediment. So the increased acoustic detection rates within muddy
substrates may be another reflection of a preference for low tidal current areas.

**4.4.5 Conclusions**

Visual and acoustic data were best fitted by predictive models with different
parameters, the cause of which is difficult to prove without further investigation.
However, despite the difference in overall models, the two main predictor variables
(maximum tidal current and percentage mud in the sediment) were strongly
correlated, and the same areas of high density were predicted.
The model explaining the distribution of harbour porpoises detected visually within the southern Inner Hebrides was consistent over time, with the same two predictor variables selected every year. The most important predictive variables for explaining harbour porpoise distribution consistently over time included maximum tidal current, and position in the tidal cycle, with preferences for areas of low mean tidal currents, and for spring tides. It is evident that this only applies at this scale of analysis and over the study area. At a smaller scale harbour porpoise distribution is likely to be more closely tied to small scale combination of tidal currents, topography (proximity to narrow channels) and oceanographic variables that influence both productivity and aggregation of prey (Johnston et al. 2005).

Different variables explained the distribution of visually detected harbour porpoises over the whole of the Inner Hebrides, than in the southern Inner Hebrides. In general, the results of this analysis suggest caution when trying to apply a model outside the area surveyed.
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Chapter 5

The relationship between delphinid and herring *Clupea harengus* distributions

*Evaluation of a direct predictor variable*

**Abstract**

Direct predictors are rarely included in environmental models of cetacean distributions due to the difficulty of obtaining prey distribution data at the same temporal and spatial scale as the cetacean distribution data. This study made use of fisheries stock assessment surveys as platforms of opportunity to simultaneously measure and investigate the correlation between delphinids and herring (*Clupea harengus*) distributions. The main aim of the study was to investigate the spatial and temporal correlation between the species and to determine whether herring distributions could be used as direct predictors in environmental models of delphinid distributions. A two-element audio (100 Hz – 24 kHz) hydrophone was towed 400m behind a chartered pelagic fishing vessel, *Enterprise*, during one of the Fisheries Research Services (FRS) annual active acoustic surveys for herring in July 2004 and July 2005. The survey covered the continental shelf waters (out to the 250 m depth contour) to the west of Scotland from 56°N to 60°N. 30-second listening stations were carried out every 15 minutes, and dolphin whistle and click sound levels were assessed and noted to provide data on dolphin distribution. A Simrad EK500 echosounder operating at 38, 120 and 200 kHz was used, in conjunction with pelagic trawling, to collect data on the distribution and abundance of herring. The relationship between dolphin and pelagic fish distributions was examined within a Multinomial Logit Model (MLM) framework using an average segment length of 5 km. There was a significant correlation (*p* < 0.01) between delphinids and herring in 2005 but not in 2004, with positive correlation occurring along the shelf edge, and in a small patch in the Minch. This suggests that herring may be a direct predictor of some shelf-edge species such as Atlantic white-sided dolphins (*Lagenorhynchus acutus*) and common dolphins (*Delphinus delphis*). However, additional data on the distribution of other key prey species such as mackerel (*Scomber scombrus*), whiting (*Merlangius*
merlangus), and sandeels (Ammodytes spp.) that were not surveyed here may also affect delphinid distributions.

5.1 Introduction

In modelling species distributions, explanatory variables can have direct or indirect influences over a species distribution (Austin 2002; Guisan & Thuiller 2005; Guisan & Zimmermann 2000). For example, the distribution of prey species is likely to have a direct effect on cetacean distribution: any animal will spend a lot of its time in locations where it can forage. However, other environmental variables are likely to indirectly affect a species distribution; examples include sediment type, tidal state, and tidal range. These indirect variables can affect a species’ distribution due to their spatial or time dependent correlation with direct variables such as prey distribution. Clearly, robust models applicable over large areas should be based on direct variables (Guisan & Zimmermann 2000). However, as it is often difficult to measure the direct variables such as prey distributions, so predictive models often have to resort to indirect measures (Austin 2002).

There are very few studies that incorporate direct variables into habitat models of species distributions (Guinet et al. 2001; Hooker 1999; Tynan et al. 2005). Tynan et al. (2005) used a wide range of indirect oceanographic variables and direct prey variables in models of cetaceans in the Californian Current System. With this combination of both direct and indirect variables, they were able to explain up to 94.4% of the variation in humpback whale (Megaptera novaeangliae) distribution in spring. However, the Tynan et al. (2005) study used overall acoustic backscatter at different frequencies rather than actual species of prey. In contrast, Guinet et al. (2001) conducted trawls around the foraging grounds of Antarctic fur seals (Arctocephalus gazella) which, combined with satellite telemetry and time-depth recorders, was able to show that fur seals were associating with their myctophid prey at scales larger than 0.2°x0.2° (around 36x36 km) but not at smaller scales. The paucity of research conducted in this area of ecology is in part due to the difficulty in conducting simultaneous measurement of predators and their prey, in addition to the large amount of resources required to conduct such surveys.

Simultaneous surveys for predator and prey species in the marine environment are relatively rare (Benoit-Bird & Au 2003; Benoit-Bird et al. 2004; Croll et al. 2005;
Fiedler et al. 1998; Smout & Lindstrøm 2007; Tynan et al. 2005). Of these studies, only the work carried out by Fiedler et al. (1998), Benoit-Bird et al. (2003, 2004), and Tynan et al. (2005) collected data on the distribution of delphinids and prey species simultaneously. In the unique study carried out by Benoit-Bird and colleagues (2003, 2004) using active acoustics to detect both delphinids and prey synoptically, not only did they find delphinids associating with high prey densities, but also co-operatively corralling prey into smaller patches for feeding. Fiedler et al. (1998) conducted one of the few concurrent hydroacoustic and delphinid visual surveys, relating dolphin distribution to acoustic backscatter (as an indicator of prey density). Their study found an overall correlation of dolphins with backscatter strength, but neither study carried out spatial analysis of correlation between the two variables. Although not simultaneous, Smout & Lindstrøm (2007) carried out acoustic surveys and trawls to identify minke whale (*Balaenoptera acutorostrata*) prey distribution and abundance only 2 days after whale capture in order to parameterise the whales’ functional response curve. By using a combination of both active acoustic surveys for prey, and trawls, it was possible to determine distribution and abundance of the individual prey species. This same methodology was used in my study to carry out the first simultaneous study of delphinids and herring distributions in the North Atlantic.

The distribution and abundance of pelagic schooling fish, especially herring, are regularly assessed using active “fisheries” acoustic techniques (Simmonds & MacLennan 2005). In summer, herring form large schools in mid-water that can be detected effectively by echosounders, providing information that is vital to herring stock assessments (Simmonds 2003). As a means to estimate abundance, acoustic surveys are an efficient tool as they offer almost continuous detection of objects (echotraces) in the whole water column, at a very high resolution (typically 20 cm in the vertical), over large distances. The ICES International North Sea Herring Acoustic Survey (INSHAS) is one such example of a multi-vessel acoustic survey with a time series of over 20 years: see Bailey et al. (1998) for a review. The survey takes place each year with the participation of the United Kingdom (Scotland), the Netherlands, Norway, Germany, and Denmark, covering the whole of the North Sea and the west coast of Scotland (ICES 2004). On some surveys, additional environmental sampling is also carried out using RoxAnn sediment type profilers, and continuous temperature and salinity recorders.
These acoustic surveys for assessing fish stocks provide an ideal platform of opportunity from which to conduct surveys for top predators such as cetaceans and seabirds. However, space is often limited such that the cetacean acoustic researcher(s) have to share duties with the fisheries researchers monitoring the fisheries acoustics echotraces for fish school echo-returns. Passive acoustic methods for the detection of cetaceans is relatively automated, requiring fewer people than the equivalent visual survey methods, so is ideal from this type of platform. This also allows for simultaneous monitoring of both ‘vocalising odontocetes’ using earphones, and monitoring of the echotraces for fish schools visually. However, passive acoustic monitoring for delphinids is limited by the difficulty of species identification using acoustic cues. Previous studies have suggested that some species can be reliably distinguished on the basis of their whistles (Oswald et al. 2003; Rendell et al. 1999; Steiner 1981), but these involved making time consuming measurements by hand and only recently have near real-time species identification tools been developed for Pacific Ocean species (Oswald et al. 2007). Therefore, using passive acoustics to study the distribution of dolphins, it is only possible to determine overall delphinid distribution rather than distributions of individual species.

In the shelf waters off the west coast of Scotland, the focal area of this study, the three main delphinid species are known to be common dolphins (*Delphinus delphis*), Atlantic white-sided dolphins (*Lagenorhynchus acutus*), and white-beaked dolphins (*Lagenorhynchus albirostris*) (MacLeod et al. 2007; Macleod 2001; Northridge et al. 1997; Northridge et al. 1995; Weir et al. 2001). These species have been shown to be opportunistic foragers, feeding mainly on shoaling fish (Brophy 2003; Couperus 1997; Overholtz & Waring 1991; Reeves et al. 1999; Santos 1998; Santos et al. 1994). For example dolphins bycaught in the mackerel fishery in south-western Irish waters were found with fresh mackerel (*Scomber scombrus*) in their stomachs, but also otoliths from shoaling mesopelagic fish from deeper waters, suggesting a spatial and temporal change in foraging behaviour (Brophy 2003). Unfortunately, there are very few diet studies of delphinids from the west coast of Scotland to confirm foraging preferences of delphinids, mainly because there are very few strandings and little bycatch in this area. The most recent diet study in Scottish waters (Murphy pers. comm.) analysed 9 common dolphins stomachs from Scottish waters and found that the most common prey consumed were mackerel, whiting and herring (25.6%, 18.5%...
and 13.4% of the estimated prey weight respectively). But very few of the other diet studies either for delphinids within Scottish waters (Santos 1998; Santos et al. 1994) or for other delphinids from North Atlantic waters (Brophy 2003; Couperus 1997; Overholtz & Waring 1999; Reeves et al. 1999) suggest that common, white-sided or white-beaked dolphins eat substantial amounts of herring. However, during July the main mid-water shelf species of fish off the west coast of Scotland are the large pre-spawning aggregations of herring (pers. obs.). In addition, given the high energy content of herring (Anthony et al. 2000; Lawson et al. 1998), it would be surprising if delphinids did not take advantage of this available nutritious food source. It is likely, therefore, that although herring may not be the preferred prey of delphinids off the west coast of Scotland, that they may forage on schools opportunistically.

Herring (*Clupea harengus*) are found distributed throughout the shelf waters all around the coast of Scotland (ICES 2004, 2005, 2006; Maravelias 1999, 2001; Maravelias & Reid 1997; Maravelias et al. 2000a, 2000b). The species forages in spring time on species such as *Calanus finmarchicus*, and around July time start to aggregate into large pre-spawning schools to migrate towards the spawning grounds in the waters around the Shetland, Orkney Isles and the Hebrides (Maravelias 1999). They have been shown, in a number of studies carried out by Maravelias et al. (1997, 1999, 2000, 2001) to migrate towards shallower water with sand/gravel type substrate with high zooplankton abundance. Maravelias et al. (2000b) showed that during the summer, herring were closely associated with well-mixed waters and frontal zones, staying below the thermocline, thus following the summer vertical migration of their main *Calanus* prey. The stock size of autumn spawning herring on the west coast of Scotland has been shown to lie around 200,000-400,000 tonnes, and showed a slight increase in stock over the 7 years up to 2004 (ICES 2005, 2006). This represents around 10% of the total West Coast-North Sea-Western Baltic autumn spawning herring stock (ICES Divisions IIIa, IVa, IVc and IVa (North)).

The main aim of this study was to investigate the relationship between distributions of delphinids and herring (*Clupea harengus*), and to explore a new method of evaluating this relationship on a spatial and temporal scale. This was carried out in order to explore the use of herring distributions as a direct predictor of delphinid distributions.
5.2 Methods

5.2.1 Data collection

The surveys were carried out on the chartered Motorised Fishing Vessel (MFV) Enterprise in July 2004 and July 2005. The area covered was north and west of Scotland from longitude 3°W to the shelf edge (250 m) from 56°N to 60°N (Figure 5.1). The survey design (Figure 5.1) was stratified according to the expected herring distribution based on results from the survey time series. Regular parallel transects were used along lines of latitude. In 2004, the transect spacing was set to 15, 7.5 or 3.75 nm, giving 2, 4 or 8 transects per ICES statistical rectangle respectively. In 2005, due to time constraints, the transect spacing was set to 15 or 7.5 nm, giving 2 or 4 transects per ICES statistical rectangle respectively. The sea area between the Hebrides and the mainland (the Minch) is difficult to survey with the above design, so a zig-zag design with 15 nm spacing was adopted. The total effective cruise track length (i.e. the times at which both active acoustic fish data and passive acoustic delphinid data were collected simultaneously) was 3 241 km in 2004, and 2 530 km in 2005 (Table 5.1 & Figure 5.1).

5.2.1.1 Delphinid data collection

The same hydrophone as described in §2.2.1 was used in these surveys, and was towed 400 m behind the vessel between trawling for herring. Detection and recording programs ran in real time on a laptop running the IFAW logging software package Logger 2000 (Gillespie 1997). 30-second recordings of the hydrophone were made to hard disk every 2 minutes. All events including recordings were linked to DGPS location within an Access database. In addition, acoustic listening stations of 1 minute were carried out by acoustic monitors every 15 minutes scoring for self survey vessel noise, water noise, remote vessel noise, and delphinid whistles and clicks on an subjective scale of 0 (inaudible) to 5 (loud). Environmental conditions were recorded every hour, with boat speed & direction, wind speed & direction, sea state and swell (the latter two were only possible during daylight hours) entered directly into Logger. In 2005, two acoustic monitors rotated the listening shifts. However, in 2004 there had only been space for one person to carry out the cetacean acoustic monitoring, so it was not possible to listen continuously for the 20-hour survey periods, hence continuous listening with listening stations every 15 minutes was only carried out for
half the time. Subsequent to this survey, acoustic listening stations of 30 seconds every 15 minutes (or the closest recording to this time) were analysed scoring sounds using the same scale as that used during the survey.

5.2.1.2 Herring data collection

The methods used to carry out the acoustic survey were common to those employed throughout the INSHAS: these are detailed in the Manual for Herring Acoustic Surveys in ICES Divisions III, IV and VIa (ICES 2004) and follow the general principles described in Simmonds et al. (1992) and Simmonds & MacLennan (2005). Acoustic data were collected using a Simrad EK500 scientific echosounder (Bodholt et al. 1989), with three transducers at frequencies of 38, 120 and 200 kHz. The transducers were mounted in a streamlined body towed at a depth of approximately 3-5 m and deployed from the ship’s crane approximately 3 m off the starboard side amidships. The echosounder was configured to ping at each frequency simultaneously, every 1 second, with pulse lengths of 1.0 ms. The performance of the echosounder was monitored using standard target calibration techniques (Fernandes & Simmonds 1996). Two calibrations were carried out at the beginning and in the middle of both surveys. The acoustic data were only collected from 03:00 to 23:00 hrs: outwith this collection period (at night) the herring disperse and rise to the surface making them unavailable to the acoustic apparatus.

Major echotrace concentrations were sampled with a pelagic trawl with a net of 20 mm mesh in the codend. When trawling at a speed of approximately four knots the trawl’s vertical opening was 12 metres and the horizontal opening was 20 m. A total of 42 trawl catches in 2004, and 34 trawl catches in 2005 provided samples to identify the echotraces and determine the size and age structure of the herring represented in the trawl.

Data were logged from the echosounder to a personal computer with SonarData’s Echolog software (SonarData Pty Ltd., GPO Box 1387 Hobart, Tasmania, Australia). The raw data were collected as echogram (Q) telegrams consisting of time stamped digitised volume backscattering strengths (VBS), each pixel on the echogram corresponding to a VBS (unit: dB re 1 m$^{-1}$). Other telegrams collected included detected seabed depth and geographic location (latitude and longitude). Data were
integrated over 2.5 nm (15 minutes at 10 knots) equivalent distance sampling units (EDSU) to determine the Nautical Area Scattering Coefficient (NASC) for herring. The NASC is proportional to herring abundance (MacLennan et al. 2002) and is ultimately used in conjunction with the information from the trawl to determine the abundance of herring at age. For the purposes of the current exercise, the NASC value was summarised into a simple measure of presence/absence within an EDSU. The analysis of the echotraces and translation into herring abundance (NASC) and herring presence/absence was carried out by Eric Armstrong at the Fisheries Research Services (FRS).

5.2.1.3 Environmental data collection

Continuous monitoring of the seabed was carried out in 2005 using the substrate classification system RoxAnn (Marine Microsystems, Aberdeen). It was connected to one of the quadrants of the SIMRAD EK500 38kHz echosounder in operation during the survey. RoxAnn provides two measures of sediment type; E1 representing bottom roughness, and E2 representing bottom hardness (Chivers et al. 1990). According to Maravelias (1999), based on grab sampling and ground truthing carried out by Fisheries Research Services (FRS, Aberdeen), the E2 (roughness) values can be translated into seabed type. Values of E2 less than 0.6V represented soft sediment types such as sand and silt, 0.6-1.2V is characterised by sand/gravel substrate, 1.2-1.5V is typical of a stony-type substrate, and any values above 1.5V are typically rocky substrates. It was also possible to extract seabed depth from the echosounder for both 2004 and 2005. Depth, E1 and E2 were recorded with time and GPS location every 10 seconds. The mean value per 15 minute segment for each environmental variable was calculated for inclusion in the analysis.

5.2.2 Analysis

5.2.2.1 Correlation between delphinids & herring

The relationship between herring and delphinids was examined within a Multinomial Logit Model (MLM) framework, which has previously been used to investigate the interspecific associations between fish species (Beare et al. 2003). This model is able to examine the relationship between patchy distributions where there are a high number of zeros in both data sets. If delphinids are taken to be species A, and herring
species B, four categories can be defined (with the probability of each category shown in brackets):

1. Absence of both species A and species B ($P_{00}$)
2. Presence of species A and absence of species B ($P_{A0}$)
3. Absence of species A and presence of species B ($P_{B0}$)
4. Presence of both species A and species B ($P_{AB}$)

These probabilities were taken from the multinomial distribution for the four probabilities:

$$P_{00} P_{A0} P_{B0} P_{AB}$$

where $n_i$ is the number of samples in each category $i$. Beare et al. (2003) model the multinomial distribution by rewriting the equation in terms of nested conditional events:

$$\prod_{i=0}^{3} n_i P_i^{n_i} (1 - P_i)^{n_i - \sum_{j=0}^{i-1} n_j}$$

with:

$$p_1 = \frac{P_{A0}}{(1 - P_{AB} - P_{B0})} \quad \text{i.e. the probability of there being delphinids without herring}$$

given the probability of there being no herring

$$p_2 = \frac{P_{B0}}{(1 - P_{AB})} \quad \text{i.e. the probability of there being herring without delphinids}$$

given the probability of herring & delphinids not being found together

$$p_3 = P_{AB} \quad \text{i.e. the probability of herring & delphinids being found together}$$

These probabilities were then modelled using Generalised Additive Models (GAMs) with the environmental variables shown in Table 5.2, using forward step-wise selection (§5.2.2.2). E1 and E2 were left out of the modelling process for two main reasons; (i) they were only available for 2005, so comparison between years would
not be possible, and (ii) it was not possible to match RoxAnn sediment data to an available grid of sediment data for predicting over the whole spatial extent.

In order to produce predictive grids for each of the models for $p_i$, it was necessary to generate a grid of latitude, longitude and depth. Grid cells based on approximately the same size as the trackline segment size were used for prediction (5 km x 5 km). Latitude and longitude were determined for the middle of each grid cell, and the depth value for this point was queried using the STJG Tools (Gontarek 2005) function in ArcGIS 9.0 (ESRI Inc.) from the GEBCO (BODC 2003) bathymetry chart. The best GAM models were used to generate a grid of predicted probability values for $p_i$, and used to calculate the correlation coefficient between delphinids and herring according to the expression (Beare et al. 2003):

$$r = \frac{P_{AB} - P_A P_B}{\sqrt{P_A(1-P_A)P_B(1-P_B)}}$$

where $P_A$ is the probability of detecting delphinids and $P_B$ is the probability of detecting herring in a grid cell. $P_A$ and $P_B$ can then be calculated as:

$$P_A = p_1(1-p_2)(1-p_3) + p_3$$
$$P_B = p_2(1-p_3) + p_3$$
$$P_{AB} = p_3$$

This method captures the information from the joint distribution $(P_{00}, P_{01}, P_{10}, P_{11})$, which modelling $P_A$ and $P_B$ directly would miss. The correlation coefficient gives a positive high value (maximum 1) if the species are positively associated with one another (i.e. herring and delphinids present at the same time). A high negative correlation coefficient (minimum –1) suggests that the species are negatively associated with each other (i.e. one species found in a segment when the other is not). This model allows a spatial analysis of association between delphinids and herring.

5.2.2.2 Generalised Additive Models of $p_1$, $p_2$ and $p_3$

Generalised Additive Models (GAMs) were used to relate $p_1$, $p_2$, and $p_3$ to the geographic, environmental and temporal variables independently (§2.2.4.2).
A binomial distribution was assumed for the response variables with the logit link function (Chambers & Hastie 1991):

\[ g(p) = \log \left( \frac{p}{1-p} \right) \]

Where \( p \) is the probability of getting the response. The GAMs were carried out in R (Version 2.3.0, R Foundation for Statistical Computing 2006) using Simon Wood’s MGCV (Multiple Generalised Cross Validation) library (Wood 2006b). The default smoothing spline used in the MGCV smooth \( s() \) is a Thin Plate Regression Spline (TPRS), and is good for smooth interactions of parameters that are in the same units (such as latitude & longitude, or E1 & E2). For smooth interactions of parameters in different units (such as depth & longitude), Wood (2006a) recommends the use of the tensor product smoother \( t() \) which allows non-equal smooths in 2 dimensions. In both these spline smooths, the default dimension \( k \) (equivalent to setting the maximum number of degrees of freedom for each smooth) is 10 for 1-way smooths, 30 for 2-way smooths, and 90 for 3-way smooths. During analysis, if any model failed to converge, \( k \) was increased or decreased in order to enable model fitting.

Stepwise addition of environmental variables to the null model (no predictor variables) was carried out (forward step-wise selection), and models compared based on minimising the UBRE (Un-Biased Risk Estimator) score. The UBRE score is the binomial GAM equivalent of the AIC value (in effect, just a linear transformation of AIC), and scores on both fit and the number of parameters used to describe the model (Wood, 2006a). In selecting the best model, predictor variables were only added if they reduced the UBRE score by more than 0.01.

Only variables that were collected simultaneously to the delphinid and herring data were used in the analysis to provide as accurate a measure as possible at exactly the same scale as the delphinid and herring data. Also, unlike previous models, latitude and longitude were allowed in the model selection to provide a better representation of the overall distribution of species, and to mop up more of the deviance. The parameters used in the modelling were therefore latitude, longitude, depth, E1 (seabed roughness), E2 (seabed hardness), day and time category (sunrise 03:00-08:00, morning 08:00-13:00, afternoon 13:00-18:00 and sunset 18:00-23:00). Interactions
(2-way smooths) were determined by looking at the correlation between parameters, and resulted in the terms listed in Table 5.1.

GAMs were also used to test whether delphinid presence/absence could be significantly explained by either herring abundance or herring presence/absence in 2004 and 2005 by direct inclusion in the model of delphinid occurrence. Herring abundance (NASC) was included as a smooth of the log, since there were several orders of magnitude difference between the low abundance and high abundance values. Alternatively herring was also tested by inclusion as a binary presence/absence factor variable. This basic GAM model was carried out prior to the MLM GAM modelling to determine whether there was likely to be an overall relationship between delphinid and herring distributions. The MLM GAM modelling allows for a more spatial analysis of the relationship between the two species.

Table 5.1 – Linear and non-linear terms used in the GAM forward step-wise selection for delphinid presence/absence, herring presence/absence, $p_1$, $p_2$, and $p_3$, * indicates inclusion in the 2005 models only, ** indicates inclusion in the delphinid presence/absence models only, and § indicates the terms that are included in the GAM models of $p_1$, $p_2$, and $p_3$.

<table>
<thead>
<tr>
<th>1-way smooths</th>
<th>2-way smooths</th>
<th>3-way smooths</th>
<th>Linear terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>s(Lon)$^\dagger$, s(Lat)$^\dagger$</td>
<td>s(Lon,Lon)$^\dagger$, s(E1,E2)$^*$</td>
<td>s(Lon,Lon,Time)$^\dagger$</td>
<td>factor(Day)$^\dagger$</td>
</tr>
<tr>
<td>s(Depth)$^\dagger$, s(E1)$^<em>$, s(E2)$^</em>$</td>
<td>te(Depth,Lon)$^\dagger$</td>
<td>factor(Time)$^\dagger$</td>
<td>HerringPresence$^{**}$</td>
</tr>
<tr>
<td>s(log(NASC+1))$^{**}$</td>
<td>te(Depth,E1)$^*$</td>
<td>WaterNoise, BoatNoise</td>
<td></td>
</tr>
</tbody>
</table>

5.2.2.3 Autocorrelation

Autocorrelation can exist in a dataset both spatially and temporally, but is difficult to evaluate for binary data since all the statistical methods that I am aware of are based around continuous data. However, it is possible to evaluate the amount of residual autocorrelation left after the modelling process by analysing the partial residuals from the models in the autocorrelation functions. Ideally, the models will have no residual autocorrelation, since it should have been explained within the smoothing terms themselves. In this study spatial correlation was examined using the variogram – a standard geostatistics tool used in evaluating the spatial structure of fish schools (Rivoirard et al. 2000) and other ecological variables (Bellehumeur et al. 1997). The
variogram examines the correlation over distance, so is often used for species that move little in time and space relative to the sampling frequency in this case related to ship speed (such as herring – Hafsteinsson & Misund 1994).

It measures, on average, the half variability between two points, as a function of their distance (Matheron 1971, Rivoirard et al. 2000):

$$\gamma^*(h) = 0.5 \frac{1}{N(h)} \sum [I(x_i) - I(x_i + h)]^2$$

where $\gamma^*(h)$ is the experimental variogram, $N(h)$ is the number of pairs of points separated by the distance $h$, and $z(x)$ is the value of the variable at location $x$ such that:

$$I(x_i) = \begin{cases} 1, & z(x) > 0 \\ 0, & z(x) = 0 \end{cases} \quad I(x_i + h) = \begin{cases} 1, & z(x + h) > 0 \\ 0, & z(x + h) = 0 \end{cases}$$

For patchy data the variogram levels off at the ‘sill’, this occurs at a distance called the ‘range’ (Bellehumeur et al. 1997; Rivoirard et al. 2000), which is equivalent to the patch diameter of the variable.

For species that are more mobile than herring, such as delphinids, the variogram is likely to have less meaning. The survey vessel travels along lines of latitude, so if a delphinid group is detected that is travelling north, then by the time the vessel has reached the end of the transect, travelled north to the next transect, and travelled along the next line of latitude, the delphinids may have been resampled. In this case measuring temporal correlation is probably more meaningful. The autocorrelation function in R (Gilbert & Plumber) was used to calculate the temporal correlation between samples.
5.3 Results

5.3.1 Survey data

Delphinids were detected acoustically at 18.9% of listening stations in 2004 and 17.0% in 2005, whereas herring were detected in 38.9% of the EDSU segments in 2004 and 40.2% in 2005 (Table 5.2). There were opportunistic sightings of delphinids: mainly white-beaked dolphins (*Lagenorhynchus albirostris*), common dolphins (*Delphinus delphis*) and Atlantic white-sided dolphins (*Lagenorhynchus acutus*). Common and Atlantic white-sided dolphins were found throughout the survey area, whereas white-beaked dolphins were only sighted north of the Outer Hebrides (>59°N). Herring distribution was similar in both years but the abundance was 40% lower in 2005 than in 2004 (ICES 2005, 2006).

Table 5.2 - Summary of the survey effort and parameters included in later analyses. This includes distance surveyed; the number of listening stations and proportion of which had delphinids/herring; and the range and mean/median values for the herring NASC, water depth, E1 (seabed roughness) and E2 (seabed hardness).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>2004</th>
<th>2005</th>
</tr>
</thead>
<tbody>
<tr>
<td>Survey effort</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distance surveyed (km)</td>
<td>3241</td>
<td>2530</td>
</tr>
<tr>
<td>Number of stations/segments</td>
<td>700</td>
<td>547</td>
</tr>
<tr>
<td>Number of stations with delphinids</td>
<td>132 (18.9%)</td>
<td>93 (17.0%)</td>
</tr>
<tr>
<td>Number of stations with herring</td>
<td>272 (38.9%)</td>
<td>220 (40.2%)</td>
</tr>
<tr>
<td>Herring (NASC)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>0-182913</td>
<td>0-2603</td>
</tr>
<tr>
<td>Median (of non-zero values)</td>
<td>78</td>
<td>40</td>
</tr>
<tr>
<td>Inter-quartile range</td>
<td>28-213</td>
<td>14-102</td>
</tr>
<tr>
<td>Water depth (m)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>29-490</td>
<td>30-239</td>
</tr>
<tr>
<td>Mean (standard deviation)</td>
<td>124 (51)</td>
<td>112 (38)</td>
</tr>
<tr>
<td>95% confidence intervals</td>
<td>40-209</td>
<td>50-174</td>
</tr>
<tr>
<td>E1 (seabed roughness)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>NA</td>
<td>0.14-1.92</td>
</tr>
<tr>
<td>Median</td>
<td>NA</td>
<td>0.41</td>
</tr>
<tr>
<td>Inter-quartile range</td>
<td>NA</td>
<td>0.25-0.59</td>
</tr>
<tr>
<td>E2 (seabed hardness)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>NA</td>
<td>0.24-1.99</td>
</tr>
<tr>
<td>Median</td>
<td>NA</td>
<td>1.21</td>
</tr>
<tr>
<td>Inter-quartile range</td>
<td>NA</td>
<td>0.93-1.39</td>
</tr>
</tbody>
</table>
Figure 5.1 – Distributions of herring and delphinids off the west coast of Scotland during acoustic surveys carried out in (a) & (b) 2004 and (c) & (d) 2005. Listening stations/EDSUs were approximately every 2.5 n.mi. and are presented in small blue dots showing herring absence, large blue circles showing the relative abundance of herring presence (size of circle related to the square root of the NASC), small red dots showing delphinid absence, and large red dots showing delphinid presence. There was one very large school of herring in the north-east of the survey area in 2004 (NASC = 182913) which is represented by the large blue circle on the map.
5.3.2 Correlation between delphinid & herring distributions

5.3.2.1 Direct inclusion in GAM

The direct inclusion of either herring presence/absence (as a factor variable) or the log of herring abundance (log(NASC+1)) in a GAM model of delphinid occurrence resulted in neither variable being significant in explaining the distribution of delphinids in 2004. However, in 2005 both herring occurrence and abundance were significant in explaining the distribution of delphinids, explaining 2.0-2.3% of the deviance (p < 0.01). Neither variable was significant in explaining delphinid occurrence after the addition of environmental variables (Appendix §A4).

5.3.2.2 Multinomial Logit Model

The best models for $p_1$, $p_2$, and $p_3$ for 2004 and 2005, with respect to latitude, longitude, depth and time of day, are shown in Tables 5.3 & 5.4 respectively. Latitude, longitude and depth were important parameters in all of the models, whereas time was only important in explaining $p_2$. In 2004 herring detections were significantly different throughout the day, with more herring detections in the middle of the day (p < 0.001 for the morning category 08:00-13:00, and p < 0.01 for the afternoon category 13:00-18:00). However, in 2005 only the sunrise category had significantly fewer detections of herring (p < 0.001 for sunrise category 03:00-08:00). The variations in delphinid detections over time were not significantly different between the different time categories.

In three out of four of the models for $p_1$ and $p_3$, the most important predictors included a two-way smooth of depth with longitude and a smooth of latitude. These two-way smoothes mainly showed a preference for deep (> 100 m) westerly (> 7ºW) parts of the survey area. Even without the additional environmental variables of E1 (roughness) and E2 (smoothness), the models for 2005 explain more of the deviance than that for 2004. In both years, $p_2$ had the lowest % explained deviance, the modelling of this response also resulted in potentially over-fitted models (a three-way smooth of longitude, latitude and time with 76 degrees of freedom for 2004, and the smooth of depth reducing the UBRE score by a little less than 0.01 in 2005). To examine the effect of such over-fitting on the resulting examination of correlation between the species, two models were included into the correlation analysis for $p_2$: 
(i) the potentially over-fitted model and (ii) the next best model excluding the over-fitted smooth (Table 5.3).

Figure 5.2 – Effort related detections of delphinids (light blue) and herring (dark blue) per time category for (a) 2004 and (b) 2005. The time categories are 1 = sunrise (03:00-08:00), 2 = morning (08:00-13:00), 3 = afternoon (13:00-18:00), and 4 = sunset (18:00-23:00).

There was very little residual autocorrelation either temporally or spatially, although half the models suggest slight autocorrelation to one segment (15 minutes), and there was some spatial autocorrelation evident for $p_3$ in 2004 (to around 20 km: Figure 5.3).

Figure 5.3 – Remaining spatial autocorrelation based on Pearson residuals from the best GAM models for 2004 $p_3$. Variograms were based on the partial residuals from the model with distance measured in km.
Table 5.3 – Best GAM models for $p_1$, $p_2$, and $p_3$ in 2004 based on model selection by lowest UBRE score, with the parameters; latitude, longitude, depth & time of day. The parameter smooths (spline s or tensor te) and the linear parameters (of day or time of day as factors) are shown in the order they were selected by forward stepwise model selection. Degrees of freedom for each smooth or linear predictor are given in the parentheses, $\% \text{dev} = \text{the percentage explained deviance by adding the term to the model, and UBRE score for the addition of each parameter. The total $\% \text{ explained deviance is given at the bottom for each of the four models.}$ * indicates that the $\% \text{ explained deviance is reduced by adding the smooth of depth, because it reduces the estimated degrees of freedom for s(Lon,Lat) from 27 to 4 degrees of freedom. Two models are given for } p_2, \text{ since the first model has a very high estimated degrees of freedom & may over-fit the data.}

<table>
<thead>
<tr>
<th>Parameter order</th>
<th>$p_1$ Term</th>
<th>% dev</th>
<th>UBRE</th>
<th>$p_2$ Term</th>
<th>% dev</th>
<th>UBRE</th>
<th>$p_3$ Term</th>
<th>% dev</th>
<th>UBRE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>te(Depth,Lon,8)</td>
<td>25.6%</td>
<td>-0.283</td>
<td>s(Lon,Lat,Time,75)</td>
<td>34.5%</td>
<td>0.060</td>
<td>s(Lon,Lat,4)</td>
<td>25.8%</td>
<td>-0.482</td>
</tr>
<tr>
<td>2</td>
<td>s(Lat,3)</td>
<td>+2.9%</td>
<td>-0.301</td>
<td>s(Depth,5)</td>
<td>+4.5%</td>
<td>0.029</td>
<td>s(Depth,3)</td>
<td>-4.6%*</td>
<td>-0.512</td>
</tr>
<tr>
<td>Dev expl.</td>
<td></td>
<td>28.5%</td>
<td></td>
<td></td>
<td>39.0%</td>
<td></td>
<td></td>
<td>21.2%</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>s(Lon,Lat,18)</td>
<td>16.7%</td>
<td>0.132</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>s(Depth,5)</td>
<td>+3.3%</td>
<td>0.075</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>21.0%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.4 – Best GAM models for $p_1$, $p_2$, and $p_3$ in 2005 based on model selection by lowest UBRE score, with the parameters; latitude, longitude, depth & time of day. The parameter smooths (spline s or tensor te) and the linear parameters (of day or time of day as factors) are shown in the order they were selected by forward stepwise model selection. Degrees of freedom for each smooth or linear predictor are given in the parentheses, $\% \text{dev} = \text{the percentage explained deviance by adding the term to the model, and UBRE score for the addition of each parameter. The total $\% \text{ explained deviance is given at the bottom for each of the four models.}$ * indicates that the reduction in UBRE score is >0.01 so this term is removed from the model to reduce over-fitting the data in version 2 of the analysis.}

<table>
<thead>
<tr>
<th>Parameter order</th>
<th>$p_1$ Term</th>
<th>% dev</th>
<th>UBRE</th>
<th>$p_2$ Term</th>
<th>% dev</th>
<th>UBRE</th>
<th>$p_3$ Term</th>
<th>% dev</th>
<th>UBRE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>te(Depth,Lon,12)</td>
<td>18.1%</td>
<td>-0.283</td>
<td>s(Lon,Lat,27)</td>
<td>24.3%</td>
<td>0.088</td>
<td>te(Depth,Lon,7)</td>
<td>26.8%</td>
<td>-0.523</td>
</tr>
<tr>
<td>2</td>
<td>s(Lat,8)</td>
<td>+13.8%</td>
<td>-0.351</td>
<td>factor(Time,30)</td>
<td>+3.6%</td>
<td>0.055</td>
<td>s(Lat,8)</td>
<td>+9.8%</td>
<td>-0.546</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>-</td>
<td></td>
<td>s(Depth,5)</td>
<td>+2.0%</td>
<td>0.047*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dev expl.</td>
<td></td>
<td>31.9%</td>
<td></td>
<td></td>
<td>29.9%</td>
<td></td>
<td></td>
<td>36.6%</td>
<td></td>
</tr>
</tbody>
</table>
The model predictions for $p_1$, $p_2$ and $p_3$ for 2004 and 2005 are shown in the upper plots of Figures 5.4 & 5.5 respectively with the correlation plot outcomes of the Multinomial Logit Model (MLM). When examining all predictive and correlation plots, it is important to bear in mind that the predictions are only applicable to where there are data, i.e. only in the Minch in 2005. In 2004, $p_1$ (delphinids) were predicted to have highest probability of occurrence along the shelf edge but low occurrence inshore of the shelf-edge (Figure 5.4a). Similarly, $p_2$ (herring) were found to have a high probability of occurrence along the shelf edge around 59ºN, but also mid-shelf south of 58.5ºN, and throughout the shelf waters to the west of Orkney (Figure 5.4b). $p_3$ (herring & dolphin presence) had a similar predicted distribution of slightly higher occurrence along the shelf as to $p_1$ (Figure 5.4c). In 2004, the main positive correlation between herring and delphinids was found on the shelf edge to the south of the survey area (< 58ºN) with negative correlation on the shelf edge to the north of the survey area (> 58ºN) (Figure 5.4d-g). There were some differences in correlation throughout the day, with negative correlation on the shelf edge south of 58ºN and positive along the north of the shelf edge and to the north of the Outer Hebrides at sunrise (Figure 5.4d).

In 2005, $p_1$ (delphinids) were also predicted to have high predicted probability of occurrence concentrated mainly along the shelf edge, although stretching further inland in patches just south of Barra, and just south of St. Kilda (Figure 5.5a). High probability of occurrence was also predicted west of the Shetlands, and to a lesser extent in a patch to the north of Lewis at the top of the Outer Hebrides. $p_2$ (herring) were predicted to have high occurrence over a larger area than in 2004, with herring predicted to occur in most inshore waters, though not to the west of St. Kilda, nor significantly in the Minch or in the waters bounding the southern Outer Hebrides (Figure 5.5b). $p_3$ (herring & delphinids) were predicted to have a higher probability along the whole of the shelf edge than in 2004, and to a greater degree towards the south of the surveyed area (Figure 5.5c). In 2005, the correlation between delphinids and herring was consistent over time, with positive correlation in the southwest along the shelf edge south of 58ºN (similar to 2004) and in a patch along the shelf edge further north between 59-59.5ºN (Figures 5.5d-g). There was also a very small patch of positive correlation in the Minch between Skye and Uist. Negative correlation occurred to the north of the Outer Hebrides (>58.5ºN) in a large patch.
Figure 5.4 – Predictive plots of the best models for 2004 (a) $p_1$, (b) $p_2$, and (c) $p_3$, with a colour scale from red (low probability) to white (high probability). For $p_2$ the model for time category 3 (afternoon) is shown. (d) to (g) show the Multinomial Logit Model plots of correlation between delphinids and herring for 2004 with a colour scale from blue (negative correlation) to green (no correlation) to yellow/white (positive correlation). The plots are shown for (d) time category 1 sunrise, (e) time category 2 morning, (f) time category 3 afternoon, and (g) time category 4 sunset.
Figure 5.5 – Predictive plots of the best models for 2005 (a) $p_1$, (b) $p_2$, and (c) $p_3$, with a colour scale from red (low probability) to white (high probability). For $p_2$ the model for time category 3 (afternoon) is shown. (d) to (g) show the Multinomial Logit Model plots of correlation between delphinids and herring for 2004 with a colour scale from blue (negative correlation) to green (no correlation) to yellow/white (positive correlation). The plots are shown for (d) time category 1 sunrise, (e) time category 2 morning, (f) time category 3 afternoon, and (g) time category 4 sunset.
When model inputs were changed to reduce over-fitting, there was virtually no change between the predicted correlation between delphinids and herring (Figure 5.6 & 5.7). In the 2004 data set, the model for $p_2$ was reduced from a potentially over-fitted model $p_2 \sim s(Lon,Lat,Time) + s(\text{Depth})$ with a total estimated degrees of freedom of 82, to $p_2 \sim s(Lon, \text{Lat}) + s(\text{Depth})$ with only 24 estimated degrees of freedom. There was little change in the predicted correlation, although the change in model resulted in virtually no predicted correlation between delphinids and herring in 2004.

![Figure 5.6](image1)

(a) Comparisons between the Multinomial Logit Model plots of correlation for 2004 with $p_2$ changed from the (a) potentially over-fitted model $p_2 \sim s(Lon,Lat,Time) + s(\text{Depth})$, to (b) $p_2 \sim s(Lon,\text{Lat}) + s(\text{Depth})$. The MLM correlation for the original model is shown for time category 4 (sunset). The colour scale ranges from blue (negative correlation) to green (no correlation) to yellow/white (positive correlation).

In the 2005 data set, the model for $p_2$ was also reduced from a potentially over-fitted model of $p_2 \sim s(Lon,\text{Lat}) + \text{factor(Time)} + s(\text{Depth})$ with an estimated 37 degrees of freedom, to $p_2 \sim s(Lon,\text{Lat}) + \text{factor(Time)}$ with 32 degrees of freedom. This had no significant effect on the overall correlation between herring and delphinids.
Figure 5.7 – Comparisons between the Multinomial Logit Model plots of correlation for 2005 with $p_2$ changed from the (a) potentially over-fitted model $p_2 \sim s(\text{Lon,Lat}) + \text{factor(Time)} + s(\text{Depth})$, to (b) $p_2 \sim s(\text{Lon,Lat}) + \text{factor(Time)}$. The MLM correlation for both models are shown with time category 3 (afternoon). The colour scale ranges from blue (negative correlation) to green (no correlation) to yellow/white (positive correlation).
5.4 Discussion

5.4.1 Correlation between delphinids and herring

Few studies have attempted to incorporate direct variables such as prey distributions into models of cetacean distributions, and most of these have used an index of prey abundance such as acoustic backscatter rather than abundances of the prey species themselves (Fiedler et al. 1997; Hooker 1999; Tynan et al. 2005). When building habitat models of top predator distributions, habitat preferences are often hypothesised to be due to the habitat preferences of their prey (Ballance et al. 2006; Baumgartner & Mate 2005; Baumgartner et al. 2001; Cañadas et al. 2002; Gregor & Trites 2001; Ingram et al. 2007; Johnston et al. 2005; Macleod et al. 2004). For example, in the case of delphinids (Chapter 2) it is likely that their preference for warmer SST and deeper thermoclines is related to the distribution of their prey in off-shelf waters. However, such hypotheses, while logical, remain unproven. It would appear to be a logical next step to include prey distributions within the models of delphinid distributions, and to examine the spatial correlation between species.

Direct inclusion of herring occurrence and/or abundance showed that although herring was significant in explaining delphinid occurrence in 2005, it was not in 2004. In addition, in 2005 there was a visual sighting (pers. obs.) of common dolphins (Delphinus delphis) demonstrating foraging behaviour in the vicinity of a trawl on a known herring school. However, herring was only able to explain around 2% of the deviance, though not dissimilar to the proportion of deviance explained by individual environmental variables in the off-shore delphinid models (Chapter 2). As mentioned in the discussion of Chapter 2 (§2.4.3), this small amount of explained deviance may be due to the different species represented by the whistles (different species with different prey preferences), and detecting animals both during travel and foraging activities (Ballance et al. 2006).

A better insight into the correlation between delphinid and herring distributions, can be obtained by carrying out a spatially-explicit analysis of correlation (Beare et al. 2003). By examining the locations at which the two species show positive and negative correlations, it is possible to determine whether foraging of delphinids on herring is spatially localised. While this does not explain what proportion herring represents in the delphinid diet (since we have no data on other prey species), it does
provide some indication of the locations in which foraging on herring is likely to occur.

The Multinomial Logit Model technique used by Beare et al. (2003) provides a valuable way of exploring the correlation between herring and delphinids, allowing comparison of patchy distributions of two species where there are a high proportion of zeros (around 80% of the delphinid data and 60% of the herring data). By nesting the four probabilities resulting from the combination of delphinid presence/absence and herring presence/absence, it is possible to model the nested probabilities independently within GAMs. This technique made it possible to analyse the correlation between species on both a temporal and spatial scale.

The models for the three different probabilities ($p_1$ equivalent to delphinid occurrence, $p_2$ equivalent to herring occurrence, and $p_3$ herring & delphinids present together) suggested that of all the predictor variables, depth was an important predictor of both dolphins and herring. This is supported by many other studies both for delphinids (Baumgartner et al. 2001; Cañadas et al. 2002; Davis et al. 2002; Gowans & Whitehead 1995; Hastie et al. 2005; Selzer & Payne 1988), and for herring (Maravelias 1999, 2001). For herring this preference has been linked to the location of the prey species, *Calanus finmarchicus* (Maravelias & Reid 1997; Maravelias 2001). For delphinids it is also believed that this preference for depth is also related to the aggregation of fish/celphalopod prey species (Beardsley et al. 1996; Davis et al. 2002). In this study, delphinid depth preferences were shown to overlap with the preferred depth of herring at 140 m depth, though were generally found to prefer deeper water than herring.

Using latitude and longitude together, however, was often a more important predictor than depth. However, depth was strongly correlated with longitude, mainly because the shelf edge is at a fairly consistent longitude. It was found that a two-way smooth of depth with longitude was an important predictor of delphinids with the species found preferentially in deep westerly waters, i.e. towards the shelf edge: similar to that found in Chapter 2. However, latitude and longitude together as predictors may summarise many of the environmental factors that influence the distribution of both herring and dolphins, even if it is the environmental factors that are a more direct influence on the animals through biology and ecology. Since the only environmental
predictor available in this survey is depth, longitude and latitude provide a useful substitute, even if the models lack strength (most of the models explain less than 30% of the deviance).

In 2005, RoxAnn sediment data had been collected synoptically during the survey, however due to the difficulty of matching the RoxAnn measures of sediment type to an underlying grid of sediment data for making predictions over the whole shelf region; it had to be excluded from full spatial correlation analysis. There is some indication that inclusion of sediment type into the model increases the amount of deviance explained by environmental variables by around 15% for delphinids and 5% for herring (Appendix Table A4.1 & A4.2). This analysis also suggested that delphinids and herring overlapped in their preference for sand/gravel type substrate (Appendix Figure A4.2). Herring were also found to prefer sand-gravel type substrate in the studies carried out by Maravelias (1999, 2001), the type of substrate in which herring are known to spawn (Haegle & Schweigert 1985). Since the abundance surveys are scheduled to match the time at which herring aggregate into pre-spawning schools, it is perhaps not surprising that herring were shown to associate with the sand/gravel habitat of their spawning grounds. Despite the significance of sediment type to herring, it was only able to explain 5% of the deviance, perhaps because pre-spawning aggregations had not yet reached their spawning grounds which are generally found in shallower waters.

Time of day was only an important predictor in the models of $p_2$ herring distributions (Table 5.3 & 5.4); there were significantly more detections of herring during the day than during the sunrise categories. This is likely to be due to the diurnal behaviour of herring which aggregate in schools close to the bottom during the day (occasionally near the surface), but which disperse into 'scattering layers' at night (Maravelias et al. 2000). Fernandes et al. (2001) showed that this dispersion occurs at sunset, with the schools reforming at sunrise. In addition, they showed that school sizes were larger during these times of day, breaking up into more numerous smaller aggregations in the middle of the day. Time was not significant in explaining the detections of delphinids; despite several studies suggesting diurnal changes in vocalisation behaviour of dolphins (Goold 2000; Gordon et al. 2000; Hastie et al. 2005). Although in both of these studies, dolphin vocalisations peaked at sunrise and sunset, the
reverse to the results of this study. Hastie et al. (2005) suggest that this diurnal variation in vocalisation rates may be related to feeding activity, so it may be that the dolphins in their study in the Faroe-Shetland Channel were feeding on different species than the dolphins in this study. The fact that there were more vocalisations during the middle of the day may suggest that the dolphins are feeding on prey that is more available during the middle of the day (such as herring).

The results of the MLM correlation analysis suggest that there was very little if any positive correlation between delphinids and herring in 2004 (Figures 5.4 & 5.6), but some significant positive correlation between delphinids and herring in 2005 along parts of the shelf edge and in the Minch (Figures 5.5 & 5.7). There was a consistent area of negative correlation between delphinids and herring along the shelf edge around 59ºN, where herring were predicted to have high probability of occurrence but delphinids were predicted to be absent (Figures 5.4 & 5.5). Also in 2005, there was a large area of negative correlation to the north of the Outer Hebrides (Figure 5.5).

However, due to hydrophone problems, this area had not been surveyed for delphinid occurrence during 2005, so little can be inferred from this prediction. Certainly, this area to the north of the Outer Hebrides is the core area of white-beaked dolphins (*Lagenorhynchus albirostris*) during summer months (Northridge et al. 1995; Northridge et al. 1997), so had delphinid monitoring been carried out in this area it is probable that delphinids would have been detected. Therefore, based on the grain size used in this study (around 5 km); there was only significant correlation between delphinids and herring in patches along the shelf edge.

It is possible that delphinids were not foraging on herring to any great extent, and certainly the few diet studies of the species likely to be found on the west coast of Scotland show much evidence of herring in the diet (Santos et al. 1994; Santos 1998; Murphy pers. comm.). However, the main on-shelf species available within the water column at the time of the surveys was herring in the large pre-spawning aggregations that occur in these autumn spawning populations. So it would be odd if the delphinids did not make use of this abundant and available source of prey. Given the small number of strandings that occur on the west coast of Scotland, it is likely that a seasonal signal within the diet would be missed in stomach analyses if the strandings took place at a different time of year to that of the herring spawning aggregations.
The limited correlation shown between delphinids and prey could also be due to the scale (or grain size) at which the analysis was carried out. Many studies suggest that scale is important in studying predator-prey relationships, only finding correlations between predators and prey at larger rather than smaller scales (Fauchald et al. 2000; Guinet et al. 2001; Mehlum et al. 1999; Rose & Leggett 1990; Schneider & Piatt 1986). This is illustrated very clearly in a study carried out by Guinet et al. (2001) who found that there was a negative correlation between female Antarctic fur seals (Arctocephalus gazella) and prey density at a small grain size (< 18 km), but which changed to a positive correlation at a large grain sizes (> 36 km). Also, in a study of North Atlantic fish species, it was found that distributions of Atlantic cod (Gadus morhua) only correlated positively with their capelin prey (Mallotus villosus) at a scale larger than the aggregation dimensions, where aggregation dimension was 3-5 km (Rose & Leggett 1990). So this study may benefit from a more detailed analysis of delphinid-herring correlations at a range of scales from finer (given the availability of gridded environmental variables at a fine enough scale) to larger grain sizes.

A final difficulty in examining predator-prey relationships with mobile species such as delphinids is that they will be detected both when in transit and when foraging. Overlap between herring and delphinids may not necessarily mean that the delphinids are foraging on herring but just that they are travelling through an area. In the study of dusky dolphins (Lagenorhynchus obscurus) in Admiralty Bay carried out by Benoit-Bird et al. (2004), correlations were only found with prey when they were observed foraging. Similarly, Hastie et al. (2004) linked bottlenose dolphins (Tursiops truncatus) identified visually as exhibiting foraging behaviour to environmental variables (depth and slope) in an area associated with the salmon (Salmo salar) migration. Using passive acoustics for identifying dolphin foraging behaviour is not yet possible. However, there is some evidence that delphinids change vocalisation rates and patterns with different behaviours (Cook et al. 2004; Janik 2000; Jones & Sayigh 2002). Janik (2000) found that a specific type of whistle was produced just before bottlenose dolphin fed on salmon; however Jones and Sayigh (2002) found that vocalisation rates in bottlenose dolphins were generally less for feeding than for travelling and socialising. Passive acoustics also has the disadvantage of not knowing which species are being detected, making it difficult to determine differences in prey preferences between species. It is possible that species
that preferentially forage at the shelf-edge (such as common dolphins or white-sided dolphins) are feeding on herring rather than the more inshore delphinids such as white-beaked dolphins which feed on species such as whiting, cod, haddock, and sandeels (Kinze et al. 1997; Santos et al. 1994).

Analysing the correlation between species using the Multinomial Logit Model, does however, appear quite robust. Wood’s (2006a, b) MGCV method of fitting GAMs has been accused of over-fitting data (Kim & Gu 2004), however, using alternative GAM models that reduce the potential over-fit (Table 5.3) had little effect on the overall conclusions from the correlation analysis (Figures 5.6 & 5.7). The MLM model suggested a higher correlation between delphinids and herring in 2005 than in 2004, despite the 40% higher abundance in 2004 than 2005 (ICES 2006). There was both higher positive correlation and higher negative correlation in 2005 than in 2004. However, 2005 was a year of many anomalies in the marine environment off the west coast of Scotland, with clear reductions in the success of seabirds (puffins, kittiwakes and guillemots), and dramatic shifts in minke whale distribution (Stevick et al. 2007). So changes in correlation and distribution of both delphinids and herring may be linked to this ecosystem change that occurred at this time.

Overall, there was little correlation exhibited between the delphinids and herring at the grain size analysed, suggesting that herring may not be an adequate direct predictor of dolphin distributions on its own. With delphinids eating a wide range of prey species it would be interesting to include other prey species such as mackerel (*Scomber scombrus*) (which was also caught in trawls but mainly travels at the surface missed by active acoustic surveys), sandeels (*Ammodytes* spp.) (sometimes also seen acoustically in patches) and shelf-edge species such as blue whiting (*Micromesistius poutassou*). A wider range of prey species modelled at a range of grain sizes, may provide a better correlation with delphinid distributions, and provide better direct variables for inclusion in predictive models of their distributions.

### 5.4.2 Conclusions

This study analysed the spatial correlation between delphinid and herring distributions from simultaneously collected data. Overall, it was found that delphinids and herring were only correlated in 2005, and not in 2004. The main positive correlation was concentrated along the shelf edge in both years.
Given the high abundance and availability of herring in the shelf waters off the west coast of Scotland during the time of the surveys, it is likely that the correlation is actually higher but was obscured by a number of problems: (i) the use of whistles does not allow for the species of delphinid to be identified so individual species preferences may be masked; (ii) delphinids are not exclusively detected during foraging but also detected when travelling between foraging sites; and (iii) the correlation may occur at a larger scale similar to other studies of predator-prey correlations (Fauchald et al. 2000; Guinet et al. 2001; Mehlum et al. 1999; Rose & Leggett 1990; Schneider & Piatt 1986).

Therefore, although prey distributions may be useful direct predictors of predator distributions, they can not compensate for difficult predator data (no knowledge of species or behaviour), and may correlate better at a larger grain size than other more indirect predictor variables.
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Chapter 6

General Discussion

6.1 Synthesis

Predictive modelling of species’ distributions requires an understanding of the robustness of the model predictions to spatial variation (Araujo & Guisan 2006; Fielding & Haworth 1995; Guisan & Zimmermann 2000; Jimenez 2005; Moses & Finn 1997; Randin et al. 2006), temporal variation (Ferguson et al. 2006; Forney 2000; Gregr & Trites 2001; Hamazaki 2002; Hastie et al. 2005), autocorrelation (Aarts 2006; Mendes 2007; Scott-Hayward 2006; Stephenson et al. 2006), direct or indirect nature of variables (Fiedler et al. 1998; Guinet et al. 2001) and survey techniques. As yet, no assessment of the robustness of models to visual versus acoustic survey methodologies has been carried out. Also, most studies tend to evaluate predictive models based on only an evaluation of space or time or autocorrelation, but rarely a combination of these (Ferguson et al. 2006; Forney 2000; Gregr & Trites 2001; Hamazaki 2002; Hastie et al. 2005; Jimenez 2005; Moisen & Frescino 2002; Moses & Finn 1997). A search of the literature found no examples of models that have been evaluated using all measures of model robustness; yet to know whether a model is robust it is essential to evaluate the model performance on these criteria. This study is the first attempt to model cetaceans off the west coast of Scotland by assessing predictive model robustness over space (through grain size and extent), time (by month, year or groups of years), and survey methodology, whilst also assessing the influence of autocorrelation on model predictions, and the potential for prey species to be used as predictor variables.

The overall aim of this thesis was to produce environmental models of harbour porpoise (Phocoena phocoena), delphinid, and sperm whale ( Physeter macrocephalus) distributions. The robustness of these models was assessed to ensure that the models would be able to reliably predict critical areas for each species such that the appropriate mitigation measures can be put into place in these areas to reduce risks to cetaceans from potentially harmful anthropogenic activities. This chapter is therefore constructed around three main aspects: the distribution and habitat use of
cetaceans off the west coast of Scotland, evaluation of model robustness, and the applied use of the models in conservation planning and mitigating potentially harmful anthropogenic activities.

6.2 Distribution and habitat use

The oceanographic regimes of the Inner Hebrides and off-shelf waters are very different: the Inner Hebrides being driven mainly by tidal mixing and tidal oceanography, and the off-shore areas driven more by ocean and shelf-edge processes (Mann & Lazier 2006). The habitat variables important in describing the distributions of the different species reflect this difference in oceanographic regimes: harbour porpoise distributions were related most strongly to tidal variables such as tidal speed and position in the spring-neaps cycle; whereas dolphins and sperm whales were more closely related to the oceanographic variables that define their oceanic habitat such as topography, Sea Surface Temperature (SST) and depth or strength of the haloclines and thermoclines (Table 6.1).

Harbour porpoises were shown to be found in higher densities in areas with low tidal currents, and were seen more during spring tides than neap tides (Chapter 4). This is likely to be influenced mainly by scale: other studies found that harbour porpoises aggregated in relatively small areas of tidal current where tide is funnelled through channels (Calderan 2003) or around islands (Johnston et al. 2005). Such studies were carried out over small scales at single sites known to have high harbour porpoise density. At a larger scale (both of grain size and surveyed extent) such as that carried out in this study, harbour porpoises were found to associate preferentially with areas of low tidal current. This may be as a result of small-scale association between prey species in small areas of high tidal current, but not in large areas of high current such as that found off the west coast of Scotland to the west of Islay.
Table 6.1 – Comparison of predictive modelling results for the distributions of harbour porpoises, dolphins and sperm whales off the west of Scotland

<table>
<thead>
<tr>
<th></th>
<th>Core (porpoise)/ Full spatial &amp; temporal extent model</th>
<th>Temporal scale</th>
<th>Spatial scale</th>
<th>Acoustic model (porpoise); All whistle model (delphinids)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harbour porpoise sightings density (Chapter 4)</td>
<td>s(SeaState) 7.7%</td>
<td>s(SeaState) 2003-2005 <strong>6.5-18.2%</strong></td>
<td>s(SeaState) Full 2005: <strong>13.9%</strong></td>
<td>s(Noise): - linear <strong>5.9%</strong> s(Speed): - linear <strong>2.5%</strong></td>
</tr>
<tr>
<td></td>
<td>s(MaxTideCur): - linear</td>
<td>Robust</td>
<td>Not robust</td>
<td>Not robust</td>
</tr>
<tr>
<td></td>
<td>s(NeaptoSpring): spring</td>
<td>Robust</td>
<td>Not robust</td>
<td>Not robust</td>
</tr>
<tr>
<td></td>
<td>s(TimeofDay): peak midday</td>
<td>Not robust</td>
<td>Not robust</td>
<td>Not robust</td>
</tr>
<tr>
<td></td>
<td></td>
<td>s(Lon): east</td>
<td>s(Slope): + linear</td>
<td><strong>11.2%</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>25.2%</strong></td>
<td><strong>11.2%</strong></td>
<td><strong>5.6%</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2005: only s(MaxTideCur) <strong>2.7%</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dolphin acoustic occurrence (Chapter 2)</td>
<td>s(Depth): + peak @ 1500m</td>
<td>← Robust (2003-2005)</td>
<td>Not robust</td>
<td>Robust but drops off &gt;1500m</td>
</tr>
<tr>
<td></td>
<td>s(SST): + level @ 11.5ºC</td>
<td>← Robust in 2003-2004 not 2005</td>
<td>Robust</td>
<td>Robust</td>
</tr>
<tr>
<td></td>
<td>s(ThermoDepth): + linear</td>
<td>← Robust in 2005 not 2003-2004</td>
<td>Robust</td>
<td>All whistles: s(HaloStrength) strong</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Robust in October not May →</td>
<td>FSC: s(SST): + peak @11.5ºC</td>
<td><strong>9.6%</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Robust in May not October →</td>
<td>s(ThermoDepth): + linear</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Not robust →</td>
<td>s(HaloStrength): strong</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>May FSC: s(HaloDepth): + linear</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>5.3%</strong></td>
<td><strong>7.2%</strong></td>
<td></td>
</tr>
<tr>
<td>Sperm whale acoustic occurrence (Chapter 3)</td>
<td>s(ThermoStrength): weak</td>
<td>Not investigated</td>
<td>Not robust (extent); robust (grain)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>s(HaloStrength): strong</td>
<td></td>
<td>Robust (grain &amp; Ellet); not (FSC)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Robust (Ellet); not (FSC &amp; grain)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Ellet: s(HaloDepth): + s(SSS): bimodal</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FSC: s(SST): - linear s(SSS): + peak @ 35.27ppt</td>
<td><strong>25.6%</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>s(Chl): + linear</td>
<td><strong>33.9%</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 6.1 – Spatial predictions for (a) the core Southern Inner Hebrides harbour porpoise density model for visual data from 2003-2005; (b) the full survey area grouped dolphin occurrence model for passive acoustic data collected between July 2003 - October 2005; (c) the full survey area sperm whale occurrence model for passive acoustic data collected between July 2003 – October 2005.
The higher visual detection rates of harbour porpoises during spring tides was a new finding, certainly this is the first known study to investigate the effect of the spring-neaps cycle on harbour porpoises. There is evidence to suggest that prey is more aggregated during spring rather than neap tides (Alldredge & Hamner 1980; Cotte & Simard 2005; Coyle et al. 1992; St John et al. 1992; Zamon 2002, 2003), so it is hypothesised that the increased detection rates are related to more vigorous foraging behaviour during this tidal state, creating a stronger visual cue.

Unlike harbour porpoises, delphinids (Chapter 2) and sperm whales (Chapter 3) were more influenced by oceanic and shelf-edge oceanographic features (Table 6.1). For both species the main predictor variable was depth, with a preference for waters off the shelf. In delphinids this preference peaked at 1500 m depth, whereas sperm whale preference increased as depth increased above 1500 m. Sperm whales feed predominantly on squid, which in Scottish and Irish waters have been identified from stomach contents to be primarily: *Gonatus fabricii*, *Histioteuthis bonnelli*, *Teuthowenia megalops*, *Todarodes sagittatus* and *Haliphron atlanticus* (Santos et al. 1999; Santos et al. 2002). These are generally deep water species: the largest mature *G. fabricii* being found in water deeper than 400 m, and generally deeper than 1000 m in cooler North Atlantic waters (Bjørke 2001); both *H. bonnelli* and *T. sagittatus* are generally found in waters between 700–4600 m, and *T. megalops* in water depths of between 400-4500 m in the Rockall Trough (Collins et al. 2001). So sperm whales are likely to be associating with the deep water off the shelf in order to feed on these deep water species of cephalopods. Some of these species (namely: *G. fabricii* and *T. sagittatus*) also occur in the diet of long-finned pilot whales (*Globicephala melas*) (Desportes & Mouritsen 1993). Although pilot whales typically make shallower dives than sperm whales (Baird et al. 2002), they are the deepest diving of the delphinids found off the west coast of Scotland. They were generally heard and seen more frequently in the deeper waters further offshore than the other dolphin species. So of the delphinids, long-finned pilot whales were most likely to explain the peak in detections around 1500 m.

The similarity in habitat preferences between sperm whales and delphinids diverges after the inclusion of depth: with SST and thermocline depth being the main predictors of delphinids and halocline and thermocline strength being the main
predictors of sperm whales. The higher detection rates of delphinids in warmer surface waters may be due to different factors in different species. For example, common dolphins (*Delphinus delphis*) appear to be limited in their northerly extent by SST (MacLeod et al. 2007; Macleod 2001). They are also shown to be allopatric to both white-sided dolphins (*Lagenorhynchus acutus*) (Selzer & Payne 1988), and white-beaked dolphins (*Lagenorhynchus alibirostris*) (MacLeod et al. 2007) with SST dividing the warm water preferences of common dolphins from the cold-water *Lagenorhynchus* species. Whether this preference for warmer water is due to inter-species competition or due to the habitat of their preferred prey species is not known. However, the warmer surface water is associated with the Gulf Stream, North Atlantic Water (NAW) travelling north from its origins in the equatorial waters near the Gulf of Mexico (Mann & Lazier 2006). This water has been associated with migration and transport of many species of fish (Bartsch & Coombs 1997; Borja et al. 2002; Ibaibarriaga et al. 2007; Shelton et al. 1997), and also high densities of non-migrating fish such as blue whiting (Armstrong pers. comm.). This current is also associated with a deep thermocline, especially from around the Wyville-Thompson Ridge (WTR) and along the Shetland side of the Faroe Shetland Channel (FSC). Thus, the higher detection rates of delphinids in warmer surface water and deeper thermoclines may partly reflect foraging preferences of delphinids.

Similarly, sperm whales’ preference for areas with weak thermoclines and strong haloclines is likely to reflect the habitat preferences of their cephalopod prey. Weak thermoclines were found in areas characterised by steep topography, such as around the Anton Dohrn seamount and around Wyville-Thompson Ridge. Steep topography tends to induce vertical movement of water around the slope, so increasing mixing between surface and deep waters and increasing productivity (Mann & Lazier 2006). If these areas allow for stable areas of mixing, then it is likely that they are favourable foraging locations for the sperm whale cephalopod prey. Steep topography has been shown in other studies to be a significant predictor of sperm whale distribution (Davis et al. 1998; Gregr & Trites 2001; Jaquet & Whitehead 1996; Kenney & Winn 1986; Whitehead et al. 1992). In this study, the higher detection rates of sperm whales observed in areas of weak thermocline strength is likely to be a more *proximal* variable than slope in explaining distributions of sperm whale prey.
Higher detection rates of sperm whales were also found in areas of strong haloclines. Strong haloclines are characteristic of the deep water of the Faroe-Shetland Channel (FSC) and of the Rockall Trough (RT), where the warm salty surface water lies above deep cold fresh Norwegian Sea Water (NSW) in the FSC, and above the cool fresh Labrador Sea Water (LSW) in the RT. This is the main habitat for some of the deepest species of squid such as *G. fabricii* in the FSC (Bjorke 2001), and *H. bonnelli & T. sagittatus* in the RT (Collins et al. 2001).

Overall, the models for delphinids and sperm whales predicted some overlapping areas of high density, such as the area just south of the Wyville-Thompson Ridge in a band between the Scottish shelf edge and Rosemary Bank (Figure 6.1). This may reflect some overlap in prey preferences between the squid-eating delphinids and sperm whales. However, differences in overall habitat preferences between delphinids and sperm whales probably reflect the different habitats of their prey species: shallower living cephalopods and fish species in delphinids and deep water cephalopods in sperm whales.

### 6.3 Evaluation of predictive models

#### 6.3.1 Temporal scale

Temporal scale was examined for both harbour porpoises (Chapter 4) and delphinids (Chapter 2) at the yearly, two yearly and three yearly scales, whereas delphinids were also analysed at a smaller monthly scale. Only the harbour porpoise model was robust over time, with the same two variables being selected in every combination of years: maximum tidal current and position in the spring-neaps cycle (Table 6.1). This provides a good indication that this model will be able to reliably predict harbour porpoise distribution for this core survey extent around the Southern Inner Hebrides into the future. There are few examples of yearly analysis of habitat preferences to examine the robustness of habitat preferences over time, however in a study of dolphin habitat preferences in the tropical Pacific it was found that the same five variables were able to predict dolphin occurrence year on year (Ferguson et al. 2006). Such modelling is useful in the identification of boundaries for marine reserves. For marine reserves with static boundaries to be successful, the habitat needs to be important to the species over time (Cañadas & Hammond 2006; Cañadas et al. 2005; Hyrenbach et al. 2000). For example, high density of bottlenose dolphins (*Tursiops*
truncatus) was predicted consistently over 11 years of survey data in the area around the sea mount ‘Seco de los Olivos’ in Spanish waters despite between year fluctuations in abundance (Cañadas & Hammond 2006). This area was also predicted to be of importance especially to common dolphins, and a wide range of other cetacean species, and was thus proposed as a Special Area of Conservation (Cañadas et al. 2005).

In contrast, delphinid models were different depending on month and year (Table 6.1), although the two key predictors were SST and thermocline strength. In years which had poor SST signal (i.e. low SST), thermocline strength was a more important predictor of delphinids (Table 6.1). The low surface SST signal in 2005 was likely to be due to wind-induced mixing of the surface waters during the poor weather conditions of that year (Gillibrand pers. comm.). However, the low SST signal during May is due to the loss of summer surface heat during the winter months, which only return to their warmest temperatures again in October (Mann & Lazier 2006). Despite some variation between years, both SST and thermocline strength appear to show some consistency in modelling delphinid distributions over different temporal scales. This shows a variation in predicted distributions dependent on whether SST or thermocline strength is influencing distributions. It is perhaps not surprising that delphinids show so much variation between years, or that so little variance is explained by the model (only around 5%), since they are likely to move with prey distributions depending on oceanographic variations within that year or season. However, the area around Rosemary Bank is consistently predicted to show high usage by delphinids both between years and months, so may provide some indication of an area that requires protection from harmful anthropogenic activities.

### 6.3.2 Spatial scale

The effect of changing the extent on the species-environment relationships and the spatial robustness of the models was investigated for each species group. For both harbour porpoises (Chapter 4) and delphinids (Chapter 2), models were build on data from the whole survey area and compared with models built on data from a restricted geographic area (the southern Inner Hebrides for harbour porpoises and the Faroe-Shetland Channel for delphinids). For sperm whales (Chapter 3), models were compared based on data from two completely different extents: for the Faroe Shetland
Channel survey data and for the Ellet Line (Rockall Trough) survey data. Only for delphinids was there any consistency in species-environment relationships as *extent* was varied. In this case, SST and thermocline depth had the same relationships with delphinid distributions in the models for the constrained *extent* (Faroe-Shetland Channel surveys) as for the full *extent* (Table 6.1).

If any model is to be used to predict species’ distributions in areas where there is little or no data, the variables must be spatially robust (Araujo & Guisan 2006; Boyce et al. 2002; Fielding & Haworth 1995; Randin et al. 2006). Although caution must be exercised whenever any model is used for extrapolation or for predicting where there is little survey effort, areas predicted to have high usage allow for the direction of future field studies (Cañadas et al. 2005; Moses & Finn 1997). For example, predictions of medium to high density of bottlenose dolphins were predicted in an area off Malaga with little survey effort, highlighting the area for future fieldwork (Cañadas et al. 2005). For delphinids, the consistent higher detection rates of delphinids in areas of higher SST and deeper thermoclines may provide some indication of spatially important areas for the group.

For both sperm whales (Chapter 3) and harbour porpoises (Chapter 4), no variables were consistent in explaining the differences in detection rates over different *extents*. These studies are not unusual in showing differences in species-environment relationships between differing *extent* (Fielding & Haworth 1995; Jimenez 2005; Randin et al. 2006). For example, predictive models of Golden eagle (*Aquila chrysaetos*) nest sites off the west coast of Scotland, found that models based on data from the mainland did not predict nest sites in the North of Mull (Fielding & Haworth 1995). It was suggested that this may be due to differing availability of combinations of habitat variables that result in good nest site habitats. Highly mobile species, such as cetaceans are likely to be mainly influenced by their prey distributions, thus species-environment relations will change from area to area with changing habitats due to the changing availability of prey. This suggests exercising caution in using any of the sperm whale or harbour porpoise models for predicting species distribution outwith the surveyed *extent*.

The effect of *grain size* on the species-environment relationships and the variables selected was only investigated for sperm whales (Chapter 3). Increasing the *grain*
size from 9 km to 18 km resulted in the same relationships at both scales but with one fewer variables in the 18km model, which may be related to the reduction in sample size due to increasing the grain size rather than a change in preference. Grain sizes of between 80 to 640 nm (150-1200 km) were used to evaluate sperm whale distributions in relation to environmental features in the South Pacific. This analysis only found correlations with steep topography and secondary productivity at grain sizes greater than 320 nm (600 km) (Jaquet & Whitehead 1996). So for sperm whales it is likely that much larger grain sizes may yield different species-environment relationships. Analysis at these scales was not possible within the limited extent of this study.

Changes in grain size can influence the predicted species-environment relationships quite significantly (Bailey 2006; Fauchald et al. 2000; Guinet et al. 2001; Jaquet & Whitehead 1996; Mehlum et al. 1999; Rose & Leggett 1990). For example, the relationship between female Antarctic fur seals (Arctocephalus gazella) and chlorophyll was found to be negative at a small spatial scale (< 1x1º or around 110x110 km) but positive at a larger spatial scale (>2x2º or around 220x220 km) (Guinet et al. 2001). This suggests that any model based on a certain grain size should only be used to predict distributions within that grain size, since relationships may change at different scales.

6.3.3 Direct versus indirect predictors

Indirect predictors were used for all the predictive models in this thesis (Chapters 2-4), namely: topographical and oceanographic predictors. This was partly driven by the fact that data for more direct predictors such as prey distribution and abundance were not available. But also by the desire to use environmental features which were non-variant or easily measurable for making predictions in the future. For the dolphin and harbour porpoise predictive models, indirect predictors were only able to explain small amounts of the deviance (Table 6.1). After compensating for survey effects, the full models were only able to explain 5.3% of the dolphin occurrence, and 8.2% of the harbour porpoise distribution (Table 6.1). Although, the harbour porpoise model for 2003 was able to explain as much as 25.2% of the deviance (Table 6.1). Similarly, the sperm whale models were able to explain as much as 33.9% of the deviance (Chapter 3, Table 6.1).
In part, the low proportion of deviance explained by each of the models is due to the limitations of the survey data. For delphinids, the combination of “whistling odontocetes” into a single group is likely to blur together the habitat preferences of the individual species. This results in general habitat preferences that are only able to explain the overall preferences of delphinids and thus little explained deviance. A similar study of delphinids in the eastern tropical Pacific Ocean using a similar range of environmental variables was similarly only able to explain 12% of the variance (Ferguson et al. 2006).

For visual survey methods, such as that used for modelling harbour porpoise distributions, the proportion of deviance explained by environmental variables is strongly influenced by sea state (Chapter 4 & Table 6.1). In years of poor weather conditions, the ability to model distributions of harbour porpoises is diminished due to the difficulty in detecting porpoises during high sea states. Thus, in years of poor sea state (2005), environmental variables were only able to explain 2.7% of the deviance of harbour porpoise distribution, and in years of good sea state (2003), environmental models were able to explain as much as 25.2% of the deviance. Sea state thus limits the ability to model environmental preferences of elusive species such as porpoises (Forney 2000).

Generally, both indirect and direct predictors assume that cetaceans’ habitat preferences are related to foraging preferences. However, cetaceans are also likely to be detected while travelling between foraging locations, during which they may not be in their preferred habitat. Also, by combining season and years of data into a single model, any changes in habitat preferences linked to changes in prey distributions will be blurred. These reasons, and the previously stated difficulties of cetacean survey data explain, at least in part, why the models explain so little deviance.

However, the use of indirect predictors rather than direct predictors, or the use of distal rather than proximal predictors may also be one reason why it is difficult to model cetacean distributions and explain larger amounts of deviance. For example, in studies of large whale distributions off British Columbia, a species was considered to be not very closely linked to the oceanographic conditions if the model explained less than around 30% of the deviance (Gregr & Trites 2001). In this study, models explaining the distribution of fin whales (Balaenoptera physalus) and sei whales (B.
borealis) explained around 50% of the deviance, and were therefore considered to be quite closely associated to the indirect predictor variables they used in the models (depth, slope, SST and SSS). The highest explained variation can only occur if (i) all the variables that explain the species distribution are included (proximal or distal) and (ii) the variables are measured at the same temporal and spatial scale as the species distribution data. In a study of cetacean habitat use within the California Current System, simultaneous multidisciplinary mesoscale and fine-scale surveys of ocean and ecosystem structure were carried out (Tynan et al. 2005). Using this broad range of oceanographic and prey data, multiple logistic regression models of species’ distributions were able to explain 94.4% of the variation in distribution of humpback whales (Megaptera novaeangliae), and between 70-79% of harbour porpoise distributions. In my study, it is also probable that the environmental variables are not proximal or direct enough to reliably predict the species’ distributions, and that some variables may be missing from the model selection.

Alternatively, direct variables are often difficult to get hold of, especially at a similar temporal and spatial scale to the cetacean data. The herring (Clupea harengus) stock is monitored every year during a survey carried out in the shelf waters off the west coast of Scotland (Chapter 5) and by collaborating with FRS we were able to collect data on herring and delphinid distributions at the same time. A preliminary assessment of the correlation between dolphin and herring distributions was carried out in Chapter 5, to assess the ability of herring to be used as a direct predictor of dolphin distributions. Little correlation was found between the two species at the grain size analysed, suggesting that herring may not be an adequate direct predictor of dolphin distributions. However, the combination of “whistling odontocetes” into a single delphinid group blurring together individual species prey preferences, and the detection of animals during travel and foraging behaviours may hinder the ability to detect a correlation with prey distributions. Also, there is evidence to suggest that predators only correlate with prey at large grain sizes (Fauchald et al. 2000; Guinet et al. 2001; Mehlum et al. 1999; Rose & Leggett 1990; Schneider & Piatt 1986). So while, in theory, prey distributions should be a good direct predictors of cetacean distributions, the reality is more complex.
6.4 Survey effects on predictive models

6.4.1 Autocorrelation

Autocorrelation was evaluated by several different methods in different chapters: cross-validation (Chapter 3 & 4), direct removal of the autocorrelation (Chapter 2), the Wald-Wolfowitz test (Chapter 2 & 3), and with the use variograms (Chapter 5) or temporal autocorrelation functions (Chapter 5).

Autocorrelation in the data resulted from: (i) detecting the same animal over a large distance and hence over several segments (Chapter 2, 3 & 5), and/or (ii) aggregation of a species either due to underlying autocorrelated environmental features or due to some behavioural response (Chapter 3 & 5). Autocorrelation caused by detecting the same animal or group of animals over a large distance is measurable and was removed from the data by choosing a suitable sampling unit (Chapter 2 & 3). The effect of this autocorrelation was examined for delphinids, and illustrated clearly the overfitting of the model when autocorrelation was not removed: an additional variable was included in the model, and the environmental relationships changed slightly (Chapter 2). This is due to the inflated degrees of freedom resulting from autocorrelation resulting in variables being retained in the model when they are not actually significant (Aarts 2006; Borchers et al. 1997; Lennon 2000).

Including autocorrelation due to detecting the same animals over a large distance is likely to complicate the species-environmental relationship due to the difference in sound propagation under different oceanographic conditions: in deep stratified water such as that in the Rockall Trough, sounds travel much further than in mixed shelf and shelf-edge waters (Urick 1983). This results in different detection rates in different habitats, and cetaceans being heard over a larger number of segments in some habitats more than others, resulting in unequal distribution of autocorrelation over the whole survey extent. We can have more confidence in the statistical validity of models and resulting species-environment relationships after removal of this autocorrelation.

With the sperm whale models, even after the ‘acoustic autocorrelation’ was removed, the sperm whales were still significantly autocorrelated (Chapter 3). This suggested that there is still an environmental or behavioural variable missing from the model that explains this remaining autocorrelation. This flags up the need to include other
environmental variables able to explain the autocorrelation or to explore modelling approaches such as Generalised Estimating Equations (GEEs) which are just recently being used to model autocorrelation directly within the modelling process in marine mammal biology (Bailey 2006; Hardin & Hilbe 2003; Scott-Hayward 2006). Despite this un-modelled autocorrelation, cross-correlation techniques (basing the model on 75% of the data and testing it on the remaining 25% of the data), suggested that the models were not overfitted.

### 6.4.2 Survey methodology

Detection rates for visual and passive acoustic survey methodologies for detecting cetaceans were different, with different variables affecting detection probabilities for each modality (Chapter 4). Visual detection is influenced by the surfacing pattern of the species (Okamura et al. 2006), group size (Barlow et al. 2001), weather conditions (Barlow et al. 2001; Palka 1996), behaviour (Palka & Hammond 2001), platform height (Barlow et al. 2001), and observer experience (Barlow et al. 2001). Acoustic detection is likely to be influenced by vocalisation rates, frequency of vocalisations, sound propagation in different habitats, natural ambient noise, vessel noise, and behaviour.

This was the first study to examine the difference both in detection rates and predictive models based on visual and passive acoustic survey data for harbour porpoises. Noise levels had a significant impact on the acoustic detection rates of harbour porpoises, with fewer detections at higher noise levels. This is similar to that found for the acoustic detection of other cetacean species (Gordon et al. 2000; Hastie et al. 2005). It was also shown that noise levels varied with a number of environmental features including: depth, sediment type, tidal state, boat speed and tidal current speed. Similarly, for visual survey data sea state had a significant impact on visual detection rates, reducing detection rates above sea state 1, and severely reduced in sea states >2. Sea state is also affected by the underlying environmental features: for example, sea state is higher in areas of high tidal current, and the area to the west of Islay characterised by the highest tidal currents is nearly always beset with high swell making visual surveys nearly impossible for harbour porpoises.
Despite compensating for survey effects, different environmental variables were selected to explain visual and acoustic detection rates. The visual model included maximum tidal current and position in the spring-neaps tidal cycle as the two main predictors, whereas the acoustic model included percentage of mud in the sediment and spring tidal range as the most important predictors (Table 2.1). Maximum tidal current was significantly negatively correlated to the percentage of mud in the sediment ($r = -0.541$) and spring tidal range ($r = -0.325$), and the predicted distribution maps were very similar. So despite the differences in the environmental predictors included in the models, somewhat similar predicted distribution surfaces were produced and the same high use areas highlighted.

The results of the modelling were able to highlight some of the uncertainties still remaining in the factors affecting detection rates both in visual and passive acoustic methodologies. Some of these warrant further investigation. Passive acoustic techniques have been shown in this study to be valuable in several ways: they are very effective for determining distribution of sperm whales with their long dive times; increasing the detection rates of harbour porpoises in this study and in the study carried out by Gillespie et al. (2005) by around 8 times that of visual methods if surveys are carried out in any sea states; and useful for determining delphinid distributions. They can be particularly useful on platforms off opportunity where space is limited making it impossible to accommodate teams of visual observers.

### 6.5 Future applications

The work detailed above has provided a suite of predictive models for the distribution of harbour porpoises, delphinids and sperm whales to be used as a baseline for future conservation work. It is hoped that these models will provide a framework from which to inform developers (such as oil and gas seismic operations and windfarm development), and the military of the critical habitats for the three species/groups of species. The data also provide a baseline for identifying potential future Marine Protected Areas.

The harbour porpoise model was shown to be robust over time (as evaluated over 3 years) so some confidence can be placed in using the model to predict cetacean distribution into the future. The areas predicted to be important high-use areas to
harbour porpoises appear to be consistent over time. Such a result is not only useful for predicting areas where anthropogenic activities may worst affect harbour porpoise populations, but also provides information on which marine reserves for harbour porpoises may be based. As yet, there are no Special Areas of Conservation (SACs) for harbour porpoises in UK waters, even though this is a requirement of the EU Habitats Directive. However, the identification of high use areas with boundaries determined by oceanographic processes that are consistent over time (such as tidal currents) provides a good basis on which to inform the selection of SACs (Cañadas et al. 2005; Hooker & Gerber 2004). Habitat models were used as a basis on which to identify potential Special Areas of Conservation for cetaceans in Spanish waters (Cañadas et al. 2005). The west coast of Scotland has the second highest densities of harbour porpoises in Europe after Denmark (SCANS-II 2006), so would provide the optimum location for harbour porpoise SAC in UK waters.

One of the main threats to harbour porpoises in coastal waters off the west coast of Scotland is Acoustic Deterrent Devices (ADDs). Acoustic deterrent devices (ADDs) are used extensively on salmon farms throughout the west coast of Scotland to deter seals. The sounds they produce have been shown to deter harbour porpoises from their habitat (Johnston 2002; Olesiuk et al. 2002). For example, harbour porpoise abundance decreased significantly at ranges over 3.5 km from an active ADD in Retreat Passage, British Columbia (Olesiuk et al. 2002). To be able to monitor the effects of ADDs on cetacean distributions, long term studies of their habitat preferences are required (Morton & Symonds 2002). For example, a 15 year study of killer whale (*Orcinus orca*) distributions in British Columbia, showed significant displacement of the species from an area during the time in which ADDs were installed on salmon farms, but a return to the area after the ADDs were removed (Morton & Symonds 2002). Use of ADDs off the west coast of Scotland may therefore displace harbour porpoises from their preferred habitat. These models are able to predict high density areas in which harbour porpoises are most likely to be affected for future mitigation of ADD effects (Figure 6.2).
Chapter 6  General discussion

Figure 6.2 – Potential closed area for the management of Acoustic Deterrent Devices (ADDs) and their potential impact on harbour porpoises.

Generally the whole of the deep waters off the west coast of Scotland are important to both delphinids and sperm whales. Since the models of delphinid distributions are not temporally robust, nor the models of sperm whale distributions spatially robust, little can be predicted in terms of core high use areas. However, one area emerges as having consistently high usage for both species over space and time: the area just south of the Wyville-Thompson Ridge, stretching between the Hebridean shelf edge and Rosemary Bank (Figure 6.3). This would suggest that this area should be avoided during any military exercises when testing sonar, or when carrying out seismic surveys. These areas have in the past been used for such activities: the area around Rosemary Bank may have been used as a testing area for the new Low Frequency sonar (MacLeod et al. 2007), and mid-frequency sonar was heard in the Faroe-Shetland Channel during the October 2004 survey.

The whole west coast of Scotland is available for oil exploration (MacLeod 2001). MacLeod (2001) found that the Faroe-Shetland Channel had the highest diversity and abundance of a wide range of cetaceans in offshore waters, and recommended that the
core area should be closed to seismic activities during the time at which fin and sei whales were present in significant numbers between July-September (Figure 6.3). Harwood & Wilson (2001) recommended that any seismic surveys should be avoided completely in high use areas. This study suggests that the closed area recommended by Macleod (2001) should also include the area to the north and east of Rosemary Bank, to mitigate the harmful effects of anthropogenic activities such as seismic surveys (Figure 6.3).

![Figure 6.3 – Potential closed areas for management of seismic and military activities and its potential impact on fin whales (Macleod 2001), sperm whales and delphinids.](image)

6.5.1 Recommendations

Conclusions and recommendations based on the model of harbour porpoise distribution:

- Limit the use of Acoustic Deterrent Devices (ADDs) and other anthropogenic activities likely to affect harbour porpoises within the predicted high use areas shown in Figure 6.2.

- Harbour porpoises were shown to be distributed throughout the whole of the Inner Hebrides (the models only explained 8.2% of the deviance), so any anthropogenic activities within their distribution may have the potential to disturb or harm harbour porpoises.
• The model is only able to predict high-use areas within the Argyll Islands and Small Isles, further survey effort would be required to determine the high use areas within the Minch and northern Hebrides.

• Models were only based on data from the summer months (May-September) so only valid in predicting high-use summer habitats. Further year-round survey effort would be required to investigate whether the same habitats are used year-round.

• Models are based at a 2 km scale, different habitat preferences may be obtained at a larger or smaller scale, as shown in other studies of harbour porpoises (Bailey 2006).

Conclusions and recommendations based on the models of delphinid and sperm whale distribution:

• Avoid carrying out seismic activities or testing military sonar within the two high use areas shown in Figure 6.3.

• Since both delphinids and sperm whales are distributed throughout the deep waters off the west coast of Scotland, extra precautions should be taken to ensure any anthropogenic activities do not harm cetaceans outwith the ‘closed areas’ (e.g. using acoustics to listen for the presence of delphinids or sperm whales & not operating sonar or seisms in their presence).

• The delphinid models showed a clear difference between distributions and habitat preferences between May and October, suggesting that season is important in explaining cetacean distributions off the west coast of Scotland. Therefore these models should not be used to infer distributions at other times of year, and further effort should be directed towards determining distributions and habitat preferences for the rest of the year.

• Some areas (especially the Rockall Trough) were surveyed very infrequently, with some areas only visited once in the whole data set, whereas the Faroe-Shetland Channel had more even and regular survey effort. Thus less confidence should be placed in the model predictions for the Rockall Trough than for the Faroe-Shetland Channel. Further survey effort is recommended in the Rockall Trough to increase the confidence in the predictions.
Since the delphinid models showed a change in habitat preferences between years, further data is required to determine the environmental predictors explaining between-year changes in distribution and habitat preference and to determine if there is any pattern (e.g. whether SST is the main predictor in ‘good’ weather years and thermocline depth the main predictor in ‘bad’ weather years as hypothesised). Another 3-4 years data which covers both ‘good’ and ‘bad’ weather years may be adequate to produce models able to predict between-year changes in distribution. There is data available from the same Faroe-Shetland Channel surveys going back to 2001; however FOAM data was not available pre July 2003. Should this data be made available, another 3 years of data would be available for analysis with no extra survey effort required.

Models are based at a 9 km or 18 km (sperm whales) scale, different habitat preferences may be obtained at a larger or smaller scale (e.g. Jaquet 1996). The models are also only valid for the environmental data sources used: data at a finer or coarser scale may result in different predictions.

And some overall conclusions and recommendations:

All three (harbour porpoise, delphinid and sperm whale) models illustrate the difficulties of extrapolating beyond the survey area. Species may distribute themselves differently in different habitats, so changing the overall model predictions. Thus, all of the models in this thesis are only valid for the areas and times surveyed. Should the models be used to predict outwith the surveyed areas, effort should be directed to test the model predictions and to improve the models.
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Appendix

Additional results for all chapters

### A.1 Chapter 2 – delphinid model tables & figures

Table A1.1 – GAM forward step-wise model selection results for models of delphinid occurrence off the west of Scotland based on Faroe-Shetland Channel surveys carried out between September 2003 and October 2005 based on 9 km segment size. Smooths are shown in order of importance, with the estimated number of degrees of freedom for each smooth given in the parentheses. %dev is the percentage deviance explained by adding the term to the model, \( UBRE_{\text{diff}} \) is the reduction in UBRE score caused by the addition of the variable to the model, and \( AIC_{\text{eq}} \) is the equivalent reduction in AIC (calculated by multiplying by the sample size \( n \)). \( n \) is 918. ThDpt = thermocline depth, SBS = halocline strength.

<table>
<thead>
<tr>
<th>Parameter order</th>
<th>Faroe-Shetland Channel</th>
<th>Faroe-Shetland Channel</th>
<th>%dev</th>
<th>UBRE_{diff}</th>
<th>AIC_{eq}</th>
<th>%dev</th>
<th>UBRE_{diff}</th>
<th>AIC_{eq}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ungrouped</td>
<td>grouped</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>s(Depth,2.3)</td>
<td>s(SST,2.9)</td>
<td>10.6</td>
<td>0.11603</td>
<td></td>
<td>3.6</td>
<td>-0.37884</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>s(SST,3.2)</td>
<td>s(ThDpt,1)</td>
<td>+4.7</td>
<td>-0.0453</td>
<td>-42</td>
<td>+1.6</td>
<td>-0.0073</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>s(ThDpt,1)</td>
<td>s(SBS,2.7)</td>
<td>+2.1</td>
<td>-0.0222</td>
<td>-20</td>
<td>+2.0</td>
<td>-0.0053</td>
<td>5</td>
</tr>
<tr>
<td>total %dev</td>
<td></td>
<td></td>
<td>17.4</td>
<td></td>
<td></td>
<td>7.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure A1.1 – FOAM modelled thermocline depth for 14 October 2004. Dark grey indicates shallow thermoclines and white indicates deep thermoclines.
Table A1.2 – Spearman-rank correlation test results for all variables for the dolphin oceanographic data off the west coast of Scotland from 2003-2005. Correlations are shown where p < 0.001, in red where the correlations are positive, and blue where the correlations are negative, NC where there is no significant correlation.

<table>
<thead>
<tr>
<th>Lon</th>
<th>Lat</th>
<th>Bt</th>
<th>wN</th>
<th>sN</th>
<th>rN</th>
<th>Spd</th>
<th>WSp</th>
<th>Tm</th>
<th>Mth</th>
<th>Yr</th>
<th>STw</th>
<th>STm</th>
<th>Clw</th>
<th>Clm</th>
<th>Dpt</th>
<th>BCS</th>
<th>SCS</th>
<th>Mix</th>
<th>SBD</th>
<th>SSD</th>
<th>Hal</th>
<th>SBS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.506</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.492</td>
<td>0.556</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.174</td>
<td>0.173</td>
<td>0.216</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.174</td>
<td>0.173</td>
<td>0.216</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.175</td>
<td>NC</td>
<td>0.025</td>
<td>0.182</td>
<td>0.252</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.092</td>
<td>0.224</td>
<td>0.373</td>
<td>0.463</td>
<td>0.446</td>
<td>0.114</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.144</td>
<td>0.101</td>
<td>0.249</td>
<td>0.472</td>
<td>NC</td>
<td>NC</td>
<td>0.362</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.140</td>
<td>NC</td>
<td>0.206</td>
<td>NC</td>
<td>NC</td>
<td>0.104</td>
<td>NC</td>
<td>NC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.104</td>
<td>NC</td>
<td>0.224</td>
<td>NC</td>
<td>NC</td>
<td>0.242</td>
<td>0.112</td>
<td>NC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.304</td>
<td>0.189</td>
<td>0.595</td>
<td>0.351</td>
<td>NC</td>
<td>NC</td>
<td>0.346</td>
<td>NC</td>
<td>0.230</td>
<td>0.526</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.382</td>
<td>0.491</td>
<td>0.557</td>
<td>0.139</td>
<td>NC</td>
<td>NC</td>
<td>0.287</td>
<td>NC</td>
<td>0.709</td>
<td>0.671</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.300</td>
<td>0.442</td>
<td>0.542</td>
<td>NC</td>
<td>0.155</td>
<td>NC</td>
<td>0.330</td>
<td>0.137</td>
<td>NC</td>
<td>0.768</td>
<td>0.574</td>
<td>0.875</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.261</td>
<td>0.398</td>
<td>0.441</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>0.117</td>
<td>0.176</td>
<td>0.362</td>
<td>0.279</td>
<td>0.101</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.212</td>
<td>0.323</td>
<td>0.460</td>
<td>0.276</td>
<td>NC</td>
<td>0.138</td>
<td>0.129</td>
<td>NC</td>
<td>0.206</td>
<td>NC</td>
<td>0.641</td>
<td>0.279</td>
<td>0.200</td>
<td>0.658</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.262</td>
<td>NC</td>
<td>0.277</td>
<td>0.469</td>
<td>0.368</td>
<td>NC</td>
<td>0.262</td>
<td>0.126</td>
<td>0.237</td>
<td>0.174</td>
<td>0.269</td>
<td>0.218</td>
<td>0.200</td>
<td>NC</td>
<td>0.126</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.296</td>
<td>NC</td>
<td>0.338</td>
<td>0.128</td>
<td>0.210</td>
<td>0.196</td>
<td>0.148</td>
<td>0.287</td>
<td>0.137</td>
<td>NC</td>
<td>0.224</td>
<td>0.098</td>
<td>NC</td>
<td>0.293</td>
<td>0.151</td>
<td>NC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.127</td>
<td>NC</td>
<td>0.161</td>
<td>0.377</td>
<td>0.296</td>
<td>0.118</td>
<td>0.265</td>
<td>0.335</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>0.235</td>
<td>0.111</td>
<td>0.391</td>
<td>0.613</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.148</td>
<td>0.468</td>
<td>0.153</td>
<td>NC</td>
<td>NC</td>
<td>0.180</td>
<td>NC</td>
<td>0.201</td>
<td>0.362</td>
<td>0.269</td>
<td>NC</td>
<td>NC</td>
<td>0.400</td>
<td>0.470</td>
<td>NC</td>
<td>0.149</td>
<td>NC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.188</td>
<td>NC</td>
<td>0.480</td>
<td>0.384</td>
<td>0.247</td>
<td>NC</td>
<td>0.323</td>
<td>NC</td>
<td>0.170</td>
<td>0.459</td>
<td>0.368</td>
<td>0.479</td>
<td>0.454</td>
<td>0.128</td>
<td>0.296</td>
<td>0.701</td>
<td>0.141</td>
<td>0.141</td>
<td>0.243</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.209</td>
<td>0.381</td>
<td>0.547</td>
<td>0.141</td>
<td>NC</td>
<td>0.096</td>
<td>0.323</td>
<td>NC</td>
<td>NC</td>
<td>0.742</td>
<td>0.734</td>
<td>0.879</td>
<td>0.826</td>
<td>0.241</td>
<td>0.320</td>
<td>0.155</td>
<td>NC</td>
<td>0.112</td>
<td>0.097</td>
<td>0.498</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.194</td>
<td>NC</td>
<td>NC</td>
<td>0.463</td>
<td>0.328</td>
<td>NC</td>
<td>0.270</td>
<td>0.297</td>
<td>0.108</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>0.110</td>
<td>NC</td>
<td>0.725</td>
<td>0.217</td>
<td>0.474</td>
<td>NC</td>
<td>0.474</td>
<td>NC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.144</td>
<td>0.173</td>
<td>NC</td>
<td>0.150</td>
<td>0.102</td>
<td>0.235</td>
<td>NC</td>
<td>0.095</td>
<td>0.091</td>
<td>0.114</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>0.212</td>
<td>0.188</td>
<td>0.526</td>
<td>0.148</td>
<td>0.178</td>
<td>0.180</td>
<td>0.352</td>
<td>0.191</td>
<td>0.402</td>
<td></td>
</tr>
<tr>
<td>0.171</td>
<td>0.444</td>
<td>0.211</td>
<td>0.138</td>
<td>0.111</td>
<td>NC</td>
<td>NC</td>
<td>0.234</td>
<td>0.145</td>
<td>0.196</td>
<td>0.193</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>0.444</td>
<td>0.235</td>
<td>0.177</td>
<td>0.222</td>
<td>NC</td>
</tr>
<tr>
<td>0.174</td>
<td>0.105</td>
<td>0.397</td>
<td>0.381</td>
<td>0.238</td>
<td>0.106</td>
<td>0.271</td>
<td>NC</td>
<td>0.191</td>
<td>0.392</td>
<td>0.493</td>
<td>0.355</td>
<td>0.344</td>
<td>NC</td>
<td>0.229</td>
<td>0.750</td>
<td>0.160</td>
<td>0.169</td>
<td>0.199</td>
<td>0.976</td>
<td>0.355</td>
<td>0.533</td>
<td>0.513</td>
</tr>
<tr>
<td>0.248</td>
<td>0.495</td>
<td>0.549</td>
<td>0.182</td>
<td>0.103</td>
<td>0.109</td>
<td>0.334</td>
<td>NC</td>
<td>NC</td>
<td>0.650</td>
<td>0.715</td>
<td>0.879</td>
<td>0.799</td>
<td>0.288</td>
<td>0.366</td>
<td>0.158</td>
<td>NC</td>
<td>NC</td>
<td>0.100</td>
<td>0.449</td>
<td>0.970</td>
<td>NC</td>
<td>0.174</td>
</tr>
<tr>
<td>0.470</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.254</td>
<td>0.342</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.174</td>
<td>0.316</td>
<td>0.298</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Abbreviation definitions:**
- Bt = vessel type (1=Scotia, 2=Poseidon, 3=Darwin);
- wN = water noise; sN = self boat noise; rN = remote vessel noise; Spd = boat speed; WSp = wind speed; Tm = time of day; Mth = month; STw = weekly SST (satellite); STm = monthly SST (satellite); Clw = weekly chlorophyll; Clm = monthly chlorophyll; Dpt = depth (measured from sea level); BCS = bottom current speed; SCS = surface current speed; Mix = mixed layer depth; SBD = mixed layer strength; SSD = surface density; Hal = halocline depth; SBS = halocline strength; SST = surface salinity; Thm = thermocline depth; SBT = thermocline strength; and SST = FOAM modelled SST.
Table A1.3 – Summary statistics for the environmental variables for the oceanographic survey years grouped by all surveys, and Faroe-Shetland Channel (FSC) surveys off the west coast of Scotland. Results of a Mann-Whitney test to test between the two data sets environmental variable distributions are shown if significant, where * p<0.05; **p<0.01; and ***p<0.001.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>All data</th>
<th>FSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Survey effort with environmental data available</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distance surveyed (km)</td>
<td>11,178</td>
<td>8,262</td>
</tr>
<tr>
<td>Number of stations/segments</td>
<td>1242</td>
<td>918</td>
</tr>
<tr>
<td>Segments with dolphin whistles or clicks</td>
<td>138 (11.1%)</td>
<td>88 (9.6%)</td>
</tr>
<tr>
<td>Survey variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vessel speed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (knots)</td>
<td>3.3-13.7</td>
<td>3.3-13.7***</td>
</tr>
<tr>
<td>mean (standard deviation)</td>
<td>9.7 (1.8)</td>
<td>9.9 (1.9)</td>
</tr>
<tr>
<td>Water Noise</td>
<td></td>
<td></td>
</tr>
<tr>
<td>range</td>
<td>0-5</td>
<td>0-5</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>2 (1-2.5)</td>
<td>2 (1-2.5)</td>
</tr>
<tr>
<td>SurveyVesselNoise</td>
<td></td>
<td></td>
</tr>
<tr>
<td>range</td>
<td>0-4</td>
<td>0-4</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>2.5 (2-3)</td>
<td>2.5 (2-3)</td>
</tr>
<tr>
<td>Topographical variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depth</td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (m)</td>
<td>15-2374</td>
<td>15-1641***</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>292 (121-940)</td>
<td>202 (116-626)</td>
</tr>
<tr>
<td>Satellite data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SST</td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (°C)</td>
<td>5.7-15.3</td>
<td>6.0-13.8***</td>
</tr>
<tr>
<td>mean (standard deviation)</td>
<td>11.3 (1.8)</td>
<td>10.7 (1.4)</td>
</tr>
<tr>
<td>Chl</td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (mg/m³)</td>
<td>0.03-22.1</td>
<td>0.03-22.1</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>0.48 (0.25-1.02)</td>
<td>0.53 (0.29-0.99)</td>
</tr>
<tr>
<td>FOAM variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HaloDepth</td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (m)</td>
<td>30-1335</td>
<td>30-815</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>100 (50-200)</td>
<td>100 (50-200)</td>
</tr>
<tr>
<td>SBS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (psu)</td>
<td>-0.44-0.20</td>
<td>-0.38-0.15</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>0.0 (-0.10-0.03)</td>
<td>0.0 (-0.06-0.02)</td>
</tr>
<tr>
<td>SSS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (psu)</td>
<td>35.0-35.4</td>
<td>35.0-35.4</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>35.26 (35.2-35.3)</td>
<td>35.26 (35.2-35.3)</td>
</tr>
<tr>
<td>ThermDepth</td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (m)</td>
<td>20-774</td>
<td>30-774</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>95 (56-133)</td>
<td>85 (67-132)</td>
</tr>
<tr>
<td>SBT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>range</td>
<td>-12.6-0.11</td>
<td>-12.5-0.11***</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>-1.7 (-4.2--0.3)</td>
<td>-1.1 (-2.8--0.1)</td>
</tr>
<tr>
<td>SurfCurSpd</td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (m/s)</td>
<td>0.00-0.58</td>
<td>0.01-0.58</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>0.12 (0.07-0.20)</td>
<td>0.12 (0.07-0.20)</td>
</tr>
<tr>
<td>BotCurSpd</td>
<td></td>
<td></td>
</tr>
<tr>
<td>range (m/s)</td>
<td>0.00-0.46</td>
<td>0-0.46***</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>0.07 (0.03-0.12)</td>
<td>0.08 (0.04-0.14)</td>
</tr>
</tbody>
</table>
Table A1.4 – Summary statistics for the environmental variables for the Faroe-Shetland Channel oceanographic surveys grouped by month. Results of a Mann-Whitney test to test between the two data sets environmental variable distributions are shown if significant, where * p<0.05; **p<0.01; and ***p<0.001.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>May Scotia data</th>
<th>October Scotia data</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Survey effort with environmental data available</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distance surveyed (km)</td>
<td>4,158</td>
<td>4,104</td>
</tr>
<tr>
<td>Number of stations/segments</td>
<td>462</td>
<td>456</td>
</tr>
<tr>
<td>Segments with dolphin whistles or clicks</td>
<td>40 (8.7%)</td>
<td>48 (10.5%)</td>
</tr>
<tr>
<td><strong>Survey variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vessel speed range (knots)</td>
<td>3.3-13.7</td>
<td>3.4-12.8***</td>
</tr>
<tr>
<td>mean (standard deviation)</td>
<td>10.1 (2.2)</td>
<td>9.8 (1.5)</td>
</tr>
<tr>
<td><strong>WaterNoise</strong> range</td>
<td>0-5</td>
<td>0-4***</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>1.5 (1-2)</td>
<td>2 (1.5-2.5)</td>
</tr>
<tr>
<td>Survey Vessel Noise range</td>
<td>0-4</td>
<td>0-4</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>2.5 (2-3)</td>
<td>2.5 (2-3)</td>
</tr>
<tr>
<td><strong>Topographical variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depth range (m)</td>
<td>15-1641</td>
<td>21-1432***</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>254 (124-631)</td>
<td>182 (106-607)</td>
</tr>
<tr>
<td><strong>Satellite data</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SST range (°C)</td>
<td>6.0-11.2</td>
<td>8.9-13.8***</td>
</tr>
<tr>
<td>mean (standard deviation)</td>
<td>9.7 (0.86)</td>
<td>11.8 (1.06)</td>
</tr>
<tr>
<td>Chl range (mg/m³)</td>
<td>0.16-9.7</td>
<td>0.03-22.1***</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>0.63 (0.39-1.02)</td>
<td>0.36 (0.20-0.93)</td>
</tr>
<tr>
<td><strong>FOAM variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HaloDepth range (m)</td>
<td>30-815</td>
<td>30-700***</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>133 (50-240)</td>
<td>95 (50-200)</td>
</tr>
<tr>
<td>SBS range (ppt)</td>
<td>-0.31-0.15</td>
<td>-0.38-0.15***</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>0.00 (-0.08-0.02)</td>
<td>0.00 (-0.003-0.04)</td>
</tr>
<tr>
<td>SSS range (ppt)</td>
<td>35.0-35.4</td>
<td>35.0-35.4***</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>35.30 (35.2-35.3)</td>
<td>35.20 (35.2-35.3)</td>
</tr>
<tr>
<td>ThermDepth range (m)</td>
<td>30-774</td>
<td>40-346***</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>105 (76-165)</td>
<td>79 (61-113)</td>
</tr>
<tr>
<td>SBT range</td>
<td>-8.25-0.00</td>
<td>-12.5-0.11</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>-1.1 (-2.2--0.5)</td>
<td>-1.1 (-4.3-0.0)</td>
</tr>
<tr>
<td>SurfCurSpd range (m/s)</td>
<td>0.01-0.50</td>
<td>0.01-0.58***</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>0.10 (0.06-0.17)</td>
<td>0.14 (0.08-0.22)</td>
</tr>
<tr>
<td>BotCurSpd range (m/s)</td>
<td>0.00-0.37</td>
<td>0.00-0.46</td>
</tr>
<tr>
<td>median (IQR)</td>
<td>0.08 (0.04-0.13)</td>
<td>0.09 (0.05-0.16)</td>
</tr>
</tbody>
</table>
A.2 Chapter 3 – sperm whale model tables

Table A2.1 – GAM forward step-wise model selection results for models of sperm whale occurrence off the west of Scotland based on surveys carried out between July 2003 and October 2005 based on segment sizes 9 km or 18 km. Smooths are shown in order of importance, with the estimated number of degrees of freedom for each smooth given in the parentheses. \( \% \text{dev} \) is the percentage deviance explained by adding the term to the model, UBRE_{diff} is the reduction in UBRE score caused by the addition of the variable to the model, and AIC_{eq} is the equivalent reduction in AIC (calculated by multiplying by the sample size \( n \)). \( n \) is 930 for the 9 km model (based on a 75% training data set), and 615 for the 18 km model. SBT = thermocline strength, SBS = halocline strength.

<table>
<thead>
<tr>
<th>Parameter order</th>
<th>9 km Full data set</th>
<th>18 km Full data set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%dev</td>
<td>UBRE_{diff}</td>
</tr>
<tr>
<td>1</td>
<td>( s(\text{Speed},3.4) )</td>
<td>3.0</td>
</tr>
<tr>
<td>2</td>
<td>( s(\text{Depth},2.9) )</td>
<td>+22.0</td>
</tr>
<tr>
<td>3</td>
<td>( s(\text{SBT},3.4) )</td>
<td>+3.9</td>
</tr>
<tr>
<td>4</td>
<td>( s(\text{SBS},1) )</td>
<td>+1.9</td>
</tr>
<tr>
<td>total %dev</td>
<td>30.8</td>
<td></td>
</tr>
</tbody>
</table>

Table A2.2 – GAM forward step-wise model selection results for models of sperm whale occurrence off the west of Scotland based on either Faroe-Shetland Channel surveys, or on Ellet Line surveys 9 km segments collected between July 2003 and October 2005. Smooths are shown in order of importance, with the estimated number of degrees of freedom for each smooth given in the parentheses. \( \% \text{dev} \) is the percentage deviance explained by adding the term to the model, UBRE_{diff} is the reduction in UBRE score caused by the addition of the variable to the model, and AIC_{eq} is the equivalent reduction in AIC (calculated by multiplying by the sample size \( n \)). \( n \) is 918 for the Faroe-Shetland Channel model, and 321 for the Ellet Line model. HaloD = halocline depth, SBS = halocline strength, SBT = thermocline strength, SSS = Sea Surface Salinity.

<table>
<thead>
<tr>
<th>Parameter order</th>
<th>9 km Faroe-Shetland Channel data</th>
<th>9 km Ellet Line data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%dev</td>
<td>UBRE_{diff}</td>
</tr>
<tr>
<td>1</td>
<td>( s(\text{Speed},2.7) )</td>
<td>2.7</td>
</tr>
<tr>
<td>2</td>
<td>( s(\text{Depth},3.6) )</td>
<td>+22.6</td>
</tr>
<tr>
<td>3</td>
<td>( s(\text{HaloD},2.2) )</td>
<td>+2.5</td>
</tr>
<tr>
<td>4</td>
<td>( s(\text{SBS},1) )</td>
<td>+3.0</td>
</tr>
<tr>
<td>5</td>
<td>( s(\text{SBT},2.7) )</td>
<td>+3.6</td>
</tr>
<tr>
<td>6</td>
<td>( s(\text{SSS},2.5) )</td>
<td>+2.2</td>
</tr>
<tr>
<td>total %dev</td>
<td>36.6</td>
<td></td>
</tr>
</tbody>
</table>
A.3 Chapter 4 – harbour porpoise model tables

Table A3.1 - Results of forward model selection for the GAM of DC acoustic noise levels per 2km segment for the full area surveyed in 2004-2005 for those segments with topographical, tidal and sediment variables available. Smooths are shown in order of importance, with the estimated number of degrees of freedom for each smooth given in the parentheses. %dev is the percentage deviance explained by adding the term to the model, GCV$\text{diff}$ is the reduction in GDV score caused by the addition of the variable to the model. Sample size n is 1554 for 2004-2005.

<table>
<thead>
<tr>
<th>Parameter order</th>
<th>2004-2005 (full area)</th>
<th>%dev</th>
<th>GCV$\text{diff}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>s(Depth,3.6)</td>
<td>15.8</td>
<td>1366.7</td>
</tr>
<tr>
<td>2</td>
<td>s(%Gravel,2.0)</td>
<td>+5.1</td>
<td>-80.7</td>
</tr>
<tr>
<td>3</td>
<td>factor(EngineOn)</td>
<td>+3.6</td>
<td>-53.7</td>
</tr>
<tr>
<td>4</td>
<td>s(TimeFrLW,3.4)</td>
<td>+2.4</td>
<td>-36.1</td>
</tr>
<tr>
<td>5</td>
<td>s(Speed,1.9)</td>
<td>+2.0</td>
<td>-28.4</td>
</tr>
<tr>
<td>6</td>
<td>s(MaxTideCur,1.2)</td>
<td>+1.1</td>
<td>-16.7</td>
</tr>
<tr>
<td>total %dev</td>
<td></td>
<td>30.0</td>
<td></td>
</tr>
</tbody>
</table>
Table A3.2 – Spearman’s rank correlation of all the environmental variables for the 2004 dataset, where the figure shown is the correlation coefficient for all significant correlations (p>0.05), NC indicates that there is no significant correlation; bold figures indicate moderate correlation, and bold red figures indicate strong correlation.

<table>
<thead>
<tr>
<th></th>
<th>Lat</th>
<th>Lon</th>
<th>Spd</th>
<th>SeaS</th>
<th>Time</th>
<th>CSW</th>
<th>FrLW</th>
<th>Dpth</th>
<th>Slew</th>
<th>Sand</th>
<th>Mud</th>
<th>Grav</th>
<th>Mixed</th>
<th>SBD</th>
<th>SSD</th>
<th>Halo</th>
<th>SBS</th>
<th>SSS</th>
<th>Ther</th>
<th>SBT</th>
<th>SST</th>
<th>SCD</th>
<th>MCD</th>
<th>BCD</th>
<th>SCH</th>
<th>MCH</th>
<th>BCH</th>
<th>Max</th>
<th>STR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Longitude</td>
<td>-0.363</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Speed</td>
<td>-0.141</td>
<td>0.127</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SeaState</td>
<td>-0.091</td>
<td>NC</td>
<td>-0.144</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time/Sunrise</td>
<td>-0.092</td>
<td>NC</td>
<td>NC</td>
<td>-0.359</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ClosestoSW</td>
<td>-0.370</td>
<td>-0.177</td>
<td>-0.177</td>
<td>0.093</td>
<td>0.109</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time/FltW</td>
<td>-0.247</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>-0.128</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dpth</td>
<td>NC</td>
<td>0.188</td>
<td>NC</td>
<td>0.175</td>
<td>NC</td>
<td>NC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Slope</td>
<td>0.097</td>
<td>0.198</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>%Sand</td>
<td>-0.237</td>
<td>NC</td>
<td>-0.179</td>
<td>NC</td>
<td>0.093</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>-0.186</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>%Mud</td>
<td>0.142</td>
<td>0.399</td>
<td>-0.092</td>
<td>-0.106</td>
<td>0.164</td>
<td>0.089</td>
<td>NC</td>
<td>0.464</td>
<td>0.134</td>
<td>NC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>%Gravel</td>
<td>NC</td>
<td>-0.268</td>
<td>0.179</td>
<td>0.095</td>
<td>-0.156</td>
<td>NC</td>
<td>-0.325</td>
<td>NC</td>
<td>-0.469</td>
<td>-0.812</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MixedDepth</td>
<td>-0.577</td>
<td>NC</td>
<td>NC</td>
<td>0.212</td>
<td>NC</td>
<td>-0.308</td>
<td>0.128</td>
<td>0.147</td>
<td>-0.109</td>
<td>0.089</td>
<td>-0.179</td>
<td>NC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SBDensity</td>
<td>0.532</td>
<td>0.279</td>
<td>NC</td>
<td>-0.302</td>
<td>0.096</td>
<td>0.155</td>
<td>-0.188</td>
<td>NC</td>
<td>0.128</td>
<td>NC</td>
<td>0.360</td>
<td>-0.221</td>
<td>-0.758</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SurfDensity</td>
<td>-0.490</td>
<td>-0.125</td>
<td>0.101</td>
<td>0.273</td>
<td>NC</td>
<td>-0.158</td>
<td>NC</td>
<td>0.125</td>
<td>NC</td>
<td>NC</td>
<td>-0.166</td>
<td>0.147</td>
<td>0.636</td>
<td>-0.742</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HaloDepth</td>
<td>-0.217</td>
<td>-0.301</td>
<td>NC</td>
<td>0.151</td>
<td>0.128</td>
<td>NC</td>
<td>0.236</td>
<td>NC</td>
<td>NC</td>
<td>-0.106</td>
<td>0.147</td>
<td>0.588</td>
<td>-0.494</td>
<td>0.642</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SBSalinity</td>
<td>0.245</td>
<td>0.379</td>
<td>NC</td>
<td>-0.361</td>
<td>0.212</td>
<td>NC</td>
<td>-0.109</td>
<td>NC</td>
<td>0.109</td>
<td>NC</td>
<td>0.353</td>
<td>-0.273</td>
<td>-0.563</td>
<td>-0.795</td>
<td>-0.651</td>
<td>-0.525</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSS</td>
<td>-0.309</td>
<td>-0.428</td>
<td>NC</td>
<td>0.202</td>
<td>NC</td>
<td>-0.089</td>
<td>0.181</td>
<td>0.090</td>
<td>-0.112</td>
<td>NC</td>
<td>-0.308</td>
<td>0.239</td>
<td>0.629</td>
<td>-0.778</td>
<td>0.702</td>
<td>0.623</td>
<td>-0.841</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ThermDepth</td>
<td>0.461</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>-0.429</td>
<td>0.113</td>
<td>NC</td>
<td>0.133</td>
<td>-0.153</td>
<td>NC</td>
<td>0.719</td>
<td>-0.451</td>
<td>0.260</td>
<td>0.254</td>
<td>-0.213</td>
<td>0.280</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SBT</td>
<td>-0.552</td>
<td>-0.201</td>
<td>0.109</td>
<td>0.164</td>
<td>NC</td>
<td>-0.285</td>
<td>0.225</td>
<td>-0.114</td>
<td>-0.103</td>
<td>0.122</td>
<td>-0.397</td>
<td>0.220</td>
<td>0.656</td>
<td>-0.897</td>
<td>0.596</td>
<td>0.276</td>
<td>-0.570</td>
<td>0.597</td>
<td>0.538</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SST</td>
<td>0.574</td>
<td>NC</td>
<td>-0.102</td>
<td>-0.311</td>
<td>NC</td>
<td>0.197</td>
<td>NC</td>
<td>-0.104</td>
<td>NC</td>
<td>NC</td>
<td>0.134</td>
<td>-0.106</td>
<td>-0.685</td>
<td>0.685</td>
<td>-0.974</td>
<td>-0.591</td>
<td>0.572</td>
<td>-0.587</td>
<td>-0.255</td>
<td>-0.462</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SurfCurDay</td>
<td>-0.232</td>
<td>-0.162</td>
<td>0.091</td>
<td>NC</td>
<td>-0.313</td>
<td>-0.142</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>-0.323</td>
<td>0.209</td>
<td>0.313</td>
<td>-0.374</td>
<td>NC</td>
<td>0.158</td>
<td>-0.403</td>
<td>0.342</td>
<td>0.431</td>
<td>-0.449</td>
<td>NC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MidCurDay</td>
<td>-0.240</td>
<td>-0.276</td>
<td>NC</td>
<td>0.115</td>
<td>-0.248</td>
<td>NC</td>
<td>0.148</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>-0.338</td>
<td>0.235</td>
<td>0.438</td>
<td>-0.519</td>
<td>0.211</td>
<td>0.316</td>
<td>-0.487</td>
<td>0.452</td>
<td>0.406</td>
<td>0.552</td>
<td>-0.161</td>
<td>0.704</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BotCurDay</td>
<td>-0.264</td>
<td>-0.093</td>
<td>NC</td>
<td>0.119</td>
<td>-0.180</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>-0.251</td>
<td>0.176</td>
<td>0.382</td>
<td>-0.367</td>
<td>0.110</td>
<td>0.252</td>
<td>-0.308</td>
<td>0.290</td>
<td>0.293</td>
<td>0.375</td>
<td>-0.090</td>
<td>0.517</td>
<td>0.834</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SurfCurHr</td>
<td>-0.114</td>
<td>-0.504</td>
<td>NC</td>
<td>NC</td>
<td>-0.139</td>
<td>0.280</td>
<td>NC</td>
<td>-0.148</td>
<td>NC</td>
<td>NC</td>
<td>-0.360</td>
<td>0.229</td>
<td>0.359</td>
<td>-0.554</td>
<td>0.321</td>
<td>0.323</td>
<td>-0.556</td>
<td>0.531</td>
<td>0.287</td>
<td>0.477</td>
<td>-0.233</td>
<td>0.430</td>
<td>0.406</td>
<td>0.189</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MidCurHr</td>
<td>NC</td>
<td>-0.562</td>
<td>NC</td>
<td>NC</td>
<td>-0.115</td>
<td>0.116</td>
<td>0.134</td>
<td>-0.091</td>
<td>NC</td>
<td>-0.110</td>
<td>-0.388</td>
<td>0.310</td>
<td>0.302</td>
<td>-0.516</td>
<td>0.323</td>
<td>0.355</td>
<td>-0.574</td>
<td>0.531</td>
<td>0.223</td>
<td>0.431</td>
<td>-0.223</td>
<td>0.408</td>
<td>0.429</td>
<td>0.201</td>
<td>0.890</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BotCurHr</td>
<td>NC</td>
<td>-0.541</td>
<td>NC</td>
<td>NC</td>
<td>0.113</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
<td>-0.352</td>
<td>0.247</td>
<td>0.295</td>
<td>-0.513</td>
<td>0.326</td>
<td>0.354</td>
<td>-0.541</td>
<td>0.518</td>
<td>0.230</td>
<td>0.436</td>
<td>-0.223</td>
<td>0.365</td>
<td>0.405</td>
<td>0.232</td>
<td>0.764</td>
<td>0.859</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MaxTideCur</td>
<td>-0.132</td>
<td>-0.523</td>
<td>NC</td>
<td>NC</td>
<td>-0.210</td>
<td>-0.094</td>
<td>0.101</td>
<td>-0.225</td>
<td>-0.211</td>
<td>NC</td>
<td>-0.541</td>
<td>0.357</td>
<td>0.229</td>
<td>-0.486</td>
<td>0.261</td>
<td>0.215</td>
<td>-0.480</td>
<td>0.430</td>
<td>0.224</td>
<td>0.482</td>
<td>-0.199</td>
<td>0.447</td>
<td>0.436</td>
<td>0.219</td>
<td>0.551</td>
<td>0.541</td>
<td>0.582</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SurfCurRge</td>
<td>-0.815</td>
<td>-0.037</td>
<td>-0.132</td>
<td>NC</td>
<td>NC</td>
<td>0.234</td>
<td>-0.217</td>
<td>NC</td>
<td>0.147</td>
<td>-0.159</td>
<td>0.296</td>
<td>NC</td>
<td>-0.647</td>
<td>0.715</td>
<td>-0.614</td>
<td>-0.433</td>
<td>-0.458</td>
<td>-0.628</td>
<td>-0.426</td>
<td>-0.677</td>
<td>0.602</td>
<td>-0.271</td>
<td>-0.399</td>
<td>-0.363</td>
<td>-0.317</td>
<td>-0.269</td>
<td>-0.295</td>
<td>-0.325</td>
<td></td>
</tr>
<tr>
<td>DCNoise</td>
<td>NC</td>
<td>NC</td>
<td>0.309</td>
<td>-0.273</td>
<td>NC</td>
<td>-0.167</td>
<td>NC</td>
<td>-0.307</td>
<td>NC</td>
<td>-0.318</td>
<td>0.341</td>
<td>0.156</td>
<td>0.099</td>
<td>-0.206</td>
<td>-0.154</td>
<td>0.191</td>
<td>NC</td>
<td>NC</td>
<td>0.233</td>
<td>0.114</td>
<td>NC</td>
<td>0.127</td>
<td>NC</td>
<td>NC</td>
<td>0.125</td>
<td>NC</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table A3.3 – Results of forward model selection for the GAM of the number of harbour porpoise groups detected visually per 2km segment for 2004, 2005, and 2004-2005. Smooths are shown in order of importance, with the estimated number of degrees of freedom for each smooth given in the parentheses. %dev is the percentage deviance explained by adding the term to the model, UBRE_{diff} is the reduction in UBRE score caused by the addition of the variable to the model, and AIC_{eq} is the equivalent reduction in AIC (calculated by multiplying by the sample size n). n is 455 for 2004, 516 for 2005, and 972 for 2004-2005 (75% training set).

<table>
<thead>
<tr>
<th>Param order</th>
<th>2004</th>
<th>2005</th>
<th>2004-2005</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%dev</td>
<td>UBRE_{diff}</td>
<td>AIC_{eq}</td>
</tr>
<tr>
<td>1</td>
<td>s(SeaState,1.0)</td>
<td>9.9</td>
<td>-0.53463</td>
</tr>
<tr>
<td>2</td>
<td>factor(EngineOn)</td>
<td>+2.3</td>
<td>-0.0054</td>
</tr>
<tr>
<td>3</td>
<td>s(MaxTideCur,1.6)</td>
<td>+7.9</td>
<td>-0.0298</td>
</tr>
<tr>
<td>4</td>
<td>s(CloseToSW,1.0)</td>
<td>+5.6</td>
<td>-0.0157</td>
</tr>
<tr>
<td>5</td>
<td>s(DCNoise,1.0)</td>
<td>-0.23013</td>
<td>s(Speed,1.0)</td>
</tr>
<tr>
<td></td>
<td>2 s(Speed,2.3)</td>
<td>+3.6</td>
<td>-0.0172</td>
</tr>
<tr>
<td></td>
<td>s(PctMud,2.2)</td>
<td>+6.4</td>
<td>-0.0466</td>
</tr>
<tr>
<td></td>
<td>s(TimeFrLW,1)</td>
<td>+1.5</td>
<td>-0.0049</td>
</tr>
</tbody>
</table>

%dev 25.7 20.9 21.3

Table A3.4 - Results of forward model selection for the GAM of the number of harbour porpoise groups detected acoustically per 2km segment for 2004, 2005, and 2004-2005. Smooths are shown in order of importance, with the estimated number of degrees of freedom for each smooth given in the parentheses. %dev is the percentage deviance explained by adding the term to the model, UBRE_{diff} is the reduction in UBRE score caused by the addition of the variable to the model, and AIC_{eq} is the equivalent reduction in AIC (calculated by multiplying by the sample size n). n is 455 for 2004, 516 for 2005, and 972 for 2004-2005 (75% training set).

<table>
<thead>
<tr>
<th>Param order</th>
<th>2004</th>
<th>2005</th>
<th>2004-2005</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%dev</td>
<td>UBRE_{diff}</td>
<td>AIC_{eq}</td>
</tr>
<tr>
<td>1</td>
<td>s(DCNoise,1.0)</td>
<td>6</td>
<td>-0.23013</td>
</tr>
<tr>
<td>2</td>
<td>s(Speed,2.3)</td>
<td>+3.6</td>
<td>-0.0172</td>
</tr>
<tr>
<td>3</td>
<td>s(PctMud,2.2)</td>
<td>+6.4</td>
<td>-0.0466</td>
</tr>
<tr>
<td>4</td>
<td>s(TimeFrLW,1)</td>
<td>+1.5</td>
<td>-0.0049</td>
</tr>
</tbody>
</table>

%dev 17.5 19.0 14.0
Table A3.5 - Results of forward model selection for the GAM of the number of harbour porpoise groups detected visually per 2km segment for 2003, 2004, and 2003-2004 for those segments with all variables available (including POLCOMS). Smooths are shown in order of importance, with d.f. in parentheses. UBRE$_{\text{diff}}$ is the reduction in UBRE score caused by the addition of the variable to the model, and AIC$_{\text{eq}}$ is the equivalent reduction in AIC (calculated by multiplying by the sample size $n$). $n$ is 615 for 2003, 377 for 2004, and 996 for 2003-2004 (75% training set).

<table>
<thead>
<tr>
<th>Param order</th>
<th>2003</th>
<th>%dev</th>
<th>UBRE$_{\text{diff}}$</th>
<th>AIC$_{\text{eq}}$</th>
<th>2004</th>
<th>%dev</th>
<th>UBRE$_{\text{diff}}$</th>
<th>AIC$_{\text{eq}}$</th>
<th>2003-2004</th>
<th>%dev</th>
<th>UBRE$_{\text{diff}}$</th>
<th>AIC$_{\text{eq}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>s(SeaState,1.0)</td>
<td>6.5</td>
<td>-0.53318</td>
<td></td>
<td>s(SeaState,1.7)</td>
<td>6.6%</td>
<td>-0.60013</td>
<td></td>
<td>s(SeaState,2.9)</td>
<td>5.9</td>
<td>-0.60056</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>s(SSS,2.1)</td>
<td>+9.5</td>
<td>-0.0360</td>
<td>-22.2</td>
<td>s(SurfCurDay,1.1)</td>
<td>+8.1</td>
<td>-0.0201</td>
<td>-7.6</td>
<td>s(MaxTideCur,1)</td>
<td>+8.9</td>
<td>-0.0284</td>
<td>-28.3</td>
</tr>
<tr>
<td>3</td>
<td>s(ClosetoSW,1.8)</td>
<td>+5.3</td>
<td>-0.0198</td>
<td>-12.2</td>
<td>s(Lon,1.0)</td>
<td>+2.3</td>
<td>-0.0061</td>
<td>-2.3</td>
<td>s(ClosetoSW,1)</td>
<td>+3.6</td>
<td>-0.0117</td>
<td>-11.7</td>
</tr>
<tr>
<td>4</td>
<td>s(PctMud,1.0)</td>
<td>+2.4</td>
<td>-0.0063</td>
<td>-3.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>s(Lon,1.0)</td>
<td>+1.3</td>
<td>-0.0049</td>
<td>-4.9</td>
</tr>
<tr>
<td>5</td>
<td>s(ClosetoSW,1.0)</td>
<td>+6.3</td>
<td>-0.0210</td>
<td>-15.0</td>
<td>s(Depth,1.0)</td>
<td>+1.5</td>
<td>-0.0032</td>
<td>-3.2</td>
<td>s(PctSand,2.9)</td>
<td>+3.2</td>
<td>-0.0044</td>
<td>-4.4</td>
</tr>
<tr>
<td>6</td>
<td>s(ClosetoSW,1.0)</td>
<td>+8.9</td>
<td>-0.0166</td>
<td>-11.9</td>
<td>s(Slope,1.6)</td>
<td>+1.8</td>
<td>-0.0049</td>
<td>-4.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table A3.6 - Results of forward model selection for the GAM of the number of harbour porpoise groups detected visually per 2km segment for 2003, 2004-2005, and 2003-2005 for those segments with topographical, tidal and sediment variables available. Smooths are shown in order of importance, with d.f. in the parentheses. UBRE$_{\text{diff}}$ is the reduction in UBRE score caused by the addition of the variable to the model, and AIC$_{\text{eq}}$ is the equivalent reduction in AIC (calculated by multiplying by the sample size $n$). $n$ is 714 for 2003, 972 for 2004-2005, and 1712 for 2003-2005 (75% training set).

<table>
<thead>
<tr>
<th>Param order</th>
<th>2003</th>
<th>%dev</th>
<th>UBRE$_{\text{diff}}$</th>
<th>AIC$_{\text{eq}}$</th>
<th>2004-2005</th>
<th>%dev</th>
<th>UBRE$_{\text{diff}}$</th>
<th>AIC$_{\text{eq}}$</th>
<th>2003-2005</th>
<th>%dev</th>
<th>UBRE$_{\text{diff}}$</th>
<th>AIC$_{\text{eq}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>s(Speed,2.6)</td>
<td>3.7</td>
<td>-0.5472</td>
<td></td>
<td>s(SeaState,2.6)</td>
<td>10.2</td>
<td>-0.5092</td>
<td></td>
<td>s(SeaState,2.6)</td>
<td>7.7</td>
<td>-0.52167</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>s(SeaState,1.0)</td>
<td>+3.2</td>
<td>-0.0108</td>
<td>-8.0</td>
<td>factor(EngineOn)</td>
<td>+1.4</td>
<td>-0.0045</td>
<td>-4.3</td>
<td>s(MaxTideCur,1.5)</td>
<td>+5.0</td>
<td>-0.0238</td>
<td>-40.8</td>
</tr>
<tr>
<td>3</td>
<td>s(MaxTideCur,1)</td>
<td>+9.0</td>
<td>-0.0361</td>
<td>-25.8</td>
<td>s(MaxTideCur,1)</td>
<td>+5.3</td>
<td>-0.0257</td>
<td>-25.0</td>
<td>s(TimeSunrise,2.6)</td>
<td>+1.9</td>
<td>-0.0052</td>
<td>-8.9</td>
</tr>
<tr>
<td>4</td>
<td>s(ClosetoSW,1.0)</td>
<td>+6.3</td>
<td>-0.0210</td>
<td>-15.0</td>
<td>s(ClosetoSW,2.6)</td>
<td>+2.6</td>
<td>-0.0063</td>
<td>-6.1</td>
<td>s(ClosetoSW,1.0)</td>
<td>+1.3</td>
<td>-0.0051</td>
<td>-8.7</td>
</tr>
<tr>
<td>5</td>
<td>s(TimeFrLW,5.5)</td>
<td>+8.9</td>
<td>-0.0166</td>
<td>-11.9</td>
<td>s(Slope,1.6)</td>
<td>+1.8</td>
<td>-0.0049</td>
<td>-4.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>s(Lon,1.0)</td>
<td>+1.0</td>
<td>-0.0033</td>
<td>-2.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| %dev | 32.1 | 21.3 | 15.9 |

| %dev | 7.7  | -0.52167 | 7.7  | -0.52167 |
Table A3.6 - Results of forward model selection for the GAM of the number of harbour porpoise groups detected visually per 2km segment for the full area surveyed in 2005, 2004-2005, and 2003-2005 for those segments with topographical, tidal and sediment variables available. Smooths are shown in order of importance. % dev is the percentage deviance explained by adding the term to the model, UBRE_diff is the reduction in UBRE score caused by the addition of the variable to the model, and AIC_eq is the equivalent reduction in AIC (calculated by multiplying by the sample size \( n \)). \( n \) is 788 for 2005, 1243 for 2004-2005, and 2238 for 2003-2005 (75% training set).

<table>
<thead>
<tr>
<th>Param order</th>
<th>2005 (full area)</th>
<th>%dev</th>
<th>UBRE_diff</th>
<th>AIC_eq</th>
<th>2004-2005 (full area)</th>
<th>%dev</th>
<th>UBRE_diff</th>
<th>AIC_eq</th>
<th>2003-2005 (full area)</th>
<th>%dev</th>
<th>UBRE_diff</th>
<th>AIC_eq</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>s(SeaState)</td>
<td>13.9</td>
<td>-0.46423</td>
<td>-</td>
<td>s(SeaState)</td>
<td>10.5</td>
<td>-0.44206</td>
<td>-</td>
<td>s(SeaState)</td>
<td>8.2</td>
<td>-0.53577</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>factor(EngineOn)</td>
<td>+1.1</td>
<td>-0.0030</td>
<td>-2.4</td>
<td>factor(EngineOn)</td>
<td>+1.9</td>
<td>-0.0088</td>
<td>-11.0</td>
<td>s(SWTideRange)</td>
<td>+7.0</td>
<td>-0.0310</td>
<td>-69.3</td>
</tr>
<tr>
<td>3</td>
<td>s(SWTideRange)</td>
<td>+7.6</td>
<td>-0.0385</td>
<td>-30.3</td>
<td>s(SWTideRange)</td>
<td>+4.2</td>
<td>-0.0323</td>
<td>-40.2</td>
<td>factor(Month)</td>
<td>+3.0</td>
<td>-0.0106</td>
<td>-23.6</td>
</tr>
<tr>
<td>4</td>
<td>s(Slope)</td>
<td>+1.1</td>
<td>-0.0035</td>
<td>-3.1</td>
<td>s(PctGravel)</td>
<td>+1.9</td>
<td>-0.0052</td>
<td>-6.5</td>
<td>s(MaxTideCur)</td>
<td>+1.2</td>
<td>-0.0044</td>
<td>-9.8</td>
</tr>
<tr>
<td>%dev</td>
<td></td>
<td>23.7</td>
<td></td>
<td></td>
<td>20.5</td>
<td></td>
<td></td>
<td></td>
<td>19.4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
A.4 Chapter 5 – delphinid-herring tables & figures

Figure A4.1 – Relationship of (a) & (b) delphinid and (c) & (d) herring occurrence with a two-way smooth of latitude and longitude for surveys carried out on the west coast of Scotland in (a) & (c) July 2004 and (b) & (d) July 2005 based on GAM models detailed in Table A4.1. Light grey show areas of high preference by herring/delphinids, and dark grey show areas of low preference by herring/delphinids. Lines show contours of equal probability, with 0 = no preference, <0 = negative preference, >0 positive preference.
Delphinids showed a significant preference for smooth sediments for sand/gravel type substrate (Figure A4.2a). Whereas, herring showed a significant preference also for smooth sediments (Figure A4.2b), but also sand/gravel/stony areas between 100-170 m depth, preferring sandier/gravier substrates in deeper water (Figure A4.2c).

Figure A4.2 – Relationship between (a) delphinid occurrence and the interaction of E1 & E2, (b) herring occurrence and E1, (c) herring occurrence with the interaction between depth & E2 for surveys carried out on the west coast of Scotland in July 2005. E1 = roughness of the seabed (0 = smooth → 2 = rough), E2 = hardness of bottom (< 0.6 = silt/sand, 0.6-1.2 = sand/gravel, 1.2-1.5 = stony, > 1.5 = rocky). Light grey indicates areas of high preference to delphinids/herring, dark grey indicates areas of low preference. Lines show contours of equal probability, with 0 = no preference, <0 = negative preference, >0 positive preference.
Figure A4.3 – Relationship between (a) & (c) delphinid occurrence and depth, and (b) herring occurrence and depth for surveys carried out off the west coast of Scotland in (a) & (b) July 2004, and (c) 2005. Tick marks above the x-axis indicate the distribution of observations in all segments. Dotted lines show 95% confidence intervals. Vertical dashed lines show limits of the ability of the model to model the relationship (confidence intervals too wide outside these lines).

(c)

In both years, delphinids showed a preference for the deeper water surveyed (Figure A4.3a&c), though confidence intervals were too wide to determine preference in shallow water (< 70 m) or in deep water (>170m). Herring showed a preference for water depths between 70-180 m, with a peak preference at 140 m (Figure A4.3b).
Table A4.1 – Best GAM models for delphinid presence/absence and herring presence/absence in 2004 and 2005 based on model selection by lowest UBRE score. The parameter smooths (spline s or tensor te) and the linear parameters (of day or time of day as factors) are shown in the order they were selected by forward stepwise model selection. Degrees of freedom for each smooth or linear predictor are given in the parentheses, %dev = the percentage explained deviance by adding the term to the model, and UBRE score for the addition of each parameter. The total % explained deviance is given at the bottom for each of the four models.

| Param Order | Delphinids | | | | | | Herring | | | | |
|-------------|------------|---|---|---|---|---|---|---|---|---|---|---|
| 2004 (%)dev (UBRE) | 2005 (%)dev (UBRE) | 2004 (%)dev (UBRE) | 2005 (%)dev (UBRE) | 2004 (%)dev (UBRE) | 2005 (%)dev (UBRE) | 2004 (%)dev (UBRE) | 2005 (%)dev (UBRE) | 2004 (%)dev (UBRE) | 2005 (%)dev (UBRE) | 2004 (%)dev (UBRE) | 2005 (%)dev (UBRE) |
| 1 | s(Lon,Lat,24) | 21.9% | -0.182 | s(Lon,Lat,27) | 26.5% | -0.231 | s(Lon,Lat,15) | 18.8% | 0.155 | s(Lon,Lat,27) | 19.2% | 0.157 |
| 2 | s(Depth,3) | +2.9% | -0.217 | s(E1,E2,26) | +19.5% | -0.309 | s(Depth,4) | +3.4% | 0.100 | factor(Time,3) | +4.3% | 0.121 |
| 3 | factor(Day,15) | +7.4% | -0.220 | - | - | factor(Day,15) | +3.6% | 0.091 | factor(Day,12) | +6.6% | 0.095 |
| 4 | - | - | - | - | s(E1,4) | +2.5% | 0.077 | - | - | te(Depth,E2,7) | +3.3% | 0.059 |
| 5 | - | - | - | - | - | - | - | - | - | - | - |
| Dev exp. | 32.2% | 46.0% | 25.8% | 35.9% | 32.2% | 46.0% | 25.8% | 35.9% | 32.2% | 46.0% | 25.8% | 35.9% |

Table A4.2 – Best GAM models for delphinid & herring presence/absence in 2004 & 2005 based on model selection by lowest UBRE score, but excluding latitude and longitude. The parameter smooths & the linear parameters are shown in the order they were selected by forward stepwise selection. Degrees of freedom for each smooth or linear predictor are given in the parentheses, %dev = the percentage explained deviance by adding the term to the model, and UBRE score for the addition of each parameter. The total % explained deviance is given at the bottom for each of the four models.

| Parameter Order | Delphinids | | | | | | Herring | | | | |
|----------------|------------|---|---|---|---|---|---|---|---|---|---|---|
| 2004 (%)dev (UBRE) | 2005 (%)dev (UBRE) | 2004 (%)dev (UBRE) | 2005 (%)dev (UBRE) | 2004 (%)dev (UBRE) | 2005 (%)dev (UBRE) | 2004 (%)dev (UBRE) | 2005 (%)dev (UBRE) | 2004 (%)dev (UBRE) | 2005 (%)dev (UBRE) | 2004 (%)dev (UBRE) | 2005 (%)dev (UBRE) |
| 1 | s(Depth,4) | 16.4% | -0.178 | s(Depth,5) | 13.5% | -0.195 | s(Depth,4) | 10.0% | 0.219 | te(Depth,E2,9) | 10.7% | 0.240 |
| 2 | - | - | s(E1,E2,15) | +11.4% | -0.242 | factor(Day,15) | +8.9% | 0.143 | factor(Day,12) | +8.1% | 0.172 |
| 3 | - | - | factor(Day,12) | +10.2% | -0.288 | factor(Time,3) | +1.6% | 0.128 | factor(Time,3) | +2.4% | 0.153 |
| Dev exp. | 16.4% | 35.1% | 20.5% | 21.2% | 16.4% | 35.1% | 20.5% | 21.2% | 16.4% | 35.1% | 20.5% | 21.2% |