# Particle acceleration at a reconnecting magnetic separator 

J. Threlfall, T. Neukirch, C. E. Parnell, and S. Eradat Oskoui<br>School of Mathematics and Statistics, University of St Andrews, St Andrews, Fife, KY16 9SS, U.K. e-mail: \{jwt9;tn3;cep;se11\}@st-andrews.ac.uk

Received 10 June 2014 / Accepted 27 October 2014


#### Abstract

Context. While the exact acceleration mechanism of energetic particles during solar flares is (as yet) unknown, magnetic reconnection plays a key role both in the release of stored magnetic energy of the solar corona and the magnetic restructuring during a flare. Recent work has shown that special field lines, called separators, are common sites of reconnection in 3D numerical experiments. To date, 3D separator reconnection sites have received little attention as particle accelerators. Aims. We investigate the effectiveness of separator reconnection as a particle acceleration mechanism for electrons and protons. Methods. We study the particle acceleration using a relativistic guiding-centre particle code in a time-dependent kinematic model of magnetic reconnection at a separator. Results. The effect upon particle behaviour of initial position, pitch angle, and initial kinetic energy are examined in detail, both for specific (single) particle examples and for large distributions of initial conditions. The separator reconnection model contains several free parameters, and we study the effect of changing these parameters upon particle acceleration, in particular in view of the final particle energy ranges that agree with observed energy spectra.
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## 1. Introduction

Understanding the physical processes causing the acceleration of a large number of charged particles to high energies during solar flares is one of the biggest unsolved problems in solar physics (e.g. Fletcher et al. 2011). One of the mechanisms that is strongly linked with particle acceleration in solar flares is magnetic reconnection (see e.g. Neukirch et al. 2007).

Magnetic reconnection is a fundamental mechanism that lies at the heart of many dynamic solar (stellar), magnetospheric and astrophysical phenomena. It is required to enable local and global restructuring of complex magnetic fields; in so doing, it (crucially) allows stored magnetic energy to be released in the form of bulk fluid motion (waves) and/or thermal/non-thermal energy (i.e. local heating and/or high energy particles). In this context, particle acceleration mechanisms have been widely studied, mainly for two reasons: (a) There is a general consensus that magnetic reconnection plays a major role in the release of magnetic energy and its conversion into other forms of energy during flares. (b) Magnetic reconnection is generically associated with parallel electric fields (e.g. Schindler et al. 1988; Hesse \& Schindler 1988; Schindler et al. 1991), hence should lead to particle acceleration. Actually, the concept of magnetic reconnection was first introduced in order to explain the possible generation of high energy particles in flares (Giovanelli 1946).

As a consequence of the vast difference in length and time scales between the macroscopic (MHD or magnetohydrodynamic) description of reconnection in solar flares and the microscopic description of particle acceleration, most studies use a test particle approach. A large proportion of these past studies of particle acceleration by magnetic reconnection have focussed on acceleration in 2D or 2.5D reconnection models. Typically, these are either (two-dimensional) null point configurations or current sheets, or a combination of both, in many cases including a guide field in the invariant direction (e.g. Bulanov \& Sasorov 1976; Bruhwiler \& Zweibel 1992; Kliem 1994; Litvinenko 1996; Browning \& Vekstein 2001; Zharkova \& Gordovskyy 2004, 2005; Wood \& Neukirch 2005; Hannah \& Fletcher 2006; Drake et al. 2006; Gordovskyy et al. 2010a,b).

Over the past decade there has been an increasing number of studies of particle acceleration in 3D reconnecting magnetic field configurations. This includes, for example, test particle calculations at 3D magnetic null points (e.g. Dalla \& Browning 2005, 2006, 2008; Guo et al. 2010; Stanier et al. 2012, and more recently also PIC simulations, see e.g. Baumann et al. 2013) and in magnetic configurations undergoing magnetic reconnection at multiple sites (e.g. Vlahos et al. 2004; Arzner \& Vlahos 2004, 2006; Turkmani et al. 2005, 2006; Brown et al. 2009; Gordovskyy \& Browning 2011; Cargill et al. 2012; Gordovskyy et al. 2013, 2014).

In this paper, we will investigate particle acceleration in a magnetic reconnection configuration which has so far not received any attention in relation to particle acceleration, namely a reconnecting 3D magnetic separator. Separators are special magnetic field lines which join pairs of magnetic null points and lie at the intersection of four distinct flux domains. Although the magnetic configurations about separators can be loosely regarded as the 3D analogue of 2D X-point (and O-point) plus guide field configurations, which have been studied in connection with particle acceleration before, recent advances in theory and computational experiments have shown that reconnection of 3D magnetic field configurations is fundamentally different to the widely used 2 D (or 2.5 D ) reconnection models.

In 2D models, the reduced degree of freedom requires that reconnection only takes place at an X-type null point (where magnetic flux is carried in towards the null where field-lines are cut and rejoined in a one-to-one pairwise fashion before being carried away). However, in 3D, the presence of a localised non-ideal region (where there exists some component of electric field parallel to the magnetic field) means that this simple "cut and paste" picture of field line reconnection no longer holds; instead magnetic flux is reconnected continually and continuously throughout the non-ideal region (for reviews of 3D magnetic reconnection, see e.g. Priest \& Forbes 2000; Birn \& Priest 2007; Pontin 2011). Hence, one could view the work presented here as a natural extension of previous work to three dimensions. However, the role that reconnecting magnetic separators play in the acceleration of particles is, as yet, unknown.

Despite being defined as magnetic field lines connecting two magnetic null points, fundamentally, separator reconnection is an example of non-null reconnection (Schindler et al. 1988; Hesse \& Schindler 1988). It is known that separators are prone to current sheet formation (Lau \& Finn 1990; Parnell et al. 2010b; Stevenson et al. 2014) and thus are likely sites of magnetic reconnection. Theoretical studies of separator reconnection have continued to evolve over many years (e.g. Sonnerup 1979; Lau \& Finn 1990; Longcope \& Cowley 1996; Galsgaard et al. 2000; Longcope 2001; Pontin \& Craig 2006; Parnell et al. 2008; Dorelli \& Bhattacharjee 2008). Building on experiments by Haynes et al. (2007) and Parnell (2007), recent work has highlighted that multiple magnetic separators may exist within a given magnetic environment at any given time (Parnell et al. 2010a) and that separator reconnection is an important and fundamental process when emerging magnetic flux interacts with overlying magnetic field (Parnell et al. 2010b). More recently, Wilmot-Smith \& Hornig (2011) have shown that even simple magnetic configurations may evolve into configurations containing multiple separators.

Observationally, separator reconnection has been inferred via EUV observations of the solar corona (Longcope et al. 2005), while in situ measurements from Cluster have also identified reconnecting magnetic separators in Earth's magnetosphere (e.g. Xiao et al. 2007; Deng et al. 2009; Guo et al. 2013). While there
are no direct observations of any topological features such as null points or separators during a flare, evidence from magnetic field models extrapolated from magnetograms suggest that separators are indeed likely reconnection sites within flares. In addition, there is growing observational support for particle acceleration models which energise particles through magnetic reconnection at separators (Metcalf et al. 2003); a broad overview of this subject may be found in (Fletcher et al. 2011).

The primary objective of the present work is to determine what role (if any) separators may play in the acceleration of particles, in a general context rather than in the particular case of a flare. We specifically investigate how test particle orbits and energy gains depend on initial conditions and how observations (for example, of solar flares) may be used to constrain our separator reconnection model parameters. In Sec. 2 we discuss the model itself, comprising of a global field (based on the kinematic model of Wilmot-Smith \& Hornig 2011, described in Sec. 2.1) into which we place test particles (whose governing equations are outlined in Sec. 2.2). We investigate the role of several initial conditions in the recovered particle behaviour in Sec. 3, before studying larger distributions of particles in Sec. 4. A discussion of our findings is presented in Sec. 5 before conclusions and future areas of study are outlined in Sec. 6.

## 2. Model setup

Our model can be broadly split into two parts: a (timedependent) large-scale electromagnetic field environment, into which we insert particles and the test particle motion itself, which is modelled using the relativistic guiding centre approximation. Details of these two parts are described in the following two subsections.

### 2.1. Global field

We base our global separator field model on that of WilmotSmith \& Hornig (2011). The initial magnetic field is a potential one, of the form
$\mathbf{B}_{0}=\frac{b_{0}}{L^{2}}\left[x\left(z-3 z_{0}\right) \hat{\mathbf{x}}+y\left(z+3 z_{0}\right) \hat{\mathbf{y}}+\frac{1}{2}\left(z_{0}^{2}-z^{2}+x^{2}+y^{2}\right) \hat{\mathbf{z}}\right]$,
with magnetic null points at $\left(0,0, \pm z_{0}\right) ; b_{0}$ and $L$ determine the characteristic field strength and length scale of the model. For the original (essentially scale-free) model of Wilmot-Smith \& Hornig (2011), $z_{0}=5, b_{0}=1$ and $L=1$.

The null at $\left(0,0,-z_{0}\right)$ is classified as a positive null, while that at $\left(0,0,+z_{0}\right)$ is a negative null (due to the orientation of magnetic field in the spine/fan at each null). The magnetic separator is formed by the intersection of the two fan planes associated with each null. The separator and general configuration of this model can be seen in Fig. 1.


Fig. 1: Cartoon illustrating the separator reconnection model of Wilmot-Smith \& Hornig (2011). A black (white) sphere indicates the location of the upper (lower) null, the fan plane of which is seen in blue (orange) while the spines of both nulls are shown as thick black lines (due to the fan plane transparency, these lines adopt the colour of any fan planes they pass behind). Field lines are also included on each fan plane to indicate local magnetic-field orientation, coloured to match a specific plane. A separator (shown in green) links both nulls at the fan plane intersection. Time-dependent rings of magnetic flux (dot-dashed rings) induce an electric field directly along the separator (and the near vicinity); the horizontal and vertical extent of this perturbation are controlled by parameters $a$ and $l$ in Eq. 2 .

With Faraday's law coupling (time-varying) magnetic and electric fields, introducing a ring of magnetic flux of the form
$\mathbf{B}_{r}=\nabla \times\left[b_{1} a \exp \left(-\frac{\left(x-x_{c}\right)^{2}}{a^{2}}-\frac{\left(y-y_{c}\right)^{2}}{a^{2}}-\frac{\left(z-z_{c}\right)^{2}}{l^{2}}\right) \hat{\mathbf{z}}\right]$,
(centred on $\left(x_{c}, y_{c}, z_{c}\right)$, with radius (in the $x y$ plane) controlled by the parameter $a$, the height (in $z$ ) by $l$ and the field strength by $b_{1}$ ) induces a vertical electric field with the form
$\mathbf{E}=-\frac{b_{1} a}{\tau} \exp \left(-\frac{\left(x-x_{c}\right)^{2}}{a^{2}}-\frac{\left(y-y_{c}\right)^{2}}{a^{2}}-\frac{\left(z-z_{c}\right)^{2}}{l^{2}}\right) \hat{\mathbf{z}}$.
(provided that the time evolution satisfies Faraday's law, i.e. that
$\mathbf{B}=\mathbf{B}_{0}+\frac{t}{\tau} \mathbf{B}_{r}, \quad 0 \leq t \leq \tau$,
taking place over a timescale $\tau$ ). By setting $x_{c}=y_{c}=z_{c}=0$, an anti-parallel electric field is induced along the separator (and in the local vicinity).

By taking the curl of Eq. 4, it can be shown that the time evolution of current broadly agrees with numerical 3D simulation models of magnetic separator reconnection, where parallel electric currents (and hence parallel electric fields) are typically seen to accumulate about the magnetic separator (see e.g. Parnell et al. 2010a,b). Furthermore, while the original forms of magnetic and electric fields are constructed by applying Faraday's Law, they also satisfy a generalised Ohm's Law (see discussion in Wilmot-Smith \& Hornig 2011, for more details).

In order to make these equations dimensionless, we define the dimensions of our model through a field strength $b_{\text {scl }}$, lengthscale $l_{s c l}$ and timescale $t_{s c l}$; dimensional and dimensionless quantities are related via
$\mathbf{B}=b_{s c l} \overline{\mathbf{B}}, \quad x=l_{\text {scl }} \bar{x}, \quad t=t_{\text {scl }} \bar{t}$,
where barred quantities represent dimensionless counterparts of the relevant variables. These quantities also fix other normalising constants; for example velocities in the model are scaled by $v_{s c l}\left(=l_{s c l} l_{s c l}{ }^{-1}\right)$, energies by $K E_{s c l}\left(=0.5 m v_{s c l}{ }^{2}\right)$ and (assessing the dimensions of Faraday's Law) electric fields are scaled by $e_{s c l}\left(=b_{s c l} l_{\text {scl }} t_{\text {scl }}{ }^{-1}=b_{s c l} v_{s c l}\right)$.

This investigation is motivated by situations which might be found in the solar atmosphere. We therefore fix our normalising quantities appropriately; in this experiment we take $b_{\text {scl }}=0.01 \mathrm{~T}$, $l_{s c l}=10 \mathrm{Mm}$ and $t_{s c l}=100 \mathrm{~s}$, and select $\tau=100 \mathrm{~s}, b_{0}=0.01 \mathrm{~T}$ and $b_{1}=20 b_{0}$ for simplicity.

At present, we are unable to estimate the size of a typical width of a reconnection region/current sheet purely through observations; kinetic studies of magnetic reconnection suggest that a current sheet width which approaches 10 ion inertial lengths ( $10 c / \omega_{p i}$, where $\omega_{p i}$ is the local ion plasma frequency) may not be unrealistic (see e.g. Wood \& Neukirch 2005, and references therein). Assuming a typical coronal number density of $10^{15} \mathrm{~m}^{-3}$, we find that $10 c / \omega_{p i} \simeq 72 \mathrm{~m}$ for singly ionised hydrogen. We will use this value to constrain the selection of parameters $a$ and $l$. By comparison, assuming a coronal temperature of $2 \times 10^{6} \mathrm{~K}$, typical electron/ion gyroradii under the same conditions would be $0.31 \mathrm{~cm} / 13.4 \mathrm{~cm}$ respectively.

### 2.2. Relativistic particle dynamics

Having now established the global environment into which these particles will be inserted, we briefly turn our attention to the details of the particle motion itself. In anticipation of particle velocities which are a significant fraction of the speed of light (c), we utilise the full relativistic set of guiding-centre-motion equations, outlined in Northrop (1963) (based on the treatment of

Vandervoort 1960), presented here in normalised form:

$$
\begin{align*}
& \frac{d u_{\|}}{d t}=\frac{d}{d t}\left(\gamma v_{\|}\right)=\gamma \mathbf{u}_{E} \cdot \frac{d \mathbf{b}}{d t}+\Omega_{s c l} t_{s c l} E_{\|}-\frac{\mu_{r}}{\gamma} \frac{\partial B}{\partial s},  \tag{5a}\\
& \dot{\mathbf{R}}_{\perp}=\mathbf{u}_{E}+\frac{\mathbf{b}}{B^{\star \star}} \times\left\{\frac { 1 } { \Omega _ { s c l } t _ { s c l } } \left[\frac{\mu_{r}}{\gamma}\left(\nabla B^{\star}+\frac{v_{s c l}{ }^{2}}{c^{2}} \mathbf{u}_{E} \frac{\partial B^{\star}}{\partial t}\right)\right.\right. \\
& \left.\left.+u_{\|} \frac{d \mathbf{b}}{d t}+\gamma \frac{d \mathbf{u}_{E}}{d t}\right]+\frac{v_{s c l^{2}}^{2}}{c^{2}} \frac{u_{\|}}{\gamma} E_{\|} \mathbf{u}_{E}\right\},  \tag{5b}\\
& \frac{d \gamma}{d t}=\frac{v_{s c l}{ }^{2}}{c^{2}}\left[\Omega_{s c l} t_{s c l}\left(\dot{\mathbf{R}}_{\perp}+\frac{u_{\|}}{\gamma} \mathbf{b}\right) \cdot \mathbf{E}+\frac{\mu_{r}}{\gamma} \frac{\partial B^{\star}}{\partial t}\right],  \tag{5c}\\
& \mu_{r}=\frac{\gamma^{2} v_{\perp}^{2}}{B} . \tag{5d}
\end{align*}
$$

Here $\mu_{r}$ is the relativistic magnetic moment (often expressed in terms of momentum $p_{\perp}$ ), for a particle with rest-mass $m_{0}$ and charge $q$, whose guiding centre is located at $\mathbf{R}$, subject to a magnetic field $\mathbf{B}$ (with magnitude $B(=|\mathbf{B}|)$ with a unit vector $\mathbf{b}(=\mathbf{B} / B)$ ) and an electric field $\mathbf{E}$. Depending on the local conditions, this particle is likely to experience guiding centre drifts; the largest in magnitude is typically the $E \times B$ drift, which has a velocity $\mathbf{u}_{E}(=\mathbf{E} \times \mathbf{b} / B)$. The component of velocity parallel to the magnetic field is $v_{\|}(=\mathbf{b} \cdot \dot{\mathbf{R}})$, while $E_{\|}(=\mathbf{b} \cdot \mathbf{E})$ is the magnitude of the electric field parallel to the local magnetic field, $\dot{\mathbf{R}}_{\perp}\left(=\dot{\mathbf{R}}-v_{\|} \mathbf{b}\right)$ is the component of velocity perpendicular to $\mathbf{b}$, and $s$ is a line element parallel to $\mathbf{b}$. Finally, $\gamma$ is the Lorentz factor $\left(\gamma^{2}=1 /\left(1-v^{2} / c^{2}\right)=c^{2} /\left(c^{2}-v^{2}\right)\right)$. Using this factor, we define a relativistic parallel velocity $u_{\|}\left(=\gamma v_{\|}\right)$for simplicity of notation.

Further simplifications have been made, by assuming that only electrons or protons are considered in this model; this fixes the rest mass $m_{0}=m_{e}=9.1 \times 10^{-31} \mathrm{~kg}$ and charge $q=e=$ $-1.6022 \times 10^{-19} \mathrm{C}$ for electrons, or $m_{0}=m_{p}=1.67 \times 10^{-27} \mathrm{~kg}$ and $q=|e|=1.6022 \times 10^{-19} \mathrm{C}$ for protons. In this way, several normalising constants in Eqs. (5) may be expressed in terms of a normalising electron/proton gyro-frequency, $\Omega_{s c l}\left(=q b_{s c l} m_{0}{ }^{-1}\right)$. The factor of $\Omega_{\text {scl }} t_{\text {scl }}$ thus plays a key role in controlling the scales at which certain guiding centre drifts become important.

Relativistic effects not only modify existing terms in the equivalent non-relativistic forms of these equations, but also introduce two new terms in Eq. (5b) in the direction of $E_{\perp}$ (i.e. in the $\mathbf{b} \times \mathbf{u}_{E}$ direction). Both of these additional terms are scaled by $v_{s c l}{ }^{2} / c^{2}$, and as such are purely relativistic.

Finally, several quantities in Eqs. (5) now also depend on the ratio of perpendicular electric field $\left(E_{\perp}\right)$ to the size of the magnetic field $(B)$; for a given quantity $H, H^{\star}$ and $H^{\star \star}$ are defined as
$H^{\star}=H\left(1-\frac{1}{c^{2}} \frac{E_{\perp}{ }^{2}}{B^{2}}\right)^{\frac{1}{2}}, \quad H^{\star \star}=H\left(1-\frac{1}{c^{2}} \frac{E_{\perp}{ }^{2}}{B^{2}}\right)$.
These multiplying quantities are dimensionless, i.e. $H^{\star}$ and $H^{\star \star}$ retain the dimensions of $H$.

We evolve each of Eqns. (5) in time using a 4th order RungeKutta scheme with a variable timestep, subject to the (analytic)

Table 1: Individual particle positions

|  | Initial pos. (m) |  |  | Remains | Peak |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | x | y | z | in box? | energy $(\mathrm{eV})$ |
| A | -300 | -300 | 0 | Y | 2.00 |
| B | -100 | -100 | 0 | N | 52.6 |
| C | -20 | -20 | 0 | N | $6.24 \times 10^{5}$ |
| D | -300 | -300 | $2 \times 10^{7}$ | Y | 2.00 |

Notes. Key to initial positions for individual particles A-D. For reference, also included are the corresponding final state and peak energy for electrons with initial kinetic energies of 2 eV and pitch angle $\theta_{\text {ini }}=45^{\circ}$.
electric and magnetic fields outlined in Eqs. (1)-(4). A similar approach has been used by, for example Gordovskyy et al. (2010b); Oskoui \& Neukirch (2014). We also assume that the separation of spatial/temporal scales between the gyro-motion and global field environment (mentioned in Sec. 2.1) is sufficient justification for the use of the guiding-centre approximation in this case. This assumption is tested for all orbits (see end of Sect. 3).

## 3. Typical (individual) particle orbits

Before studying the behaviour of many particles in the vicinity of a reconnecting separator, it seems prudent to study several specific examples of particle motion, to identify key aspects of the global behaviour in our calculations. In this section, we will investigate how the behaviour of individual electron and proton orbits varies according to initial position, kinetic energy and pitch angle.

Throughout this investigation, we choose $z_{0}=5 l_{\text {scl }}$ (i.e. a separator of 100 Mm in length) and $l=0.2 z_{0}$ (i.e. a flux ring which significantly decays after 10 Mm above/below the vertical midplane). This represents a separator with the current density (and hence reconnection region) localised in a short spatial domain midway along its length. Our first experiment also has the parameter $a=10^{-6} z_{0}$ (in order to concentrate the flux ring almost exclusively on the separator); this will allow us to examine how the electric field (and the associated magnetic flux ring) affects particles whose initial positions progressively move closer to the separator. At this value, $a=50 \mathrm{~m}$; this value is also close to the typical current sheet width value discussed at the end of Sec. 2.1. Therefore, from Eq. $3,|E| \simeq 0.1 \mathrm{~V} \mathrm{~m}^{-1}$. In comparison to the electric field strengths used in 2 D or 2.5 D models, our electric field appears to be too small to be relevant for either accelerating particles or reconnecting flux. However, it is important to remember that, here, we are considering a 3D reconnection model with an electric field present over a large distance ( $\simeq 20 \mathrm{Mm}$ ). These electric fields lead to reconnection rates which are in line with those found in numerical experiments, as discussed in detail in Sec. 5. Also, this means particles may experience the accelerating force of an electric field over a considerable distance (time) and, hence, the work done on any given particle by the field is significant. Indeed, we estimate the peak


Fig. 2: Electron dynamics as a function of time ( $K E_{\mathrm{ini}}=2 \mathrm{eV}, \theta_{\mathrm{ini}}=45^{\circ}$ ). (a) The trajectories of four particles in the global separator field, with orbs indicating the starting position (green), final position (red) and any locations where the particles mirror (blue trapezoids); the (thick black) trajectories are overlaid onto local magnetic field lines (grey), with arrows indicating the field orientation. To add context, we also include the nulls and their associated fans and spines, coloured for direct comparison with Fig. 1. (b) The change in kinetic energy (black) and parallel electric field (red) experienced by each particle. (c) A comparison of the (self-normalised) parallel velocity (black) and magnetic field (blue). The initial positions studied here are recorded in Tab. 1.
energy gain possible for this electric field configuration to be $8.85 \times 10^{7} \mathrm{eV}$ for the present parameters, which is sufficient to accelerate particles up to relativistic speeds, as will be shown below.

### 3.1. Effect of varying initial position

We begin by giving each particle a relatively small initial kinetic energy ( 2 eV ). This is a much smaller energy than the typical thermal energy in the solar corona, but we have deliberately reduced this in order to study potentially significant acceleration of particles upon encountering a weak, but extended, parallel electric field. Particles with a small initial kinetic energy are likely to travel much slower, allowing for a better description of the particle behaviour. The initial energy is divided between paralleland gyro-motion through an initial pitch angle, $\theta_{\text {ini }}$; at any given time, the pitch angle $\theta$ is given as
$\theta=\arccos \left(\frac{v_{\|}}{v_{\text {tot }}}\right)$,
where $v_{\| \|}$is the component of the guiding centre velocity parallel to the local magnetic field, and $v_{\text {tot }}$ is the total particle velocity.

For this investigation (and indeed for the majority of the global simulations in Sec. 4), we will use $\theta_{\text {ini }}=45^{\circ}$.

Each fan plane acts as a boundary layer between two topologically distinct domains. We seek to uncover the general characteristics of particle behaviour in a given topological domain. By initialising four particles at equal distances from these topological boundaries (e.g. by choosing initial positions where $x=$ $y$ ) we hope to avoid non-generic effects which might arise by placing particles close to or on these boundaries. Three of these initial positions are situated in the vertical midplane, at a range of distances from the separator. For reference, we label these particles A-C (full details are given in Tab. 1). A fourth particle is similarly positioned equidistant from both fan planes, but placed 20 Mm above the vertical midplane and outside the reconnection region (for comparison with A-C); we label this particle D. Both the particle trajectories, and a comparison of properties over the time of calculation for each particle, are displayed in Fig. 2 for electrons and Fig. 3 for protons.

We begin by examining the behaviour of electrons, using direct references to aspects of Fig. 2. Of the electrons which begin in the vertical midplane, A is the furthest from the separator, while C is the closest; this change in distance from the


Fig. 3: Proton dynamics as a function of time $\left(K E_{\mathrm{ini}}=2 \mathrm{eV}, \theta_{\mathrm{ini}}=45^{\circ}\right)$. (a) The trajectories of four particles in the global separator field, with orbs indicating the starting position (green), final position (red) and any locations where the particles mirror (blue trapezoids); the (thick black) trajectories are overlaid onto local magnetic field lines (grey), with arrows indicating the field orientation. For comparison with Fig. 1, we also include an impression of the fan plane structure and approximate null and spine locations. (b) The change in kinetic energy (black) and parallel electric field (red) experienced by each particle. (c) A comparison of the (self-normalised) parallel velocity (black) and magnetic field (blue). The initial positions studied here are recorded in Tab. 1.


Fig. 4: Evolution of gyro-radius of particles with time, for experiments highlighted by Figs. 2-3. Both electrons (a) and protons (b) have initial positions described in Tab. 1, with $K E_{\text {ini }}=2 \mathrm{eV}$ and $\theta_{\text {ini }}=45^{\circ}$.
separator is the controlling factor for electron behaviour in this experiment.

While electron A experiences no electric field over the time of the calculation (note, in Fig. 2b no red curve is visible for A and D), electrons at positions B and C experience moderate
and strong ${ }^{1}$ electric fields, respectively. Fig. 2a shows that this causes B and C to be accelerated upwards along the separator and out on a trajectory similar to that of the spine of the upper

[^0]

Fig. 5: Investigation into effect of pitch angle and initial energy. (a) Variation of the particle trajectories at position A (specifically their final positions) with initial pitch angle at an energy of 2 eV . (b) The same result for initial energies of 200 eV . (c) and (d) Trajectories and end-point locations for particles beginning at position C (see Tab. 1). In all cases the final positions are colourcoded, depending on initial pitch angle (for key, see colour bar).
null, terminating at the edge of the numerical box. A and D also travel upwards; while they follow similar trajectories, these electrons travel at much slower speeds and end the simulation much closer to the upper null.

The extended region of intense electric field experienced by C causes rapid acceleration to a relativistic parallel velocity in a very short time; $C$ exits the numerical box after only 0.8 s . At this point in the simulation, Fig. $2 b$ shows that the kinetic energy of C has grown to 0.624 MeV ( $0.07 \%$ of maximum possible energy gain, $8.85 \times 10^{7} \mathrm{eV}$ ), while its parallel velocity is approximately $269 \mathrm{Mm} \mathrm{s}^{-1}(0.89 c)$. Electron B also leaves the box after around 35 s ; as the electric field it experiences is much weaker, the final kinetic energy of B is 52.6 eV , with a corresponding parallel velocity of $4.3 \mathrm{Mm} \mathrm{s}^{-1}(0.013 c)$. Electrons A and D remain in the numerical box for all time, and only achieve peak parallel velocities of $780 \mathrm{~km} \mathrm{~s}^{-1}$ and $800 \mathrm{~km} \mathrm{~s}^{-1}$ respectively, while both retain a kinetic energy of 2 eV .

Electrons A-C all travel almost exactly parallel to the magnetic field throughout the calculation; while guiding-centre drifts are accounted for in the model, in the present setup they have magnitudes of $\mathrm{ms}^{-1}$ speeds, which (for the scales plotted in Fig. 2a) are negligible compared to the speed of parallel motion. The sharpest change in parallel velocity (not directly caused by the electric field) occurs for electron D , as it encounters a mirror point close to the upper null (shown as a blue pyramid in Fig. 2a). Approximately 60s into the simulation, D experiences a significant increase in magnetic field strength, which causes the particle velocity to reverse sign (crosses in Fig. 2c). This is the reason that the final position of D is closer to the vertical midplane than the other electrons (see Fig. 2a).

We now turn our attention to the proton behaviour, exhibited in Fig. 3. Due to the difference in charge ( $q=|e|$ ) and mass ( $m_{p} \simeq 1836 m e_{e}$ ), we would broadly expect protons to travel in the opposite direction to electrons at lower speeds; this behaviour


Fig. 6: Illustration of twisting magnetic field, for specific field lines given by Eqs. 1-4, at (a) $t=0$ and (b) $t=100 \mathrm{~s}$. While the grey field lines illustrate the field lines originating near the spines of either null (green orbs), the blue field lines highlight field lines close to the separator and the pink isosurfaces highlight regions of parallel current, $\left|j_{\|}\right|$above approximately $10 \%$ and $50 \%$ of the peak value. In these examples $a=0.1 z_{0}$, to enhance visibility of the twisting of (blue) field lines around the separator.
is readily apparent from Fig. 3a, where the particle trajectories are shorter and in the opposite direction to those seen in Fig. 2a. We also observe that the normalised parallel velocity in Figs. 2c and 3c almost always differs in sign, indicating that protons and electrons travel in opposite directions in this experiment (unless mirror points are encountered). Once again, particles placed at positions A and D do not encounter any (significant) electric field. With an initial kinetic energy of 2 eV at an initial pitch angle of $45^{\circ}$, each proton has an approximate initial parallel velocity of $13 \mathrm{~km} \mathrm{~s}^{-1}$, while an equivalent electron would begin the experiment with $v_{\|} \simeq 593 \mathrm{~km} \mathrm{~s}^{-1}$. This difference in speed is due to the mass difference of the particles. Thus, protons which do not encounter the electric field are not seen to travel over the course of the simulation (at the normalising values chosen for this experiment). This is the reason Fig. 3a shows that protons A and D have not moved from their initial positions (green cube and red orbs overlap).

Protons B and C encounter moderate and strong electric fields. Due to their larger mass, they are more slowly accelerated than electrons; this is clear from the behaviour of proton B in Fig. 3a, which has travelled only a fraction of the distance covered by an electron starting from the same position in Fig. 2a. Proton B achieves a peak kinetic energy of 13.6 eV , corresponding to a peak parallel velocity of $161 \mathrm{~km} \mathrm{~s}^{-1}$; after 100 s , this proton has yet to leave the reconnection region and is still accelerating/gaining energy. Also noteworthy is the electric field experienced by proton $B$, according to Fig. 3b; towards the end of the experiment, the electric field strength experienced by B
(red crosses) becomes oscillatory in nature. This will be studied further in Sec. 3.2. Proton C, which feels the strongest direct acceleration, achieves a peak energy of 0.634 MeV , and exits the computational domain with a peak parallel velocity of $11 \mathrm{Mm} \mathrm{s}^{-1}$ $(0.037 c)$ after 10.5 s . Proton C also takes longer to leave the computational domain than electron C (comparing Figs. 2b and 3b) and does so via field lines close to the spine of the lower null; as expected, this is due to the difference in proton/electron mass and charge.

Finally, Fig. 4 provides an estimate of the gyro-radius for both electrons and protons over the course of the simulation. For relativistic cases, the gyro-radius of the particle is determined via
$r_{g}=\frac{p_{\perp}}{|q| B}=\frac{1}{|q|} \sqrt{\frac{2 m_{0} \mu_{r}}{B}}$.
Due to the presence of the rest mass $\left(m_{0}\right)$ in this expression, we expect that protons will have a larger gyroradius than electrons (by a factor of $\sqrt{m_{p} / m_{e}} \simeq 42.85$ ). Expression (6) also shows that particles which come very close to either null-point will exhibit a gyro-radius which increases rapidly. Figure 4 indeed shows that the largest gyro-radius (of approximately 4 mm ) is achieved by proton C , due to its encounter with the region around the lower null where magnetic field strength decreases. The evolution of electron gyro-radii (Fig. 4a) is complicated by the presence of magnetic mirror points, which ultimately cause the particles to re-encounter the region of lower magnetic field strength near a
null. As a result, multiple peaks may be observed in the gyroradii of some particles, e.g. electron D in Fig. 4a.

For both protons and electrons, even in the cases of particle acceleration to relativistic parallel velocities, the gyro-radii displayed in Fig. 4 remain several orders of magnitude smaller than the (metre) length-scales of the simulation. As the scales of both guiding centre and global field models remain well separated for all time, our use of the guiding-centre approximation to study particle behaviour in this environment is well justified.

### 3.2. Effect of varying initial kinetic energy and pitch angle

Until now, we have focused on the effect of the initial position of the particles on their behaviour. We now turn our attention to the remaining two initial conditions for each particle; kinetic energy and pitch angle. We still hold our initial particle positions fixed at the values used in the previous experiment (given in Tab. 1), and continue to refer to these particles by their initial position (i.e. particle A is initialised at location A , etc).

We consider the behaviour of individual particles starting from two initial positions, A and C (in order to compare behaviour with/without the influence of the electric field), for a range of pitch angles from $0-180^{\circ}$, and for two different initial kinetic energy values, 2 eV and 200 eV . For brevity, we summarise the results of this investigation for electrons in Fig. 5, and discuss how the results differ when replacing electrons with protons.

By varying the initial pitch angle at each starting position, we affect how the initial kinetic energy is distributed between the parallel and gyroscopic motion. A small/extremely large initial pitch angle $\left(0 / 180^{\circ}\right)$ will cause the majority of the initial 2 eV energy to go towards moving each particle in a parallel/antiparallel sense along the magnetic field; initial pitch angles close to $90^{\circ}$ will see the majority of the particle energy go towards the gyro-velocity.

Figure 5a illustrates how the final position of electrons initially located at A vary with pitch angle. This figure shows that (as expected) small pitch angles divert the majority of the initial kinetic energy into motion parallel to the magnetic field. As the pitch angle of electron A grows from zero, the amount of parallel energy available to transport the particle along the field is gradually reduced. Thus the initial electron velocity progressively reduces with pitch angle (with a minimum at $90^{\circ}$ ), and therefore electron A travels shorter distances from the initial position in the time available. A switch-over occurs as the pitch angle passes through $90^{\circ}$ in Fig. 5a; while at exactly $90^{\circ}$, all the kinetic energy goes towards the particle gyro-velocity, and hence the particle position remains at the initial position. This is seen in Fig. 5a as a red orb (final position) in the same location as the green cube (initial position). As the pitch angle grows beyond $90^{\circ}$, the parallel velocity of the particle begins to act in the opposite direction (now anti-parallel to the magnetic field). Pitch angles which approach $180^{\circ}$ allow particles to again travel
larger distances from the initial position, but in the opposite direction from particles with pitch angles close to $0^{\circ}$. Once more this is seen in Fig. 5a in the particle trajectories which travel down along the separator, in the opposite direction to the magnetic field. The same effect is also recovered for protons, but in the opposite direction (due to the difference in charge), and with a greatly reduced velocity/distance travelled (due to the increase in particle mass).

We also perform an identical experiment, but with an initial energy of 200 eV , in order to assess the impact of initial kinetic energy on particle behaviour; the results of this study are illustrated in Fig. 5b (for electrons). At the larger value of initial kinetic energy, the simple pattern of particle behaviour with initial pitch angle (seen in Fig. 5a) is no longer present. Instead, Fig. 5b shows that increasing the initial kinetic energy causes each electron to more readily encounter magnetic mirror points. The location of the mirror points encountered depends on how the initial 200 eV energy is distributed between parallel and gyro-motion; pitch angles close to $0^{\circ} / 180^{\circ}$ not only cause electrons to have a large initial parallel velocity component, but also effectively reduce the particle gyro-radius, meaning that much larger magnetic field strengths are required to mirror these electrons. Conversely, particles with pitch angles close to $90^{\circ}$ not only travel slowly along the magnetic field, but also maintain a larger gyroradius requiring much weaker magnetic field strengths to cause them to mirror. The same is true for protons, again noting that proton gyro-radii are larger by a factor of $\sqrt{m_{e} / m_{p}}$; protons will readily mirror upon encountering regions of increasing magnetic field strength, however it takes longer for them to reach these regions compared to electrons.

Our final stage of this survey concerns how the particle behaviour demonstrated by Figs. 5a and 5b is altered by the presence of the electric field. We therefore repeated the same experiments for particles initially placed at position C ; these results can be seen in Figs. 5c and 5d.

Beginning with initial 2 eV energies, Fig. 5c illustrates that the electric field now dominates the particle motion. All particles are rapidly accelerated along field lines close to a single spine of the upper null, irrespective of pitch angle, and achieve peak energies of 0.62 MeV in less than a second. If the initial energy is increased to 200 eV , Fig. 5d shows a curious change in behaviour; while particles with initial pitch angles close to $90^{\circ}$ continue to behave as in the 2 eV case, we find that particles with small $\left(0-63^{\circ}\right)$ or large $\left(127-180^{\circ}\right)$ initial pitch angles leave the numerical box close to the opposite spine of the upper null than they left from before.

In order to establish the reason for this result, a more detailed analysis of the magnetic field evolution was undertaken. In Fig. 6, we illustrate the magnetic field configuration given by Eqs. 1-4 at the beginning of the experiment $(t=0$ in Fig. 6a) and at the end $\left(t=100 \mathrm{~s}\right.$, Fig. 6b), for $a=0.1 z_{0}$ (in order to emphasise any differences on a large scale). Each magnetic field line in the image was calculated using a simple ODE solving routine for


Fig. 7: $a=10^{-6} z_{0}$; Electron trajectories (a) and initial positions (b) for 2 eV particles with initial pitch angle $45^{\circ}$. (c) and (d) are the same, but for 200 eV particles. The colour of each particle or track identifies the peak kinetic energy gain of the particle during the simulation (see colour bar).
our chosen fields. From Fig. 6, we see that as time progresses, the magnetic field becomes increasingly twisted around the separator near the vertical midplane. Field lines which start within a particular topological domain at $t=0$ may (at later times) pass through several such domains before aligning with a particular null-spine.

This evidence provides an explanation for the behaviour seen in Fig. 5d. By seeding the particles with a wide range of initial pitch angles, we effectively prescribe the initial amount of parallel velocity for each particle. Until the electric field completely dominates the particle behaviour (which may take several time steps), particles will be at different locations along the same field line as the magnetic field connectivity begins to change (as reconnection takes place), just when the electric field begins to fully control the particle motion. This suggests that the particles will be accelerated along field lines whose connectivity is changing and the exact field line along which a particle will travel will
therefore depend on the position and time at which it begins to accelerate, which are pre-determined by the initial pitch angle.

A similar effect is observed for protons. However, the choice of spine along which a proton leaves no longer conforms to such a clear pattern, instead appearing to be almost random. This is likely due to the protons spending more time in the reconnection region than electrons, where each proton would experience a local environment which is changing much more rapidly.

Despite minor fluctuations of the peak kinetic energy due to this effect (of approximately 1 keV ), all electrons continue to be accelerated to 0.62 MeV energies ( $0.07 \%$ of maximum possible energy gain for the experiment). Protons are also accelerated to near identical energies, irrespective of pitch angle at position C. Therefore, neither the initial pitch angle nor kinetic energy have any significant impact on the peak kinetic energy achieved by particle in this experiment; the dominant control parameter is the initial particle position [for a given field setup, where $a, l$ and


Fig. 8: $a=10^{-6} z_{0}$; Proton trajectories (a) and initial positions (b) for 2 eV particles with initial pitch angle $45^{\circ}$. (c) and (d) are the same, but for 200 eV particles. The colour of each particle or track identifies the peak kinetic energy gain of the particle during the simulation (see colour bar).
$b_{1}$ (which control the size and strength of the reconnection event taking place over a timescale $\tau$ ) are all fixed].

Figure 6 also provides an explanation for the oscillatory behaviour seen earlier in the electric field encountered by proton B in Fig. 3b. Due to their larger mass, protons are more slowly accelerated compared to electrons, and therefore remain in the reconnection region longer. In so doing, the field lines along which they travel continue to reconnect and change connectivity close to where the proton is currently located, which affects not only the proton's trajectory, but also its local environment, i.e. the electric field it encounters.

## 4. Behaviour of large distributions of particles

Having studied the behaviour of several different examples of particle motion within our model, we are now well-equipped to better understand the response of a large number of particles to
the system of electric and magnetic fields in the vicinity of a reconnecting separator.

Retaining the majority of parameters in our investigation from the previous section, we will look to vary the radial parameter $a$, in order to assess the limitations of the model and its viability as a realistic source of particle acceleration in the solar corona. To that end, we distribute 1280 particles, each with an initial pitch angle of $45^{\circ}$, in a grid centred on the separator; the grid consists of five planes at different vertical heights ( $z=-20,-10,0,10,20 \mathrm{Mm}$ ), while in each plane we distribute particles in an equally spaced $16 \times 16$ grid array, ranging from $-0.3 \mathrm{~km} \rightarrow 0.3 \mathrm{~km}$. We begin the global phase of the investigation with $a=10^{-6} z_{0}$; the results of a survey of electrons can be seen in Fig. 7, while the equivalent proton results can be found in Fig. 8. In both cases, particles are given initial kinetic energies of either 2 eV (Figs. 7a-7b and Figs. 8a-8b) or 200eV (Figs. 7c-7d and Figs. 8c-8d).


Fig. 9: Electron paths for $a=10^{-7} z_{0}$, with same initial positions as Fig. 7. The peak kinetic energy of all particles remains equal to the initial energy, hence their identical colour (black).

A wide range of particle energy gains are recovered in Figs. 7 and 8 ; both figures display variations from a minimum value near numerical accuracy $\left(10^{-12} \mathrm{eV}\right.$, i.e. virtually no energy gain), up to a maximum energy gain of $1.4 \mathrm{MeV}(1.6 \%$ of maximum possible energy gain). As seen earlier in Sec. 3.1, the initial position of the particle plays a key role in determining not only the particle trajectory, but also the peak kinetic energy achieved. Two distinct types of behaviour are readily apparent within Fig. 7. Electron orbits which start closer to the separator always achieve larger peak kinetic energies (shown in Fig. 7b); these electron orbits are strongly accelerated by the electric field up along the separator and out parallel to the spine of the upper null. Electron orbits which start further from the null experience far smaller energy gains, and typically bounce between magnetic mirror points along the separator for the entire duration of the simulation. It is also noteworthy that electrons (and protons) only escape the computational domain along field lines near the spines of one of the nulls. This is similar to the findings of Dalla \& Browning (2006) who studied the acceleration of particles at a single 3D magnetic null point in a model of spine reconnection and found that particles in their configuration escaped along the spine of the null point. In our case the particles escape along field lines that lie close to, but not exactly on, the spines of the nulls and the magnetic null points are far away from the actual reconnection site. This suggests that in our model the fact that particles preferably "escape" close to the spine of one the magnetic nulls is an effect of the geometry of magnetic field lines.

A similar picture emerges in Figs. 7c-7d, for electrons with initial kinetic energies of 200 eV . Increasing the initial kinetic energy (as discussed in Sec. 3.2) also increases the likelihood that an electron may mirror within the simulation domain, particularly for electrons which are not strongly accelerated by the electric field. In Fig. 7c a large percentage of the electrons in the simulation now encounter mirror points, parallel to the spines
of/close to both nulls. Even electrons which achieve keV energies can become trapped in the simulation domain and mirror between the spines of both nulls. Despite MeV electrons being currently able to "escape", this is only due to our choice of computational domain (see Sect. 6). We also note that increasing the initial kinetic energy from $2 \rightarrow 200 \mathrm{eV}$ has no effect on the peak kinetic energy gain achieved. The reason for this is that both initial energies are extremely small in comparison to the peak energies reached by the particles.

Turning to the proton behaviour observed in Fig. 8, again we note that the protons are accelerated in the opposite direction to the electrons, due to the charge difference between each species. Several other differences between the proton results in Fig. 8 and electron results in Fig. 7 are readily apparent. For the current experimental conditions, there are no visible examples of proton mirror points; none of the proton orbits in Figs. 8a and 8c ever approach the upper null. The spread of the proton trajectories seen in Figs. 8a and 8c is much narrower, concentrating along the separator and the spines of the lower null.

The distribution of energy in each $x, y$ plane also changes when switching from electrons to protons. The electrons in Figs. 7b and 7d show a gradual change in energy, from small gains at large values of $x, y$ to large gains close to the separator. Each $x, y$ plane contains a broad region of electrons which experience keV-MeV energy gains; each is symmetric but not radial and extends along two of the fan planes. Energy gains also vary with $z$; more electrons are found at $\mathrm{keV}-\mathrm{MeV}$ energies whose starting positions are below the vertical midplane. By contrast, the proton distributions in Figs. 8b and 8d show clear radial distributions of energy gains, where there is a sharp transition from small to large energy gains. Each region of keV-MeV energy gain is much narrower than in the electron case, and is more likely to be found above the vertical midplane. These effects result from the difference in proton and electron mass. Electrons are lighter and require much less force to be accelerated, thus effectively broadening the range of influence of the electric field (which would be otherwise ignored by protons with identical initial positions). It is also worth noting that the (roughly circular) distribution of proton energies within the planes of Fig. 8b-8d is caused by the Gaussian decay component of Eqs. (2)-(3). This pattern, while clear for protons, is less visible in the electron distributions, again due to the extended range of influence of the electric field, and the complex geometry of the magnetic field further from the separator.

As mentioned earlier, we will now investigate what effect the value of $a$ has on the global behaviour of the simulations. Due to current-sheet fragmentation (for example), one might perceive the value of $a=10^{-6} z_{0}$ to be an upper bound on the current sheet width. For our next experiment, we reduced the value of $a$ by a factor of ten, for an identical grid of electrons as discussed above. The results of this experiment can be seen in Fig. 9.

By only reducing the value of $a$, the initial positions now lie outside the range of influence of the electric field, for all


Fig. 10: $a=10^{-7} z_{0}$; Electron paths (a) and initial positions (b) for particles with 2 eV initial energy and pitch angle $45^{\circ}$. The colour of each particle or track identifies the peak kinetic energy of the particle during the simulation (see colour bar).


Fig. 11: $a=10^{-7} z_{0}$; Proton paths (a) and initial positions (b) for particles with 2 eV initial energy and pitch angle $45^{\circ}$. The colour of each particle or track identifies the peak kinetic energy of the particle during the simulation (see colour bar).
electrons (which, from earlier results, experience a larger range of influence of the electric field than protons). Figure 9 shows that every electron in this second experiment now travels upward along the separator until bouncing at a magnetic mirror point in the vicinity of the upper null; all electrons retain a peak kinetic energy equal to their initial kinetic energy ( 2 eV ); identical behaviour is recovered even when the initial kinetic energy is increased (to 200 eV ). Only by placing our particles closer to the separator can we ensure that the electric field exerts some influence over the particles in question. To demonstrate this, we repeat the same experiment, with $a=10^{-7} z_{0}$, but reducing our particle grid spacing by a factor of 10 in each plane (i.e. particles are distributed from $-30 \mathrm{~m} \rightarrow 30 \mathrm{~m}$ in $x$ and $y$ ); the experimental results for electrons are shown in Fig. 10 and for protons in Fig. 11.

By reducing the grid spacing and the value of $a$ together, Fig. 10 shows that we continue to recover a similar distribution of energy gains in each plane as seen at $a=10^{-6} z_{0}$, but this time up to a maximum gain of 0.14 MeV . The paths of electrons/protons (Fig. 10a/Fig. 11a) are distributed closer to the upper/lower null, while the high energy particle distributions (Figs. 10b/11b) remain similar to those observed in previous cases (see e.g. Figs. 7/8).

Many previous studies of particle acceleration present the energy spectra recorded for a given experiment. In order to stimulate discussion and further work, we too present the energy spectra of the accelerated particles previously discussed, determined at a range of times over the course of our simulations (Fig. 12). If a particle leaves the domain at any point, we record the particle energy on exiting the box for the remaining times. Figure 12 shows the spectra for particles which reach energies


Fig. 12: Time evolution of energy spectra. Empirical probability distribution functions (and fitted power laws) of recorded energies at various times throughout the experiment, for (a) Electrons all with 2 eV energy, (b) Protons with 2 eV initial energies, (c) Electrons with 200 eV energies and (d) Protons with 200 eV initial energy. For key to output times for each spectra and accompanying power law, see legend.
of at least $105 \%$ of their initial energy (in order to focus on the accelerated particle population alone). A power law is fitted to these spectra, using the method of maximum likelihood (see e.g. Feigelson \& Babu 2012). The resulting probability distribution function takes the form of
$f_{\text {pow }}\left(E_{k} ; p\right)=\frac{-(p+1)}{E_{k}^{0}}\left(\frac{E_{k}}{E_{k}^{0}}\right)^{p}, \quad E_{k} \geq E_{k}^{0}$,
where $E_{k}^{0}$ is the minimum value of the kinetic energy, $E_{k}$, and $p$ is the power law index. In Figs. 12(a)-(b), the initial particle energy is 2 eV and hence $E_{k}^{0}=2.1 \mathrm{eV}$; for Figs. 12(c)-(d), the initial kinetic energy rises to 200 eV , hence $E_{k}^{0}=210 \mathrm{eV}$.

From Fig. 12, it is clear that the energy spectra recovered are relatively hard; overall values of power law parameter $p$ vary from $p \in[-1.15,-1.48]$. We note that a comparison of Fig. 12a with Fig 12b (or Fig. 12c with Fig. 12d) shows that while the electron spectra (and hence values of $p$ ) remain relatively fixed in time, proton spectra gradually become shallower (hence values of $p$ increase with time). This is due to the difference in mass of the particles causing electron acceleration to take place much more rapidly than proton acceleration. Many of the highly accelerated electrons leave the experiment within the first few
seconds, meaning that over time the spectra remain the same. However, the protons take longer to accelerate to similar energies.

## 5. Discussion

We have studied both individual particle orbits (Sec. 3) and larger sets of initial conditions for particle orbits (Sec. 4) to investigate the behaviour of electrons and protons in the vicinity of a reconnecting magnetic separator. From our guiding-centre and kinematic model approach presented earlier, we are able to broadly group the behaviour we found into two categories; the determining factor in this categorisation is the strength of the electric field felt by the particles.

The first of these categories concerns particles which encounter weak/negligible electric field; such particles are controlled to a large extent by their initial conditions. Particles which never fall under the influence of the electric field retain their initial kinetic energy for all time. In the magnetic field prescribed by Eq. 1 (whose field strength at large distances from the separator grows as $r^{2}$ ) all particles initialised within our numerical box will ultimately mirror (due to the ever-increasing magnetic field strength experienced). The location of the mirror points is
determined by a combination of factors; the mass of the particle, the amount of initial kinetic energy of each particle, and how this energy is split between parallel and gyro-motion (i.e. at a given pitch angle). This is illustrated by Figs. 5a-5b. With other initial conditions unchanged, particle orbits with initial pitch angles close to $90^{\circ}$ will mirror earlier than orbits with initial pitch angles close to $0^{\circ} / 180^{\circ}$. Initial pitch angles in the latter range will lead to more field aligned motion initially, which would cause these particle orbits to mirror later.

The second category concerns particles which encounter strong electric field; particles in this category are rapidly accelerated along their present field line, in a direction which depends on the charge of the particle and the orientation of the local electric field. Often these particles appear to escape the "magnetic bottle" prescribed by our field, but these particles will ultimately mirror outside our chosen computation domain.

Depending on the model parameters chosen, we have shown that it is possible to accelerate both electrons and protons to $10-100 \mathrm{keV}$ within seconds (electrons) or tens-hundreds of seconds (protons) during separator reconnection. This lies well within the thick target model requirements for the interpretation of hard X-ray (HXR) emission at flaring loop footpoints in large flares (see e.g. Brown 1971; Brown et al. 2009; Cargill et al. 2012), in terms of energy, but does not solve the problem of the particle number fluxes required. In Sec. 3, we demonstrate that the energies gained are effectively independent of both initial kinetic energy and pitch angle; the initial position of the particle is the primary factor in deciding its behaviour.

We have also noted an interesting effect caused by the competition of initial pitch angle and the local electric field for electrons seeded with large initial kinetic energies; in Fig. 5d, we show that electrons leave the simulation domain close to opposing magnetic spines of a particular null, grouped by pitch angle. We believe this effect to be caused by the parallel current along the separator, which is associated with a localised twisting of the magnetic field, as shown in Fig. 6. This effect is also highlighted in Fig. 12 of Pontin (2011), in order to demonstrate the relative complexity of such a model compared with early separator reconnection models. Protons are affected to a greater extent than the electrons by the twisting of magnetic field around the separator since they travel slower than electrons and, therefore, remain in the reconnection region for longer.

Both categories are visible in the surveys of a large number of particles with different initial conditions presented in Sec. 4. Protons which achieve large energy gains (in the $\mathrm{keV}-\mathrm{MeV}$ scale for the current experiment parameters) are typically found in a circle centered closely on the separator, which also slightly widens as distance above the midplane increases. Outside of this, we recover significant numbers of particles which are not accelerated. For electrons this pattern is complicated by a wider range of influence of the electric field and the complicated magnetic geometry of the reconnection region.

The fall-off in energy with radius is due to the form of the prescribed electric field (Eq. 3) which contains a Gaussian term that decays rapidly with radius. Increasing the initial kinetic energy does not significantly increase the peak kinetic energy gain, which is almost entirely determined by the electric field strength. The initial kinetic energy does affect the typical particle paths, however, allowing more particles to mirror and re-enter the reconnection region. Reducing the width parameter $a$ not only affects the radius over which particles feel the effect of the electric field, but (again noting Eq. 3) also the strength of the electric field. Thus, reducing the parameter $a$ by a factor of ten also limits the peak energy gained by any given particle by the same factor. The parameter $a$ is also one of several parameters which directly influences the reconnection rate. In a similar calculation to that detailed in Section 5 of Wilmot-Smith \& Hornig (2011), it is possible to estimate the reconnection rate of our separator reconnection event; for the chosen parameters, this is approximately $8.85 \times 10^{7} \mathrm{~V}$. These values agree well with the reconnection rates determined from numerical experiments of separator reconnection. As an example, the reconnection rate and lengthscales used in our study fall exactly within the range of rates and scales recovered from a dynamic flux emergence experiment studied in Parnell et al. (2010b) which yielded multiple magnetic separators, strengthening our conclusion that the electric fields and reconnection event studied here reproduce behaviour which is expected to occur within the solar atmosphere.

It is also noteworthy that, due to our choice of model, our results are (in principle) entirely scalable; by varying the parameters within the field model, one can simply scale up/down the particle results presented here by an appropriate factor (due to the separation of scales between field and particle models).

Finally, we turn to the energy spectra recovered by our experiments (Fig. 12). These spectra are well matched to powerlaw fits whose indices varies from $p \in[-1.15,-1.48]$. While flatter than some estimates, these indices are relatively close to those recovered by other particle acceleration models. For instance, Baumann et al. (2013) recovered a non-thermal energy tail with a power law index of -1.78 , while Stanier et al. (2012) record an approximate power law index of -1.5 for protons with energy between $10^{5}-10^{7.5} \mathrm{eV}$. It should be noted thought that our power law fit is particularly well matched to our recovered spectra over many orders of magnitude; this is an essential facet of a true power law seen in nature which is not necessarily recovered in many cases in the literature which purport to show a power-law distribution.

Observational evidence also suggests that our recovered spectra are relatively flat/hard compared to those recovered by studies of HXR fluxes during solar flares. However, examples of spectral power law indices which approach the values recovered by observations of solar flares can be found in the literature (see e.g. Crosby et al. 1993; Krucker et al. 2007; Hannah et al. 2011). This raises several important issues; our relatively simple experiment is not intended to directly model a flare, merely to study
how particles might respond to a separator reconnection event within the solar atmosphere. Furthermore, our initial investigation uses a uniform distribution of particle energy, pitch angle and initial position. Additional layers of complexity (including a more 'realistic' set of initial conditions) may form the basis of future investigations. For this initial experiment, we felt it was important to begin with a simple picture, in order to establish the basic type(s) of particle behaviour recovered by this type of 3D reconnection.

## 6. Conclusions and future work

In this investigation, we have for the first time studied the relativistic guiding centre motion of particles in a simple large-scale reconnecting 3D magnetic separator environment. Depending on the specific choice of model parameters, we have shown that separator reconnection can accelerate particles to high energies over relatively short timescales under typical solar coronal conditions. Our work highlights that weak, extended electric fields can accelerate both protons and electrons to high energies, which (for this model) primarily depend on the strength and extent of the electric field at the reconnection site.

Accelerated particles are ejected from the reconnection site along the fan-plane field lines that run close to the spines of the two nulls which are linked by the separator; this suggests that, while we do not directly model a flare, separator reconnection processes taking place during a flare might lead to particles which impact the chromosphere, for instance, at specific localised sites. This is in contrast to previous models of particle acceleration at 3D null points in which particles may be ejected not just along the spine of the null, but also along its separatrix surface (fan plane) with no clear preferential direction, thus potentially creating a diffuse extended HXR site (again assuming that 3D null point reconnection takes place during a solar flare).

An interesting feature of our work is that we have shown that protons may be ejected along different sets of field lines to electrons, therefore suggesting that the corresponding HXR sites might have quite different characteristics. This finding may be regarded as a three-dimensional equivalent of the finding of Zharkova \& Gordovskyy (2004) for a 2D reconnecting current sheet with guide field. We remark, however, that the equivalence is not perfect, because the particle orbits in our electromagnetic field model may eventually reach mirror points and start a bouncing motion, which is not the case in the 2D current sheet configuration.

It is important to again stress that we do not attempt to directly model a solar flare with this model. However, if one were to regard separator reconnection as playing a role in such an event, then one final conclusion our work highlights would be that the number of resulting HXR sites would be highly dependent on where the spines of the nulls actually link to. For example, it would be important to know whether these spines connect down to the chromosphere/photosphere, or extend up
into interplanetary space. Furthermore, do the spines traverse large or short distances, and do they encounter regions of diverging/converging magnetic field? Due to the simplicity of the current model these questions cannot be answered, but their importance warrants further investigation.

Following on from the present investigation, several opportunities for further study present themselves. Using the present model, we intend to investigate how the role of multiple magnetic separators (which are generated much later in this experiment, after the currently studied set of high-energy particles have achieved relativistic velocities and left the numerical domain) affects the particle behaviour presented in this paper. Recent experiments have shown that multiple reconnecting magnetic separators are not uncommon (see e.g. Haynes et al. 2007; Parnell et al. 2010a,b; Wilmot-Smith \& Hornig 2011), so a natural extension to this work would be to investigate their role/impact in particle acceleration.

While our use of the Wilmot-Smith \& Hornig (2011) separator model has many advantages for our present work (full analytical description, highly customizable, etc), we also intend to move beyond a simple kinematic framework. Our ultimate goal is to adapt our guiding centre scheme to use input fields which are determined through the use of full 3D MHD simulations of (multiple) separator reconnection. This approach has previously been used to study particle behaviour in complex coronal structures, for example in twisted coronal loops (see e.g. Gordovskyy \& Browning 2011; Gordovskyy et al. 2014) using the Lare3d code (Arber et al. 2001). We therefore also see this present study as an initial proof-of-concept for later investigations, as we move towards studying particle acceleration in more complex separator reconnection scenarios.
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[^0]:    ${ }^{1}$ 'Strong' in this context (and throughout the paper) means an electric field that is large in comparison to the peak electric field in the model, which, as already discussed, is considered small compared to the electric fields found, for instance, in 2D steady-state reconnection models.

