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ABSTRACT

We were unable to verify the existence of ion mobility
discontinuities in either superfluid helium at 1 K or liquid
nitrogen. The velocity-field dependence in helium was described
by an increased interaction with the normal fluid, due to an
increase in the roton number density close to the ion surface.

The mobility results in nitrogen were interpreted as being due to
liquid motion, following a theory by Kopylov.

The D.C. results showed that the effect of a grid on the
transmission of an ion beam could be described by a field dependent
grid transmission coefficient, independent of the ion*velocity.
The vortex ring transmission through a grid was a complex function
of vorticity being captured by the grid, the capture and escape
probabilities of the bare ions by vorticity, and the onset for

vorticity propagating throughout the ion cell.



INTRODUCT ION

For the past decade the study of ion motion in iiquid helium
has provided a powerful technique for investigating superfiuid
flow. Negative ions have been used as microscopic probes for
detecting vorticity in turbulent flow, and both signs of ion
produce quantized vorticity in the form of vortex rings. These
vortex rings have been shown to follow the classical hydrodynamic
description, with modifications to allow for the vortex core. The
binding of ions tc vorticity has been explained, but not the initial
formation and growth of the ring.

The low field ion mobility is interesting in that the
existenca of mobility discontinuities occuming at periodic intervals
of a critical ion drift velocity cannot be explained by present
theories of superfluid hydrodynamics. The discovery of these
discontinuities in classical liquids confuses the issue, as. do the
reports denying the existence of discontinuities.

This work was started to test one of the ideas put forward
to explain discontinuities in superfluid helium (the vibrating ion
theory by Cope and Gribbon). We were however unable to measure
a discontinuity in either helium or liquid nitrogen. In the belief
that the electrode arrangement, and in particular the grid through
which the ion beam was transmitted, bhad some affect on the current
that might explain the phenomenon we carried out extensive work under
D.C. conditions. This ledon to examining the effect of the grid on

the transmission of high energy vortex rings.



CHAPTER 1

The purpose of this chapter is to outline the background
theory of liquid helium so as to provide the relevant equations
and concepts for a proper appreciation of the results contained
in the later chapters. In particular, the purpose is to
introduce the concepts of a vortex line, vorticity and turbulence
because much of the work in Chapters 4 and 5 is concerned with
the vorticity produced by ions in HelII.

MICROSCOPIC THEORY

I. The macroscopic quantum effects seen in liquid HeIl can
be related to the idea of a condensate wave function. The
theory is based on a phenomenological approach in which a
'"condensation' of particles in an ideal Bose gas takes place
into a single particle quantum energy state. This condensation
can occur below some critical temperature in any fluid system of
interacting particles in which there is an absence of order in
configurational space. The main effect of the particle inter-
actions is to restrict the fraction of condensed particles to
some value less than unity as the temperature tends to zero.

The condensate in a single particle energy state may be
described by a mean value condensate wave function

<P(r,t)> = £(r,t) exp(i¢(r,t)) (1)

which has phase coherence throughout the system. The condensate

is in a state with momentum hV¢, and if the momentum does not
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alter rapidly with position r and time t, then £(r,t) is constant.
This corresponds to a superflow with a velocity Vs(r) given by
Vs(r) = é% . V9. (2)

If the flow is uniform then Vs(r) is constant in space, and
it can be identified with a particle velocity Vs' The whole
condensate is then in a state with particle momentum m VS and
mass density Pgs and there 1s a mass flow pSVS in the system.

If the momentum is large or varies rapidly with position, VS
is still defined by (2) but the mass flow must be corrected for
the dependence of pg on velocity.

In a superfluid the velocity field is irrotational in
a simply-connected region of the fluid : there is no vorticity
or V x Vs = 0, and the phase ¢ in (1) is single-valued. However
in a multiply-connected region, ¢ need only return to its original
value + 2nm on traversing a path round a nonsuperfluid obstacle:

5 Vé.dr = 2nm,
gnd using (2) § Vs(r).dr = %E (3)
This expresses the quantisation of the circulation in a super-
fluid. It is a'macroscopic' quantum effect because it depends
on a large number of atoms having each the same quantised angular
momentum.

In an ideal Bose gas in equilibrium the energy of a

particle in the condensate is the chemical potential u per
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particle in the system. If this is true for any superfluid
system then firstly, (1) will be modified by an additional
factor,

W, 0)> = £(,0) exp(i () - F5))
and, secondly, if there is a potential difference HiTHy
between two points 1 and 2 in the system then the phases ¢1
and ¢, must change with time to produce a motion of quantised

circulation or vortices between 1 and 2, according to

where < > v denotes time average, and %%.is the rate of motion
of the vortices. This concept is of general validity, and forms
a useful basis for the discussion of dynamic effects such as the
various Josephson experiments in a superfluid system.

The ability of an ideal Bose gas to exhibit superfluid
flow pSVS depends on the velocity dependence of Pgr If there
are weak interactions between particles then at a certain
critical velocity Vc’ p, 8oes to zero and superflow is destroyed.
This happens when the temperature falls to zero, so the ideal
Bose gas picture fails to account for superfluidity. However
when the interacting particles are no longer considered to be
free classical particles with energies e = p2/2m, but rather to

be particles with an excitation spectrum, that has been modified
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by the interactions then the critical velocity VC = %%-is
finite. The lowest energy excitations in the modified spectrum
are phonons and will be discussed in II.

Superfluidity is connected therefore not only with the
presence of a condensate but also with the interactions between
the atoms. Any system of interacting boson particles with no
configurational order would show superfluidity below a critical
temperature : in practice, only liquid He4 and superconducting

electron pairs behave in this way.

II. Tisza and Tandau Theories

The properties of superfluid helium have been explained
adequately by Tisza's two—fluid model. 1In the model there is a
viscous 'mormal' fluid component of density Py and a superfluid
component of density Pgs such that the total density p = Ph * Py
Each component has its own independent low velocity field Vn
and VS: the total momentum density j = ann + pSVS can lead
to a counterflow in the two fluide. The superfluid has zero
viscosity and has no entropy. Pq varies with temperature, such
that ps/p is zero at the critical temperature, or the X-point,
and increases to unity as the temperature goes to zero. It

should be pointed out that a simple comnection does not exist

between p_ and the fraction of particles in the condensate (I).
s
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The thermodynamic properties of liquid helium depend on the
energy spectrum of the excitations. The distributicn function

n(p) for a system obeying Bose statistics is given by

€ -1
n(p) =45 fe B -7t
The spectrum proposed by Landau consisted of phonons with low
: : - ® - po)’
energy € = pc and rotons with energies € = A + 2“0’  above

2y
the energy gap A at a minimum in the e- p spectrum.O These

energies apply in a frame of reference moving with the back-
ground superfluid at a velocity Vs' The energy £{(p) in the
function n(p) is hcowever the energy of the excitations in a
frame of reference that moves with the excitations, so that
n(p) has to be modified by a Galilean transformagionzinto
R = 3 Skt T
where V = Vn - VS is the relative velocity between the two frames
of reference.
This weans, for example, that the average momentum density,
given by
j = fp.n(e—p.V) d3p,
can be reduced and equated to the excitation density oy by

j = p_V at small velocities to give the expression
n

_ 47 pan 4
Pn 3 JgeP 9P
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This example emphasises that Py depends on the statistical

nature of the system, and on the form of the energy spectrum.

Any microscopic theory therefore must produce the Landau excitation
spectrum from first principles to have any weight, since this
spectrum has served as a successful method of explaining #m many

of the properties of superfluid helium,

ITI. Hydrodynamic Zquations

‘The flow of HeIl can be described by the appropriate
hydrodynamic equations of motion which for the two fluid model
are simiiar to those classical fluids. For a perfect fluid
with zero viscosity the conservation of momentum is given by
Euler's equation

v

Dt £

in which f is the force per unit volume in the fluid. For the

superfluid component of HeIIl this becomes

DVs Pq
Pe BT - T E—-VP * o SVT 4)
and for the normal fluid component
Dvn Pn 2
N Tl E—-VP - psSVT + nnV Vn (5)
where %%—= %%—+ vV.v)v

The mass continuity equation is

90 =
Y v.J =0 (6)
where J=pV_+p ¥V (7

S S nn
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and the conservation of entropy equation is

)
5t (pS) + V.(pSVn) =0 (8)
iv. Vorticity
The above equations (4) — (8) hold only for low velocities.

Superfluid vortices are formed at high flow velocities where
their production is energetically more favoured than that of
phonons and rotons. Since the circulation of a vortex line

. . . . h
is quantised in units of - we have

nh 1
A

The energy per unit length of a vortex line or the kinetic

| I

energy of the fluid rotating about a core of radius 'a' of atomic

dimensions in a vessel of radius 'b' is
b 2
2 h b
= 1 = — -
E f szV 27r.dV Wps z.ln =
a m
Classically a vortex must have its ends on a boundary

or be bent into a closed loop or ring. The energy of such a
ring of radius R is given by
2
2 h R
ER = 27 Pg —5-.R.2n(5)
m
or more exactly

2

]

E R.zn(g5 - %) (9)

1
R - 2Pg¢

where k is the circulation of the ring. The velocity of the

ring is

K 8R 1
YR T am G TR (10)
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A vortex ring carries no pet linear momentum, but when a ring is
formed there is a change in momentum of the system equal to the
impulse of the ring (P), (Lin 1963), given by
P = prKRz.
This leads for a channel of width 'd'! to a critical

velocity

k 1 d

_E_x 1 d_.
=3T3 - (1)

Vcrit

This velocity is only of the order of a few cms sec L for
d = 10_3 cm, and is much smaller than the velocity =60 m sec—1

necessary to create rotons at the minimum of the Landau e -~ p

spectrum,

v. Mutual Friction and Turbulence
Is .
When a classical fluidArotated at an angular frequency 0
in a container, the profile of the fluid surface is a parabola

given by
92 r2
y = e (12)

The fluid rotates like a solid body, since V = Q.r,
and V x V = 2Q. If Vx VS = 0 in liquid helium, then on rotation

the profile should alter to
Jfnooh?
YT g

with only the normal fluid involved in the rotation. It was

(13)

found however that liquid helium obeyed the classical result

(12). This can be explained if it is assumed that a vortex
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line density n, is formed in the superfluid with V x VS = Q
everywhere, except in a path round a vortex core. The total

circulation round a curve enclosing the total number of lines

N is
g h
§ Vs(r).dr = N.m
h _
and . Vv x Vs =n .= 29 (14)

This means that in rotating helium a uniform density of vortex

lines is built up, given by

L2
L K

The normal fluid can be scattered by vortex lines, as
shown by Hall and Vinen (1956),to give on a vortex line of

velocity V, a Magnus force

L
= V. = V) x
£ ps( L s) K
so that the line moves relative to the superfluid. This
provides an effective interaction between the normal and

superfluid. It adds to the hydrodynamic equations a 'mutual

friction' term
Lo _p

s n
=—1 o -v)
sn o s n
where B is a mutual frictiom constant.
Vinen (1957) in his experiments on the attentuation of
second sound in the presence of a heat flow in a channel also

showed that the increased resistance to flow above the critical

velocity was caused by a tangled mass of quantised vortex lines
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which formed turbulence in the suﬁerfluid.

The growth of superfluid turbulence can be explained by the
role of the mutual friction force in building up the individual
lines, while the decay process occurs in a way similar to that
of a classical fluid. 1In a steady heat current Vinen (1957)
arrived at an equation for the time rate of change of the

equilibrium length of vortex line 'L' per unit volume given by

p p
dL B Pn _ _3/2 %2 Bfn L 5/2
el 2 = - X =L - 2 Dy =
X7y VL 2o L X32p VIty v 0 (15
where Xl’XZ’XB are constants, y a temperature—dependent parameter,

d fhe channel width, V = (VS—Vn), and the terms represent the
growth, decay, perturbing wall effects and nucleation of turbulence
respectively.

The analysis of such non-linear effects has been extended so
that the normal fluid also exhibits a transition into a turbulent
staté above another higher critical velocity.

There are therefore three flow regions:-

(i) a subcritical flow in which there is n;’energy dissipation
in the flow of the superfluid,

(ii) a flow with turbulence in the superfluid, and related to its
coupling with the normal fluid, and

(iii) a turbulent flow of both the normal and superfluid.

The transition to a normal fluid turbulence (iii) can be
characterised by a critical Reynnlds number,

% - and

Ty



.-1 1...
This number is a function of the mutual friction coupling
between the two fluids and of their velocities. The importance
of the mutual friction and the stability of perturbations in

the normal fluid flow can be denoted by a dimensionless number

Aas MAa dinensichs of {ec:‘./?mca/ Viscosityy.
pdAV, where A is a—;empexaLu;e:depand@nc—expeyém&ntaIzéeaséaﬂt.

The onset of turbulence in the normal fluid can be described
by a universal function

R, = Rc(g)

whére g = Bgéz~———-is an appropriate coupling parameter.
1 + pdAV
RC has its classical value for small g and low temperatures
and decreases with an increase in g. For a flow where RC<R<2RC
there is a transition between laminar and turbulent flow for the
normal fluid, and there is additional viscosity due to the
growth of velocity perturbations in the laminar flow given by
1
ne = B(R=-R)* X
where 8 is a temperature and geometry-dependent parameter., The
existence of this eddy viscosity gives an extra normal fluid
force Fn in the hydrodynamical equations. This effect also
occurs in region (ii), when there is turbulence in the superfluid
only and the normal fluid flow is laminar, so that there is a
superfluid eddy viscosity caused by vortex line interactiom which

gives a superfluid force F_ in the equations. The equations

are modified therefore to
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DVs ps 1
Ps Bt =~ "5 P TRy SV HF +F 45
v p
n n 2 1
E— TS tm—— — ] e
and T 5 VP pS SVT + nnV \n an + Fn (5 )
. . ' - v |2y 2 -
in which an A pspn(ivs an VO )(VS Vn) 7

where VS and Vn are velocities greater than the appropriate
critical velocities, VO is a small constant velocity, and
(VS—Vn) and IVS—an denote the instantaneous and time average
of the relative velocity VS—Vn.

Measurements on the temperature and pressure gradients in

thermal counterflow show that FS and Fn have the form

Fo o= aV - V)V (18)
where o is a constant, V = Vs—Vn, and VO is the critical superfluid
. pV
velocity, and F = 9~l$§-. —= (19)
n RE d

Both Fn and R contain the total density p rather than Py
due to the coupling of the normal fluid to the superfluid to involve
all the liquid in the transition. There is reascnable agreement with
many experimental measurements using equatioms (17)-(19), but a
further refinement has been made by Chase (1966) by an adjustment
of the critical Reynolds number (16) to take account of the super-
fluid effective viscosity nge Empirically {(16) becomes

R = pd(zﬂ + ZE) (161)

ﬂn ns

1 . . . . .
where ng = g p%-DLO2 , in which D is the yatio of the channel

area to its perimeter, £ ic an adjustable parameter, and Lo is

the equilibrium length of vortex line in unit volume, given by
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(15). This number (161) has less variation with temperature
compared with (16), and can be considered as a more satisfactory
definition of the critical Reynolds number, whiié the
expression pfoposed for N is in good agreement with the experimental
values observed by Brewer and Edwards (1961).
The current situation in the origin and behaviour of the

different flow regions in most conditions can therefore be

considered to show a satisfactory agreement in both experiment

and theory.
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CHAPTER 2

STRUCTURE AND PROPERTIES OF IONS

A.  STRUCTURE
I. Positive Ions

The charge is concentrated on a helium atom complex, He +, where
n .

. +
n is a small number, (He

9 is known to be stable). The electric field

of the charge polarizes the surrounding helium, such that the pressure
increases towards the ion. Atkins (1959), treating the helium as a
continuum so that macroscopic relationships like the equation of state
are valid, expressed the density of helium as a function of distance

from the charge.
. 2
p Noae

o - 2€2r4

where o is the atomic polarizability, & the dielectric constant. It
is found that the melting point occurs at r = 6.3 &, giving a solid
core radius 6.3 &, ana‘an excess density outside this region falling
as r—4.

The mass of the positive ion consists of three parts (1) the
mass of the solid core, (2) the mass due to the excess density oﬁtside
the core, and (3) whep the ion is moving, its hydrodynamic mass
i, 4/3 T r3.p, where p is the total density of the unperturbed fluid.

These total about 70 helium atom masses.

I1 Negative Ions

The different properties of negative and positive ions suggest

different structures. There is no known stable helium ion of the
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form He_n, at least for small n, to localize the electron to'atomic
size, so we would not expect a solid structure similar to the positive
ion. This would also rule out an impurity ie. O , as the core - a
solid structure - would again be formed. The other alternative is

a bare electron, the structure of the ion then being determined by the
lowest energy state in which it can exist in 1i§uid helium,

The electron-helium atom interaétion consists of a strong
short range repulsicn, arising from the Pauli exclusion principle, and
a weak léng range polarization attraction. The repulsive force is seen
as an energy barrier for the injection of electrons into liquid helium.
This has been measured by Sommer (1964) and Woolf and Rayfield (1965)
to‘be about 1.1 eV. Burdick has calculated the electron energy
needed to propagate without attenuation through the liquid, regarded
as a lattice, finding the lowest energy to be again about 1.1 eV.

A lower energy state is found when the electron is Fonsidered to
be confined to a cavity whose surface is formed by polarized helium
atoms (the 'bubble' state). The total energy of the ion is thén
(1) the kinetic energy of an electron in a potential well (2) the
surface energy of the bubble and (3) the work required to form the
cavity. The polarization energy, responsible for the positive:ion
structure is ignored, decreasing with increasing distance. The
equilibrium bubble size is found by minimizing the total energy, ET.
For a spherical square well,

R 2,423,
2m

T + 4moR” + §WR .
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where K is a solution of the equation

k cot kR = ~(k_* - K2y

A 2

o
2m
e

where k is related to the well depth Vo = » 0 is the surface tension.
and P is the external pressure, If it is assumed that Vo = 1,1eV for
an electron within a bubble of radius of about 162, then this gives a
minimum energy of 0.l6eV. However the electron is still a free particle
in low density helium gas,although Levine and Sanders (1967) have shown
that increasing the density of the gas produces also a stable 'bubble'
state of low energy similar to those produced within the liquid.

The mass of the negative ion totals about 250 helium masses,
and this is made up of an excess density of helium atoms outside the
bubble and held there by polarisation forces, and of its attached
hydrodynamic mass associated with its motion through the liquid. The
only measurements of the effective masses of ions in liquid helium have
been made in a microwave reflection cavity by Dahm and Sanders (1966).
At 1.2°k they found a temperature-—dependent positive ion mass of about
4OMHe and a negative ion mass of about ZOOMHe. |

Further evidence for the bubble model comes from photoejection
experiments: Northby and Sanders measured the cross section for the
ejection of electrons from their ions by radiation of near infra-red
wavelengths., Their results were compatible with the model in which the
electron is bound in a well of a certain radius and depth., However their
results quantitatively are open to further interpretation, and this will
be discussed in a later chapter.

It is expected that the radius of a negative ion should be pressure

dependent, and this has provided a very accurate way of finding the
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by its interaction with vorticity.
B. PROPERTIES

I, Low Field Mobility

1, Temperature dependence

The motion of positive and negative ions under the influence of
an electric field is normally analysed using Kinetic theory, for
temperatures not too near the )} point. This is feasible, the ions
interacting with the normal fluid quasiparticles, phonons and rotons,
and the ion-quasiparticle mean free path is greater than the ion
dimensions. Above about 1u9@K, when the mean free path becomes
comparable with ion size, the liquid may be regarded as a normal viscous
fluid, Normal kinetic theory gives for the low field mobility, equating
the loss of momentum by an ion in a collision, with the energy gained from
the field, as

my =ekE 1
ie “;X;SQT

E m
where T is the mean time between collisions of the ion with a quasi-
particle. If the ion velocity is not zero after a collision

(i.e. persistence of velocity), and letting 'f' be the mean fraction

of momentum lost by the ion in each collision, then

_e 1
u-—"r'r-;s'fgf
e 1 1
“m° f ° NoV

where the collision probability T-l is the product of the total number

of scattering centres N, the collision cross section o, and the mean
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relative thermal velocity V = (V, +V )
ion q

For temperatures above .9 K, the important scattering centres
are rotons, whose dispersion relationship is
2
e = A +(p— po)

2u0

The number of rotons is given by
_ 3/2 -3 } A
N = 2(2%) h (MQkT) o exp( ET)

and the relative ion-roton velocity 1is

1
B R N
M i
o
1
= éﬂsz for M>»>u
u o
o
. 3,.3/2.3 e, 1,1
hence u —'Z(Zn) h (E?(ETEQ = 5 exp (A/KT) ¢9)
Po

where f ~2/3, from Meyer and Reif (1961).
The scattering cross section, assuming a hard sphere interaction, is
2

o = 7(r. +
(Ilon -rroton)

for high tteri . +
igh energy scattering (k(rlon rroton)>> 1) and the roton

radius is taken to be ~4 & (Kuper 1961),

We do not expect to be able to obtain accurate absolute values
of either the mass or size of the ions from these formulae, being
essentially statistical in nature; but the functional dependence of the
mobility on various parameters (e.g. temperature and pressure) should
be obeyed. Meyer and Reif (1961), have shown the temperature
dependence of the low field mobility of positive and negative ions

to be given by (1) up to about 1,9°K, but with a slightly lower value



...19_

for A for negative ions.
Above 1.9°K Dahm and Sanders have shown that the low field

mobility for positive ion: follows that found from Stokes law,

=S
H 6muR
where R is given by
2 4
R = (e = De

2
e P -P
me m o>
Pm is the melting pressure and PO the ambient pressure. These
equations also account for the observed positive ion mobility in Hel.

2. Pressure dependence

The pressure dependence of the positive ion low field mobility
has been shown by Meyer and Reif to depend on the pressure dependence
of Pb and A in equation (;5, and assuming a constant effective mass
and scattering cross section. This unexpected behaviour must throw
doubt on the correctness of the detailed structure of the positive ion.
The negative ion low field mobility is approximately half that
of the positive ion at the saturated vapour pressure, because of its
higher effective mass and scattering cross section. Increasing pressure
at constant temperature increases the negative ion mobility, until
at 7 atmospheres it has the same value as the positive ion. Thereafter,
it either has the same mobility (Meyer and Reif 1961) or a higher
mobility then the positive ion (Cunsolo and Mazzoldi 1961). The
increase in mobility with pressure can be qualitatively explained by

a decrease in the bubble size, lowering its scattering cross section.

Above 7 atmospheres, according to the data of Meyer and Reif, the
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product of the effective mass M and the scattering cross section ¢
are e s -
must—be the same for positive and negative ions, and must—be are-
constant, independent of pressure.

II. High Field Behaviour

Simple Kinetic theory is applicable for ion motion when the
energy gained from the field in one mean free path (&) is less than the
thermal energy of the ion. The ion-drift velocity is then proportional
to the applied field, with a field independent mobility. This is
described by the criterion

eEg < é-kT.
) 2

For high fields, where this does not hold, one would expect
a region where the drift velocity is proportional to the square root
" of the field. Wannier (1953) has shown in this case
’ 2 1 1

v=Ept (etn)?
M -
A plot of drift velocity against field is shown in fig (1),
The same qualitative behaviour is shown by positive and negative
ions at all temperatures and pressures, but with interesting differences
in detail.

For low fields, vy = E as expected. At higher fields the mobility
drops, until at a critical velocity of the ion there is a sudden fall
in velocity with increased field. Measurements in this region at
low temperatures (v.2°K) where there is very little energy loss due

to quasiparticle scattering, gives the relation vy % E = constant

where E, the applied field, is now a direct measure of the energy of



~21=

the ion complex. This unusual behaviour can be explained by
considering the ion trapped tb a vortex ring which then dominates
the ions motion. As shown in Chapter I, V x E * constant for

a vortex ring. The experiments by Rayfield and Reif (1964) were the
first to show quantum effects on a macroscopic scale. ‘Using the

classical expressions for a vortex ring, the best fit to their data
h

was given by the circulation g being equal to one quantum k. ==
o
and the core radius of the order 1 A.
At higher temperatures, where quasiparticle scattering by the

vortex becomes important, there are energy losses due to a frictional

force F acting on the vortex.
: 8R
= e - 1 . -
Feo @ a5 =) (2)
where o(T) is a temperature dependent attenuation constant, depending

on the roton-vortex line scattering cross section 3 v 38
r

312 e Loy o O/KT

o) =5 13 % Ty

For equilibrium motion

£ =am m& -
. . .k 8R |
using V= g 3 )

we get, eliminating R
v 2Xe eE
) = s Y- 1 ==
m(E) Q/n(na Q(T)) & O.(T)
The velocity Vg where the ion is trapped by a vortex ring,
at saturated vapour pressure, has been calculated by Huang and Olinto

using the stability criterion from the viscous forces acting on

the charged vortex ring. The total viscous force is given by
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F(V,T) = F,(V,I) + F,(V,T)
where Fl 1s the frictlonal force on a voriex ring given by equation

(2) and F2 is the frictional force on the ion bound to the vortex
ring. Steady state motion is possible if
eE = F

For temperature around 1.0OK, this gives a temperature
independent Vg = 32 m/sec for positive 1ons and 26 m/sec for
negative ions, 1n agreement with experiment. Bruschi et al (1968)
find a temperature dependent Vg for positive ions above 1.1°K,
falling for increasing temperature. Due to the finite life time
for an ion bound to a vortex ring, which is very small for positive
ijons in high fields and temperatures above 1.1°K, the velocity -
field characteristic shows a marked change. The curve goes through
a minimum in the vortex ring velocity, then asymptotically approaches
N at very high electric fields. This is interpreted as mganing the
ion forms a vortex ring at the critical velocity Vg. For higher
fields, because of the large escape probability, the ion will
break away from the vortex ring and form and bind to another vortex
ring. At very high fields, the ion continuously creates rings,
while never being trapped. Negative ions do not show this behaviour,
being more strongly bound to the vortex ring. This is very strong
evidence for the velocity Vg being that necessary for an ion to
form a vortex ring, and then be trapped by it. This is very

important when we discuss the fine structure in the mobility at low

fields.
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For temperatures below .9°K, the Huang-Olinto stability
criteria gives a lower velocity than the experimentally found Vg'
Rayfield (1968) has found a temperature independent Vg for positive
and negative ions below .7@K, a pressure depegdent Vg for negative
ions, and a pressure independent Vg for positive ions. He also
found that a larger electric field was needed to create a vortex
ring than that necessary to support a charged vortex ring which
had already been formed. The pressure dependence of Vg for the
negative ion{an increase in Vg with pressure) can be explained by
the change 1n bubble size, until at about 15 atmospheres the ion
velocity is limited by roton emission at the Landau critical velocity.
This behaviour can be understood if we assume Vg is the velocity
at which the ion creates a vortex ring. Then taking a suitable path

in the superfluid velocity field VS around the ion, we have below V

Jy.a

0

and just above'Vg

SV .a

h
m

Taking v, to bg proportional to Vg’ the ion drift velocity,
and df proportional to the ion radius R, gives
Vg x R = constant
Rayfield, using the pressure dependenée of Vg;then calculated
the relative change in bubble radius with pressure. Taking

R = 16 K at the vapour pressure gave similar curves to these found

by Springett, obtained from the trapping of negative ions by
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vortex lines in rotating Hell.Rayfield's results show that at
15 atmOSpheres; R = 10.5 K.

“The relationship between positive and negative ion radii and

oQ
<

R+ g
== = === _ (3)
R v +

g

does not appear to hold, giving Ei'varying from 0.85 at 0.5°K
. R -

to about 1 at 1.4 K, much higher than the value .38 taking R, =6.3 X
and R_ = 16 A& This exposes our'basic ignorance of how a vortex ring
is formed, also a problem in classical hydrodynamics. Presumably
the completely different boundary conditions for the two ions play
an important role. |

Taking a path in the superfluid velocity field outside the
ion is more meaningful, and it is in;eresting that at these
velocities, the diameter of a classical vortex ring would be about
the same as the diameter of an ion. This we would expect, from
the analagous situation of vortex formation is a classical fluid,
which may be studied directly (Prandtl,1952).

Classically, a stationary vortex ring is formed behind a sphere
at a Reynolds number of 8. There is no anomaly in the drag
coefficient for the sphere, showing the creation of the ring.to be

a smooth transition from a laminar flow pattern.

O

Thus R = -2 LRV

€ Heff
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Yeffe

n

which gives the same relationship between positive and negative
ion radii as equation (3). Due to the non-applicability of
viscous hydrodynamics to the motion of ions below 1.9°K one can
make no comparison for absolute values of R and Vg.

III. Interaction with Vorticity

It is found that negative ions are trapped by vortex lines
present in rotating HeIl. The current perpendicular to the axis of
rotation is attenuated as |

I =1 exp (=29 moh—l.n)
where Zth_l is the number of vortex lines per cm., ¢ the capture
cross section and n the distance travelleﬁ by the ion. For constant
electric field, o first increases slowly with temperature then
shows a sudden 'cut off' at 1.7 K at the vapour pressure. The
'cut of £ is described by

o =0 exp(-P.t)
where P is the escape probability of the ion from the line, and t
a characteristic time for the ion to remain on the vortex.
Donnelly and Roberts (1967), by considering the ions to be in
a potential well formed by the ion replacing the rotating fluid
near the vortex core, have calculated P, with only the radius of
the ion as the unknown. Measurements of the mean trapped lifetime
of the ion on a vortex at the vapour pressure give R = 16 k.
Springett (1967) by considering ¢ as a function of.pressure has then

been able to measure the negative ion radius as a function of
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pressure. o 1is also a decreasing function for increasing electric

field -because a lowering of the potential well occurs,

As the positive ion is smaller, it is less strongly bound to

the vortex line. An estimate of the binding energy is given by the

kinetic energy of the rotating fluid replaced by the ion:

1 =2
EB = —2-mV

2 .3 =2

= pS‘§' 7.R™.V

and since the velocity field for a vortex varies as

V = .13_ . _]:.
m r
2, h .2
then EB > §TT( o pS.R

This is proportional to R, the radius of the ion, and will be

smaller for the positive ion. It is found that the escape

probability for the positive ion is such that above 0.8K ' no trapping

is expected.

The potential well for negative ions ét 1.0°K is U -
and at 1.8°K,U = 19 kT. For positive ions at l.OoK;U =19

Sitton and Moss (1969) have shown that negative ions
by turbulence caused by a supercritical hgat current. The
in the turbulence is identical to that in rotation, except
line configuration.

In Springett's work on the pressure dependence of the

ion radius, he showed the mobility can be explained by the

'50 kT,

kT.
are trapped
varticity

for the

negative

pressure

dependence of the term Nro, Nr being the roton number density and
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o the ion-roton cross section. But here, as with the positive ion,
we must assume a constant effective mass, independent of pressure.
This is surprising for the negative ion, as the major contribution

to its effective mass should come from the hydrodynamic part,

I x %—nRz.p, which 1s very pressure dependent through R.
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CHAPTER 3

EXPERIMENTAL DETAIL

I. VELOCITY MEASUREMENT

a. Triode
The simplest method of measuring an ion velocity is by the

square wave method of Cunsolo (1961). An electric field between

the source S and grid G extracts the required type of ion, which

passes into the grid collector space. A square wave electric field

is applied to the grid G, so that the ions are drawn towards the

collector C for one half of the cycle, and are drawn back to the

grid G for the reverse half of the cycle. The frequency of the

square wave is increased until the ion flight time from the grid to the

collector is greater than the half cycle period of the square wave,

allowing no current to be collected.. The equation for the current

collected at C is

1=1¢-4

02 VD

where f is the square wave frequency, d the grid collector distance,

)

and VD the drift velocity of the ion.
A plot of I against f is a straight line, cutting the frequency
axis at I =0 at £ . Then V, = 2df .,
c c
When the field in the grid collector space is reversed,
changing from one half cycle to the other of the square wave, the
ion must take a certain time T, of the order of the mean free time

between collisions, to reverse its direction of travel. T must be
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much less than the ion transit time, 5%—3 for this method to give
sensible results. 71 is of thé order 16311 secs at 1 K, while the
ion transit time, for grid collector spacings of a few millimetres,
is of the order 10~2 secs. The quality of the method may’ be
estimated by the linearity of the plot of current against frequency,
and the sharpness of the cut off near fc. It is commonly found

that at low currents, ie. the frequency near the cut off fc, a

small tail appears. This could be ;n indication of a spread in the
ion beam's velocity, due to electric field inhomogeneity or mis-
alignment of the grid and collector. Space charge build up at the
grid would also cause a low current tail. The currents used are of
the order 10~°f amps, in a beam about 1 cm in diameter. This gives
a charge density of about 105 ions/cc. The field distortion due to
the space charge may be roughly estimated from

V.E =2

E- &£

n’

10-2 volts/cm
which is negligible compared with a normal applied field at
102 volts/cm. The displacement current, due to the motion of
the ions between the grid and coilector, will average out to zero
and is ignored.
E j = eo.%}é--:edv E.V = pV

Trouble can be caused at very low frequencies by the change
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of field from one half of the square wave to the other half, This
results in a large capacitive pick - up causing oscillation of
the electrometer, while still averaging to zero. This 'pick up'
can be reduced by screening the collector (which is connected
directly to the electrometer) by another grid called the Frisch grid.
This is not normally necessary in helium, the square wave frequency
being much larger than the response time of the electrometer,
which then just acts as a current integrator over a period of about
10 seconds.

Field penetration at the grid should be negligible - Verster,
1963 gives a value of 10~° cm. If we assume field distortion up to
a distancéi%omparable with the grid mesh size, we get for a 60 line
per inch grid

do * .4 mm

which is 10% of a grid collector distance of 4 mm. The amount of

distortion will be zero when the fields on each side of the grid

are equal, so we can define an effective distance for field distortion

as
E
_ _ 1
d = do(l E2)
where E, and E, are the fields on each side of the grid, with E, > E;.

Most velocity measurements are carried out with E

1" Ez, so field

penetration is small.
If there are a number of different types of ion presént, then
a current v frequency plot would be a superposition of the curves for

each separate type, assuming no interaction between them.
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For large radius, high energy but slow moving vortex rings,
the time taken to reach equilibrium velocity can be of the same
order as, or larger than, the transit time. A current v frequency
graph will not be a straight line, and will not have a sharp cut off.
This method cannot therefore be used to measure low vortex ring
velocities.

b. Gate Spectrometer

By using two pairs of closely spaced grids as gates, separated
by a distance more than five times the gate spacing, a variety of
different pulse methods may be used for velocity measurements.

This is essentially the classic arrangement for finding gaseous

ion velocities eg. Tyndall and Powell (1930). The pulses are
applied across the two gates, leaving a uniform field between

them in the drift space. The current collected is a function of
frequency, showing a number of peaks. at certain harmonics of the
fundamental transit time frequency. This is the method used at low
temperatures by Meyer and Reif, and Rayfield, who found as many as
ten distinct peaks, showing great homogeneity in the ion beam
velocity. Here again, the current is collected as a function of
frequency, and may thus be integrated over a large number of cycles.

Pulse methods have also been used (Bruschi and Santini 1970),
in which the transit time is found from analysing the current pulse
shape. This requires the response time of the current measuring

instrument to be much less than the transit time i.e. a wide
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bandwidth amplifier with assocrated noise, and thus the use of a
-waveform analyser. 1In princible this is a more fundamental method
for measuring velocities as the transit time is measured directly.

' The gate spectrometer suffers from needing a number of grids.
with associatgd disturbances in the ion beam and bulk fluid. However,
in the main drift space, there is only one way traffic. With the
triode, the ions move i1n both diret¢tions in the measuring space,
though not simultanecusly. If there is any interaction between the
ions and ths bulk fluid, this can lead to hysteresis effects. There
also tends to be charge bunching at the grid on the reverse half of
the square wave. These effecrs are all eliminated in the pulse

however

method, which is therefore much more expensive to set up.

ITI. EXPERIMENTAL EQUIPMENT

a. Pulse Generator

In the two methods used, mainly the triode but also the gate
spectrometer, a high voltage square wave is needed, which is
applied to the grids with appropriate D.C. Bias voltages.

The square wave generator built is shown in Fig. (1). A low
voltage triggering square wave is applied to a Schmidt trigger, and
the output amplified and fed to the grid of a high'Qoltage valve,
The output from the anode alternates between the applied anode
potential when the valve is non conducring, to zero potential when
it is switched on. The rise time of the output is a few micro-

seconds, in a pulse width of commonly 10" microseconds. The amplitude
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of the output is a few percent less than the applied anode
potential, due to Ehe finite anode resistance of the valve.

The circuit for applying the square wave and D.C. biases
to the grids is shown in Fig (2). By bringing the anode output
through a capacitor C, the mean voltage is brought down to zero,
ie. it is symmetric about the half amplitude voltage at zero
potential. A D.C. Bias through the resistor R brings the mean
level to this D.C. voltage. The values of C and R are chosen so
that the square wave pulse width 1t is much less than the product CR.

The square wave amplitude can be calibrated against a known
anode potential either by measuring it on an oscilloscope, allowing
for the input impedance, or using a four diode bridge. The diode
bridge circuit used is similar to that of Bruschi et al (1968),
Fig (3) in which a reference D.C. voltage giving the same deflection
on the ammeter as the square wave is one half the square wave
amplitude.

The square wave frequency was measured on a Hewlett Packard
5233L Electronic Counter. To avoid overloading the counter,
and distorting the square wave, a small inductance coil was wound round
the cryostat leads carrying the square wave, and used as the counter
input signal.

The square wave generator could give amplitudes from O to
2000 volts peak to peak, and frequencies from about 20 c¢/s to

about 8 kc/s. The upper and lower frequency limits depend on the
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square wave rise time, giving distorted pulses at high frequencies,
on
anqxthe time constants of the generator.

A modified square wave generator Fig(4) was built to allow
longer pulse times, up to 1 sec pulse width, for work with liquid
nitrégen. The first stage was a bistable multivibrator, triggered
by pulses from a Tektronix pulse generator. The resulting square
wave output was amplified as before, but with different circuit
time constants. The rise time was of the order 50 usec, negligible

in a pulse width of 107 !secs.

b. Other Electronics

A typical circuit used is shown in Fig (5). The ion current
was measured on a Wayne Kerr electrometer, which could give a
range of 1015 to 10-8 amps full scale for the appropriate input
resistance. It was normally used on the 10!0 ohm input resistance,
giving a time constant of about 1 sec. The output was read on a
Dynamco Digital Voltmeter, allowing a resolution to .1% of the
electrometer current scale. The output was also connected to the
Y axis of an X-Y recorder. The X axis of the recorder could read
either the square wave frequency, from an Hewlett Packard digital-
analogue converter connected to the counter, or one of the grid
bias voltages when measuring the D.C. characteristics. The
square wave triggering generator was attached to a drive motor,
allowing automatic measurements of the current v frequency curves.

The square wave potential was taken from a Fluke power supply. Grid
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biases were from either another Fluke power supply or batteries.
The Digital Voltmeter could also read the D.C. grid bias voltages.

C. Temperature Measurement and Control

The resistance of a Cryocal doped Germanium resistor was
measured on an A.C. Bridge. The resistor was calibrated against
the vapour pressure of He3 down to .9°K. The sensitivity was such
that a change of 1 millidegree could be detected at that temperature.
The bridge had a feedback circuit for automatic temperature control,
but it required a typical heat input of a few milliwatts to keep
the temperature constant, at an off balance reading of the bridge.
It was found that varying the pumping speed of the Booster pump gave
a very delicate control, and was always used.

A Kinney backing pump, with a capacity of 3000 litres/min
was used down to 1.2°K. Below this, an Edwards 9B3 Booster pump,
with a pumping speed of 800 litres/min was used to around .9°K.
A mercury manometer was used at high temperatures.
d. Cryostat

A schematic diagram of the cryostat used for pressure
measurements is shown in Fig (6). The electrometer lead, and other
grid voltage leads were made from 5 cm o.d. cryogenic quality stain-
less steel tubing - ordinary stainless steel tubing was found to
perforate after a number of low temperature cycles. Ordinary
commercial metal glass seals took the electrical leads at the top
of the cryostat, and special seals were made for the bottom end.

These had to have a high insulation resistance, and stand up
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to a pressure differential of about 30 atmospheres at 1K, being
vacuum tight as well. The electrical leads were 40 swg
coﬁstantan, insulated by glass tubing. The leads were kept under
vacuum, to keep their insulation resistance of the order 102 chms.

The pressure can was made of brass, with a copper bottom for
good thermal contact between the bath and helium inside the can.
The top was stainless steel, sealed by an indium ring. The can was
filled through a 1 mm o.d. stainless steel tube; a needle valve
allowed the bath helium to fill the can, and the pressure then
applied from a cylinder of high pressure pure helium gas. The
pressure in the system was read on a Wallace and Tiernen gauge,
the dial calibrated up to 500 lbs/in? in } 1b/in? degrees.
e. Ion Cell

This is shown in Fig (7). The cell was made of perspex,
with the collector assembly screwed in. The collector consisted
of a brass guard ring, insulated by teflon from the gold plated
brass collector plate. The collector lead was soldered onto the
electrometer lead, and a screw coupling used for both electrical
shielding and holding the cell onto the cryostat. The grids were
made from electroformed nickel mesh 60, 110, 250 and 500 lines
per inch, supplied by Buckbee Mears. Mesh discs were soldered onto
annular nickel rings, "2 mm thick, and gold plated. The ions were
produced by o-particles from a 200 uC Am?“! source, prepared by

the Radiochemical Centre, Amersham. The 5 Mev a-particles produce
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a region of intense ionisation within about .2 mm from the source
and the-required sign of ion is extracted by suitable electric
field. The heat input from the Source is about 1 pwatt. The
source and grids are separated by perspex spacers.

The radiocactive area on the source is 1 cm diameter. The
perspex spacers are 2 cm inside diameter, and the grids are 1 cm
diameter. The collector is 1 cm diameter. Any beam spreading is
contained by the grids, and only the central part of the ion beam
falls on the collector. This ensures that the effects of stray

fields are minimized.
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CHAPTER 4

MOBILITY DISCONTINUITIES

I. "HISTORY
A. Reported Discontinuities

Careri, Cunsolo and Mazzoldi (1964) measured the drift
velocity of positive and negative ions, using the time of flight
technique in a triode., They worked at temperatures around 1 K,
and at low electric fields i.e. for ion velocities up to the
giant discontinuity at about 30 m/sec. By displaying their results
in the form of ion mobility plotted against ion drift veleocity,
they interpreted the apparent dependence of the mobility on the
applied field by discrete constant mobility levels, changing
abruptly at integer multiples of a critical velocity, v.,. The value

C

of v was 5.2 + 0.2 m/sec for positive ions, and 2.4 * 0.1 m/sec

for negative ions; v, was independent of the temperature in the

C
range 0.88°K < T < 1°K. The change %E-between successive mobility
levels was of the order 67, such that the mobility always decreased
with increasing field.

At low temperatures(T = 0.88°K) the fall from one mobility
level to another was not as sharp as at higher temperatures: the
lower level would be reached at an ion velocity of vy = Ve * Av,
where Av could be about 2 > 3 m/sec for positive ions at T = .88°K
decreasing to about } m/sec at T = 1.0°K. A common feature of the

data is the absence of a discontinuity at a critical velocity.

Indeed, for negative ions, Careri et al, never found the first



=39

discontinuity i.e. at v = 2.4 m/sec; the value of v, = 2.4 m/sec

D C

was inferred from discontinuities at higher drift velocities.

The results in their paper (their Fig. 7) for negative ions

show a maximum of one discontinuity up to vy 12 m/sec, implying
the mobility changes by only 67 at the most up to this velocity.

Positive ions were more consistent in showing mobility changes.
But not only were some discontinuities absent, but others had an
anomalously high mobility gap i.e.-%E ~ 67,

Careri et al estimated thelr error in an absolute mobility
measurement to be 4.57, with a lower error for the relative
mobility values taken in one run when only the electric field was
changed.

Further evidence for a mobility discontinuity at 5.2 m/sec
for positive ions came from Careri, Cunsolo and Vicentinl -
Missoni (1964), who measured the deflection of a beam of positive
ions by a thermally induced two fluid counterflow perpendicular to
the current. They kept the heat current and temperature constant,
increased the D.C. electric field (E), and measured the change in
current on a central electrode to give the beam deflection (a).
Their results showed a discontinuity in the plot of tan o against

l, at a field E_. corresponding to an ion drift velocity of

E C
4.9 + 0.3 m/sec.

Cope (1966) has reported mobility discontinuities with both

positive and negative ions using a time of flight triode. He showed
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the mobility drop Au/u depended on the source grid extracting field
E such that for E

SG SG

Ap/u v 8%, decreasing as ESG increased.

< EC (the field of the first discontinuity)

By using low enough extracting

fields he saw the first discontinuity for negative ions at VD = 2.4m/sec.
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Fig 4.1 From Bruschi et al (1968) .
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B. Temperature Dependernce of v,

Bruschi Mazzoldi and Santini (1968) have reported the temperature

dependence of the critical velocity v, for the first mobility

C
discontinuity for positive and negative ions from T = 1°K to
2.3°K, using a time of flight triode.

They first report the results of keeping the square wave
frequency constant, and measuring the current as a function of the
square wave amplifude. Their Fig.3 (our Fig.l) shows a change in
slope at a critical field Ecs which is also the critical field for
the first mobility discontinuity. This effect was sometimes
used for finding the critical velocity Ve although they claim an
incomplete understanding of the phenomenon, and this will be
’critically examined later.

Their results for the temperature dependence of v are shown
in Fig. 2. Discontinuities are seen up to the X point, but not
at higher temperatures. Above the X point the velocity range
investigated was from 20 cm/sec to 100 cm/sec, and so does not
exclude a critical velocity outside these limits. (Bruschi,
Mazzoldi and Santini (1970) have reported a positive ion critical
velocity of 180 cm/sec in Hel at 4.2°K). Up to.the A point,the
periodic nature of the discontinuities is preserved, and the size of
the first discontinuity %E appears to be constant, independent of
the temperature. For positive ions they give %E ~ 5% and for

negative ions %E v 4%, each with an error of *507.
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p

The fall in Vo for T ~ 1.3°K is linear with 32-, where e,

is the normal fluid density, for both positive and negative ions.
They deduce

P
= - o
Vo =V a(p b)

where Vis 3, b are constants, with different values for positive
and negative ions.

At low temperatures (T v 1 K) Ve is constant, as previously
found.

The high temperature fall in Ve is fitted by Ve being
proportional to the ratio of the superfluid and normal fluid
densities

Ve = k.(gfﬁ

n
where k is a constant, with a different value for positive and

negative ions.
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c. Absence of Disconrinuities

Schwarz {1970) has examined the drift wveiocity of positive
and negative ions at a temperature of 1.14°K, using a pulse
technique. He represented his results in the form%E against Vps
where My is the zero fieid mobility, Ap = u(measured;— Hor Vp
the ion drift velocity, and they are shown in.Fig. 3. There is
no sign of a discontinuity in the mﬁbility for either sign of ion,
which wouid be shown by a drop of 3 to 10 divisions at Ve The
error in the results is of the order 7.

Further, Reif and Meyer (1960) have not reported discontinuities
using a double gate technique which had comparable accuracy and

13

resolution with later work.
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D. Comment on Velocity Measurement

ViewS
We see there are two opposing ¥resutrts for the existence of the

mobility discontinuities. The obvious difference between the
experiments is the velocity measuring technique. The pulse method
allows the current waveform to be examined, and any spurious shapes
can be analyzed and the source of error identified. With the triode,
the D.C. electrometer integrates the received pulses over a period
of time, with the hope that spurious signals average out to zero.

We will give a theoretical analysis of the expected waveforms
for various electrode configurations. Consider a triode system,
but with a square wave applied between the source and grid, keeping
the grid collector field constant. Then ions will periodically be
injected into the grid collector region. Ignoring diffusion and
beam spreading, the signal received at the collector will have a
trapezoidal shape, as shown in Fig. 4. At time t = O the square
wave passes ions from the source to the grid. After a time tj the
charge passes the grid and enters the collecting space, inducing a
current on the electrometer. When the ion beam reaches the collector
the current has reached a constant value. After time T

2 ’
the square wave reverses the source grid field, cutting off the ion

at t

beam. The trailing edge of the beam still has to pass through the

drift space, giving a falling current until all the ions have

reached the collector.
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Consider the circuit composed of the grid and collector,
electrometer and D.C. power supply to grid. When we have a number
of charges n.d in volume d moving from the grid to the collector
with velocity v in an electric field E, the current di flowing in
the electrometer circuit is given by

V .di = nev.E dQ
g
where Vg is the potential of the grid with respect to the collector.

Thus the current is

[ nvE

I=e‘Q_V—dQ
g

If the field across the drift space is constant, we have
\
=&
E =3

SO

=&
1 Euely ndQ 0

ev
a— N(r)

where N(x) = fQ ndQ is the total charge in the drift volume at time t.

.

As the charge enters the drift space, N increases with time as

N(r) = nAvt
2
so I = nez At 2)

The current I reaches its steady value~10 when the charge

reaches the collector

10 = nevA (3)

If the charge pulse is now cut off, changing the time to be
at t = 0, we now have

“e;'A (d - vt) (%)
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Thus the waveform ip Fig. 4(b) is given by equations 2, 3 and 4.
By measuring the time £, forthe current either to reach its
equilibrium value I,» or to fail from Io to zero on the off pulse,
the drift velocity is easily calculated, knowing the drift distance d.
d

V. = -
D t2

The pulse method used by Schwarz copsisted of a source, a
gating grid 2 mm from the source, a 1.9 cm drift space,a guard
grid ‘1 mm in front of the collector. He measured the time taken by
the trailing edge of a pulse of ions when the beam was cut off by
a suitable voltage between the source and gating grid, with current
in the rest of the cell. If the pulse was cut off at time t = 0, a

constant current is collected until time t. when the trailing edge

1
of the pulse reached the guard grid, The current then fell to zero
in time tz, the time taken for the ions to reach the collector from.
the guard grid.

Schwarz could identify effects which could cause error when
using a D.C. electrometer, Incomplete guarding of the collector
by the grid was shown by a gradual change in current while the on
pulse was propagating between the grids. A sharp peak in the collected
currents when the current was turned on was due to an increased ion
coﬁcentration near the source during the off pulse. Both these effects
could be eliminated by using a finer mesh grid, and higher source

voltages. At low temperatures, when there could be ions and

vortex rings present, complicated pulse shapes could be obtained due



™
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gating the grid collector space
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to a variety of effects, The limiting drift velocity of 4.8 m/sec
fdr negative ions forming vorfex rings bel;wQEKSK found by Cunsolo,
Maraviglia and Ricci (1968} was iound to be spurious, as pure negative
ion currents were found at much higher velocities and lower temperatures.
Diffusion and a spread in the ion beam velocity were shown to have
a negligible effect on the pulse shape.

Capacitance coupling between the source and collector will
result in an input waveform as in Fig. 4(c). If the stray cspacitance

between S and C is C,, the inpur capacitance of the electromezter

S,

Ci’ V. the source voltage then the input spike voltage i.e. Vi

S

is given by

c,v, = S 1 v
CS + Ci
C .
S
i.e. V., =( ) V
i CS + Ci S

and decays exponentialiy according to the input time constant

t = CiR' ‘Normally Ci i CS, so
8
Vit Vs
i

vhere Cs depends on how well .the collector is shielded from the

source.
The triode square wave method of‘measuring ion velocities

depends on averaging a large number of current pulses. Fig 5

shows the expected waveforms-integrated by the electrometer. When

the square wave frequency is lew enough to allow the ions starting



from the grid to reach the collector, the current waveform will
look like Fig. 5(i) (b). At time t = O the square wave changes

to allow the cell to conduct current. The front edge of the charge
pulse produces the rising portion cf the current waveform in (b)
until at time ty the ions reach the collector. A constant current
will be read until time T when the square wave reverses, drawing
the ions in the drift space back to the grid. This produces the
negative part of the current waveform, falling to zero at time

T + t, when all the ions have been collected by the grid. Obviously,
for an ideal set up, ti = t,. As the collector has no shielding
from the grid to which the square wave is applied, the pick up will
be large, and of the form shown in Fig. 5(i) (c).

If the frequency of the square wave is increased, so that the
ions never reach the collector, the current waveform should look
like Fig. 5(ii) (b). TFrom time t = 0 to T1 the leading edge of the
ion pulse travels towards the collector, giving an increase in
current with time. At time T1 the square wave reverses the field
in the drift space, reversing the direction of motion of the ioms,
giving the negative part of the waveform. This should be zero
at time t.= 2T, when the grid has collected the ions. The maximum
current amplitude is a decreasing function of the square wave
frequency, as opposed to 5(i) (b) where the flat top portion of

the current pulse is constant with frequency. For these ideal

waveforms the capacitance spikes and the rising and falling parts
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of the current waveform average to zero. In fig 5(1) (b) the current

. ., - . 1
th 1 - P l.e. = 5T~
is then proportional to Io(T t): ie. q IGE- £
but Ic = q.f
i.e. I, =1 (G - ft)) (5)

where f is the frequency of the applied square wave and £ is the
transit time for the ions across the drift space. As f is increased,
I, falls linearly to zero at ti ; %fc. Knowing the drift space
distance d we then know the ion velocity by
vy = 2f_ 4 | (6)

When f > fC the current waveform in Fig. 5(ii) (b) averages
to zero. We have then justified the triode operating equations 5
and 6, for the case of ideal behaviour of the ioms.

In practice; a number of errors. can creep in. The above

analysis has depended on

(1) the ions reaching their steady velocity in a time much

shorter than the transit time;

2) therq:igﬁgo field distortion, due to misalignment of the
grids, stray fields, space charge at the grids, or the ions themselves;
(3) the square wave rise and fall time being much smaller

than the ion transit time;
Leng . . ,
(4) there #6“no charge bunching at the grid during the
reverse cycle of the square wave;

(5) thet the effective distance between the collector and
-,

grid for ion injection remains constant;
A



=50=

(6) during the reverse cycle of the square wave, the ions
~fh
de not interac;ﬂwith the helium, causing hysteresis effects in a

full cycley

Aav;hg
(7) the electrometer itself has no frequency dependence.

For low field, low velocity measurements when the ion transit
time is long, we expect most of the above errors to be significant
only when it is near fC i.e, as I tends to zero. In this case,
extrapolating the low frequency part of the curve should give a
reasonable estimate of fc. At higher fields, close to the vortex
ring transition, there could well be a mixture of bare ions and vortex
rings present (Donnelly and Roberts, 1969) giving a complicated
pulse shape and a non linear current against frequency graph. High
energy vortex rings take a long time to reach a steady velocity,
of the order of the transit time, and again a non linear graph is
expected,

If any of the above effects leads to a distorted pulse shape,
especially in the rising and falling sections, then a time average
will not give zero current at f = fc. Thus care must be taken when
analysing the current frequency graphs when determining an ion velocity

by the triode square wave method.
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E. Theories of Discontinuities

The experimental results, on which the theories are based,
may be summarized as follows;

(1) the phenomenon is unique to a superfluid system;
reports by Henson (1964) of discontinuities in liquid nitrogen,
unconfirmed by other experimentalists confuse the situation (see
Chap. 6). Bruschi et al (1970) and Santini (private communication
1970) report discontinuities in 4 classical liquids, at temperatures
up to 300 K; but existing theories have been based on the superfluid
postulate.

(2) the discontinuities occur at periodic integer intervals
of a critical vélocity v, i i.e. vc,_2vc, 3vc etc.

(3) the change in mobility %E is v 67 at a discontinuity;
the mobility is constant between discontinuities

(4) the critical velocity is independent of the ion beam
density, of cell geometry

(5) v, is different for positive and negative ions; i.e. the
ion size determines the onset of the phenomenon.

(6) the extra dissipation suffered by the ion complex above
v is due to an increased interaction with the normal fluid
(from the 'heat flush' measurements)

(7) the temperature dependence of v, is a complex function of
the temperature, below &10K, v, is temperature independent.

(8) the thermal velocity of an ion at 1°K is around 6 m/sec;
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depending on the value used for the ions effective mass (Dahm
and Sanders, 1966)

The proposed phenomenological theories, which only apply for
T ~ 1°K, fall into 2 groups; creation of vortex'rings (Huang and
Olinto 1965, Di Castro 1966, and Jones 1969), and excitation of
vibrational states of the ion (Cope-and Gribbon 1970), The temperature
dependence of V. has been explained by Bruschi et al (1968) by
considering the superfluid velocity field around the ion. No theory
covers both the multiple discontinuity phenomenon and the temperature
dependence.

I, Vortex ring production theories

These are all based on the hypothesis that the ion, at the nth
discontinuity, creates a vortex ring with quantized circulation nk.
The ion-ring complex is unstable, and breaks up. When the ion
velocity is 30 m/sec it forms a vortex ring and binds to it, giving
the fall in velocity with increasing field. We will examine each
theory, showing their basic similarity, and how each one attempts

to overcome a former difficulty.

velocity, and consider only steady state motion of the ion. They
. . . L ¢ .

justify this by the fact that at T ™~ 1K the ion roton mean free
path is the same order as the ion radius. Thus the drift velocity

consists of a high frequency 'trembling' motion, and a slower
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average drift velocity. Then, at a critical drift velocity v
given by the empirical formuia 67R v = nk, where R is the radius of
the ion, « =h_ is the circulation; n = 1, 2, 3, a vortex ring

e
with circulation nk is created, The motion of an ion in an electric
field E is described by an equation

Mion.égg)ion =ek - F 7
where F is the viscous force felt by the ion due to quasiparticle
collisions, dominated by rotons for T > 0,9°K. The ion accelerates
to the velocity Vion = Ver where it stays at this constant velocity
by feeding energy gained from the electric field into superfluid
turbulence and forming a vortex ring with n = 1. The velocity of the
vortex ring is assumed to be the same as the ion velocity i.e. Ve
For positive ions V.= 5.2 m/sec and the size of a vortex ring with
this velocity is ~100 8., For negative ions v, 2,4 m/sec giving a
vortex ring with a radius 7250 &. The time taken to form a vortex
ring is calculated from equation (7) i.e. the rate at which energy
is being transferred to the superfluid turbulence is (eE - F)vc,
and when this equals the energy of a vortex ring with velocity v,
the process is complete. If the electric field E is less than the
critical electric field for the ion to bind to the vortex ring Ec’
the viscous force on the ring causes it to lose energy and decay.
The ion then accelerates in the electric field to a velocity 2vc,
where it remains until a ring with circulation n=2 has been formed.

This continues until the right hand side of equation (7) is zero,

the ion has then reached its equilibrium velocity for the applied
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electric field.
The critical field E, for an ion to form a stable charged
vortex ring, is found from considering the viscous force acting. on

an ion bound to a vortex ring. Huang and Olinto reduce this to form

v
% -
. n(l 'Vo)
F =na(T) (n -4 - *c“:;”——“-) (8)
where n = Rn(gg) . a(T) is the frictional force on an uncharged
vortex ring , v, = 58 m/sec = Landau critical velocity.
Stable motion is possible only if F = eE. ..
in(l - !;)
Yo
i.e. eE = na(T) (n - | - —~———;f——~9 (9)

The right hand side has a minimum value at v = Vi, 80 equation (7)

cannot be satisfied unless E > EC where EC is given by

v
1
J?,n(l - -;—)

O

eE = na(T) (0, - 1§ - )

n
For E > Ec the charged vortex.ring will adjust its velocity
to that required by equation (9). For E <« Ec, the charged vortex
ring'will always be suffering energy loss, which tends to accelerate
the vortex ring and slow down the ion, pulling them apart.
When E > EC, the motion of an ion is an acceleration to
v, according to equation (7), where a vortex ring, with velocity
v_and n = 1, is formed. The ion is trapped by the ring, and the

[

velocity of the complex adjusts to fit equation (9).



On this theory, the velocity measured is the time average of the
various critical velocities and the terminal velocity of the ion,
giving an apparent mobility discontinuity when the terminal velocity
reaches and passes a critical velocity. There is thus an explicit
dependence of the size of the mobility discentinuity on the drift
length of the ion in the electric field. The £ime for the ion to
accelerate to a critical velocity, and the decay time for the break
up of an unstable charged vortex ring are assumed negligible compared
with the time of formation of a vortex ring at a critical velocity.

Quantitatively, the measured drift velocity v_ is given by

g D
- . on,-1
VD = Voo (1 + L) (10>
where L is the length of the drift space, and
.V
eV 2 (1=2—=)
R T R R .
gn eEVc =1 ,____E___q.._ (i)
. 1-Ey
' E

£, is the energy of the vortex ring at the first critical
velocity Vs E2 is the electric field at a critical velocity needed
to satisfy equation (7),E the applied electric field and v_ the
terminal velocity of the bare ion. The shape of the velocity

field dependence is crudely interpolated by

, E
v = vo(l exp ( Eo)) (12)
where v, is the Landau roton creation velocity,; and Eo is given by
.V
E =-2 where p is the zero field mobility.
o Ho (o]

Using equation (12), E, is given by
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..gvc
= - 1 o o
EZ EO an( - )
o
The validity of this thesry obviously does not depend on the exact
functional form of equation (12); which only describes the smoothed
velaocity-field characteristic needed for an estimate of the time
taken to create a vortex ring.
(b) 'Di Castro postulated that an ion could create many
vortex rings, above a critical velocity, instead of just one
required by Huang and Olinto. The size of the step (Au) is

determined by the number of vortices formed during the transit time.

The equation of motion for an ion is taken as

M.
P _M :
- eE T Vi (13

where M is the ion mass, T the relaxation time to reach a steady state
veiocity in the applied electric field E, When the ion exceeds the
critical velocity, vortices may be .formed; the necessary enefgy

coming from the electric field, so that'%% # 0 in equation (13).

The vortex which is formed is of a fixed size, and therefore velocity

(depending only on the ion size and circulation); thus the impulse

P of the ring is constant. Taking the time average of equation {13)

we get

0 “Mi

N P‘r=A'V'r— (14)
where N is the average creation rate of vortices; Av = v_ - v,

(e} 1

vhere v_ = uOE, L being the zero field mobility, and v, = wE
[0}

thus AV = Au.E
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. M,
and N oPr = AUQEOT— . (15)
Taking N o E gives Ap Vv constant.
For the second discontinuity, vortex rings with n = 2 are formed;
from equation (15) (Au)za Prz = 2Prl a 2(Au), where I;l is the
impulse of the vortex rings formed at the first critical velocity,

So the discontinuities are approximately the same size.

Euqation (14) can be written as

o . "AV"Mi
N. 1= 5
. AvM,

T - i =4
or —_— = = 10

t P

r r
where t =-; is the creation time of a vortex ring.
b
N

t 1is the characteristic time involved in the process responsible
r .

for the discontinuities; as it is much longer than 7, the thermal
relaxation time, the process will depend on the average drift velo:clity
of the ion, and not the instantaneous velocity = the thermal
fluctuations may be ignored.

Again, a vortex ring of radius 100 X is formed at a critical
velocity by an ion of radius ~ 10 8. The Landau criterion of

v =&

c P
is obviously not satisfied; needing an ion of far too large a mass
(see appendix 1); this is overcome in both theories so far by
allowing a long creation time i.e. the necessary energy is gained

from the electric field. A more serious objection is the basic

postulate of Huang and Olinto, and implicitly assumed by Di Castro,
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that a critical ion velocity must be exceeded for vortex ring
production; the expression 67Rv = n< remains empirical,

(c) 'Jones has refined the vortex ring model to take into
account the image vortices in the ion when the ring is being formed.
He considers the ion beam as a low density gas, with a Boltzmann
energy distribution, and an energy spread comparable with the drift
velocity. He then draws an analogy between the ion-vortex ring
system, and the electron~phonon system for excess carriers in CdS
described by Smith (1962) with the inverted population apprcach by
Pippard (1963). Here, stimulated emission of phonons is possible
in an electron gas when the electron drift velocity approaches
the acoustic velocity, building up an acoustic wave,

For the ion-vortex ring case, an ion of initial and final
momenta mv. and v, produces an excitation of energy e and momentum

1

P ,conservation of energy and momentum gives

2 2
l.(VI. +v, )

£ - =
P2 7 i(vl * VZ)

For emission, Vi > Vo5 and the process is only possible for

€ .. €
PG

min
1If we then assume the Landau criterion holds (ice. v 2 v = (59
for the production of excitations) and that there is a unique velocity

at which free vortices can be produced, then for an 'n' vortex to be

formed



where (v) =na{v)
s c
n 1

and (vc) is the first critical velocity. For Iow.velccities

1
(v < VC) absorption of free vortex rings is preferred; there are
more empty energy states cggkesponding to higher velocities than there
are to lower velocities. The density of free vortex rings being
negligibly low, this process is unimportant. When v Vs emission
of vortex rings is energetically favourable, and the density of states
is such that there are pienty of empty states at lower velocities.,
When v = 2vc3 emission of n = 1 and n = 2 vortex rings are both
energetically favourable; but the population of states is such that
the more energetic rings ara preferred i.e, only n = 2 vortex rings
are formed and shed by the ion. Thig gives the mechanism for the
appeérance of successive diécontinuities, instead of an ovefall smeared
fall in the mobility with field. This process considers the ion system
as a whole transferring energy to the vortex system, both being in
thermal equilibrium., The drop in mobility is given by

Ay _N' P

U N ek
where &7 is the rate of brodUCtion of vortices with momentum P,
N the number oif ions in a field E. This is similar to equation (15)
in Di Castro's theory, except Di Castro applied it to each individual

ion and not the whole 'ion system.

The next part of the paper considers the microscopic details



of vortex ring production by individual ions. As shown in appendix 1.
an ion of mass 100 MHe needs a minimum velocity of 100 m/sec to

create a vortex ring obeying the free vortex ring ¢ -~ P relationship.
Jones suggests that the critical velocity is lowered Whenvimage

vortices are considered in the ionj the vortex. ring when nucleated

close to the ion is compressed from its equilibrium rzdius when free
from the ion's influence. His argument is that rings are nucleated

near the rear stagnation point of the ion, expand by drawing energy

from the superfluid potential flow past the ion,; and are shed wﬁen

the vortex tangential velocity at the ion surface is zero, This

gives twe criteria for a critical velocity V.3 (1) as the free

vortex velocity v, is in ?he same direction as the ion motion u,
shedding occurs when v, & u, i.e, v, SV, = ueg (2) The other criterion,
of zero tangential velocity, considers thé tangential velocity round

the ion due to the motion of the ion through the fluid, and the velocity
fields of the vortex and its image; i.e. the vortex is shed when its
velocity field counters that due to the potential flow of the ion.

A full three dimensional analysis being formidable, he arrives at

an approximate criterion

which has the same format as the Huang-Olinto postulate,
Jones then tries to fit this theory to the temperature dependence
of the critical velocity, found by Bruschi et al. The effect of

normal fluid p,on a vortex core is to produce a dissipative force
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proportional to the length of vortex core, P and the relative
velocity between the normal fluid and the vortex., For a free vertex
riﬁg, a dissipative force reduces its energy, and therefore radius,
while accelerating its motion. He goes on to say that for a vorrex
to be shed, while under the influence of such a force,.it must be
nucleated with a larger energy (lower velocity) than in the case
where the force is absent. As the force increases, the vortex ring
radius close to the ion will increase more rapidly, so it lezves the
ion earlier in its trajectory, and gives a lower critical velocity.
As the force on the vortex ring is equivalent to a velocity, he expects
v (b)) = v (@) (1~ cpo)
where ¢ is a constant, and is of the form found by Bruschi et al for
temperatures between 1.2°K and 1.4°K. ~Above 1°4°K; to the XA poinrt,
the ion drags normal fluid with it due to viscosity; setting‘up a
counterflow of superfluid. Vortices are formedat a constant super-
fluid velocity'v*, so the critical velocities now go as

p

s 1
Ve = 5 “F - vk
Pa
where B is a constant describing the increase in Py due to electro-

strictive and van de Waals forces round the ion.

Summary of Theories, and General Criticism

1. Circulation n > 1

All those theories have depended on the formation of vortex

rings with circulation nk at a velocity (vc)n = n(vc)10 There has
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been no evidence from other experiments of vorticity with n > 1

and by considering the velocity field near the core of a vortex

nK
YV = e

s 2nr
if we define a core radius by r = a at a critical value of v, =

constant for all n (which could be the roton creation velocity)

then we see that a = LS na1 where al 1s the core radius for
2a(v ) ,
unit circulation, If we take a; v 1 X than for n = 5, a 5 K;

this would seem large with respect to the ion radius of n 10 &,
Without a full quantum description of the ring or the core it is
difficult to imagine the nucleation of such an entity, which would
be dominated by the core.

It is found at higﬁ fields that the ion is trapééd by a vortex
ring at a velocity vg 130 m/sec. This ring always has unit circulatign,
while the theories say the ion should be nucleating rings with
n = 6 or more. Huang and Olinto explain this by their stability
criteripon, For E < Eg; where Eg is the field corresponding to the
ion velocity vg, the ion forms an n = 1 ring, sheds it and accelerates
and forms n = 2 ring etc., until it is ég equilibrium with the applied
field. The vortex rings have been shed as the viscous forces on the
ion plus vortex ring complex do not balance the electric field force.
But for E > Egg the ion accelerates to form an n = 1 ring, and the
complex can then adjust its velocity to satisfy zero net force on

the complex; this is impossible for fields E < Egb
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It is obvious that if the ions already had a velocity greater than
the first critical velocity needed to form an n = 1 ring when they
entered the field E > Egg they would accelerate to form an n = 2 ring;
if this complex could find an equilibrium velocity in the field, it
would become a stable entity, and should be capgble of detection.

No sign has been seen of them. From the theol*:y9 the electric field

E ., for stability of an n = 2 ion-ring complex is greater than that

g2

Egl for an n = 1 ion ring complex., Therefore for fields -E

<E

gl? but

g2’ the ion should form rings with higher n and reach a limiting
velocity around 42 m/sec. Again this has remained undetected.

Jones suggests that at ion drift velocities around vg, vortex
rings with n n 5;6 are being formed and shed, while n = 1 rings are
also nucleated; but unable to move against the potential flow around
the sphere in order to be shed, theyvare swept back to be trapped in
the ions flow pattern, in a'stablé situation analogous to tﬁe classical
case. As the complex gains energy from the field, the vortex ring
grows and traps the ion in the core.

The formation and trapping of vortices behind two dimensional
bodies is known to be stable classically; (here, at higher flow
velocities the vortices are shed, forming the von Karmen vortex
sheet); it is probably also stable for three dimensional bodies.

We therefore expect the formation of a vortex ring by an ion to

resemble the formation in a classical case; we need to know how the

ring is first nucleated, and its subsequent history. Jones cannot
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preclude the formation of rings with any value of n, and therefore he
should consider all possible trajectories.

2. Criterion for Vortex Shedding (Production of Free Vortices)

The existence of mobility discontinuities at a critical velocity

is because{ in all three theories, there is a critical ion velocity
TAe. FOh
at which &t forms and sheds. vortex rings. This critical velocity
is empirically given by
Rion vV, T oK

where k is a constant.

It is this condition that precludes forming and shedding vortex
rings at velocities less than V.- Huang and Olinto, taking k = 67,
assuming (1) that there is a long creation time to avoid the Landau
criterion and get enough energy to form the vortex ring, and (2) that
only one vortex ring is created by the ion at each critical velocity
while attaining its equilibrium velocity, arrive at an expression
for the measured drift velocity which depends on the drift length of
the cell measu?ing the velocity. Goodstein et al (1968) have carried
out a differential measurement of the ion mobility in two cells of
different lengths. 7“heir results did rot agree with prediction, and
showed no length dependence at all. They had difficulty in getting a
discontinuity, but the Huang Olinto theory also predicts a high ion
velocity cell length dependence independent of the mobility

discontinuities being smeared out, which was not verified., However,

this high field behaviour depends on the expression used for the



=65-=

ion velocity as a function of field; and their formula (edﬁation (6))
v, =V, 1 - é-E/EO)
is only a crude approximation.

Goodsteins experiment did not exclude theories without the
Huang-Olinto length dependence, i.e. the multiple.creation idea by
Di Castro and Jones.

Di Castro says an ion can shed ‘a vortex ring when the ion
velocity exceeds the vortex ring velocity. This process is obviously
true for any ion velocity, so he assumes that an ion can only create
free vortex rings of a certain size, @epending on the ion radius,
This is implicitly assuming a criterion similar to Huang and Olinto,
and will then give a critical velocity, when the free velocity of the
fixed radius vortex ring is less than the ion velocify° He considers
the time taken to form a ring, and arrives at a time ’ulO4 times greater
than the thermal relaxation time; thus there is no need to consider
satisfying the Landau criterion, or worry about the ion velocity's
thermal fluctuations. The ion creates vortex rings of a fixed size
continuously during its motion across the measuring length, instead
of just the one in the Huang Olinto theory.

The n th discontinuity is due to forming vortex rings:of the
same size as are formed at n = 1, but with circulation ﬁK; For
'all ion velocities Vs for (vc)n & v < (\'rc)n+l vortices with

circulation nk are formed. No justification for this postulate is

given; and it is difficult to understand why the ion should not form
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fixed size vortex rings, but with perhaps different n, and therefore
velocity, at any ion velocity v, > (Vc)l'

3. Criteria for Periodicity of v _

Di Castro then has three unexplained postulates; (1) the ion
can only form a fixed radius vortex ring (with any value of n)
(2) The ring is shed wheﬁ vy 2 (Vr)n = (vc)n A(3) Only n rings are
formed for (Vc)n v, (vc) n+l®

The third postulate is implied in his analysis;
as the electric field increases between two critical velocities,
the vortex ring production rate increases to balance the energy gain
with loss of momentum to keép a constant ion mobility. If at a

critical velocity (vc) ,{n+1) rings were not formed,then the

n+l
ring production rate would have to show a sudden increase to give
the additional loss of momentum., But if (n+1) rings were formed,

(with impulse (n+1) Pl) then the same ring production rate would give

(n+l)P

1

P

1
discontinuity. So assuming a vortex ring production rate proportional

an additional loss of ion momentum to give the (n+l)
to the electric field, and increasing smoothly, as Di Castro does,
he implies postulate (3) above to give the successive discontinuities.
He gives no explanation for the critical ion velocity vg when the ion
forms and binds to a n = 1 vortex ring.

Postulate (1) may be critized on the grounds that although the
ion can only form vortex rings of a critical size, this must be

considered as an upper or lower bound on the possible size; if it could
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form smalier rings, with veloc?ty v, > (vr)C where (vr)C is the
velocity of the ring formed in Di Castro’s postulate, then there is
a critical ion velocity A p (Vi)c at which they would be shed.
Similarly for higher energy, slower vortex rings would give v < (Vi)c'
Thus a continuous ring spectrum, perhaps boupded by (vr)cp would smear
out the first discontinuity. Periodic discontinuities, involving
n > 1, depend on postulate (3), whiéh in the absence of any reason
why n rings are favoured over any other value of n < n, rings. must
dublcus.

be considered to be(shalky-

Jones implies the same fhree postulates as Di Castro, and tries
to justify (1) and (2) from a microscopic theory of ring nucleation
by an ion, and postulate (3) by considering the ian system and vortex
system as a whole. He considers that the free vortex ring ¢ - P
relationship is modified close to an ion due to image vortices,
and that at a critical velocity (vc)n vortex rings with enefgy £ and

momentum P can be produced, satisfying Landau’s criterion

= (&
'(vc)n N (P)min1 n

where (%) refers to the modified vortex ring dispersion relation-—
minl

ship. Then, for ion velocities v, > (vc)1 the ion system, which has a
Boltzmann distribution in velocity space, can emit vortex rings,
£ v, £ (v the ion is allowed to emit vortex rings
For (vc)n T ( c)n+19 &
with any value of n. But he says the relative occupation of states

by the ions will favour rings with the highest value of n being
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emitted and these rings will be those with the highest energy.
The ions themselves therefore will occupy the lowest possible
energy states after the emission of vortex rings. The number of
ions in the different initial states will be governed by the
classical Boltzmann distribution, because the density of ions in
the beam is low. The transition probability for the emission of
a ring does not depend therefore on the number of ions in these
states. On statistical grounds there will be no reason therefore for
the system to show a preferential emission of the vortex rings with
large circulation nk., The assumption that the transition probabilities
were different can be ruled out, because this would have given a
dependence of the size of the discontinutiy on the ion density,
and this was not observed experimentally. Jones, therefore, cannot
‘account for the periodicity of the discontinuities by his explanatien
of postulate (3). Such a postulate still remains a necessary part
of the theory of the discontinuities. This may be shown by taking
Jones' equation for the conservation of momentum of an ion-ring
system, and writing it for nth discontinuity of constant size

as
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where Pn is the momentum (impulse) of the vortices formed by the
ion.,

As the fielid increases between two critical velocities, the
rate of production of vortices N' must be proportional to the field

E to keep Au constant. So the above equation may be written

L A
n
o . e V
where A is a constant (A = EZE)

The only way %E can change at a discontinuity is for Pn to change -

for a classical vortex ring Pn = nP1 where P1 is the impulse to form

a ring with n = 1,

Ay
Thus T = AnP1 = n.x constant
If we allow the production of vortices per unit field to increase
at a discontinuity, then we need not keep the postulate (3); but
instead find an explanation for the vortex production rate depending
on ion velocity.

Jones is uncertain in his microscopic theory of nucleation as

to whether the critical ion velocity occurs when the vortex ring is

>

. ) or when the vortex ring is shed;
min, n

just nucleated ( (v ) = (%9
his explanation of the temperature dependence of (v:)1 implies that
the ion can nucleate vortex rings of any size and the effect of the
normal fluid is to pick out the higher energy omes and let them leave
the ion at lower velocitles as pn increases. When pn =0, (at T = 0)

he does not say what happens to these higher energy ones that can

presumably still be nucleated. The lower energy ones, having a higher
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velocity than the ones that expand round the ion and are shed, will
simply annihilate with their image in the ion. The momentum

lost by the ion is due to the energy gained by the ring from the
electric field via the potential flow past the ion as it grows;

the nucleation of the ring in the first place involves nucleating
the image with an eqﬁal and opposite impulse, We would thus

expect that the critical velocity does not depend on the criterion
v, 2 (gomin‘ but instead depends on the growth of a ring round the
ion, leading to a criterion relating the ion radius and the critical
velocity. Without the benafit of a proper theoretical discussion
on this process, we would expect a lower bourd on the energy

of a nucleated ring for it to grow and be shed; but a ring witﬁ

a higher energy would be expected to be shed at a lower velocity;

a critical velocity might be observed.if there is an upper limit

on the energy of a nucleated ring, but otherwise we expect

shedding of rings at all velocities, and thus no discontinuities.

’ SIIIT'III'.IaI';'

We may summarize the above arguments by saying if and only.if
the three postulates given above are all true will neriodic
discontinuities exist; no reasonable explanation has yet been given
to prove their validity. We do not doubt that ions can produce
vortex rings, presumably by nucleation and growth, although even
the process of nucleation is unknown (perhaps a proto - ring or roton

suggested by Donnelly and Roberts, 1969), but only that the ion size

determines a unique size
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of wvortex ring (postulate (1) béfore).

Another vortex ring produc;ion theory is by Donnelly and
Roberts (1969) who suggest that a roton captured in the ions
velocity field has a probability of diffusing over a barrier
in momentum space to form a ring; the probability of an ion
nucleating a ring is large only fqr large ion velocities
i.e. at v, = vg. They define a function ;i-which is the fra;tion
of ions which.do not form rings in unit time; and a plot of ﬁi
against the ion velocity shows it decreases sharply from unity
only at high velocities. Experimentally, the decrease fits the
theory, and the critical ion velocity for forming vortex rings
é;i & e—l).agrees for experiment and theory (0.4 = T 1.5K).
Although this theory applies to the high ion velocity formation of
vortex rings, it also strongly impiies that rings will nst be
formed at lower ion velocities; certainly not by the same-fluctuation

mechanism.

II. Vibrating Ion Theory

Because the ion structure is deformable, it is assumed that it
can be made to vibrate at certain frequencies, according to the
mode of the spherical harmonic which is excited. TFor certain
assumptions about the ion structure, the vibrational frequency v
may be calculated, and hence the excitation emergy hv. It is

found that v = 1010, 1011 c¢/s, so hv v KT where T v 1°K.



Cope and Gribbon describe the motion of an ion by an analogy
with a Frank-Hertz type experiment. When the ion has enough energy
so that in an inelastic collision with a quasiparticle the ion
loses some of its forward momentum; a vibyational state cén be
excited in the ion. The repetition of this process throughout the
path of the ion gives an apparent decrease in the ion mobility.

There are a number of collision processes that could occur
with quasiparticles; the ion could collide with a roton, with the
roton losing its thermal energy 55 kT and the ion losing some of its
kinetic energy;or it could-absorb a roton, emitting a phononjor
the converse, absorbing a phonon and emitting a roton. If there is
a long interaction time during the collision, energy can be géined
from the field. The actual collision which is considered will give
critical ion velocities which depend on the ions effective mass;
more important,the ratio of positive to mnegative ion masses and
vibrational frequencies varies according to the process, assuming
the experimental critical velocities. Cope and Gribbon eventually
decide that the most likely collision is roton absorption with phonon
emission. This will give the periodicity of the discontinuities
at the experimental critical velocities if the positive ion mass
= B8O Mﬁe and the negative ion mass = 160 MHe' This requires the
vibrational frequencies of the two ions to be equal. The collision
process chosen is just the instrument for providing the discontinuities

- perhaps more than one type of collision might occur but only one
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is dominant. Choosing the roton absorption, the following picture
emerges. For v, (VC), an ion can be excited in a collision,
. . . 2 , . . .
losing kinetic energy } mv_ - l.e. the ion velocity is reduced
by the critical velocity necessary for excitation V. The time
between collisions is inversely proportional to the ion velocity
(giving a constant mobility with field between discontinuities) and
an exciting collision occurs once in every 150 elastic (non-exciting)
roton collisions, giving the magnitude of Au/u . After exciting a
. . . . . . -10
vibrational state, the ion emits a phonon in a time V10 secs,
and accelerates to its equilibrium velocity. A long interaction
-9 assamed )
time 10 ~ secs is{@seé to allow for the ions thermal fluctuations
in its velocity.
v, 1 (v the ion can excite its second
When (v ), = v, & ( c)3’
vibrational state in an inelastic collision, reducing its velocity
by v, sonow (v ), £V < (v).,. While the ion is accelerating
c c’1 i c’2
again it has a finite probability of exciting its first vibrational
state, and so losing more velocity v, This produces the second
discontinuity. For a second discontinuity to appear, the second
vibrational state must have a much larger probability of excitation
then the first when v, > (Vc)Z’ and after this has been excited,
the first vibrational state must then be excited. This postulate
is similar to the vortex ring theory, when only n vortex rings

are produced at the nth discontinuity. But here we have additional

postulates, that after the nth vibrational state has been excited,
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so must the (n-1)th etc ; and also that the frequency of excitation
of the nth vibrational state at (vc)n is the same as the frequency

of excitation of the (n-1)th vibration state at (VC) Only then

n-1°
will the size of the discontinuity be constant with n. It is much
more likely that vibrational states are excited randomly, giving
a continuous decrease in mobility with increasing ion velocity,
This is a general criticism of any excitation process, and
independent of the actual inelastic c¢ollision mechanism; the

excitation probabilities must have very stringent requirements to

satisfy before discontinuities can become observable.
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F. Experimental Results

A basic criticism of published data is the drawing of
empirical discontinuous lines through experimental points with no
error bars, to emphasis the discontinuous nature of the phenomenon.
The lines, corresponding to constant mobility levels, minimize the
error in one velocity range of the measured mobility. Drawn in
this way, most points with an erxror of +27 (a typical stated maximum
relative error in one velocity measuring run) lie on the lines.

To fit points for ion velocities just greater than a critical
velocity, the drop in mobility is not sudden, but falls gradually
to the new level. Discontinuities are sharper for higher
temperatures. (See Careri et al 1964, their Figs 3 and 5).

If we allow an error of 3% in the measured mobility
(& half the drop in mobility at a discontinuity) then continuous
lines may be drawn through the points; thus we can only claim
experimental evidence for the discontinuities for errors in the
mobility less than 37,

Careri et al discuss their errors for measuring the absolute
value of the mobility. This is composed of the uncertainty in
both the applied electric field and the value of che velocity, and
also the value of the absolute temperature. The temperature was
kept constant to 10“301(s giving an accuracy of 0,57 in the mobility
with this temperature fluctuations. The drift velocity depends on

the electrode spacing, known to 1.5%7, and the cut off frequency
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Careris

0.57%, of sehei* square wave, and do not allcw for any error in
calculating the value of the.cut off frequency from their graph.
The applied electric field depends again on the electrode spacing,
known to 1.5%7 as before, and the amplitude of the square wave —-
measured on a voltmeter ¥d ilZ, They quote a total systematic
error of 4.5%, for an absolute value of the mobility,

What is more important is the relative error between
points taken in one runj then the electrode spacing ddés not
affect the result, This is easily seen from the triode operating

equation, which leads to the ratio between two mobilities at the

same temperature in different electric fields given by

..Ei ;.‘fc>1 AAZE
uc :féjZ Vi

where fC is the cut off frequency in an electric field produced
by a square wave of amplitude V. It is this relative error that
is important when discussing discontinuities. Careri et él
estimate a relativé error of &ZZ; made up of 0.5%7 from keeping
the température constant, 0.57 from knowing the absolute value
of the frequency of their pulse generator, and 17 from the square
wave amplitﬁdee Again they ignore the error in actually calculating
the value of fC from their graphs.

Coodstein (1968) quotes a scatter of ¥2-32 in relative values
of the mobility using a triode cell; 1.5% for a temperature
fluctuation of 10-3°Ks ﬁl% from extrapolating the current-frequency

to zero current, and ~0.5% for the square wave amplitude.
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. Bruschi et al (1968) giscuss the effect of cleanliness in
the cell, especially the electrxodes. Clean electrodes give a good
linear relationship beiween the current and frequency, leading to
a well defined cut off frequency. If the electrodes are not clean,
a high frequency current tail appears near the cut off frequency,
which is therefore not well defined. They &iscarded these results.,
No criteria of cleanliness 1is givén, apart from the production of
tails, All the electrodes were gold plated to try to avoid
contaminétiono Even allowing for the best possibie éstimate of
fcg the error will be about 17; even if a proper statistical analysis
is made of each individual current/frequency reading to get the
best straight line for an estimate of fc, this is only relevant if
a number of different runs are made to get an estimate of the errox
in fc; and reproducibility is limited by temperature fluctuations
which will determine a lower bound on the estimate of around 17,
Thus in a series of readings for different mobilities there is
still an error of ¥1% for fcg about 1,57 for temperature fluctuations,
and 10,57 for the square wave amplitude; giving a total of 37,
Obviously accuracy is now limited by the temperature; and in
theory this could be better controlled - it is fairly common
practice to control to 10-’601(o However there is heat being
produced in the cell, both by the passage of the ions, and due
to the radioactive source. If the potential differencze between

two electrodes is 100 volts, and there is an ion current of 10”12 amps ,
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there is 10 10 watts of joule heating being dissipated. A larger
source of heat comes from the radioactive source %5010’6 watts.
This is negligibie ccmpared with a normal heat leak of a few
milliwatts into the helium bath, but could‘cause thermal disturbances
in the ion cell ; Careri has explained anomalous results
(metastability) by such thermal upsets.

Assuming a total error of around 37, then all the published
data on discontinuities can be fitted by continuous curves i.e, all
points lie within their errors on this curve. This means that a
proper statistical analysis,considering the mean square deviations
from a curve, will be unable to distinguish between a continuous
or discontinucus theory, when the deviations are properly weighted
by their experimental error of 37. If we assume a discontinuous
mobility theory, then the results can be analysed to give the
discontinuity i.e. the critical velocity. This is basically what
Careri et al and Bruéchi et al have done, without proving the
existeﬁce of the discontinuities first. For each run they get a
value for Vs assuming its existence, and then get the best value of
V. i.e. their analysis gives a spread in v, of 5-10%. A similar
uncertainty in v, for classical liquids is reported by Bruschi
et al (1970).

Cope reported discontinuities of up to 107, with no estimated
error in each mobility measurement. His estimated error in v, is

~5%; this is due to the non sharpness of the discontinuities, and
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thus in estimating a critical velocity by extrapolating the fall
in the mobility back to the first constant level. The estimate
of \A thus depends on thg number of readings taken in the vicinity
of the critical velocity.

Cope measured the current by reading a meter on the electro-
meter; this has been found to be in error by at least 57 . The voltage
square wave was obtained from an Advance Hl square wave generator.
We estimate that tﬁe frequency of his square wave may have been
measurable to an accuracy of &62, while his output voltage may have
been measurable to 5. We conclude that the error in his relative

mobility measurements may have been about 6%.
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G, Summary

quility discontinuities have their basis in experimental
results; the thecries are pheancmenological attempts to explain
the resul.tso We have tried to show that no existing theory gives
a satisfactory explanation, without raising even more debatable
postulates; this in itself does not negate their existence, but
throws the emphasis back to analyéing the experimental results,
Here we have two clear cut divisions; a specific negative From
Schwartz, and an implied negative from Rayfield and Reif, and a
very well behaved, but unexplained, phencmenon from Careri et al,
Bruschi et al (1970) have alsoc reported discontinuities in classical
liquids, agreeing with Henson’s reported discontinuities in liquid
N2 and Ar . In liquid helium, discontlnuitZes have only been seen
with a triode celi; but even with this it is not always possible
to find them = an Italian group in Padua did not have discontinuities
with the same design of apparatus as a different group in Rome,
who did have discontinuities. Then the situation reversed.
Goodstein had great difficulty in measuring a discontinuity while
testing the Huang-Olinto theory. Cope found discontinuities with
Ly of the order 77 to 107, while our work, using a dififerent cell
with the same geometry, and more sophisticated electronics, has
shown no reascnable sign of sudden changes in mobility.

We have also tried to show that in the absence of a thecsry

for discontinuities, the accuracy of the experiments cannot
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distinguish between the existence of discontinuities or their
absence in an unequivocal way.

This can only be done by finding a theory that could account
for the gross velocity-field dependence, and using this to see if
there is a statistically significant deviation from it at the critical

velocities.
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II RESULTS
A, Velocity Measurement

We used the triode square wave method, where the ion velozity
is calculated from the cut-off frequency in a plot of current |
against frequency. The runs were taken for a number of different
grids (mesh sizes 60, 110, 250 and 500 lpi) and electrode
spacings (2 -~ 8 mm) at various temperatures (049-1°K)h Within the
accuracy of knowing the absolute temperatuze {about 10120K) and
the grid spacings, the mobility values were consistent with previous
measurements.

It was found that the greatest error in our results arose
from the current-frequency graphs in finding the cut off frequency
fCo The current was read every 25 or 50 cycles for a comnstant square
wave voltage; with the lowest freqﬁency used of 20 c¢/s, determined
by the square wave amplifier time constants. This put a iimit
on the lowest fields used, of about 20 v/cm, tc get enough points
to draw a reasonable line — the lowest cut off frequency would be
about 100-150 e¢/s. It was found that for low fields a good straight
line could be drawn through all points, but as the field increased
there would sometimes be a systematic high frequency current increase
giving the effect of two lines; see Fig (6). We concencrateé the
measurements in the temperature range 0.9°K to 1I°K, and with source-
grid fields described by Cope to give the maximum discontinuity

size. The low field mobility for positive ions would then vary from
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7 to 14 cmZ/volt sec,. Within these limits there was no systematic
dependence for the onset of nonlinearity in the I-f curves
on either the square wave frequency or field. In a typical run at
a fixed temperature and source-grid field, the low square wave
field graphs gave straight lines through all the points. There
would then be a transition period with the low frequency points
on one line and the high frequency pcints on another line with
a higher cut off frequency. For higher fields the high frequency
points constituted the main part of the whole graph. Where there
were two possible lines, the frequency where they joined stayed
nearly constant, or showed a small decrease, as the square wave
field increased. This transition frequency was around 300 ~
500 c/s. When velocities were measured up to the vortex ring
creation velecity, it was found that the high frequency part of the
graph gave consistent velocities. Later work, giving a continucus
plot of current against frequency on an X-Y recorder, confirmed that
Fart

for high square wave fields, the low frequencyﬁ(up to 300 c/s)
of the curve was anomalous, in that it showed a large deviation
from the best straight line drawn through the rest of the curve,
For low square wave fields there was no anomaly. and good straight
lines were obtained.

Our results were obtained by considering the whole graph
for low fields and the major high frequency part for high fields.

For the transition range (commonly around the value expected for
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the first discontinuity) both lines would be considered; there was
no systematic dependence of the resulting mcbility values
consistent with the existence of two types of ion present with
different mobilities corresponding to a discontinuity. The
difference in cut off frequency between the two possible lines
would be about 5%Z. It was this uncertainty in the linearity of the
lines which gave the greatest error in the results., Extrapolating
the current back to zero frequency should give a value 10/2;
where Io is the expected current for equivalent fields in the D.C.
case. Io varies with the square wave voltage Fig (7), in such a way
that for low source grid fields (~50 V/cm) Io reached a maximum
value, and there after decreased slowly. Higher source grid fields
(v200 V/em) gave Io saturating at a constant value for high square
wave fields. We show later this is the expected behaviour from
considering the D.C. characteristics of the cell. This effect
means that the slopes of the lines in the current-frequency graphs
decrease as the square wave voltage increases; lncreasing the source-
grid field, and thus I, gives less variation in the slope when
varying the square wave voltage, while also giving an overail
increase in the slope with a sharper cut off at zero current
Fig (8). The cut off frequency is independent of the source grid
field, if a variation in the zero of current at high frequencies is
allowed for, for a constant square wave field. Runs were performed

for increasing and decreasing values of the square wave field, with
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reproducible results to 17 or better,

When high square wave fields were used, correspoading to
velocities near the ions maximum velocity and low energy wvortex
rings, the current~frequency curves showed a change., The curzrent
decreased linearly for low frequencies and then tailed off to a
very high minimum current around the transit time frequency. For
higher frequencies the current inéreased (Fig 9). For higher fields
the current minimum decreased to-zers, and a straight line was again
seen, corresponding to a pure vortex ring current. This behaviour
suggests a variable number of ions forming vortex rings around
the ions maximum velocity,

We estimate the numerical error in our results as follows.

In the low field measurements, looking for discontinuities, the
greatest error in our results comes from estimating the cut off
frequency., The current could be read to 4 decimal placesg.but there
was a fluctuation that reduced the accuracy to around 17. The
frequency.was accurate to 1 c/s, i.e. better than 17 most of the
time, When looking for discontinuities we are only interested in
relative values, so the combined error from the graph would result
in the estimate cf fc being known to about 5 ¢/s i.e, V1% for a

good straight line. For readings which did not fall on a single

line within this error, the two extreme values of fc found by drawing
limiting lines through the points could vary up to 10%; more commonly

by about 5%. This method of analysis is subjectiwve, but was used
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as the number of readings with this uncertainty was fairly small,
and being in the middle of a range of values would act as a check
on the relative accuracy of the run; otherwise they could be
discarded. The temperature was controlled to 10‘3°K, giving an
error of around 17, and the square wave amplitude known absolutely
to @°525 and relatively to better tham ,27. We would thus put a
lower estimate of \2.5% for our relative accuracy, with some points

having considerably more error,
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B. Representation of Results

Figs 10 ~ 17 show plots of mobility against velocity for
various temperatures. None show a convincing discontinuity of
a 67 fall in mobility, When the error in each individual point is
considered, it can be seen that a continuous curve may be drawn
through the results,

Figs 18 ~ 22 show plots of a reduced mobility, Au, against
H ~u
0

velocity, where Ay = » and u is the zero field mobility.

0
The continuous lines are theoretical curves, explained later. The
experimental points in Fig 18 are from twelve different runs where
we expected to see the second discontinuity. Results from other runs
where only the first discontinuity was expected also fall within
.the existing spread of points.

Fig 19 shows points taken from runs reaching the vortex ring
creation velocity, for both positive and negative ions. Fig 20 is
similar to Fig 18 but for negative ions. If the discontinuities
reported by Cope were present, they should show up as in Fig 21,
which is for discontinuities of 67 for positive ions, taken from
his thesis.,

The value of representing the mobility in this way is that it
emphasises the drop in ion mobility with increasing field; the theory
given later gives Ap as a weak function of temperature, but if

discontinuities were present they would show as a distribution around

the expected mobility discontinuity values in Fig 21 independent of
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temperature., Instszd, the mobility would appear to be a continuous
decreasing function of velocitys and this leads to the main criticism
of this form of representation - what value to take for Mo Theories
for discontinuities assume the mobility is constant, independent of
field, for ion velocities less than the critical velocity for the
first discontinuity; My would then be obtained from Figs 10 - 17 by
taking an average of the mobility for.these velocities, If the mobility
is a continuous function cf the field, then oA is obtained by extra-
polating u to zerxo velocity, accerding to the functional dependence
of u on E, |

In practice, we have’chosen uo for each run to give the best
agreement with theory at high fields (high velocities); with the large
scatter in results this can be rather subjective, but does not alter
the underlying pattern of no discontinuities. It can be argued that
some runs might show discontinuities, and others that did not would
mask the effect on the plot; it is possible with one run on Fig 18
to see a first discontinuity of about 37 but this is hidden in the
general scatter. This is shown separately in Fig 23. We were looking
for evidence of the periodic nature of the discontinuities, which
should have shown up as at least one point being on the third mobility
discontinuity level in Fig 21.

The scatter in the points is due to a slight temperature dependence
of the function Ap (all results were taken in the temperature range

0.9°K to 1°K), the error in the mobility u, and also in choosing a value
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for My Lf the error in u is 2%, then Ap will vary by »:.02 units
(.01 units = 1% in Ap).

Fig 19 shows that up to the vortex ring creation velocity, the
points lie within experimental error on a theoretical curve, for both
positive and negative ions. The theoretical curves are drawn with one
adjustable constant, which describes the temperature dependence of
Ay, and also the different behaviour between the two signs of ioms.

The low field behaviour for positive ions, which has been
adjusted for the best fit at higher fields in Fig 18, shows an excess
scatter of low mobility points for low fields. The maximum deviation
from a theoretical curve is about .03 units, corresponding to an
error of 37 in u. There is no sign of a systematic deviation expected
for a discontinuity, but the general distribution of points at low
fields suggests a smeared out discontinuity,

There is a greater scatter for the negative ion behaviour (Fig 20).
One run, going up to 6 m/sec, shows a mobility constant to 17; while
others have a deviation up to .04 units i.e. 4% error in u;

Fig 18 also shows the positive ion results obtained by Schwartz
(1970) at a temperature 1.14°K. As this is a higher temperature than
our results, we expect them to follow a different theoretical curve;
which they do to within .5%. His negative ion mobilities show a
constant mobility to about 8 m/sec, and then begin to fall.

In order to fit our data at high velocities to the theoretical

curves, it has been necessary to give some experimental points a



. =90=
negative Au at the lowest velocities. These are not shown, but all
lie within .02 units of the axis, When fitting the data from Schwartz
it was necessary to shift his zero mobility by about 0.1 units to
get the thecretical curve to fit his points; this leaves a small fall
in mobility (below the axis in our plot) for velocities below about
1.5 m/sec. While this is not significant with our results, the
greater quoted accuracy of Schwartz means thesz points lie outside
his experimental error.,  Fig 22 shows Schwartz's.experimental points
(plotted as our -Au), our theoretical cuxrve, and the change in the value
for Mo The mobility behaviour for positive ion velocities below
nl.5 m/sec is reminiscent: of the mobility behaviour for ions in liquid
nitrogen (Chapter 6), which is attributed to liquid motion. Ho@ever;
Schwartz's data for negative ions do not show a similar effect;

although they would be expected to if this was a real phenomenon.
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C. ‘Theorerical Curves

The thecysticsl curves ig Fig 18-22 were obtained by considering
the change in the roton excitation spectrum due to the potential
low past the ion.
The normal kinetic theory expression for the low field ion
mobility u, gives
§ow

r .
where Nr is the roton density. This is calculated from the dispersion

relationship ,(ﬁ,f,po)z
e(p) =8+ ——
1 .
an ) £ (p) 1
1 T -
wp) ==, (e "7 1)
h
e(p)
sO .
1 KT -1 .3
N =;3 [(e -1 dp

This is the roton density in a frame of reference moving with the
superfluid. If we change to a frame of reference moving at velocity

A with respect to the superfluid, the roton dispersion relationship

is changed to * (p_po)2
e (p) =4+ —5= = PV
which changes the roton density to
e*(p)
Nr(vs) - 13 f(e kT 1) 1 d3p

=3

This gives for the ratio Nr(o)/Nr{vS)(Appendix 1)
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PV
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. p.V

Nr(vs) sinhxgmi
kT

When the ions are moving through the helium the potential flow

of the superfluid round the ion will set up a varying superfluid
velocity.field. If we denote this velocity fiecld by ;s’ we get for
the ratio of mobilities when the ions are stationary u(o) (zero
superfluid velocity field arouné¢ the ion) and moving with velocity

Vi n(vy)

v
- . O s
1 (0) ) Nr(vs) ) sinh( =7 )]
wv,) N (o) .po?fs
&o's,
gT
i.e. p ;
- u(o) (=)
u(vy) = —
PV
sinh( KTS)

we relate the ion drift velocity v, to the superfluid velocity field

D
;s by B vy = ;s where B is a constant
so u(vy) = u(o)
) sinh(ch)
p B
here ¢ = =
v KT

This gives for our reduced mobility
u(e)=u(v,)
REREC I

f
H
1
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which 1s the theoretical curve in Figs 18-=22.

Physically, the theory says that due to the superfluid velocity
field, the roton spectrum is changed to allow a greater demsity
of rotons near the ion, compared with the roton density at infinity.
This excess roton density increases the rate of momentum loss by
the ion, giving a fall in mobility, The increase in roton density
is similar to the theory proposed for a model of a vortex line by
Chester et al (1968), where the condensate wave function shows
a large depletion of particles near the vortex core, and that of
Glaberson et al (1968) who examined the effect of the superfluid
velocity field near a vortex core.

The constant B describes the excess roton distribution round
the ion and the resulting loss of momentum, in order to identify
the macroscepic drift velocity with a rapidly varying microscopic
superfluid velocity field; i.e. the actual roton distribution can
be averaged to a value which corresponds to a uniform flow of
superfluid, of velocity BVD,

The temperature dependence of Ap comes from c o %, where we
would like B to be temperature independent. The only adjustable
constant in this theory is B, relating the ion drift velocity to the
average superfluid velocity field around the ion. Assuming
potential flow around the ion at rest in a fluid moving at velocity
Uog then the fluid velocity at the two poles along the axis of the

. . . - 3 .
ion is zero, rising to a maximum of-E U0 round the equator of the 1ion.
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At a point distance r from the ion, of radius R, angle 8 to the
a fanckien of
axis, the fluid velocity v is related—te¢ the fluld velocity at
infinity Uo:by
2
\

= u02(1 + ;(%-)3)2 sin%6 + U 201- (-) 32 os%e

If we consider a reference frame where the ion is stationary,

then we can identify U0 with v_; the superfluid velocity field

D’
around the 1on A is then identified with v, For an ion of radius
~10 A moving at 30 m/sec, Vg is a strongly varying function with
distance .well outside the limits for two fluid hydrodynamics to
be normally considered valid. The same trouble occurs when
considering the superfluid velocity field near a vortex core.

We note this point, and then ignore it, in order to look at the

agreement with experiment and whether it helps explain discontinuities.

The actual roton distribution varies as A i.e. from O to

T

to +jv_ relative to the flow

v_. for a stationary sphere, and -v D

2 D’

at infinity. Negative velocities imply a decrease in roton density

D

compared with the equilibrium density at . infinity (for rotons
polarized against the flow) so to get an average increase in
density we can put limits on the value of B8, i.e. O £ B 5 4. Our
results give, for positive ions;, B = 0.40 £ .01, which we take
to show that the superfluid velocity field giving the excess
roton density can be identified with the ion drift velocity.

The excess roton density can be thought to arise due to a

iowering of the roton energy gap A, to A - PV . The rotons have
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less energy than the equilibrium density at infinity, and are trapped
close to the ion; thus the Landau criterion for producing excitations
is not violated = the rotons are not emitted by the ion. The maximum
lowering of the roton energy gap is about 2°K9 when the ion begins
to form vortex rings. The rings could be formed from these trapped
rotons, as envisaged by Donnelly and Roberts (1969). We would then
have a consistent picture describing the complete velocity field

characteristic for ions.
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B, Discussion

We will discuss our results with reference to the theory
proposed in the previous section, and try to interpret the meaning
of B in terms of physical process occuwing around the ion boundary.
Fig 18 shows Schwartz'’s data, fitted tec our theoretical curve for
Ay, using ¢ = 4,8 x 10m4 for T = 1,14=K° Two other theoretical
curves are drawn for c = 5.4 x 10-4 and ¢ = 6.1 x 10-4; corresponding
to T = 1°K and 0.9°K respectively, the temperature range in which
our data was taken. Our data is not accurate enough to detect a
possible temperature or velocity variation of B, The high field
results (Fig 19) show that negative ions follow a curve c = 6.75 x
10_4; with the same value of B as for positive ions this corresponds
to a temperature of o81°K; and for the actual temperature, we get
B_ = .49, where B, = .40, A slight dependence of B on the ion radius
is expected, as although the roton density should scale exactly as
the ion radii, the total number of excess rotons depends on integrating
the density over the perturbed volume around the ion; and we have made
no explicit allowance for the mean free path of the quasiparticles
responsible for the increased momentum loss rate by the ion.

At high ion velocities; the superfluid velocity field around the
ion should resemble a retarded dipole flow (Takken, 1970) with a
possible variation in §, due both to changing the excess roton
distribution, and also a deviation from an 'equilibrium®’ distribution

due to a finite relaxation time for changing the quasiparticle
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number density. This last poing is the mechanism giving attenuation
in first and second sound; and has been expressed in terms of
"coefficients of second viscssity®' by Khalatnikov (see eg. Wilks).
Elastic collisions between quasiparticles result in a rapid energy and
momentum transfer, giving respectively the thermal conductivity
and the viscosity of the fluid, but the creatién and annihilation
of quasiparticles occurs during ineléstic collisions, which is a
much slower process. Landau and Khalatnikov considered various
processes, and the one determining a change in roton numbers is a
collision between a roton and ahigh'energy phonon giving two rotons;
the relaxation time for this 1s about 10-‘8 secs at 1'K.

Thus, if we allow the superfluid velocity field around the ion
to create the excess roton density by inelastic collisions, in a
similar way as the quasiparticle number density changes in a first
or second sound wave, then there is a characteristic time for a change
in the roton density, much greater than any fluctuations in the ions
drift velocity due to its thermal energy.

"It may be possible for the ion to build up a boundary layer
of normal fluid around itself in this way, in which case we would
expect an enhancement in the superfluid velocity field; a counterflow
mechanism due to the ions motion; the actual roton distribution would
depead on the rime retardation of the dipole flow and the roton
relaxation time which is temperature dependent. The circulation around

a flow line that is fixed initially on the ion surface, could at a
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critical velocity or due to fluatuations, become equal to-% when
the flow line eventually leaves the ion, and forms a vortex ring
(Takken) . ‘

We could also try and explain the temperature dependence of the

4
k

by a change in the dispersion relation parameters due to the boundary

zero field mobility for negative ions, u(o) u.expf(éﬁg,wheré & 7.6
condiﬁions on the bubble surface.

These ideas are all speculative, and dovered in our theory by
a blanket constant c. If we allowed these effects to change ¢ by a
certain améunt at a critical velocity, we could then build up a theory
explaining discontinuities; as our results show no sign of discontinuities
apart from a scattered deviation from theory at low velocities, this
is not worthwhile.

Our theory gives a gross dependence of the variation of mobility
with electric field, or drift'velocity° Results which showed
discontingities would still be expected to follow this overall relationm,
the discontinuities being perturbations on the smoothed mobility
dependénceg We can then put limits on the size of possible dis~-
continuities, in relation to a given (periodic) critical velocity.,

For both positive and negative ions, at their maximum velocity where
they form vortex rings, the drop in mobility from the zero field

value is Au = 36%. For positive ions, the vortex ring creation velocity
is about 30 m/sec at T loK, and reported critical velocities are

multiples of 5.2 m/sec. This gives a maximum of 6 mobility levels,
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and the average mobility drop between each level cannot exceed

6% - the reported size, For negative ions, with a maximum
velocity of about 26 m/sec and a critical velocity about 2.4 m/sec,
we expect the average mobility drop to be between 37 and 4%, about
that reported by Bruschi et al (1968).

Depending on how the zero field mobility is defined,
discontinuities may be fitted in various ways. If u(o)d is defined,
for data showing discontinuities,as the first mobility level for
velocities less than the first critical velocity,and'u(o)t for our
theory where the theoretical curve gives a zero Ap for zero velocity,
then the discontinuities give mobility values always less than the
theoretical value. By increasing u(o)d or decreasing u(o)t then the
theoretical curve can be made to pass through discontinuities so
some mobilities are less, and some greater than the theoretical
mobility = this is just shifting the Au axis for the theory with
respect to the Au axis for discontinuities; we have already shown
how u(o) can vary by up to 27 depending on how mobility curves are
extrapolated to zero field.

Schwartz showed no drop in mobility for negative ions below a
velocity of “8 m/sec. The original data from Careri et al (1964)
also showed a nearly constant mobility, with only one discontinuity
(i.e. a 47 fall in mobility) up to about 12 m/sec. Above this,
the mobility fell sharply. The high field data follows our theoretical

curve. Our results showed more scatter than with positive ions, but
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one run showed only a 17 variation in mobility up to 6 m/sec.

The temperature dependence predicted by the theory, and seen
over a small range 0.9 K to 151°K, is a decreasing fall in mobility
with increasing temperature; because of the unknown temperature
dependence of B (relating the ion drift velocity and the superfluid
velocity field) we cannot predict the exact temperature dependence

outside this range.
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E. Summary

The experimental results agree within their limits of accuracy
with a theory that does not suggest discontinuities. The error in
the relative mobility values is estimated to be 37, due mainly to
the non linearity of the current-frequency graphs determining the cut
off frequency and hence the ion velocity. This was true for positive
and negative ions, and a number of different grids, all of which were
gold plated and thoroughly cleaned before use.

The theory predicts a drop in mobility with velocity, fitting
both our results, and the more accurate published data of Schwartz.
The theory contains one adjustable parameter, which relates the ion
drift velocity to the superfluid velocity field around the ion
producing an excess roton density distribution. and relates the
macroscopically observable ion velocity to the microscopic processes
of momentum loss by the ion. When this parameter is fixed, the theory
describes the temperature dependence over a small range due to the

intrinsic temperature dependence of c.

p_B
c =29
T
wvhere Vs = g3 VD

and R is temperature independent.
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CHAPTER 5

"'D.C. CHARACTERISTICS

I. INTRODUCTION

This wcrk was starfed to check the operation of the triode
cell, and in particular the influence of the grid, with regard
to our velocity messurements; it was suspected that a space charge
was set up near the grid, causing non-linearity in the current-
frequency characteristics. We also wanted to test field penetration
through the grid. Later work at high fields showed interesting
behaviour of vortex rings, in that there was a sharp peak in
the collected curzent at a critical electric field for negative
ions, but not for positive ions. We also looked for effe:ts due
to negative conductance, caused by the velocity field relationship
having a negative differential mobility for the vortex ring
regions.

Any velocity measurement arrangement involves the ion beam
being transmitted through a grid, usuaily with a change in electric
field at the grid. This means the electric field in the vicinity
of the grid (in a plane parallel to the grid) is modulated in
strength, to a degree depending on the g;id mesh size and on the
values of the two fields. One effect of this field modulation
is to decrease the transmission ccefficient of an ion beam, for
an increase in the incident field; and a smaller effect is to

change the effective fields between electrodes, due to a change

in the effective potential of the grid.
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Bruschi, Mazzoidi and Santini (1968) have reported a method
of measuring a critical velocity for a mobility discontinuity in
a triode cell, by keeping a constant frequency square wave between
the grid and collector, and varying the square wave amplitude.
A plot of current against field‘showed a change in slope at a
critical field, corresponding to a critical ion velocity, which
they identified as the onset of a mobility drop. We did not
find a similar effect; the shape of the current against field curve
was the same as that obtained from pure D.C. experiments, as would
be expected. Bruschi could give no explanation of his effe:t,
or justification for regarding it as a critical field (and therefore
velocity) for a discontinuity, but it implies that mobility

discontinuities may affect the D.C. current characteristics.
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i AN 'IDEAL' GRID

a. Theory

This 1s a brief summary from Verster (1963). Consider a
grid situated between two plane electrodes, with potentials vg,
vy and V. respectively. Then the potential distribution along
the axis will depend whether the path passes through a grid
space (¢l) or a grid wire (¢2). Fig 1 shows the distribution for
the two cases. The potential is modulated in a plane paraliel to
the grid, and may be represented by a Fourier series; then the
component with the same period as the grid will decay with distance
from the grid x as exp (-2rx/%), where 2 1s the distance between
two grid wires. At large distances from the grid the mecdulation
i$ small, and an average potential in a plane x = constant is
a well defined function of x only. By letting the cathode potential
float, a suitable adjustment of v, and vg can be made to give average
zero field between the grid and cathode, at distances far from

the grid (:>x%) (Fig 2). The penetration factor D is then defined as

Vg
D = -(®)
Va E=0
c
where v, is the anode potential, and Vg the small negative

applied grid potential. We see the effective potential of the

grid at large distances is not v_, but may be defined as

v + Dv
v =-8__3
eff 1 + 2D

when v = 0.
c
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Values of D for a grid of known dimensions may be found
from Versterg results. Table I gives the values for our grids.

Verster also shows plots of the potential distribution
around the grid wires (Fig 3). The lines are equipotentials,
where $=0, 0.25. 0.5, 0.75, 0.98 and 1.002 x Vefgs to the left of
the grid there is a constant field, and to the right zero field,
where ¢=v,rg. The grid potentiél is 1.0l x vg¢g.

b. Transmission coefficient

Using the above theory we derive an expression for the
transmission coefficient.

Fig 4 shows schematic field lines for the potential
distribution in Fig 3, and Fig 5 the potential distribution for

potentials equal to Vs Vg and v, = 0.

The field lines are drawn orthogonal to the equipotentials,
and are the paths followed by ions. We see how the poténtial
distortion at the grid causes an effective capture width
26 downstream (the ions are assumed to travel from left to right)
by making all field lines within this width end on the grid.

When v, is increased, keeping Vg and v_ constant, the potential
distortion changes to increase the capture width.

We consider the two dimensional distribution in Fig 4,

and relate this to the hydrodynamic flow of a source strength K

in a uniform stream, velocity at infinity u,, There is a stagnation
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point at a distance r  from the source, where

K

io T 2wu
20

The streamline which passes through the stagnation point
divides the flow into two parts; only the inner flow is accessible
to streamlines from the source. The width of this bounding
streamline tends asymptotically to a width at infinity cof
" K

u
©

fe X4

We make the identification

and the stagnation point r, will correspond to some distancze

from the grid wire: we take this to be where the potential in a
line passing through the grid wire (¢2) reaches a minimum Setween
the grid and cathode, such that the field at that point is zero,
If the distance between the grid énd cathode is d, and the
spacing between the grid'wires is 2, then using the axes‘in

Fig 5 we have for the potential at a distance x from the grid
27X

X
- - )} + -V . )
vx Veff(1 d) (Vg eff) ¢ .
N dv v
THus X leff 2n z2mX
P d p Vg T Vepg) & %
which is zero at
2nd(v  ~v
. 2 Qn( eff g)
* " 2 2 v *
° eff
vV 4+ Dva
g = g
Using Veff 132D
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we get g
27nd D(V—- - 2)
21X = 2 n ( g )
X v,
£ (1 + -2
Vg

Identifying ro with X, we get
28 = 271x
o
The transmission coefficient is the ratio of the width of the ion

beam not captured, to the total width

) 226
i.e. x (T
e T = ( 2 )
Va
2mdD(— - 2)
v
=1 - in( g )
Va
(1 + D=
g
This decreases as v, increases. Puting in our values for
v
a

D, d, %, v, and Vg makes T = 0 at VE = 5 (well within the range
of our results), which is not seen experimentally. This is due
to the crude approximation used, but it does give qualitatively
the expected behaviour. This is the best we can do without an
analytic expression for the potential distribution around the grid.

It does suggest however that a zero field could exist behind the

v
grid wires, with our dimensions feor Vi %2 33 ilons could be held

g
here, increasing the field distortion.
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III. RESULTS

a. Introduction

A number of runs were taken using cells of different
geometries, under various conditions of temperature and pressure,
with grids of different mesh sizes. Different electrode configurations
were examined, diodes with no grid, triodes and tetrodes with one
and two grids respectively. The grids were placed between the
source and collector electrodes.

A diode characteristic is shown in Fig 6. This shows an
increasing current with field. To eliminate source effects,

Fig 7 shows a triode characteristic with the source-grid field
constant. Fig 8 shows a triode characteristic with the grid-
¢ollector field constant; this shows the vortex ring current

peak for negative ions, but not for positive ions. Again to eliminate
source effects Fig 9 shows a tetrode characteristic with the source-
first grid field and the second grid-collector field constant, This
is qualitatively the same as Fig 8. Fig 10 shows a tetrode
characteristic for varying the second grid-collector field; this

is qualitatively similar to Fig 7 showing an increasing current for
all fields; for both positive and negative ionms.

We can summarize the behaviour by saying (1) for varying
the field from the collector to the nearest electrode (grid or
source) the current rises with field for all fields’ (2) for
varying the field between any other two electrodes, the high

field (vortex ring) current has a complex field dependence.
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In a tricde or tetrode, the current measured is the current
passing between the last grid and collector; from point (1)
above we would expect that the current between any two electrodes
to increase monotonically with field, so the variation in measured
current in point (2) would be due to the grid. This is seen in
Fig (11), which shows the current in a tetrode collected on the
second grid, when the field between the two grids was varied;
in Fig 1la the field between the second grid and the collector
electrode was opposite in sign to that between the two grids,
so this gives the total current IT between the two grids: in Fig 11b
the field between the second grid and cecllector was the same sign
as the field between the two grids, so tha. current passed on to the
collector electrode, with current IG collected by the grid.,

The fields and dimensions for Figs 9 and 11 were the same.
Fig 12 is taken from Fig 10, and is a plot of IT - IG,.against
field i.e. the incident current transmitted by the grid; this is
precisely Fig 9 showing that the current reaching the collector
IC is the difference between the current incident on the grid
IT and the current drawn by the grid, IG

i.e. Ic = IT - IG
We can thus define a transmission coefficient for a grid, for
varying the incident field, as
oo C

1 IT
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This is shown in Fig 13 for various values of the grid collector
Ffield EGZC. We expect E‘ta'vary with EGzc as from Fig 9.IC variesg
with EG c » whereas I, should be independent of EG c’ this is

2 2
because the current drawn by the grid decreases as the extracting

fisid EGZC increases.

In general, when a characteristic was being taken in a
cell, the fields that were kept constant were small fields, below
the vortex ring formation field. This was for convenience, and
no basic change in the characteristics was seen when the fields
were above this critical field,

For the triode, it would be possible tc construct a 3
dimensional model for the complgte current-field characteristics;
(rv ESG v EGC) fcrvone temperature and pressure; for the tetrode
we would need a 4D model. As the grid was also found to affect
the characteristics, we have at least 5 variables (if we discount
the electrode spacings) to give a c<omplete account of the current
variation in a triode for one type of ion. Our results will thus
only pick out the interesting variations, with an indication of
how they vary with the other parameters.

Most of our measurements were of the current reaching the
collector i.e. after being transmitted by é grid with a field
dependent transmission coefficient. As the ion current from the
source 1s also field dependent, we can have no absolute measurement

of how the current density varies with field. This can be seen

as follows.
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Consider a source qf icns (either the radicactive source,

or a grid) producing for transmiﬁting) ions at a rate N per sec over
an area A. If they move in an electric field at a velccity v, in
time t they move a distance £. Then the total charge QT in volume
V after time t is given by

QT = Net

v

li

Avt

thus the charge density p is given by

_Qr _‘ﬁe

"V T W

and the current I is

I = pvA = Ne
which is independent of v, and therefore of -the electric field.
Therefore our variation in current with electric field is due
to the field dependence of N; for a grid this ccrresponds
to the field dependence of Ti .

If we could keep the charge density constant, we expect

to see a current vary with field as the ion velocity v(E)
I = pA.v(E)
and thus have a region of negative differential conductivity
for the vortex ring region, assuming the current density was
small enough to avoid field distortion.
We shall discuss our results in detail under two headings;

low field and high field results, the boundary being approximately



-112-
the field needed to create vortex rings. The experimental results
were taken over the whole range in field for any one run.

b. Low Field Results

As we have shown, the current field characteristics do not
depend on the intrinsic field. dependence of the ion velocity;
although the grid transmission coefficient may depend on the ion
velocity. Fig 13 shows that the low field value of Ti depends
only on the fields on each side of the grid; for a constant
extracting field (EG C),the transmission coefficient varies with

2

incident field (E ) in the same way for positive and negative

6,6,

ions, and at different temperatures. We take this to mean that

T. is independent of the field dependence of the ion.velocity,

;
and only varies with field according to a theory similar to the

one in section 2 b. This theory was an electrostatic analogy,
depending only on the potential dist?ibution around the electrodes;
assuming - the charged partiéles follow the force lines, theﬁ thelr
velocity, and thus their field dependence, is immaterial. If,
however, the ion takes a long time to reach an equilibrium
velocity in a given electric field (as when bound to a vortex

ring) then they will not necessarily follow the force lines around
the grid where théseare rapidly varying with position, and there
will be deviations from the 'theoretical' transmission coefficient,
as seen at high fields.

We can obviously define another transmission coefficient T,
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for when the incident field is constant and the extracting field
is varied. This will give a curve like Fig 11 a, taken for a

tetrode. Here the source—first grid field E was kept

SGl

constant, a reverse field kept between the second grid and
‘collector, and the current was measured on the second grid for
varying the field between the grids. Figs 10 and 7 are similar
in that only the grid collector field was varied, so the current
incident on the grid was constant. These curves are fitted
approximately by
-E/E

I = Io(l - e + cE)
wherevthe constant ¢ is to allow for the steady current increase
at high fields. Current characteristics in classical fluids have
been fitted by similar equations (Secker and Lewis 1965,

Januszajtis 1963). Io is found by extrapolating the linear high

field part of the curve to zero field.

The low field part of the curves in Figs 11 a and b may be

fitted by
-E/E
I,=I1(Q-e b (1)
T o
—E/Eo
I;=I,(1-e ) (2)
where IT is the total current reaching the second grid in a tetrode

and IG is the current drawn by the grid.

Then the current reaching the collector is
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-E/E -E/E
- 1
.= Io(e © e ) (3)

where E1 and Ej are constants, describing the transmission

coefficients of the grids, and E is the field between the two

grids.,
The transmission coefficient will then be
I -E/E0 -E/E_1
_Cc & °-e
T 1
1 -e

Figs 14 and 15 show a log-linear plot of (Io - IG) and (Io - IT)
against field, showing the degree of approximation to which they
fit the expressions (1) and (2). Equation (4) is plotted in

Fig 13 using values for E1 and Eo from Figs 14 and 15.

It was found that the collector current followed equation (3)
for triodes and tetrodes. The current rises from zero at zero
field to a maximum, and then decreases slowly until high field
(vortex rings) effects become important.‘ The field (lEmax) vhere
the current was a maximum (1Imax) varied considerably according
to grid, temperature, other electrode fields, and also time;

but it was found that a plot of I/ I against E/ E gave a
1 max 1 max

universal plot. These are shown in Figs 16 and 17 for triodes

and tetrodes. The significance of these plots is difficult
to analyse, as they depend on the field dependence of the grid
transmission coefficient as well as the source field dependence,

and these are not known analytically; our approximations are not

good enough to derive this relatiomship.
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We may summarise the results by saying that the characteristics
depend only on the field depeﬁdence of the grid transmission
ccefficients and the scurce, and not on the ion velocity. Our
results show continuous curves at all fields. Thus the effect
reported by Bruschi et al (1968) when measuring an ion critical
velocity by a change in slope of an effective D.C. characteristic
is of doubtful significance; to make sure the curves were not frequency
dependent we carried out runs varying the square wave field for a
constant low frequency, and obtained similar curves to our D.C. ones.
If under certain conditions there is a discontinuous change in the
slope, it must be due to the transmission coefficient changing;
in which case discontinuities are related to the conditions around
the grid.
c. High Fieid

When the electric field is high enough to produce vortex rings,
the grid transmission coefficient Ti changes from its low field -
behaviour. .The most remarkable phenomenon is seen for negatively
charged vortex rings at low temperatures, where there is a large
peak in Ti,Fig 13, Tx shows no abnormal change from its low field
value, having a contiﬁual slow increase towards saturationm,
This variation in T, is clearly seen in Fig 12 for the current
reaching the collector. Figs 11 a and b show that the change
in T; is due to less current being drawn by the grid, and not due

to a high field behaviour of charge carriers with a negative
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differential mobility.

Fig 11 a shows that IT is nearly constant at higﬁ fields,
so the variation in Ti is given to a good approxidgtion by the
variation of I. with field. This was how most of our results were
taken.

The difference in the behaviour of T, ﬁetween positive and

negative charged vortex rings shows that T. is now determined
i
by the properties of the vortex rings; for low fields (bare ions)

Ti was independent of the ion properties (eg velocity).

(i) Negatively charged vortex rings

It was found that the current peak Fig 12 had its maximum
value at an electric field that was temperature and pressure
dependent; the amplitude of the current maximum depended on

temperature and pressure; and the existence of the peak depended

on the grid mesh size.

Fig 8 shows two current characteristics taken in a triode
under the same conditions of temperature and fields,one for a
601pi mesh and the other for a 1101pi grid; there is no current
peak for the 60lpi grid. Grid meshes of 2501pi and 5001lpi also

showed peaks, similar to the 1101pi grid.

Fig 18 shows how the current peak varies with temperature
at the saturated vapour pressure (in a triode, grid 5001pi).
The same behaviour is shown for other grids giving peaks, and also

for higher pressures. We see that the peak decreases sharply in
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amplitude to zero at 2 temperature around 1 K. Fig 19 shows

how the field (E___ ) at the current maximum ) varies with
max max

temperature at various pressures; Fig 20 shows the variation in

Emax with pressure for constant temperature, and Fig 21 the

variation in ImaX with temperature for constant pressure.

Properties of Emax 1, Temperature Dependence
The variation of E ox with temperature in Fig 19 may be
described by
Epax = %P <-E%
where %-varies with pressure. At saturated vapour pressure, we get
£-= 7.58 +.20°K. Fig 22 shows how these values of (éﬁ vary with
pressure, and compares them with the known variation of (éﬁ for

the roton energy gap with pressure (Wilks 1967)., It is seen that
they vary in the same way, but with our values being lower by a
constant difference of about 1.3 K. We can compare our temperature
dependenze with the known temperature dependence of the low field
bare ion mobilities which are of the form

A
u = exp (7

where $-= 8.8°K for positive ions
A c
k- 8.1°K for free negative ions
7.97°k
£-= 6.1°K for nepative ions trapped in vortex lines.

at the saturated vapour pressure. Our value falls between those
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iocr free and trapped negative ions. (The significance of this is
. . A e o .
uncertain, as the difference between () for positive and negative
ions is also unexplained.)

2. Vortex ring velocity at Em

ax

The temperature dependence of the frictional force ¢fT) on

a charged vortex ring o(T), described earlier, is

A d
aflT) = e A/kT
where %- = 8.6 K and A is

the roton energy gap. Taking from Huang and Olinto (1965) the
semiempirical formula for o(T), which is expected to hold for
temperature above about 0.7 K,
A
a(T) = exp (13.9 - EE-) eV/cm
we get, over our temperature range,

eEm
ax = const = 10 + 0.1

o (T)
From the squation of motion for a vortex ring (Appendix 3) this
means the vortex ring incident as the grid has a constant velocity

(and therefore radius) at E ax independent of the temperature.

3. Pressure dependence

Fig 20 shows that the variation of Emax(P) with pressure P

is described by

Emax(P)
in(—=——) =a P
E
o
where Eo is the value of Emax at the saturated vapour pressure,
and 'a' is a constant. We find a = 61.5 * 0.5 x 10—3 at T = .99°K
3

and a = 64.7 x 10 ~ at T = 0.92°K for our pressure range. The
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highest pressures obtained were about 7 atmospheres.
We can try and relate the pressure dependence of EmaX

to the roton number density. Then

N o p 2 m } e--A/kT
T o r
=p * =p %
where Py = P, (1+.0029 P) P, (1+bP)
=m % (1- = *(1-
moo=m (1-.0217 P) ' mr*(l cP)
A = A% (1-,0075 P) = A% (1-aP)

are the pressure dependent terms, with a linear interpolation
between vapour pressure and the melting point giving the values
of the coefficients (from Donnelly, 1967).

We then get to a good approximation

N_(p)
T _ _ & | A*a
ey T Bzt )P

. Using A* = 8.7°K, we get for the coefficient of P on the right hand

side Nr(P) 3
in (-ﬁ—r'z—o—j-) = 60.6 x 10 . P
and using A* = 7.38°K
Nr(B) -3
in (W = 50.6 x 10 . P

where the variation in A* with pressure accounts for 807 of the
magnitude of the coefficient.
Using values of Nr at O and 5 atmospheres at T = 1°K from

Donnelly (1967), we get

N_(p) 3

r -
QR(W) 59.7 x 10 . P
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and at T = 0.9°K

N_(P) 3

r‘ —
L) = 67
zn(Nr(o)) 67.2 x 10 . P

Our values of 'a' agree well with these figures, and apart from the
discrepancy in the value of é-for the temperature dependence,

it appears that this phenomenon is related to the roton number
density. We can definitely say that Emax is‘not Fonnected with the
low field free ion mobility wu- ;‘for increasing pressure, u-
increases to a maximum at about 5 atmospheres and then decreases,
so at pressures less than 5 atmospheres %; would be a decreasing

function; to fit the temperature dependence, E @ %; , but for

max

the pressure dependence Emax « P

The pressure dependence of a(T), the frictional force on a
vortex ring, may be estimated from the .theory by Rayfield and
Reif (1964). Here, the force is proportipnal to the momentum-
transfer cross section between vortex lines and rotons or,>
and hence the momentum density of rotons
e o b omb/RT
Pr ® Po
a(P) « PO

Assuming a pressure independent cross section, we get,using the

interpolation formulae as before, that

a(P)y . A*a,
zn(a(o)) = (4b + T ) P
= 66,6 X 10'"3 P for A*= 7.6°K
~ 79.2 x 102 P for a* = 8.7°K

at T = 1°K.
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Thus over our temperature and pressure range, we have a reasonable

agreement with E
max

—ETTTFY const =~ 10

This implies that at Emaxl the vortex rings incident on the grid
have a velocity and therefore size and energy that is independent
of the temperature and pressure. EmaX is unchanged by the fields
in the other parts of the cell (including the extracting field from

the grid) and the grid mesh size (except the 60lpi grid).

4, Properties of I

max

Fig 21 shows the peak amplitude (Imax) as a function of
temperature. The overall shape is very similar to the ion-vortex
line capture cross section curves measured by Springett (1967),
but are concentrated at a lower temperature. A more revealing
plot is shown in Fig 23, of peak amplitude as a function of the
incident electric field (Emax)' There is a small shift to highér
fields at higher pressures, but it keeps the characteristic of a

well defined cut off, which is described by

E JE
-"max’ o
=1 e

max o

EO(P) varies with pressure P, being

EO(O) =202 + 5 v/em
EO(S) = 332 + 5 v/em
and EO(P) = EO(O) (1 + 0.13 P)

where P is in atmospheres-
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5. Peak shape
The shape of the peak depends on the grid mesh size,
temperature, pressure and extracting field. Fig 24 shows a
number of characteristics taken in a tetrode, the current

plotted against the field between the grids EG G for a number
172

of different constant extracting fields EG c
5C-

The field where we expect vortex rings to be created

E,r is calculated from Appendix 3 (using the Huang-Olinto theory)

as E = 6.5 ELIL
vYr e

and from knowing the field at the current maximum

E =lo.q'_(£)_
max e
we get E__ =0.65E
vr max

This was checked by velocity measurements in the grid space;
the transition from bare ions to a vortex ring current is not |
well defined, but indicates

Eor * 0.5 Epax
We can explain this discrepancy by comsidering the derivation of
the Huang-Olinto criterion; they assume that the ion is captured
by a vortex ring at a velocity of 5 m/sec, and use a value for
n(R) appropriate to a vortex ring of that velocity. It is more
likely that the ion is captured by a faster moving vortex ring,

which would have a lower value of n(R), and thus a lower critical

field than that described by the Huang-Olinto theory.



Fig 5.25 Variation of WEmin with extracting field; one of

the parameters describing the shape of the negative ion peax
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Our estimate of Evr depends on the boundary conditions
for the field being the same for velocity measurements and the
D.C. case; any charge accumulation at one of the grids could
alter the field sufficiently to give a non—uniform field through
the rest of the grid space, giving an effective or average field
for vortex ring formation which is reached for different potentials
on the grids for A.C. and D.C. methods. Due to this uncertaiunty

in Evr’ we cannot say that one definite part of the D.C. characteristic

is due to the onset of production of vortex rings; the current

minimum seen before the rise to the peak occurs at a field 1Emin

which is a complex function of the other fields in the cell -

/E with extracting field

Fig 25 shows the variation of E .
1"min’ "max

Eg c This is expected to be a complex region, as the low field
<2

bare ion current depends on the properties of the vortex rings;

1Emin will then depend on which current is dominant for a given

field distribution.

Fig 26 shows a normalised plot of peak current against field
for various extracting fields; there is a steady decrease in
curvature for increasing extracting field. The fall in current
after the peak is exponential, to a current minimum at a field

The rate of fall depends slightly on the extracting field

2Emine

EGZC;the value of 2Emin is independent of EGZC’ but has a small

dependence, in a tetrode, on the source grid field ESG . For fields
1l
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higher than ZEmin’ the current rises linearly with an increasing
amplitude of current 'noise', as shown in Fig 27. The linear
rise in current is shown by the dotted line. The current hoise
is indicated by the 'noisy' lines of current against time; the
field at which each 'noisy' current line was taken was the fiela
where the current crosses the dotted line.
(i1) Positively charged vortex rings

+

The main differences between the behaviour of positively and

negatively charge vortex rings may be seen from Figs 12 and 13.
For fine grid meshes, such as 500 lpi mesh, there was a small
positive current rise through'a broad maximum followed by a
constant decrease at high fields, The high field positive currents
were noise free. This was in contrast to the behaviour of negative
ions which showed a 'noisy' increase in current beyond the

current minimum at the highest fields.
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1v. COMPARISON OF HIGH FIELD RESULTS WITH SECOND SOUND ATTENUATION

An interesting correlation can be made between the field
Emax at the current peak maximum, and the field Ea found by
Bruschi et al (1966) for the onset of second sound attenuation by
vortex rings. A brief summary of their results, is that when
measuring vortex ring velocities by a triode trechnique they found
a minimum in the drift velocity, at a ceréain field. Close to
this field at a field Ea they found an extra attenuation of second
sound proportional to the ion density, and a 'persistence' of
drift velocity, seen by a current being collected through a
region of zero field. Later velocity measurements by a pulsg
technique (Bruschi and Santini 1970) have shown that there is no
minimum in the vortex ring drift velocity; the high energy vortex
rings take a long time to reverse their direction of motiqn in
a triode, of the order of the square wave frequency, which leads
to the anomalous velocity effect first reported. The extra
attenuation of second sound is due to the vortex line density, of
the vortex rings bound to the ions; Hall and Vinen (1956) have
shown in rotating helium experiments that there is an extra
attenuvation coefficient proportional to the density of vortex line.
Using their value of the attenuation coefficient and line density,
Bruschi et al with an ion density of %106 ions/cc need rings with

‘radius "J106 A near the field Ea to give the required vortex line
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density. The later velocity measurements by Bruschi, Mazzi and
Santini (1970) have been taken.to confirm that the vortex ring
velocity (and therefore radius) agreed with this requirement
(Santini, private communication, 1970). (However, using the theory
in Appendix (3), Rv aring% 4,103 A at Ea)'

The amplitude and temperature dependence of Ea— for negative

ions agree well with our Emax; E 1is given by
o

E "= pve AT
o
where %-= 7.69 i..13°K
A =‘4°024.106 v/iem .
Ouar values for E are
max
2= 7.58 + 20K
A= (3.5+.8)x 106 v/cm

'which agree within the limits of accuracy. Most of our error
comes from not knowing the absolute temperature to within 510_20K.
The pressure dependence of Ea- -is different from that of E .
max
The variation in Ea- with pressure can be expressed as
- _ N
Ea(P) Ea(O) (1+aP)
where a = 0.12 + .01 z-).tm:)s-1
A similar expression for E_ gives
max
a = ,072 + .003
This implies the agreement between E;ax and E; at the vapour
pressure is fortuitous. Bruschi et al found a similar attenuation

for positive ions, but at higher fields at a fixed temperature.
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Secondary effects, like the persistence of drift velocity, were
less marked for positive ions.

The significance of the apparent equality of E; and E;ax

is difficult to explain mainly due to the uncertainty in the
meaning of Eu . E; is defined as the onset of second sound

attenuation; a plot of the ratio of the relative extra attenuation
%ion
coefficient and the charge density(a‘
0
field in Fig 5 of the paper by Bruschi et al (our Fig 28) show

1 . .
;5-) against electric

that at high fields (>E; ) the coefficient is a linear function

of field, which can be extrapolated to zero attenuation at a field
we call Eo > E; . For fields less than “E the attenuation
coefficient approaches the zero attenuation axis as an asympfotic
curve. The intersection of this curve with the axis gives E;n

Now in theory we would expect an extra second sound attenuation
whenzver vortex rings were present; only at a certain field

(and therefore size of ring, and hence density of vortex line) would
the equipment be capable of resolving this extra attenuation.,

If indeed the extra attenuation coefficient is proportional to the
total length of vortex line present, as assumed by Bruschi, then the

a.
function —22 . 1 should be proportional to the vortex ring radius

a
0
R. This is related to the vortex ring velocity v by

= -K_ (-
R 4nv (=1
and the vortex ring velocity is related to the electric field E

by (Appendix 3)
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~eE/a(T)
='A.eE.e
o (T)

where A is a constant and a(T) is the frictional force on a

vortex ring. Thus we get

o o 1 ) eeE/oz(T)
% P eE/a(T)

which increases exponentially for large E, compared with the
linear dependence found by Bruschi et al. Thus the status of
regarding E; as a well defined field cannot be based on a theory
requiring second sound attenuation to be proportional to the
size of the vortex rings., Similarly, the linear dependence of
the attenuation coefficient or electric field cannot depend on
this theory; although for fields around E; this may be true - we
cannot tell from the accuracy of the published figure.

On Fig 28 we have defined another two fields: E» the
intersection of the linear part of the curve with the axis;

for the onset of the linear part of the curve. Using their

Ae-A/kT

and El’

formula to find E; (= , where A and A/k have been quoted

earlier) we find
E = 670 v/cm
a

E = 890 * 10 v/cm

= 950 * 10 v/cm

oI <]

=1
QR I e 1o +

giving

=

= 1.42 £ .02
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We find from our D.C. characteristics that the field at the

current minimum Emin and the field for the cnset on the linear

2
increase in current E_ (Fig 9) are related to E by
2 max
ZEmin
MR = 1.33 + .05
E
max
and Ez
— = 1.42 + .05
E
max

The large errors are because these two fields are not always
well defined. We do not have a systematic dependence of 2Emin
or Eg on grid size, temperature or extracting field, but a

number of results from different conditions give the same ratios
as above.

We could then make a correspondence between our D.C.
characteristics and the extra second sound attenuation per unit
charge density found by Bruschi et al. At a field EmaX(EE;)
the current falls exponentially, corresponding to the onset of

second sound attenuation. The current goes through a minimum

(at a field .E .
m

in = Eo) and then shows a linear increase above

2 .
a field Ez (EEl) corresponding to the linear increase in the
attenuation coefficient. As shown by Hall and Vinen, the extra
attenuation coefficient is linearly proportional to the vortex
line density,so the linear increase of the attenuation coefficient

with electric field found by Bruschi cannot be explained by

the increasing size of vortex rings with electric field. This
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is approximately exponential.
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V. DISCUSSION OF HIGH FIELD RESULTS

a. Formation of vorticity

We suggest that at Emax the superfluid around the grid
undergoes a transition to a turbulent state, consisting of an
array of vortex lines formed by the vortex rings.

The formation of vorticity is suggested by hysteresis
effects seen in the D.C. characteristics for negative ions. If
the field is gradually increased from zero to a value well above

Emax’ we get the normal graph of current against field; when the
field is now gradually decreased the current plot around the peak
is not reproduced. Changing the field from a value greater than
E__ toE_ , the current increases very slowly, taking a time
max max

of the order of a few minutes to reach a current value about

50% of the original value. When the field is increased from zero

to Emax’ the time taken to reach Imax is of the order of the
response time of the electrometer i.e. ~ 10 secs. When the field
has exceeded E;ax , 1t must be brought back to zero, and left

for a time of the order of a minute before the current plot is
reproducible otherwise the current peak is lowered. This behaviour
strongly suggests that vorticity is being formed in the superfluid;
the decay time is similar to that found for vorticity by Hall

and Vinen in heat current measurements of second sound attenuation,

while the build up time for vorticity is of the order of a few

seconds (Wilks, 1967).
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By considering the total energy of a collection of vortex
rings, and the energy of a vortex line with the same total length
- of vorticity as the rings, we can get an approximate critical
ring size where it 1s energetically favourable.for the vorticity
to exist as a line, or a number of vortex lines, rather than rings.

The energy of unit length of vortex line is (Atkins 1959)
b :

jf
. a

E ipsvz. 27t .dr

i

2 b
K -
0 Rn(a)
where Pq is the superfluid density, X the circulation,'a' the
vortex core size, and b the average separation between vortex
lines. To the same approximation, the energy of a vortex ring
of radius R is
a2 2 R,
Er = 27 Rps K Zn(a) .
For a total of N rings of radius R, the total length of vorticity
L is 2wR,N. The total energy of length L of vortex line is
E = ZﬂRN.nps'Kz ln(-g-)
and the total energy of the vortex ring system is

2 2 R
E, =N .2rw RpsK Zn(g)

R
b
B mG
E R, °*
R ln.(z)

We see when b < R the vortex line system has a lower total energy
than the ring system. This transition occurs(for a vortex ring

(i.e. ion) density of 106 ions/cc) when there is an average
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. 1a2 .
separation of *10 ©~ cms between the vortex rings. When the vortex
ring radius is greater than this value, we satisfy the condition
for the existence of a lower energy state of a mass of vortex

line. This transition is the same as regarding the rings as

interacting with each other, and therefore losing their individual
identity. The radius of 10_2 cms is that quoted by Bruschi needed
for a vortex ring in an electric field Ea to give the observed
attenuation coefficient,

This transition radius obviously depends on the ion density, in
contradistinciion to our results for E;ax’ and the results of Bruschi
for E which showed these fields were independent of the ion density.
The important point is that E;ax is only defined when the ion beam
is transmitted through a grid which has a mesh size greater than a
certain value (the experiments by Bruschi all used grids, but of an
unknown mesh size, so we cannot state the same for Ea)' This
strongly suggests that the grid is responsible for the existence
of the field E;ax; while the properties of E;ax depend on the
phenomenon which has been created. We therefore suggest that the
grid acts in such a way as to nucleate a transition to an orderly
turbulent state of an array of vortex lines.

To explain the difference in behaviour between positive and
negative ions, we suggest that for fields less than Emax’ vortex
rings are being captured on the grid wires. As the field increases

to E , the amount of vorticity captured by the grid from vortex
max
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rings increases until it forms an array of vortex lines close to the
grid. This transition will occur when it is energetically
favourable for the small pieces of vorticity to coagulate to a line;
if the length of line is of the order of the grid mesh size, there
is then a criterion for a critical mesh size for the existence of the
current peaks. The attachment of vortices to fine wires was shown
to be possible by Vinen (1960) who measured the circulation of a
vortex attached to a wire. Measurements of a circulation equal to
a fraction of a quantum %-were attributed to a partial attachment
of a line, and these were less stable than values of a single quantum
% (full attachment) as would be expected. He also showed that when
a line was fully attached to a wire, it was stable to large amplitude
vibrations; this implies a reasonably large binding energy, making
it likely a vortex ring could be captured by a grid wire.

If ions were trapped by such vorticity, they would eventually
be collected by the grid wires, in a time depending on the ion
mobility, the length of vortex line and the effective field felt by
the ion. This means at any one time there will be an excess number
of trapped ions present to provide a repelling field for the other
(free) ions. As the amount of vorticity captured by the grid
increases, so does the number of ions and hence the repelling field.
This would give the sharp rise in the negative ion current for
fields less than E;ax due to the reduction gf the current drawn

by the grid. As positive ions have a much higher escape probability
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from vorticity, they will be trapped for a much shorter time and
thus produce" a smaller repeiling field. This will give a smaller
reduction in the grid current, and a smaller current rise.

b. Influence of the extracting field

The difference in the D.C. characteristics between varying
the incident and extracting fields is because the incident field
determines the amount of vorticity incident on the grid, and
therefore the amount of vorticity‘captured by the grid. The
extracting field will not change the amount of vorticity captured
by the grid, but will affect the amount of charge that can be
captured by the vorticity. The change in the shape of the
negative ion peak with extracting field (Fig 26) is due to the
increase of the low field current with extracting field, and a

nearly constant current I-max at E s independent of the extracting
field Fig 10. This implies the number of ions released by the

grid at E_max depends mainly on the escape probability of the

jons trapped in the grid vorticity. At E_max the main influence

of the extracting field is to alter the escape probability slighty.
Positive ions do not show the same 'current saturation' at E+max
(which is not well defined), but I+max increases with extracting
field in the same way as the current at a lower field for bare ions.
The behavi&ur of Imax can be considered from the view put forward

in section 3(a), where the current depends on the rate of production

of ions at the grid. For low fields we expect this to be field
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dependent because of the field dependence of the transmission
coefficient, as discussed in section 3(b). This is also true for
high fields i.e. vortex rings incident on the grid, except at
E_max (Fig 10). At E_max , the rate of production of ions is
independent of the extracting field, except at very low fields
(~10 V/cm). This field independence is seen in Fig 13 where the
transmission coefficient of a grid at E—max is independent of the
extracting field; this follows naturally from the independence
of Imax on the extracting field.

The field dependence of the transmission coefficient arises
because of the field distortion around the grid, as discussed
in section 2. If this coefficient is independent of the extracting
field at E—ma ,it implies no field penetration and thus the
grid can be regarded as a planar conducting electrode instead of
a discrete array of conducting wires. This means that mobile
charge must be trapped in the grid mesh so that it can rearrange
itself to cancel out the extracting field penetration. This
will happen if, at E—max’ there is vorticity in a continuous
distribution between the grid wires to trap the negative ions.
The potential distribution through the apparatus will be given
as in section 2, Fig 5, but with Veff = Vg

The main effect of changing the extracting field at Emax

will be to vary the ion escape probability. There have been no

experimental results published on the field dependence of the escape
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probability P but if we assume P is related to the capture cross
section ¢ by
-Pt
o=0 e
)

where t is a characteristic time, we get

P o= 2no,

Results by Tanner (1966) indicate the field dependence of ¢ is

given by 1
U“E
and therefore P « gn E., This could explain the small increase
of Imax with large extracting fields., The influence of the incident

field on the escape probability will be discussed later.

C. High Field (>Emax) behaviour

When the field is increased above E—max’ the vorticity

breaks away from the grid, forming a'quasi'turbulent region of
vortex lines. This turbulence has been 'injected' by the grid
into the fluid, and is not due to a.transition to turbulence by
the whole fluid (i.e. a frée turbulence); heat flow measuréments
suggest a much higher energy is needed for this transition than
is supplied by the ions. The fall in current could be because the
vorticity around the grid is reduced, thus reducing the trapped
ion repelling field, and increasing the grid current. The linear
increase in current for very high fields arises because the grid
current does not increase as fast as the total current. For

E > EmaX , the grid current is an increasing function of the

electric‘field, implying there is no fundamental significance
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of the field 2Emin°

The 'quasi'.turbulent region will have an equilibrium
length of vortex line; the existing vorticity will decay with
time due to quasiparticlé collisions, and vorticity from the
grid will be supplied continually to the region. If we assume that the
turbulent region consists of a homogenous and isotropic array of
vortex lines, then theAequilibrium length of line will be that given by
Vinen (1957) (Chapter 1) for mutual friction in a heat current.
As the only mechanism for producing vorticity is from the vortex
rings formed by the ions, this puts an upper limit to the amount
of line formed per unit time. The classical expressions for
vortex ring motion in Appendix 3, show that the length of line
formed by ions does not give a high enough vortex line density to
produce the experimental values of the extra second sound
attenuation coefficient for fields near Ea; we therefore assume
this vorticity has a slower decay time than the rate at which

t is being produced by the ions, allowing an equilibrium density

e

to be built up. Also,if this vorticity was concentrated in a

small volume near the grid instead of being distribﬁted throughout
the cell between the electrodes, this would give a higher line
density. As the electric field is increased, the volume occupied
by the turbulence spreads throughout the cell. It is confined

to the region occupied by the ions, because the vortex lines will

be preferentially pinned to the grid wires, preventing it escaping
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and also only in this region is extra vorticity being added.

For electric fields greater than the distance travelled

2Emin’
by a vortex ring while decaying in a zero field region is of
the order of the spacing between the electrodes (i.e. 1 cm).
The behaviour of the current with field will then depend on the
vortex ring - vortex line interaction. Schwarz (1968) has
shown that charged vortex rings propagating in rotating helium
(i.e. across an array of vortex lines) can lose their charge to
the lines, the interaction being described by an effective
capture width, Thu8 in our case we expect most of the current

to reach the collector by being trapped on vorticity.

d. Behaviour of I x

The dependence of Imax on Emax’ temperature ,and pressure,
in Figs 21 and 23 is similar to the temperature dependence of
the negative ion-vortex line capture cross section o (Springett 1967).
Because the current behaviour up to Imax is due to the grid
current being reduced by a repelling field set up by ions trapped
in vorticity on the grid, the behaviour of ImaX with temperature
and field will depend on the capture cross section of the grid
vorticity and the incident charged vortex rings (og). For a
large cross section the repelling field will be high, and there
will be a large I < As Og decreases, so will the repelling
field, and thus the grid current will increase, lowering Imax'

The exponential decrease of Imax with field (Fig 23) is
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due to a decrease in Og' This could arise either from a decrease
in the ring cabture cross section, or en increase in the ion escape
probability; by analogy with Springet£s results we choose to
discuss the latter.

If the behaviour of og depends on the ion escape probability,
then the only difference between the results of Springett and
ours is the electric field felt by the vortex lines. From the
theory of the escape probability by Donnelly(1964),if the ion
has a potential energy u(r) due to it replacing the rotating
superfluid near a vortex core, the escape probability P is given
by P « e kT
Applying an electric field E along the x axis will reduce

the potential barrier by

u(E) = eEx
giving an escape probability
_ (u(r) - eEx)
P xe kT

The potential energy u(r) is proportional to the superfluid
density p _, and this describes the temperature dependence.
s .

Springett represents his results for the steep fall in o at

high temperatures by

where P is the escape probability, depending on the temperature
and pressure through p_ and the electric field E through

up = u(r) - eEx as above. Taking from his results a point
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where o = %OO we get Uy =~ 43K, for effectively zero applied
field (20 V/cm). From our results, ImaX falls to half its
value at a field of 1500 V/cm and a temperature “1"K. Using
the value of u(r) = 43°K at 1.7°K we'get u(r) = . 53K at 1°K
at the saturated vapour pressure. 1If we take x = 50 A for the
minimum in the potential barrier (Donnelly 1967) we get u(E)=10°K,
Thus up 3—43°K, and we get a good agreement with Springett for
the value of the escape probability, at zero pressure. u(r) is
a strong function of pressure through the pressure dependence
of the negative ion radius as well as the superfluid density,
which gives the strong pressure dependence in ¢ seen by Springett,
Qur results do not show the same pressure dependence, so the
agreement at vapour pressure could be fortuitous.

Douglass@96£9has reported an anomalous decrease in the jion-
vortex line capture cross section below l.lﬂK, which he found
to be due:to an increase in the escape probability with falling
temperature; the theory by Donnelly, found to hold for teméeratures
above 1.2°K, predicts a decrease in escape probability with falling
temperature. Douglass has not published any details on his
findings, but we will give a brief discussion of the effect on
our results. If at low temperatures (v 0.9°K) the escape probability
is high, then we cannot use the idea of a space charge round the

grid wires setting up a repelling field. Instead, we must say that
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the current peak is due to an enhanced escape of ions from the

grid region, which would otherwise have been captured. We would
oh
then expect the same phenomen,for positive ions, which always have
a much higher escape probability than negative ions. As this is
not seen, we say that our results are not easily explained by an
increase in escape probability at low temperatures. However,
if we take our results in Fig 23 to show that ImaX is a function of
the electric field rather than the temperature, as; long as
the mean lifetime of an ion trapped to a vortex line is greater
than a certain critical value, our explanation does not depend on
a temperature variation of the mean lifetime (and therefore escape
probability). Douglass's results show a mean lifetime varying from
n10 secs at 0.9°K to A1 min at 1.19K. We expect that the time for
which a negative ion is trapped by vorticity near the grid to be
much smaller than this; and if this time is nearly constant with
temperature then the variation .in escape probability will only
depend on the field. Similarly, we could explain the lack of the
pressure dependence if we say the increased escape probability
under pressure is negligible compared with the actual lifetime
of the ion on the grid vorticity before it is captured by the grid.
The dependence on the electric field is because this gives a
preferred direction for the ions to escape; thermal or pressure
dependent escape of the ions will be symmetric about the vortex

line, with a high probability of recapture by another vortex line.
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e. Criticism and Conclusion

While the existence:of‘éhe current peak for negative vortex
rings is a grid dependent phenomenon (because of the difference
in behaviour with different mesh sizes and also electric fields)
the well defined and grid independent behaviour of the current
around Emax shows the physical processes: giving the current maximum
are due to the properties of vortex rings, vortex lines and charged
jons. Without knowing the exaet.potential distribution around the
grid wires, we can only suggest a likely hypothesis, based on the
growth of vorticity(seen by second sound attentuation experiments,.)
and the behaviour of the ion-vortex line capture cross section
and escape probability predicted by Donnelly.

This hypothesis depends on vorticity being captured by the
grid, and this vorticity capturing ions to form a repelling-field and
lowering the grid current. The fall in‘ImaX with increasing field
is due to the field dependence: of the ion escape probability from
a vortex line. The fall in current with increasing field above Emax
is due to vorticity breaking away from the grid and spreading out
between the electrodes;

ﬁe'have not been able to find a criterion either for a
critical grid mesh size for the existence of the current peak, or
for a critical field (Emax) for the current maximum, where we

suggest the vorticity begins to propagate through the apparatus.
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The basic mechanism which we suggest for the increase in
current at the peak is the setting up of a repelling field around
the grid wires by trapped charge, and thus changing the transmission
coefficient. 1In principle this must be correct, as we can see the
reduction in the grid current (Fig 11). However it could be argued
that the transmission coefficient should-show a change for vortex
rings compared with bare ions; in section (2) b we suggested that
bare ions could follow the field lines close to the grid, and the
transmission coefficient depended on how many lines -ended on a
grid wire. Vortex rings would not necessarily follow the field lines
in a region where they were varying rapidly with position, due to
the time taken for a vortex ring to reach its equilibrium velocity
in a given electric field, but would be 'scattered' by the field
lines. For high energy vortex rings we would expect a small
scattering, and thus the effective transmission coefficient should
‘be nearly equal to the.geometrical coefficient; to counteract
this, the high potentials needed to create the vortex rings would
increase the field distortion around the grid. In principle it
should be possible to calculate the effect of a given field distribution
on the scattering of vortex rings, knowing the vortex ring dispersion
relationship (Eap%); but it would be complicated by the fact that
the region of field distortion is of the same magnitude as the distance
travelled by the ion while changing its velocity. Rayfield and

"Reif (1964) have considered the case of small angle deflection of
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vortex rings at low temperatures by.an electric field perpendicular
to the direction of motion; the defleection angle observed for rings
was four times that expected. for a.classical particle (obeying
E = pz).‘ This small angle result cannot be used in our case, which
i§ for large angle scattering.

In summary, the difference between positive and negative ions
suggests that as the positive .vortex.ring transmission coefficient
shows only a small change. from the bare ion case, there must be
another mechanism to give the enhanced negative ion current, through
an increase in the negative ion vortex ring transmission coefficient;
and the most likely mechanism is the repelling field around the grid

wires which we have suggested.
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VI. 'FAST ION' PHENOMENA

a. Introduction

For field conditions in a triode or tetrode that gave a
negative ion vortex ring peak; we measured the velocity of the ions
in the grid-collector space, .using the square wave method. (This
is equivalent to the velocity measurements in Chapter 4, but with
high source-grid (incident) fields).

Fig 29 shows the current-frequency curves obtained for various
square wave amplitudes, with the incident field equal to Emax'

The high frequency 'tail' on each curve is attributed to a higher
mobility charge carrier than the normal negative ion. For each
curve we can define two velocities, one for a frequency where the
two lines meet (which is the normal ion velocity) and the other at
a frequency where the current reaches zero (the fast ion velocity).

These two velocities are shown in Fig 30 as a function of the
electric field. The normal ion velocity shows the expected field
behaviour i.e. forming vortex rings and showing a decreasing velocity
above a critical field. The fast ion velocity saturates at high
fields, at a velocity of ~54m/sec.

The same phenomenon was seen by D.T. Meldrum, carrying out work
for an honours project, using our apparatus. These results were
obtained over a period of about 2 monthg,with a po?10 source
providing the ions and have been previously reported (Doake and

Gribbon(1969). After this time the source had become too weak to
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give a reasonable current, and an Am241 source did not give the
fast ion current, with the same cell dimensions. We have a total of
three runs which show a well defined fast ion current, and a number
of other runs which show a high frequency tail, but without the
same well defined behaviour. These last results are for both
sources, and a number of different electrode configurations. When
we were unable to obtain a fast ion current, we tried the effect
of infra red radiation (v 2y wavelength) and a heat current
(v m watts) without repeating the previous results. A small magnetic
field (¢200 gauss) also had no effect.

Effects due to the source have been described by Rayfield (1968)
and . Surko and Reif (1968). Rayfield found a P0210 source produced
vortex rings, and Surko and Reif found a neutral excitation also
from Pozlo; both of these effects were found at low temperatures
(v 0.7°K) and were negligible at 1°K. Thus the significance of our
results is hard to evaluate, but by analogy with mobility
discontinuities (which show a fluctuating existence) and the fact
that these three runs show a well defined behaviour, we will give a

discussion of possible explanations.

b. Fast ions models

1. Ion trapping in grid vorticity

We explained the current peak seen under D.C. conditions by
the trapping of ions in turbulence around the grid. When measuring

velocities, this turbulence could act as an effective ion source
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closer to the collector than the grid, giving an enhanced velocity.
We would still expect these ions to form vortex rings at a critical
field around that where the normal ions form rings, and show a fall
in velocity at high fields. This is not seen.

2. High energy vortex rings

The fast ion current could be due to vortex rings penetrating
the grid, and having enough energy to reach the collector before
decaying. From the calculations in Appendix 3 we expect a vortex ring
formed in a field around E .« t° travel a distance a fraction of a
millimetre in zero field; for fields higher than Emax this distance
increases exponentially. Thus the magnitude of the fast current
should increase as the incident field on the grid is increased.

Our results show two conflicting types of behaviour; (1) the fast

ion current is a constant fraction (v57) of the D.C. current

(i.e. shows a peak at Emax) and (2) the fast ion current rises slowly
as E is increased beyond Emax' In the first case the magnitude of
the fast current is 10Z of the total zero frequency current.

We would expect a much higher proportion at high fields. 1In the
second case the proportion of fast ion current saturated at about

657 at high fields.

The behaviour of high energy vortex rings in an oscillating
square wave field is difficult to analyse rigorously. However
as this seems a likely explaqation of the phenomenon we will make

an approximate calculation for the decay of a vortex ring in a square

wave field.
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We assume first that the vortex ring has enough energy to reach
the collector in zero field; this implies that a fast ion current
will be seen only at the lowest temperatures we could obtain, in
approximate agreement with results. We use the equations of motion
for a vortex ring, defined in Appendix (3) but now modified to allow
for a finite field in the space where they decay. This means that
the term o(T) describing the frictiqnal force on the vortex ring is
replaced by an effective force F given by

el
F=qa(T) + iR

where the two signs allow for the effect of the forward and reverse
square wave field, of magnitude E, If the initial vortex ring
velocity is v, then its velocity 2 after the forward square

wave period (time t) is

1 .l . Et
::7? v 2 A
3 2 1
(wvhere A = ELEé%:il = const, s&ee Appendix 3)
. eE
and F = a(T) o (R)

after the subsequent reverse square wave period will

The velocity Vg
1

1 .1 _Ft
be ) 2 A
V3 va

1 ek
= ¢ +
where F ¢ (T) TR)
Therefore the change in vortex ring velocity after 1 complete square

wave cycle is given by

1 1t 1
7 =—75 “x F+F)
V1‘
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1 _2t.a(T)
2 A

1
which is just the change in vortex ring velocity when decaying in

v

a zero field region in the same time of 2t. Thus the square .wave
frequency will have no effect on the current.

If on the other hand the ring does not reach the collector
while decaying in zero field, then it will have an average velocity
during the forward half of the square wave, made up of the average
velocity of the decaying ring, and the velocity of the bare ion
in the square wave field. If the vortex ring decay time is much
shorter than the square wave period (low frequencies) then the
current— frequency graph will be similar to that for normal ionms,
but with an average velocity for the ions; from Appendix (3)
the average velocity for the decay of a ring is twice the rings
initial velocity, which is usually small (v30cm/sec) for source
grid fields around Emax' Therefore the current-frequency graphs
would be cut off at a frequency corresponding to the normal ion
velocity. For incident fields around E ax the decay time of a
vortex ring is '\:10_6 secs; therefore we expect a negligible
distortion on the current frequency graphs (which show a cut off
N7 ke/s.

3. Ion trapping in decaying turbulence

We explained the D.C. characteristics by vorticity being

built up at the grid, which then breaks away and fills the measuring
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space. This 'quasi' turbulence interacts with the charged vortex
rings which penetrate the grid, by capturing the ion (Section 5(d)).
The motion of the ions will now be determined by the form of the
tﬁrbulence.

The general form for the decay of turbulence is a flow of
energy from large eddies to smaller ones, and hence dissipated as
heat through viscosity (Batchelor, 1953). We therefore expect our
'quasi! turbulence to decay in the same way as vortex rings
i.e., a decrease in size with an increase in velocity. The smallest
ring wiil have a radius n 54, and a velocity “54 m/sec (using the
classical equations of motion)., If an ion can be trapped by this
form of turbulence and form a stable entity in an electric field
less than that needed for an ion to create a vortex ring, this would
give a limiting ion velocity of “54 m/sec. The structure of this kind
of charge carrier would presumably be different from a normal
charged vortex ring, which has a ring radius much greater than the
negative ion radius.

Rayfield (1968) has shown that negative ions under pressure
can create and bind to vortex rings at velocities up to 54 m/sec;
increasing pressure lowers the negative ion radius, and the critical
velocity.for vortex ring creation is inversely proportional to the
ion radius. The values for the negative ion radius under pressure
found in this way agree with those found by Springett (1967)

by negative ion trapping on vortex lines. The ion radius when the
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critical velocity is 54 m/sec is A11A. At higher pressures (lower
ion radius) the ion velocity is limited by roton creation instead
of producing vortex rings. Rayfield also showed that vortex rings
produced by the source were stable entities in electric fields much
less than that needed to create vortex rings by the bare ion.

We can have three models for the negative ion fast current;
(1) a bare ion with a radius less than &1122(2) an ion trapped to
a very small vortex ring, or (3) an extension of (2) but with the
vorticity in a different flow pattern round the ion, compared with
a normal vortex ring.

The first model would give the observed velocity-field
dependence i.e. the velocity would be limited by roton creation at
high fields, without forming vortex rings. It is difficult to explain
why the ion radius should be so small at the vapour pressure where
we see the fast ion current. Theoretical estimates for excited
electron states in the bubble increase the ion radius (Fowler and
Dexter. 1968).

If the ion was bound to a small vortex ring as in model (2),
we still need an ion radius A114 (Rayfield 1968) to explain the
trapping. The relative sizes of the required vortex ring (~54)

and the ion (i 112) suggest that the ion is not bound to the vortex

core, as for larger vortex rings. It seems likely that the vorticity

has a different distribution around the ion, perhaps forming a

'skin' over the bubble surface (model 3). This skin would alter the



-153-
boundary condition on the bubble surface, which could change the
equilibrium bubble radius. This can arise from changing either the
well depth of the electron, increasing the surface tension, or
considering the total ion energy to contain an extra term describing
the energy of the vorticity around the ion; or a combination of all
three.

We can explain the observed velocity field dependence for
model (2) by saying that the small ring ~5A radius is the smallest
ring that can exist before it finélly loses its energy by degrading
to quasiparticles. This final decay could be inhibited by the presence
of the ion, giving the charged entity a lifetime -comparable with the
square wave frequencies we used (i.e. '\:10-'3 secs). At low fields
the entity will dissociate during its flight across the measuring
space, giving an effective average velocity of less than 54 m/sec,
composed of fast ion moving at 54 m/sec and then a normal ion with
a much lower velocity. In high fields the entity will reach the
collector before breaking up, giving a velocity 54 m/sec.

The velocity-field dependence for model {3) could be because
the vorticity around the ion is unable to grow to form a normal

vortex ring, and the ion velocity is limited by roton creation

at high fields.

We suggest in section (c) following that a fast ion is formed
only by excited bubble states, interacting with vorticity to give

a changed entity corresponding to model (3).



=154~

Photoejection evidence for fast ions

T

We suggest that the photoejection experiments by Northby
and Sanders (1967) and zipfel and Sanders (1968) may provide :
evidence for a fast ion state.

Using a triode mobility cell operating at just above the cut-
of f frequency, they measured a current when 'fast carriers' were
produced by the incident light. The spectra were obtained at

different wavelengths by normalizing the measured current to the
incident light intensity. Their interpretation of the experiment

was simply the photoionization of an electron (from a bound state

to the continium) which gave the high mobility current. This

leads to a well depth of 0.55 eV at zero pressure, increasing

rapidly to ~1.05 eV at 15 atmospheres.

This value of the well depth disagrees in magnitude and pressure
dependence with theoretical estimates of 1.0 to 1.2 eV (Jortner,
Kegtner, Rice and Cohen (1965), Burdick (1965), Miyakawa and
Dexter (1970)), and experimental values of the barrier to electron
injection into liquid helium of n1.leV (Sommer (1964) and Woolf
and Rayfield (1965)). Miyakawa and Dexter have reanalysed the
experiments, and concluded that the large peak in the photo excitation
spectrum is not a transition to the continuum as assumed by

Sanders et al, but a transition from a ls to a 2p state, based

on a well depth of 0.95 eV at zero pressure.
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The difficulty is to explain how the excitation (and not
ionization) of a bubble can influence the ion mobility, to give a
current reading in the experiment. In the operation of the
experimental cell, the source grid field was above the critical
field for producing vortex rings, i.e. similar to the condition when
we measured a fast ion current. Miyakawa and Dexter suggest that
the current flow in the measuring space in the triode cell is limited
by trapping on vortex lines, and that when an ion is excited it
gives up 0.2 eV in heat while relaxing to its new equilibrium
radius (quler and Dexter 1968) which thermally dissociates the
ion from the vortex line.

We can criticise this explanation on the grounds that our
results do not show that the bare negative ion mobility is affected
by vortex line trapping (for source grid fields around Emax)
as required. Also an excited bubble state has a much larger
equilibrium radius (&282, Fowler and Dexter) than an unexcited
bubble, and should therefore be more strongly bound to a vortex
line. Instead we suggest that the measuring space is a region
of decaying vorticity (section b(3)) which can interact with an
excited ion to form a fast ion entity, already described.

d. Conclusion

The fact that photoejection spectra can only be obtained

when there is a region of decaying vorticity (probably in the form

of vortex rings) implies that the excited bubble state only has
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a long lifetime (>10--3 secs) when it can interact with vorticity.
The entity formed by the interaction must have a high mobility
to explain the operation of the triode cell in the photoejection
experiments.

The difficulty in identifying the fast carrier in the photo-
ejection expefiments with our fast ions is that the only similarity
in the experimental conditions is the field conditions under which
they are seen. The photoejection eiperiments were carried out at
1.3°K, and ours at 70.95°K; and we had no obvious means of obtaining
excited bubble states. ,

If we explain a fast ion current in both cases by an interaction
with vorticity (as in b(3)) then we must assume that an unexcited
bubble cannot form a fast ion, or at least has a much smaller
probability than an excited bubble, otherwise the triode cell in
the photoejection experiment would not have shown the observed
behaviour (when a current was measured at a frequency above the
cut-off for a normal ion current).

One possible mechanism for obtaining excited bubble states
in our apparatus 1is by a vortex ring decaying to give 1its energy
to the ion. This is analogous to the results of Cunsolo and
Maraviglia (1968) who have shown that a negatively charged vortex
ring decays at a liquid-vapour surface transferring all its
energy to the electron which is ejected into the vapour. (This

was not seen by Surko and Reif (1968) however)., A vortex ring
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with a velocity less than 52m/sec has an energy greater than
0.5 eV, which is the energy needed to form an excited bubble
state. This process is unlikely, as the ring is expected to
decay by interacting with the normal fluid.

Another mechanism in our apparatus would be simply that stray
radiation of the correct wavelength was creeping into the
experimental cell. We tried to test this hypothesis by shining
a tungsten light (maximum intensity at a wavelength “2u) into the
experimental cell. This rather crude light source produced a
lot of heating (raising the helium bath temperature) and the currents
were too noisy to detect a fast ion component.in the velocity
measurements. However there was a noticeable difference between
the D.C. characteristics for shining the light on the source grid
space and the grid-collector space, for electric fields around
Emax' Fig 31 shows a large reduction in the current for fields
“E ox when the light is incident on the grid collector space.

This is consistent with our previous explanation for the D.C.
characteristic (section V) if excited bubble states are formed
which interact with vorticity producing high mobility charge
carriers, which will lower the retarding field around the grid mesh
allowing more current to be collected by the grid.

In summary, it appears that there is evidence for an interaction

between an excited bubble state and vorticity, such that a high
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mobility charge carrier is formed with a lower limit on the
lifetime being '\.:10_3 secs. Our experimental results show a
limiting drift velocity of 554 m/sec, implying a small bubble
of radius less than 112 (in contradistinction to a 'bare' excited

ion radius ¢28K (Fowler and Dexter)).
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VII. NEGATIVE CONDUCTANCE

a. Introduction

The velocity field characteristics for charge carriers in
superfluid helium show a negative differential mobility (g%)
when vortex rings are formed. An analogous negative differential
mobility in semiconductors is responsible for negative differential
conductivity effects, including the Gunn effect (high frequency
current oscillations for a D.C., applied voltage).

In a material that exhibits a negative differential conductivity
(n.d.c.)(i.e. has a region where the current decreases with
increasing field) the specimen is electrically unstable above a
threshold applied field, and breaks up into two domains of different
conductivity, carrying the same current density.

As the current density is the same in each domain, one of them
must have most of the available voltage dropped across it and is
called the high field domain, while the other domain can carry
the same current at 4 lower field. The Gunn oscillations are due
to the periodic propagation of these domains through the specimen,

This domain formation only occurs for high charge densities,
For low charge densities an internal space charge is built up in
the specimen, and the increase in carrier density compensates for
the decrease in drift velocity. This does not lead to an external
negative D.C. conductivity when the boundary conditions (the :

electric fields at the two electrodes) afe taken into account

(Shockley 1954).
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b. High Field Domain Formation

A stable high field domain is formed by the growth of a.
fluctuation in the. electric field, in a time shofter than the time
taken to propagate between electrodes. This leads to a criterion
on the charge density and specimen length for the appearance of
a domain.

Following the aﬁalysis given by Pamplin (1970), if we
assume that the current density is due to a fixed number density
of electrons n, then the current density at any point x at a time

t is given by
on oF

J = nev - éD —_—t g =
X o 3t

which is the sum of the drift, diffusion and displacement
contributions respectively.

Using Poisson's equation

PE _ ne
ox Eo.

and solving these two equations by a small signal theory we get
propagation of electric waves according to

E 4-E° + AE exptix(x-vt)). exp(~t/1)
where the wavelength of the disturbance is %-, v the velecity

of propagation, and T is the differential dielectric relaxation

time, given by

T = ...-O— (.8_\1)-1
ne = 9E

Normally (positive conductivity) any electric field fluctuations
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will decay with a time period

<

G

ney

but under n.d.c. conditions'(ggg is negative, and thus 1 is the
time constant for the growth of a,fluctuationo To get a fully
developed domain, 1 must be less than the transit time of the
perturbation between the electrodes (distance apart &) and
therefore T

This gives a relatiounship between the charge density and
specimen length

E vV
ng » — (ng—l
e 2E

for the prcpagation of high field domains.

Co Relevance to Liquid Helium

Because of the intrinsic negative differential mobility of
charge carriers in liquid helium, we would expect to see effects
due to negative differemntial conductivity. Using the equation of

motion for a vortex ring (Appendix 3), we get

oE €

at high fields. Therefore the critical nf product is given by
£ .0 (T)
nf O
e

o . i . S -
At temperatures around 1 K, of{T} ~ 100 eV/cm, and for a drift

distances ~lcm 8
n > 10 ions/cc

For charge densities greater than this, high field domains should

be formed giving an cscillating current for D.C. applied voltages,
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The frequency of oscillation will depend on the transit time of
the domain.

This ion density was greater than those we could obtain
('\/106 ions/ce) and it was not possible to construct a cell ~100 cm
in length. However, nf#° 1s very temperature dependent through
a(T), it should be possible to see domain formation at lower
temperatures (&OOGOK for an ion density 106 idns/cc.and a cell
1 cm long) or alternatively by using'higher charge densities.

This effect is independent of the sign of the ionic charge.

Gamota (private communication, 1970) has observed at low
temperatures the change in the shape of a pulse of vortex rings
drifting across a zero field space of 3 cm, due to the negative
differential mobility of the vortex rings. The leading edge of
the pulse feels a field due to the rest of the charge in the
pulse, which slows it down. Similarly the field at the trailing
edge is decreased, speeding ﬁp the vortex rings and giving a.charge
Bunching effect.

Negative conductance effects were studied as it was thought

they could explain the high field D.C. characteristics.
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'CHAPTER 6

ION MOTION 'IN LIQUID "NITROGEN °

I. INTRODUCTION

This work was done to try to find the mobility discontinuities
reported by Henson (1964) in liquid nitrogen and argon, similar
to those found in liquid helium (see Chapter 4). The existing
theories for the discontinuities were valid only for a superfluid
and no theory had been proposed for a ‘classical' liquid. Since
the completion of our work, there have been reports by Bruschi,
Mazzi and Santini (1970) of discontinuities in four liquids, Hel,
N, Ar, and C Cl45 and by Henson (1970) of discontinuities in
HeI. These results will be discussed later (III,10), in relation
to our results,

We used the same velocity measuring method in liquid nitrogen
as in liquid helium (i.e. the triode square wave method) but with
modifications to allow for the much lower mobility of the nitrogen
ion (f\=10m3 cmZ/volt.sec compared with_ilo cm2/v01t.sec for He).
This meant using high voltage (v400 V) low frequency (&1 c/s)
square waves and a short drift space distance (1 mm); to reduce
the capacitive pick up on the collector (Chapter 4); three extra
guard grids were placed in front of the collector. To find the
effect of these grids, we took D.C. characteristics for this

electrode configuration (called the multiple grid case) as well

as for a normal triode arrangement.
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The rasuits are discussed for first the D.C. case, and then for
the A.C. velocity measuremegts. Theze was no basic difference in
the general D.C, field behaviour between the results for bositive
and negative ions; the velccity measurements are all for positive
ions. This was because of the uncertainty in the character of the
negative ion; oxygen impurities, which are present to 1 ppm in the
liquid nitrcgen are about a hundred times more efficient in trapping
electrons (forming 0 ) than nitrogen molecules. But if the
structure of the ion is a cluster of nitrogen molecules bound to
the negative charge by polarization forces; then the structurce
should be independent of the parent charge carrier (to a first
approximation) and we would not expect a large difference in
behaviour between negative ions formed by 0 or N . But because of

this uncertainty we have worked with positive ions only,



Fig 6.1 D.C. characteristic for a triode for

! constant grid-collector fileld
¥
{ampc
1.
>
2
o™ 1 1 {

.5 1.0 15 2.0
source grid field (kxV/cm)



2

curr-nt (amps x 10

-

-12

)

Fig 6.2 D.C. characteristic for a triode for constant

source-grid field

mmm

600

20

] | R | L

2 3 4 5 6

srid-collector field (kV/cm)

(v/cm)



-165-

I1. "~ 'D.C. CHARACTERISTICS

a, Triode

Figs 1 and 2 show the current behaviour for (1) varying the
source-grid field Eges for various constant grid collector fields
EGC and (2) for varying EGC for various constant vglues of ESG'
The points for Fig 1 were taken from Fig 2.

The source grid distance was 2 mﬁ, the grid-collector distance
3 mm, and the grid had a mesh of 60 1pi.

These curves are similar to those found by Dey and Lewis
(1968) for ion mobility in liquid argon, and Secker and Lewis
(1965) in n-hexane. They are also similar to those we found in
liquid helium for bare ions (i.e. for fields below the vortex ring
creation field , see Figs 7 and 8, ChapFer 5),

An empirical formula due to Januszajtis (1963) fits the
curves in Fig 2

- E
by I =1 (- exp( EZ) + cE)
as found to describe the corresponding helium characteristics

(Chapter 5, section 3(b), and Figs 7 and 10).

The nitrogen characteristic in Fig 1 differs from the
corresponding helium characteristic (Chapter 5; Fig 8) by showing
a continual increase in current with field ESG’ instead of having

a maximum value and then decreasing. This is probably due to the

field dependence of ion production at the source being different.



Fig 6.3 D.C. characteristic for a multiple

grid cell

Lmv

current (amps x 10

[92]

> I

_—— e — Q2

s

2




~166-

b. Multiple Grid

The multiple grid arrangement is shown in the insert in Figure 3,
which also shows the relation between the ion current and the field
EG G between grids G, and G2. The curve does depend slightly,

1%2 1

but not substantially, both on the field ESG between source and
: 1

G, and on the field E between G, and the collector.
1 GZC 2

The curve is similar to that found for low grid fields
in the tetrode cell in liquid helium at about 1 K, e.g., in
Figure 5.9 for fields below lEmin’ or in other words for fields
below the threshold for the creation of vortex rings,

The similarity with helium can also be seen by comparing
Figure 3 and Figure 5.17. From the similarity, we can assume with
some confidence that the effect of the grid on the transmission of
-an ion beam is a property of the grid itself, and does not depend
on the properties of the ion or the nature of the host liquid.

This latter aspect has already been discussed in detail in

Chapter 5, Section II,a.
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IiI, A.C, RESULTS
1. Intzodustion
We used the grid configuation shown in the inset in Fig 3,
but with the spacing between G2 and G3 being 5 mm. The square wave

was applied between the grids G1 and G2 i.e. G2 acted as the’
collector in an equivalent triode cell. Despite having three

guard grids, there was still a large pick up in the electrometer
when the square wave reversed its polarity for the lowest frequencies
used (v1 ¢/s). The effect of this on the current-frequency pict
can be seen in Fig 4 , where at the lowest frequencies we have
plotted the two extreme readings of the electrometer. At highe:
frequencies, the electrometer time constant averages the pick up

to zero, and the current readings are steady. Straight lines can
'always be drawn through all the points, but the accuracy of reading
a frequency intercept is limited by the spread in current values at
the low frequency end.

The velocity measurements were all made at atmospheric
pressure, with no special precautions taken against introducing
impurities into tﬁe liquid; results in helium, and in nitrogen and
argon by Bruschi et al (1970) indicate that impurities play only a
minor role in the mobility behaviour of the ions.

We describe the results of five runs , taken for different
values of the source grid field; in three of the runs (A-C) the

forward and reverse square wave field was the same, and in two
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{D,E) the grid biases were such that the reverse field was three
times that of the forward field,

2, Interpretation of the Current-Freguency Curves

We found that straight lines couid be drawn thrcugh the
individual points on a given current-frequency curve, as expe:ted
for the triode method, but the high frequency cut ¢ff current was
not zers. This high frequency result is unexpected, as in helium,
at low fields, the current is cut off at I = 0, A typical current-
frequency graph is shown diagramatically in Fig 5. For square
wave frequencies up to frg the graph is a straight line of curxxent
against frequency. For higher frequencies, the current tends to
a constant value I_, commonly non-zero for (relatively) low
square wave amplitudes (small fields). Io is the extrapolated
current for zero frequency. fo is the frequency for extrapolating
the straight line portion of the curve toc I = O; and fr is' the
frequency when the current becomes independent of frequency
(at I ).

Two mobilities can be defined, corresponding to the two cut

off frequencies fo and fr’

2f d
=

uo E
2f d

- r

ur E

where d is the spacing between the grids G1 and G2 (about 1 mm)
and E is the field between G1 and G2 produced by the square wave.

The significance of these two values will be discussed later.
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3. Comparison of Eb'with‘D;C;‘CharaCteriStic

A To check that the ¢riode method is operating properly, the
current Io from the current frequency curves is compared with ﬁhe
current cbtained from the cell with D.C. voltages giving the same
fieids as in Run B when the cell is conducting a current (i.e. the
square wave i3 giving a forward field). Fig 6 shows a plot of 10

against field (E ) for run B and Fig 7 a plot of the D.C. current

G,G

172
(I ) against the field E . From the triode operating equarion
DC Gle
(Chapter 3, equation (1)),
df

I.=1 -

f D.C &D
when f = 0 I0 =1 ID°C

Fig 7 also shows a plot of 210 against the field, agreeing well with
ID:CU We take this to mean that the current-frequency curves

are reliable, and that I_ 1is therefore not a spurious current

read by the apparatus, but has a'distinct significance; this is

also shown in Fig 6. For a comparison between the group of runs

(A, B and C) and (D,E), Fig 8 shows a plot of IO and Iw_against
field for run E. The behaviour of Io is qualitatively tﬁe same as
in run B (Fig 6), but I_ is more pronounced. This will be discussed

later.

4, Mobility Results

We plot the values of both Hy and M. as a function of field.
Fig 9 is for Run B, and Fig 10 for Run E. Fig 11 shows the values

for p  taken from five runs, and Fig 12 the values of M for the
o
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same five runs. Fig 13 shows the average values of M, and L.
in a given field from these five runs. In Figs 9 and 10 the
error bar gives the estimated error in each reading; as we
are concerned only with the relative mobility values, this is
composed mainly of the uncertainty in the values of fr and fo
estimated from the current frequency graphs, and is about 57Z.
The absolute error is greater, due to the uncertainty in the
electric field and the grid spacing; we estimate this to be
around 10%Z. We do not know either the pressure or temperature
dependence of the mobilities, but would by analogy with results in
Hel (Swan 1960, Meyer et al, 1962) expect a very small temperature
dependence; we therefore ignore any small temperature change
due to the change in atmospheric pressure for different runs.

Fig 11 shows that the values of g have a scatter of around
20%Z, but that there is the same behaviour in all five runs with the
field. Fig 12 however shows that Mo in runs D and E have a
slight increase with field, while A, B and C show a slight
decrease.

For a given field, the values of both N and Mo show a
scatter of about 207 between different runs, although the
behaviour in a single run is consistent with a lower relative

error between different electric fields.
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Because of this scatier be:wesn runs, the plct of the
average values in Fig 13 is of doubtful significance. We plot
in Fig 14 the values of (uo - ﬁr) for each »un: we see that
despite the different behavicur of b between runs, the function
(uo - ur) has the same gualitative behaviour for each run, but
with runs A, B and C grouped togethexr (gzoup 1), and D and E

together (group 2). This will be discussed later,

5. Comparison with other Reported Results

The velocity measurement technique used by both Henson and
Bruschi et al (1970} was a pulse technique i.e. the velocity
was measuring by analysing the current pulse for ions moving
in cne direction only through the apparatus., There has not'been
a previous report of using the triode square wave method to
measure ion velocities in liquid nitrogen (or any other classical
liquid). The possibiiity of defining two mobilities is only
easily possible in the triode method, as the zero of current
is well known then; a pulse methcd would measure the time
taken for the edge of the current pulse to fall to an
equilibrium current value, which need not be zerc. This would
give a mobility value eguivalent to sur My (the faster ion
velocity).

Henson used field emission at a tungsten tip as an ion
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. \ e 1 ~=9 -
source, obtaining currents 6f arcund 10 amps; he -also used
very high gating fields {5000 V/cm). ruschi et al using
a radioactive source, worked with currents of the order

-12 | . '
10 amps {(the same magnitude as our currents). Henson's
value for the low field positive ion mobility was 2.5 x

-3 2, .. . , -
10 cm /fvolt sec, Our average value of H. was 7.1 x

-4 2 i s 2 _
10 cm /volt sec, and po was about 10,5 x 10 cm” /volt sec.
This agrees well with Bruschi, but is a factor of 3 lower
than Henson. It is suggested later this discrepancy is beczause

of the much higher current used by Henson,

6. Liquid Morion

In classical liquids, the motion of ioms under the
influence of an electric field will cause liquid motion in
the direction of the ion motion; the magnitude ¢f the liquid
motion depending on the viscosity of the liquid, the electrical
energy input to the cell, and the cell configuration. This
liquid motion will increase the ion velocity, and give an
anomalously high mobility measuremeﬁt.

Liquid motion in hexane has been directly observed by
Gray and Lewis (1965), by injecting a smail amount of dye into

a cell through which a small current (v 10—11 amps) was being

passed.
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a field free region of the cell, confirming the liquid was in motion,
and the dye was not just attached to the ions. Liquid velociries
of the same order as the ion velocities were observed (-1 zm/sec).

It has been shown that liquid mcrion c¢aused by ionic conduction
in an insulating liquid can create pressures of the crder of a
fraction of an atmosphere. This effect has been used to construct
‘ion drag' pumps (Stuetzer, 1960) which are extremely rugged and
simple.

Liquid motion has been used to explain ion mobility results
in n-hexane (Secker and Lewis, 1965) and in liquid argon (Dey
and Lewis, 1968), using a theory by Kopylov (1964) which relates
.the liquid velocity to the current and sle:ztric fields in the cell.
Both sets of results above showed that: 1. their values for the
mobility were higher than expected and that 2. the low field ion

mobility decreased as the steady state ceil current decreased.

In the theory by Kopylov, the liquid velocity v, is given by

A2I
v, = AF dn5) - (1)

where E is the electric field, I the current, and A1 and A2 are

constants depending on the liquid properties and cell dimensions.
' Al

be _
This 1s expected toﬁyalid for large values of B= 58 and for smail

values, the liquid velocity tends to

v =mAATI (2)
e 172 AT

ives . 1 asi function of ==—.
Kopylcv gives Ve as an lncreasing 5E
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To see the effect of liquid motion on measured mobility values,
we can consider that the measured ion velocity vy is in a frame
that is stationary with respect to the liquid (moving with velocity
ve). Then the real ion velocity v (with respect to the liquid)
is given by
v =v_ -V

T e} e

(3)

n
+
<

i.e. v v
) T e
if we define the mobility to be u = %-where E is the applied
electric field, then
Moo=y o+t (4)

This shows that the measured ion mobility 1is greater than the

real mobility, by the liquid mobility; the mobilities are additive
as the effect of the liquid motion is only to alter the reference

frame (if the effect of the liquid motion was to provide a

mechanism for additional momentum loss by the ion, we would get

UO ur Ue

ss happens say in helium where there can be more than one type of

scattering mechanism (rotons and phonons) where the mobility u

is given by
1 1 1

+ —

H Mrot H ph

where | is the mobility expected from roton scattering and uph
rot

the mobility from phonon scattering.)

This explains the high mobility values found by Secker and

Lewis, and Dey and Lewis.
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The variation of the low field mobility with current can be
seen from equation (1): as the current increases, so does A
and thus Hy and therefore the measured mobility increases. The
theory by Kopylov agreed qualitatively with the results by Secker
and Lewis, and Dey and Lewis, but not quantitatively. This is
probably due to the interaction of the liquid velocity in different
parts of the measuring cell.

7. Variation of Mobility with Field

Previous results of ion mobilities in liquids have been
analysed by classical kinetic theory (see Swan, 1960), which has
been shown to be applicable when the region of validity of the
proper equations has been found.

If the energy gained by the ion from the electric field E
in one mean free path A 1is 1less than the ions thermal energy kT,
then low field conditions apply; if the reverse is true, then

high field equations must be used.

The criterion for low field conditions is
M
—_— — <<
(Mi v ) eEA kT (5)
where M. is the ion mass, and M the mass of the liquid molecule.
i

If the ion mean free path is less than the ion radius, for
1

low field conditions the mobility is given by Stokes Law, i.e.

e
H = 6_n.nR (6)

where n is the liquid viscosity, and R the ion radius. The mobility

is then independent of the electric field.



We will show that our value of the ion mobility is consistent with
the validity of low field conditions for the electric fields used
in our apparatus.

Using equation (6), and W = 7.1 x 10—4 cm2/volt sec we get
R ~7A; this is reasonable, agreeing with the radius cf the positive
ion in liquid helium. It shows that polarization effects are
important in determining the ion mobility, and are expressed through
an effective mass for the nitrogen ion; we take this to be M, o= 40M,
by analogy with the helium ion. Putting this value in equation (5)
shows that low field conditions apply when A < 20 A; this is almost
certainly true, as this is the expected ion mean free path in liquid
helium when the roton density (providing the scattering centres) is
around 1019/cc. The density of scattering centres in liquid nitrogen
is around 1022/cc.

This means we can take the real ion mobility in liquid nitrogen
to be independent of the field, and the field dependence of the

measured ion mobility to show the field dependence of the liquid

motion.

8. Analysis of Results

We suggest that the behaviour of our velocity measuring cell,
as seen by the current-frequency graphs, is due to liquid motion.
The existence of I  is because the liquid always carries
some of the current through the cell to the collector at any

square wave frequency; on the reverse half of the square wave
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the ions have a smaller velocity relative to the cell than for the
forward cycle, and therefore not all the ions will return to the
grid. (The variatiom of I_with the amplitude of the reverse

square wave field will be discussed later). We make the identification
of the real ion mobility (with respect to the liquid) to be our

Moo and the measured ion mobility (with respect to the cell) as

Hge This follows from regarding the liquid velocity to change the
reference frame in which the velocity 1s measured; Mo is given

when the square wave current reaches the background current, and

a continuation of the same line gives Mo when the background current
is zero. (as seen in the I-f curves Fig 4).

Therefore, according to equation (4)

where My is obtained from equation (1)

\Y A I
= _e_ = A ln _2__
e TE 1 E
Thus AZI
L Al in (—ETQ 7

In the analysis of our results we have assumed a constant current

I , and modify equation (7) to
c

2
T n (=) (8)
where ¢, = A1 and c, = AZI: both are assumed constant, independent

" of the field.

We fit this equation (8) to the results for (uO - ur) shown

in Fig 14 for (1) each individual run (2) the group A, B and C



TABLE T

Run c (X105) c (x10_3) correlation
cmz}volt.sec 2 V/em coefficient
A 6.2 + 1.6 2.30 + .07 .76
B 12.3 + 1.2 1.26 + .04 .94
C 11.8 + 0.3 1.75 + .01 .99
D 37,0 + 5.0 1.70 + .04 .91
E 30.3 + 1.6 1.72 + .02 .98
A+B+C 12.3 + 1,50 + .05 .89
D+E 34.5 + 2.3 1.70 + .03 .94
average 14.7 + 1.97 + .02 .99
Henson 54 + 5 9.8 + 0.2
Bruschi 5.4 4.10 for b= 7.10 c:mzv_-ls“1
1.7 for u_=95.7 .10 emv Ts "
4.0 for W = 81.10—5 t::mzv—ls-l




(3) the group D and E (4) the average value of (uo - ur) in Fig 13.
We used a multiple linear regression analysis to obtain values for
cy and ¢y with their standard error; the correlation coefficient
gives an indication of the reliability of the results. Table 1
shows the results. We see that a good agreement is obtained
between theocry and experiment, with our results falling into two
-distinct groups as expected.
9. Discussion

We will discuss the values of ¢y and ¢y in table I with
reference to the field conditions in our cell for each run, and show
how they are consistent with the concept of liquid motion.,

From Table I we see that ¢y is approximately constant for

“each run, but that c. shows a significant difference between the

1
runs A, B and C and runs D and E. From equation (8), we see that

¢, has the dimensicns of a mobility, while from equation (7) and

1

(8) we see that c, is proportional to the current. The theory

2
indicates that the liquid velocity should be proportional to

the current; in the triode velocity measurements the time average

of the current decreases with increasing square wave frequency,

while the current magnitude in each frequency pulse is constant.

We expect a characteristic time for the liquid to reach an equilibrium
velocity for a given current; if this time if greater than the

square wave frequency, then <, should be independent of the frequency

dependent current, but be proportional to the equivalent D.C.



" TABLE 2

Ffsc / EF> Eg / Eg

= 1
ESG 900 v/cm

(const)3 ~» }

o7 > .9

low field  high field 1
1 1
3 3
3 3

field in source grid region
field in measuring space when square wave on

_ field in measuring space when square wave off
field 1in measuring space when square wave on
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- cuxrent, We take the =mall error in <y to show that this is true

for each individual run, and the slight difference between each
run to show a pcssible small dependence on the D,C. current.
Table 2 shows the ratio of the source~grid field to the square

wave forward fieid E (when ions are passing to the collector)

{
SG'EF
and the ratio of the reverse and forward square wave fields ER/EF'

The striking difference between the group (1) runs and group (2)

is the value of ER/EF, being three times higher for group (2);

this is compared with the higher values of <, (by a factor of about

3) for group (2) over group (1). A possible explanation lies in
the field behaviour of liquid velocity and mobility. Fig 15

shows a plot of equation (1), of v, against field, using our values
v

of ) and Cye Also shown in Fig 15 is My T EE as a function

of the field. While the behaviour of Ho is reasonable, we need to
examine the behaviour of v, towe whether equation (1) is valid

for the whole field range. In section (6) it was said that equation

AZI c2

(1) was valid for large values of a parameter B = —iﬁ-(= Ef?'

This is true for small fields; with our value of <y (:1700 V/cm), B
reaches unity at a field E 850 V/cm. (Kopylov gives nc criterion
for a valué of B for the validity of his eguations). Fig 15 shows
that v, reaches a maximum value of i.ll cm/sec at a field *700 V/cm,
For high fields (small B) we expect the liquid velocity to be given

by equation (2). Using our values for ¢ and c,, we get v, 1 cm/sec,

which is higher than the low field (high B) velocity. This is in
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contradiction zo the results gueted by Kepylov, who gave v, as

an increasing functicn of B (i.=. Ve deczreases a3 E increases),
However physically we would expect v, o rise from zero at zero
field, and saturate at high fields. This would give an effective
liquid mobility falling with increasing field, as shown in Fig 15.
The liquid motion in the measuring space is aifected first by the
forward motion cf the ions, and tﬁen in the reverse half of the
square wave cycle the liquid motion will be reduced by the ions
still in the measuring space travelling back to the grid. If the
reverse field is higher than the forward field, the reduction in
the liquid motion in the forward direction wil® be less than when
the forward and reverse fields are equal, as the liquid mobility
is lower. Also, the forward motion o5f the liquid oczurs when a

current is being passed i.e. for a time g equal to half the square

wave period ' 1

T, = =

£f 2f
The reverse motion is induced only for the time it takes to empty
the measuring space i.e. the transit time Ty For square wave
frequencies greater than the cut off frequenzy fc, the ratio of
Te to T will depend on the ratic of the forward and reverse fields.
Thus a high reverse square wave field will cause a smaller reduction
in the liquid motion in the forward direction, and give a higher

value of cys &s found. This process does not depend strongly on

the characteristic time taken to reach an equilibrium liquid velocity,
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as long as this rime is greater than the square wave frequency;
a quasi-equilibrium 1iquid velsciszy wiil be induced,being 2 time
average over a numhs:r of square wave pericds.

The liquid motion induced by the current in the source
region is expected to continue intc the measuring space, which will
tend to negate the reverse current liquid metion.

The values feor the liquid mcbility we obtain, s 3,-10'—4

2 4 - . -
cm /volt sec, compare well with those found in hexane; = 6.10 4
2 . A -4 2, .
cm /volt sec by Secker and Lewis, and ~ 4.6 x 10 cm”/volt sec
by Gray and Lewis.
Our analysis has concentrated on the difference between our

" measured mobility wvalues (uo - u ) as L should be independent

Y
of field, the slight field dependence seen in Fig 12 cannot be
explained, except to question the ?alidity of the definition of

M and Mo from our current frequency graphs as the absolute mobility

values.

10. Relation to Mobility Discontinuities

-We will discuss first Hensons results for the positive ion
mobility in liquid nitrogen, and then discuss the reported
discontinuities in classical liquids.

Henson has plotted his nitrogen positive ion mobilities
as a function of the electric field, and drawn a line connecting
each experimental point (Henson 1964, Fig 15);our Fig 16, The
result is a series of constant mobility lewvels, with changes

to a new level at fields which have nc simple relationship,
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The change in mobility between levels decreasss with increasing
field. His zevs fiei C1a . -3 2 A
field. is zerc field mobility is ~2.5 x 10 cm /volt sec.

We have analysed his results according o equation (1) and

- 4

find values for <y and <y given in Table 1 (taking yp_ = 7.10

2 - . .
cm”/volt sec). The value for c, is slightly greater than curs, as

-t

would be expected by his velccity measurement method; a pulse

raction only would give ne reduction in the liquid

[

of ions in cne d
motion, and higher source Zields would tend to inc<ease the liquid
motion.

The much larger value of <y is because Henscn works with

-10 .
currents of the order 10 amps while our currents ars of the crder

10 12 amps. The theory gives ¢, = I, which gives a rough agreement
quantitatively (to a factor of about 5) and does suggest the

increase in <, with current as observed. We therefore suggest that

the overall field dependence of the mcbility measured by Henson
may be explained by liquid motion, in the same way as our results.

The results by Bruschi et al (1970) for the positive ion

mobility in liquid nitrogen (under 1.8 atmosphere pressure) have
been fitted to the theory, taking their overall field dependence
from their fig 1. We take their mobility values to be our Moo
when the value of ¢ is immediately obtained {Table 1), being

the slope of the curve. The value of c, then depends cn the value

used for ur; in Table 1 we show the valpe'of c2 taking ur as

—I I3 ° Ed
7 x 10 cm?/volt sec {(as with Henson), which is our result, and
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also the value of My taking ¢, as 1:?,103 (which is our result, and
expected to be the ssme for Brus&hi, as the currents used znd the
cell gecmetries were similar to curs). This latter value of My
is in good agreement with the results quoted by Bruschi, for their
low field values, bui means that liquid motion gives a negative
contributicen to the mcbility at high fields. Also shown in Table 1
is a value for My for ¢y = 40103, which agrees with the high field
mobility values. The small value of cy is taken to mean that liquid
motion has less effact in their cell; the variation of 2y and M.

is probably not significant because of the crxudeness of the fit of

their data to the theory and also because of an unknown preasure

dependence in the ion mobility.

Bruschi et al reported mobility discontinuities in four
classical liquids, with critical velocities that were reproducible to
within 57, except for nitrogen, where Ve varied from .8 cm/sez to

1.3 em/sec. They do noi report the size of the discontinuities,

but extrapolating from their Figs 1 and 2, we get Ap ~ 4,10"5

cm?/volt sec for both liquid N2 and C Cla,while ﬁu

~ 47 for N2

and 207 for C Cl,.
Henson has reported several distinct mobility levels in Hel,

without determining either a critical velocity, the range of field

over which the mobility level was constant, or describing how

he determined a level. His low field mobility for positive ions

was ~6.47 x 10_2 cm?/volt sec while that found by Bruschi et al
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was 3.5. 10 * cm/volt sec. Henson used the same veloclty measuring
teh@uique as in Iiquid nitrogen.

The discrepsncy between the low fieid mobility results in
Hel impliies that Hensons messuring technique is causing liquid mctionm,

) a

n liguid nitrogen. The field needed to reach the

o

similar to that
first critical velocity is -5 kv/cm from Bruschi's results.
Henson worked at field strength up to 7 kv/cm, so his results most

either have been taken from separate runs; i.e. each run shewed
a constant mobilify, which differed from run to run, or his mobiliity
levels occurred fer critical velocities much less than Bruschi's
et al. Without knowing the field dependence of his mobility levels
we cannct analyse his results for evidence of liquid motion.
However he does report that his measuring tachnique could give
as many as three different times of flight for a given applied field,
with no criteria for which one he analysed.

Bruschi et al state that the présence cf liquid motion can
ﬁe seen as a dependence of the mobility on the current demsity,
and as a continucus decrease of the mobility with electric field;
they did not test for this, but worked at low current densities
to avoid the effect. As their current densities were the same
order as ours, we ccnsider it likely that their results are affected
by liquid motion.

Once the liquid is set into motion in a measuring cell, the

resulting flow pattern could take a long time to decay, or to change
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to another fiow pattern. This would give a scatiexy in the measured

ty values; if the measuremen:ts are always taken in a

r-ﬂ

q.
A

e

mob
systematic fashion (say for increasing fisld) then the appearance
of discontinuities czuld cccur in a regular way, due to the time
taken between each individual measurement.

In any case, mobility discontinuities are intimately relszted
to liquid motion. The ions reach an equilibrium drift welocity
in an electric field in a fluid by losing momentum through s tering
off the background fluid; the equilibrium velocity is given when
the rate cof momentum loss equals the force from the electric field.

Thus the ions are transferring emergy tc the fluid. This energy

is either dissipated through heating (through inelastic collisions)

and thus depends on the thermal conductivity of the liquid, or

the liquid gains the momentum lost by the icns (through elastic
collisions) and depends on the viscosity of the liquid. If the
liquid gains the momentum, there is a force exerted on the fluid

in the direction of the ion motion; this gives a pressure gradient
in the fluid as found and used in ion drag pumps (Stuetzer 1960),
and thus an overall motion of the fluid in the direction of the ion
motion. The magnitude of this motion will depend on the relative
importance of the elastic and inelastic scattering probabilities,
and the degree of correlation in the direction of the elastic

collisions. A mobility discontinuity is due to an increased

interaction with the fluid i.e. an increase in the rate of loss of
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‘momentum by the ion, which is gzined by the liquid. Both precesses
depend on the mechanism £or energy and momentum transfer,

which in turn depends cn the ion velocity and thus the electric
field. Using classiczal kinetic theory to analysé the ion

mobility does nost take into account ¢he full interaction with
background fluid, except tﬁrough a collision cross section.

Henson has explained his mobiiity levels by changing the

cross section by discrete amounts, which suggests that a full

analysis which considers the background fluid would be fruitful,
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2
. . . . . . P
For an 1on of mass M; with a dispersion relationship E = P

to create an excitation with energy ¢ and momentum p, we get by
considering conservation of energy and momentum

P=P'+p

=E' + ¢

that

=i =

[

£+ P
= 4+ 4o
P 2M

Therefore the ion needs a minimum vélocity v, to create the excitation,

given b&
- _ P
Ve P M
Vion ? 7o P 2M 1

which is the Landau criterion for the formation of an excitztion.

If the excitation 1s a vortex ring, then

2
N 2
P = nKanz
forn =1
: 2.
v Kn . xorR

ion * 2R M
This connects the velocity and mass of the ion with the size of the
vortex ring produced,

For a given ion mass, there is a minimum value of Vion? given by

?Vion = 0
5R 2 1
: = 3xno2me,t
Le€o (Vion min 41 M ) (2)

when a vortex ring of radius R is produced, where R is given by

R3 - nM2
21 p




Taking the mass of the ion to be . 100 MHe’ we get

\vion)mln © 100 m/sec

For an ion of infinite mass, the Landau -riterion equation (1)

reduces to

= (%)

p’min

( )

. c
ion’min
For an ion to produce a vortex ring at a velocity of 5.2 m/sec,

1t needs a mass given by equation (2) as

a0
Mion = 3.10 MHe
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For a roton dispersion relation
R
e(p) =4 + —— (1)
2m¥*

we use Bose statistics for the number density, giving

___]:_K(E(P)_ -1 3
Nr(O) = h3 jle =% | 1) d7p
w £
- 31 / pz(e kT -1) dp - (2)
h™ ¢

Changing the frame of reference to one moving at velocity v, to

the superfluid the dispersion relationship is changed to

(p - po)z‘
e¥(p) =4+ —= +p.v (3
2m* s
ot e*(p)
giving T
KT -1 .3
N(v) = L3 [ e -1 dp - 4)
r s h o

As we are only interested in the small region close to the roton

minimum in the dispersion curve, we approximate equation (2) to

2
"4ﬂpo > Eé%l
N_(0) = [ e dp
T 3
h 0
2
bnp 2 A « - ( po)
. . T o
i.e. N (0) = g e KT f e 2mkT dp
r h 0
The integral is evaluated by letting 2
s (P -p)
X e ——tv———
2m*kT
dp

when dx = (2m* kT)%



thus 4np02 f éf . ® —x2
N_(0) = ¢ (m*kT)? [ e T dx
T 3
h )
1
- The integral equals (n)?, so
2 A
4p -
N _(0) = ©  (2wm* kT)% e kT |
x h3

To evaluate equation (4), equation (3) must be written in the

" more general form

2
(®-p,)
e¥(p) = A + ——0 - PV, cosb
2m*
3 2 .
and d’p = p dp sinf dO d¢
%
=0 1 " ekép) -1 2
N.(v) ==, [[] (e -1)7" p° sin6 dpdeds .
r''s h3 " 50

This can be approximated as before to

)
Nr(vs) é'ig fff e kT‘p2 sin6 dpdéd¢
. (p-po)2
b )
= ig [[ e kT (f PV €088 <ino do) x dpd¢ ,

o

We evaluate the last integral by letting

_ pv cosb
* KT
_ _ pvsing
80 dx T

and the limits of integration are changed to

= = PY
6 0, X T
-BY
kT



- v
thus ] KT
f e-pv cos8 sing.dg = - kT f e * dx
o PV pv
kT
by - By
_ KT , kT KT
= — (e - e )
pv

L}

. v v
2 s1nh(%T) / ET

If we make the approximation that we are only interested in values

of p near P> we get —(h + (P‘Po)z.)
b v 2m* '
_ 4 kT . o [.2 kT
Nr(vs) T 3''pv smh(k'I‘ JPe dp
h o 2
(p-p)
At )
PV KT

sinh(—>- )

_ kT * 4w [ 2 d
T Thv 0 3P e P
22— B
kT
p v
- sinh(—ﬁf )
_= N (0)
PV s
(e}
()
p
O S
Thus Nr(O) _ &
N (V) sinh (—-——p"vs )
KT

As we have used the same approximations in calculating Nr(O)
and Nr(vs) we expect the ratio to be a good estimate when the

expression for N_(0) is valid.
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The shape of the velocity field curve is then given by

v
__.D_ uCy
U(VD) 3 0
sinhCv
e |
B, v - ——
i.e D~ ¢ sinh (EuOC)
Bpo
E cemrm—— = vV
where C T and vS B D
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APPENDIX 1

Vortex ring motion

The equilibrium motion of a charged vortex ring in an electric
field E is described by
eE = a(T) (n - 1)
where o(T) is the frictional force on a vortex ring (Rayfield and
Reif 1964).

Using the classical relaticenships

K

= £ -1
R G (D
8R
nein g

o)

where R is the vortex ring radius moving at velocity v with

circulation «, and a is the size of the vortex core, we get

eE = o(T) (in(X2E__ vy o 1y

a.mva(T)
putting eE = &
o (T)

2k -X .

then v = y < Xe (1) for x> X .,
i min
Ta_ e
(o]
=5.2 x 104 xe ©

the value of X in is the critical field EC to form a vortex ring;

this may be estimated from the Huang and Olinto stability criterion

eEC =a(T) (n = { ~-2n(1 - %—D)
)

giving eE

~

< 60

This is the result used when discussing the high field D.C.

characteristics in Chapter 5.



Vortex ring decay

Imagine a charged vortex ring to enter a region with zero
electric field. The only force acting on the ring will be the
frictional force due to quasiparticle collisions a(T).

L] ) dP
e o = (T - 1) = =
F=all (-3 =3

where P is the impulse of the ring, given by

P = KpﬂRz
. S 1
using ve o (- b
2 .
e = 3k pR(n - %?
3/2 % 1 A
we get £ = E__TE_.:P2 . (=L
27 4
and
32 3 _1 , _1
v=E_ L P (n-1) =AP?
4yt

The distance s travelled by the ring, while losing energy and
therefore growing smaller and faster, is given by

S

|
o
<
[a N
t

___K3Q(ﬂ."%)(£_£) (2>

871 o(T) v, vy

where v, is the original ring velocity, and v, the velocity when

the ring disappears.
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The time taken while travelling this distance is given by

dv  _ ng _ _8m v3 a(T)
dt dp 3
K np
- 1 1
hence t=s —m——~ | (=, - —) (3)
2 2
161 a(T) vy v,

If v, >V, we get s = 2v1t

i.e. the average velocity of a vortex ring decaying is twice its
original velocity v = 2v1
For the distance travelled by a vortex ring while decaying in

zero field, assuming v_>> v
o 1 3
Kp(n-4% 1

8t a(T) ° v
o= l—— cms at 1°K
6V1
vy is given by equation (1)
v, = QZSF—T xe_x where x = ek
1 8 G(T)
Ta e
o
2 1
" pao(n - et oX
s = . =
16 o(T) X

-6 &*
= 3.10 — CmS.
X



SUMMARY

We were unable tc obtain a convincing result that showed a
mobility discontinuity reported by cther authors, in either super-
fluid helium or liquid nitrogen.

In helium, we obtained an expression that described the
dependence of the ion drift velocity on the electric fieid up
to the vcrtex ring creation velocity. This expression results from
the modification of the quasiparticle excitation spectrum (in
particular the roton part for our temperature range around 1K) due
to the superfluid velocity flow arocund the ion increasing the local
roton number density close to the ion surface, giving an inzreased
rate of loss of ion momentum to the fluid.

We explained our mobility results in liquid nitrogen by
suggesting that the liquid is set in motion, with a velocity in
the direction of the ion motion; the dependence on the electric
field was fitted to a theory by Kopylov,

We do not take our results as showing that mobility
discontinuities do not exist; but do suggest that the time constants
involved in liquid motion may cause the experimental results to show
a kind of hysteresis. The concept of 'metastability' invoked by
Careri to explain why he did not sometimes observe a discontinuity
should instead be used to say that only when the liquid state

changes from one macroscopic flow pattern to another will a



discontinuity be cbserved. This idea cbviously predicts that the
phencmenon wili depend on the dimensicns of the cell in which the

<

ion velcclty 1s being measured.

[ 3

Our D.C. results showed that zhe effect of a grid on the ion
beam can be explained in tezms of a field dependent transmission
coefficient for the grid, independent of the ion velocity (for bare
ions). The transmission cseirficient depends only on the grid
structure, and the potentials oa the 2ther electrodes in the cell.
This means we would not expect the D.C. characteristic to show any
behaviocur related to a mobiiity discontinuity {as in Fig 4.1).

The erffect of the grid on a beam of charged vortex rings is
complex, and depends on the interaction between the grid wires and
the vortex rings, and the ions and vorcicity. We explain our negative
ion results by the grid capturing vortex rings, and this vorticity
capturing other ions. A repeliing field is set up around the grid
wires which decreases the current captured by the grid. This gives
the negative ion current peak. The vorticity around the grid grows
for increasing the size of the incident vortex rings, until this
vorticity can propagate throughout the rest of the cell.

The fast ion current suggests that the interaction between
an excited negative ion bubble and a piece of elementary quantized
vorticity forms an entity that can be acceierated to the Landau
critical velocity. We use this charge carrier to explain why the

photo ejection experiments of Sanders et al could measure a current.
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