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Abstract: Multi User Virtual Worlds provide a simulated immersive 3D environment that is similar to the real world. Popular examples include Second Life and OpenSim. The multi-user nature of these simulations means that there are significant computational demands on the processes that render the different avatar-centric views of the world for each participant, which change with every movement or interaction each participant makes. Maintaining quality of experience can be difficult when the density of avatars within the same area suddenly grows beyond a relatively small number. As such virtual worlds have a dynamic resource-on-demand need that could conceivably be met by Cloud technologies. In this paper we make a start to assessing the feasibility of using the Cloud for virtual worlds by measuring the performance of virtual worlds in virtual machines of the type used for Clouds. A suitable benchmark is researched and formulated and the construction of a test-bed for carrying out load experiments is described. The system is then used to evaluate the performance of virtual worlds running in virtual machines. The results are presented and analysed before presenting the design of a system that we have built for managing virtual worlds in the cloud.

1 INTRODUCTION

Virtual worlds are 3D environments which enable users to interact through the proxy of avatars. There are no predefined rules in virtual worlds and users can introduce their own goals and rules of play. They can create objects, shape their surrounding environment and program the interactive behaviour of objects. Virtual worlds have applications beyond providing a platform similar to 3D games for arbitrary online social activities. They can be used for educational purposes - for example Getchell et al. (Getchell et al., 2009) describe their use to investigate a Byzantine Spartan Basilica based upon real excavations. In another work (Sturgeon et al., 2009) virtual worlds have been used to provide a virtual laboratory for conducting 802.11 wireless (WiFi) experiments. Indeed, our primary motivation for seeking to use virtual worlds is educational. This is due in part because of the great potential they offer for creating exploratory learning environments but also because of our experience of student enthusiasm and engagement with virtual world based activities. Second Life (Linden Labs, b) and OpenSim (MW et al., ) are two of the most commonly used virtual worlds for education. Although very similar in their systems design and concepts it has become clear that OpenSim is much more suitable for educational use (Allison et al., 2010; Allison et al., 2011), and accordingly we use OpenSim for the test-bed and experiments described in this paper. It should be noted that the open source Second Life client is compatible with the OpenSim server, which is also open source.

A recurring problem with virtual worlds such as OpenSim and Second Life is that they do not scale dynamically with the amount of activity within an area. For example, if there are ten students studying the WiFi protocols through various interactive multimedia resources in the same region then the quality of experience is very good. If another forty students arrive
in the same region the responsiveness and fidelity of
the virtual world decreases very noticeably and by the
time a hundred avatars are present the environment is
unusable. Statically provisioning for a hundred users
is both very expensive and wasteful of resources when
the average load is more likely to be fewer than five
users. Can Cloud technologies be used to address this
dynamic scaling requirement? As a starting point we
investigate the use of virtual machines, of the types
used in Clouds, to host virtual world servers, and as-
seSS their performance. In order to do this we have
researched and formulated a suitable benchmark and
have built a test-bed that allows for experiments with
varying loads and types of activities.

Related work includes (Barker and Shenoy, 2010;
Barham et al., 2003; Gupta et al., 2006; Kinicki and
Claypool, 2008)

Section 2 describes the overall approach, the for-
mulation of the benchmark and the methodology
adopted; section 3 describes the test-bed; section 4
presents an analysis of the experiments run on non-
virtualized hardware; section 5 runs the same tests on
virtual machines.

2 METHODOLOGY

We know from direct observation and from related
work that the higher the number of avatars in an area
the higher the load on the server and the poorer the
Quality of Experience (QoE) for each user. We there-
fore make the general assumption that the QoE for a
user is related to the server performance which in turn
is related to the load on the server. Accordingly, in or-
der to create a test-bed for experimentation we need
to: i) find a suitable metric which represents the load
on the server proportionate to the number of users; and ii) have a flexible load generator that corresponds
to human-controlled avatar behaviour.

2.1 Virtual World Server Load

In order to discover a suitable metric we start by car-
youring out experiments with real users. Virtual worlds
are typically organised into administrative domains
called “islands”. In OpenSim islands can be grouped
together into “mega-islands”. Our initial experiments
made use of a mega-island called Cathedral (which
hosts a reconstruction of a large 14th century cathe-
dral) and human-controlled avatars.

Data was collected from both the clients and the
server. On the client side we used a modified ver-
sion of the Second Life client using libOpenMeta-
verse (Baba et al., ). LibOpenMetaverse is a collec-
tion of .Net libraries written and developed in C#. The
monitor collects data from the server every 3 seconds
and logs all the statistics returning from the server. On
the server side we collect CPU, memory and network
usage. A screen-shot of an avatar on the Cathedral
mega-island is shown in Figure 1.

In order to capture typical avatar behaviour two
sets of observations were made with 8 users and 33
users respectively. Each test had 3 runs and each run
lasted for 10 minutes. In this experiment the users’
avatars spend 80 to 90 percent of their time standing
and doing nothing as Varvello et al. (Varvello et al.,
2008) describe. The remainder of the time was spent
walking around.

FPS is the simulator frame rate. Higher numbers
indicate better performance and smoother experience.
This number should be around 55 (Linden Labs, a).
FT is the time it takes for the simulator to run each
frame. The OpenSim server returns frame time per
second to the client. To calculate FT this value is di-
vided by FPS. The FPS and FT for 8 and 33 humans
is shown in Figure 2. The green line shows the values
for 8 humans and the red line shows the values for 33
humans.

The ECDF of the mean Frames Per Second is
shown in Figure 2(a). The frame rate changes a little
between these different numbers of users. The min-
imum frame rate with 8 humans is 53 and with 33
humans is 50. The maximum rate with both 8 and
33 humans is 58. This indicates that the number of
frames per second is limited by the server and that at
these levels of load, in this setup, it is usually able
to render close to the maximum allowed number of
frames.

The ECDF of the Frame Time is shown in Fig-
ure 2(b). The minimum frame times are 1.6 and 8.9
and maximum frame times are 2.7 and 12.3 with 8
and 33 users. These numbers indicate that frame time
does not change with low number of users signifi-
cantly, but with increases in the number of users be-
sides the minimum and maximum values, the range
of change also increases. This pattern is consistent
with the frame rate being limited and suggests that
frame time is a better measure of user-related system
load than FPS and concomitantly on the server per-
formance.

A time series plot of frame time for experiments
with 8 and 33 users are shown in Figure 2(c). This
figure includes 200 samples from the sessions with
human-controlled avatars. The x-axis show the num-
ber of samples since the first one and the y-axis shows
the FPS. The green line shows the values for the
run with 8 human controlled avatars and the red line
shows the values for a run with 33 human controlled
This data strongly suggests that the Frame Time better reflect the load escalation caused by increases in avatars than the FPS metric. Accordingly we chose a frame time metric as a better representation of the server load generated by numbers of users.

### 2.2 Creating automated loads

In order to create automated loads we must find a means of approximating to the load generated by numbers of real users controlling avatars. We devised six different types of bots. These bots are modified Second Life clients which use libOpenMetaverse to connect to and interact with the OpenSim server. The bots behave as follows:

**Walk-2**: 20 second walk followed by 80 second walk in random direction

**Walk-Rest 1**: 20 second walk in random direction followed by 80 seconds of standing still

In addition, the bots have inventories and are clothed to make the experiment environment closer to a human controlled experience.

In this section the behaviour of the different types of bots are compared to human-controlled avatars. The frame time is used to compare the bots. The effect on the load of the server of the different types of bots was investigated. The CDF of the frame time for different bots and humans are shown in Figure 3(a). The x-axis shows the frame time and the y-axis shows the CDF value. The green and red lines show the human values, the other colours represent different bot types.

The ECDF of selected bots Walk-2 (20 second walk followed by 80 second walk) and Walk-Rest-1 (20 second walk in random direction followed by 80 seconds of standing still) and humans with 8 and 33 agents is shown in Figure 3(a). This figure is intended to give a better view of the relationship of the bots. With 8 users the differences are subtle but as the number of bots increase, it is clear that Walk-2 is the closest match to human in terms of its effect and load on simulator.

In summary, the load on the server created by bots closely matches that of human controlled avatars. The closes match is achieved with the Walk-2 configuration. This is used in the test-bed to simulate human-controlled-avatar load.

### 3 EXPERIMENTAL SETUP

This section describes the experimental setup used and data capture system employed. The server machine had 10GB RAM, and an Intel Xeon 4-core X3430 quad processor running at 2.4 GHz. The OS was Ubuntu version 11.04. Version 0.7.1 of the OpenSim server was used with a MySQL database in grid mode. The server was started using a script before the bots were connected. The server is later stopped using a script after the bots are disconnected.

The in-world measures of load were gathered using a customised client built using the libOpenMetaverse library. A monitor was run on a separate workstation than the simulator to eliminate overhead on server. This workstation OS was openSUSE 11.3 using Mono to run .Net components. The monitor workstation collected data from the OpenSim server every 3 seconds. (The statistics gathered by the monitor client are generated by the server and sent out to all clients.)

The bots were distributed over a number of client workstations, so that the load on any one would not effect behaviour of the bots or their load on the server. Through tests it was established that a maximum of 25 bots could be run on a single workstation. The maximum number of bots used in the experiments was 100, which required 4 workstations. The workstations had 4GB RAM and core-2 quad Q6600 processors running at 2.4 GHz.

The test-bed system uses the bot which was deter-
mined to most closely approximate the same load on the server as a human-controlled avatar (Walk-2). In the experiments the number of bots was increased by 5 for each iteration. Each run was repeated 3 times. The bots were connected to the server with a 20 second gap between starting each bot. All of the bots for a run are connected to the server and then the system is allowed to run for 700 seconds, this collects more than 200 values from the monitor. The monitor is then disconnected and the bots are shutdown followed by the server.

4 ANALYSES OF SERVER LOAD

In these experiments each run was repeated three times. This experiment allowed the maximum number of users that can simultaneously log in to simulator and use the virtual world smoothly to be determined. The results of these experiments are shown in figure 3. They show frames per second and frame time. The green lines show the mean values and the red points show the median values. The x-axis shows the number of avatars in world.

The frame time against the number of avatars is shown in figure 3(b). The y-axis shows the frame time in milliseconds. With 55 avatars the frame time is 19 ms and with 60 it is 25. The frame time continues to increase with the number of avatars. A frame time over 22 milliseconds indicates that the simulator is overloaded (Linden Labs, a) and the user’s experience is likely to suffer.

The number of frame per second against the number of avatars is shown in figure 3(c). The y-axis shows the FPS. The FPS is quite stable until more than 60 avatars are in world at the same time and then reduces. This is consistent with the system being able to handle the load when the frame time is less than 22 milliseconds.

As it can be seen in these figures, the number of users has a significant impact on performance. When the number of users reaches 55 there is a significant drop in the frame rate. The rates drop from 53 with 55 users to 43 with 60 users and to 20 with 90. Through a human logging on it was confirmed that the responsiveness of the system degrades significantly as the frame rate drops below 50 fps.

5 VIRTUALIZING THE VIRTUAL

In this section the use of the test-bed for evaluating the performance of a virtual world in different virtualization is described. There virtualization systems used in this study were Xen (in privileged mode: dom0; and unprivileged mode: domU), KVM and Virtual Box.

XEN is a paravirtualization system where the operating system is modified to be aware that it is being run in virtualized environment so that it makes calls to a hypervisor when it needs to perform privileged instructions. This allows multiple operating systems to run at the same time without emulation.

A XEN based virtual machine on the same hardware as the non-virtualized experiments were performed was created. This involved installing a XEN 4.0 hypervisor and patched kernel to operate as a privileged domain. A virtual machine was then created using the same version of the OS and software. The tests were performed in the same pattern with the number of bots increasing from 0 to 100 in steps of 5 and each run repeated three times. The experiments were performed in both an unprivileged domain (domU) and in the privileged domain (dom0) with no other domains running.

The experiments were also performed using a KVM virtual machine. The KVM virtualization system uses the hardware virtualization system on X86 CPUs to allow virtualization without emulation. KVM is based on the QEMU emulator though it does not use its emulation capabilities. A KVM virtual
environment was created using the same setup with the same contents as the XEN and non-XEN environments.

Virtual Box is a virtualization environment which is designed primarily for virtualizing GUI system on a desktop computer. It has good graphical support and integrating with the host desktop environment.

The cumulative distribution frequency of the frame time for different numbers of bots is shown in Figure 4. The x-axis shows the frame time in milliseconds and the y-axis shows the fraction of the samples where the "from time" was shorter than that time. The red line shows the frame time for the OpenSim server running in the non-virtualized environment. The green line shows the frame time for a privileged XEN domain. The dark blue shows the values for the unprivileged XEN domain. The pink line shows the values for the KVM virtual environment and the light blue shows the values for the Virtual Box virtual environment.

The values for 10 bots in addition to the monitor bot are shown in Figure 4(a). There is a difference between the different environments with this number of bots. The presence of the XEN hypervisor seems to make a small difference with the privileged domain being slower than the non-virtualized environment. The unprivileged XEN domain and the KVM domain have similar performance. The performance of the Virtual Box environment is not sufficient to produce the preset number of frames per-second.

The values for 30 bots in addition to the monitor bot are shown in Figure 4(b). There are no Virtual Box values for this number of bots as 20 was the largest number of bots which were able to connect. The difference between the performance is again larger, though the KVM environment is now performing better than the unprivileged XEN domain.

The median frame time and number of frames per second for the different virtualized environments against the number of bots are shown in Figure 5. The x-axis shows the number of bots. The red line shows non virtualized values. The green line shows the XEN dom0 values. The blue line shows the XEN domU values. The pink line shows the KVM median values.
The number of frame per second for the different virtualization environments are shown in Figure 5(a). The y-axis shows the FPS. The non-virtualized system is able to maintain its frame rate up until there are 50 avatars in the environment. The XEN dom0 setup is able to maintain a frame rate of 55 up until 25 avatars. The XEN domU and KVM setups are able to maintain a frame rate of 55 until 20 avatars. The Virtual Box setup is only able to maintain a rate of 53 frames with 5 avatars. The frame time for different virtualized setups is shown in Figure 5(b). The y-axis shows the time taken to do each from in milliseconds. The non-virtualized setup has the least steep curve, followed by the XEN dom0 setup, then the KVM setup, followed by the XEN domU setup and last the Virtual Box setup. The KVM and XEN domU setups should be usable with 20 avatars and may be usable with more.

These measurements establish that virtual worlds can run well in a cloud environment, but the number of concurrent users that can be supported is half that can be supported on the same hardware in a non-virtualized environment.

6 CONCLUSIONS

This paper has looked at evaluation of virtual worlds. The effect of the load on an OpenSim server caused by human control of avatars has been observed and bots have been created to produce the same level of load on the server. Different metrics have been investigated, including frame rate and frame time. As the number of users increases frame rate drops, while frame time grows. The frame rate is limited to a maximum value so does not vary until the load on the server is high.

The test frame work was run with OpenSim running in virtualized environments using the same version of Linux as the non virtualized version. The XEN and KVM virtualized environments produce similar results. They are able to produce a frame rate of 55 FPS with 20 or less avatars.

Further experiments are needed to find the best settings for virtualizing virtual worlds and studying their impact on performance. Part of the Cloud computing promise is that it enables users to dynamically grow their resources in accordance with demand. This is enabled in part by the use of virtual machines. Now that we have a measure of the “hit” taken by virtualizing a virtual world server we can move on to the next stage of developing policies for the management of virtual worlds in the cloud.
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