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Abstract

Optical manipulation of nanoscale objects is studied with particular emphasis on the role of plasmon resonance for enhancement of optical forces. The thesis provides an introduction to plasmon resonance and its role in confinement of light to a sub-diffraction volume. The strong light confinement and related enhancement of optical forces is then theoretically studied for a special case of nanoantenna supporting plasmon resonances. The calculation of optical forces, based on the Maxwell stress tensor approach, reveals relatively weak optical forces for incident powers that are used in typical realisations of trapping with nanoantenna. The optical forces are so weak that other non-optical effects should be considered to explain the observed trapping. These effects include heating induced convection, thermoporesis and chemical binding.

The thesis also studies the optical effects of plasmon resonances for a fundamentally different application - size-based optical sorting of gold nanoparticles. Here, the plasmon resonances are not utilised for sub-diffraction light confinement but rather for their ability to increase the apparent cross-section of the particles for their respective resonant sizes. Exploiting these resonances, we realise sorting in a system of two counter-propagating evanescent waves, each at different wavelength that selectively guide gold nanoparticles of different sizes in opposite directions. The method is experimentally demonstrated for bidirectional sorting of gold nanoparticles of either 150 or 130 nm in diameter from those of 100 nm in diameter within a mixture.

We conclude the thesis with a numerical study of the optimal beam-shape for optical sorting applications. The developed theoretical framework, based on the force optical eigenmode method, is able to find an illumination of the back-focal plane of the objective such that the force difference between nanoparticles of various sizes in the sample plane is maximised.
Our imagination is stretched to the utmost, not, as in fiction, to imagine things which are not really there, but just to comprehend those things which are there.

Richard P. Feynman
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Chapter 1

Introduction to plasmon resonances

We have all been there as children - summer afternoon playground with fragrant flowers in the air, glowing sunshine, a swing-set, slide, sandbox and laughing. And although I did not know it at the time, for me, one thing in particular on this playground, would become the topic of my PhD thesis - the swing. Of course not the swing itself, but the physical phenomenon driving its motion - the resonance.

Resonances are all around us. They are a cornerstone for a myriad of technological advances of the last century and as such they have changed our lives more than we realise. Simple tuning of your favourite TV or radio show requires you to match the resonance condition of an LC circuit to the transmission frequency of the airing show. A microwave oven, probably the most common cavity resonator, found its way to almost all hassle-free cooking households. Knowledge of resonances allows engineers to build modern oil rigs, bridges and skyscrapers in a way that avoids destructive resonances with ocean waves, wind and earthquakes. Our voice, unique to each of us, is nothing else than the resonance of vocal cords. And with so many parameters determining the resonance of vocal cords; their shape, tightness and size; not a single voice ever was the same. We spontaneously create the resonance condition without thinking about it. However, a small inflammation from a cold can bring the resonance to frequencies we are not used to generate and this might result in temporary loss of our voice. The resonances are also at the heart of music - centrepiece of human creativity and art. Basically all musical instruments rely on resonances.

The Earth itself is full of resonances. Tidal waves resonantly trapped between the coast and continental shelf can greatly increase the tidal range in some places. The space between Earth's surface and ionosphere is effectively also a resonant cavity. This cavity is naturally excited by lighting in many storms raging around the globe at any moment and accounts for sustained peaks in electromagnetic spectrum of Earth. This might sound boring at first sight, but the same resonances are the key trigger for various types of upper atmospheric lightning effects such as sprites, elves and jets. The resonances in ionosphere are also absolutely crucial for radio communication.
An even more astonishing example of a resonance is the relationship between one particular carpenter bee and the orphium frutescens plant. Here, the goal of the plant is to deliver its pollen to another plant of the same species without wasting too much pollen in the process. The goal of the bee is to eat. The solution for both is breathtaking. When the carpenter bee lands on the flower, the rate of beating of its wings changes to a frequency that is resonant with the stamens containing the pollen. The violent oscillation generated by resonance condition unlocks the stamens and releases the pollen. Since no other insect has the correct beating frequency and the food gain for bee is high, the pollen is delivered to another plant of the same species in a very efficient way.

1.1 Plasmon resonance

The paragraphs above should give you an idea of how widespread the resonances are in our world and how useful they can be. It comes as no surprise then, that even the cutting-edge research today still studies and explores various resonance phenomena and their potential applications. In fact, most of the scientific journals have at least one article in each issue studying some type of resonance effect.

There is one type of resonance, in particular, that has become popular in the last decade - the resonance of a plasma. It is not a new phenomenon. Its physics has been known since the advent of radio communication as the plasma oscillations in the ionosphere are essential for propagation of radio waves. The radio station uses the ionosphere as a mirror to communicate with receiver beyond the horizon. In essence, free electrons in the ionosphere move under the influence of radio waves and this movement itself generates radio waves that are reflected back to Earth (more details in Section 1.3).

However, not all radio waves are reflected back. Some radio frequencies can easily propagate through the ionosphere into outer space. These frequencies are obviously essential for communication with various satellites around the Earth. The critical frequency, for which the behaviour of the ionosphere changes from mirror-like to transparent, is called the plasma frequency. It is a natural resonance of a plasma system.

To understand the principle of this type of resonance, let us consider a box filled with a plasma. In the first approximation, we model the plasma as a grid of positive ions that are fixed in position (they are significantly heavier than the electrons) surrounded by free electron gas. If we switch on an electric field $E_x$ (x-component), electrons will move to one side of the box leaving positive ions behind. When we now switch off the field $E_x$, the electrons will move towards the positive ions, miss

\[1\] There is quite an interesting twist to this story and you might have noticed this in your everyday life. Some radio stations with frequency around 10 MHz have crystal clear signal during the night, but they almost disappear during the day. The explanation is quite simple. During the day, additional ionisation processes appear in lower ionosphere and create the so called D-layer. This layer is very lossy for the radio-waves (any movement of electrons induced by radio wave is quickly damped by electron collisions). Some stations correct for this by changing the power output of the transmitter during the day and night.
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them and go to the opposite side of the box until they lose all their kinetic energy. At that point they will reverse and go back to their original position. Fig. 1.1 shows the initial unperturbed system (electron cloud confined between boundaries $a_1$ and $a_2$) and the system where the electron cloud is displaced by a distance $x$ from $a_1$ and by $x + \Delta x$ from $a_2$. This leads to the change of electron density in the cloud which is responsible for linear restoring force acting on the displaced electrons.

Fig. 1.1: The electron cloud between lines $a_1$ and $a_2$ is displaced by the distance $x$ from $a_1$ and by the distance $x + \Delta x$ from $a_2$. This leads to the change of electron density in the cloud which is responsible for linear restoring force acting on the displaced electrons.

If we assume only a small change in the density of the electron cloud we can write the resulting density as

$$n \approx n_0 \left(1 - \frac{\Delta x}{\Delta l}\right).$$

As the positive ions are assumed to be fixed, we can write the charge density at any point as

$$\rho = n_0 e - n_0 e \left(1 - \frac{\Delta x}{\Delta l}\right) = n_0 e \frac{\Delta x}{\Delta l},$$

where $e$ is the elementary charge of an electron. The charge density is further related to the electric field by

$$\nabla \cdot E = \frac{\rho}{\varepsilon_0}.$$
For one-dimensional problem and assuming that there are no other fields than those present due to the displacement of the electron cloud leads to the following differential equation

\[ \frac{dE}{dl} = \frac{n_0 e}{\epsilon_0} \frac{dx}{dl}. \]  

(1.5)

Integrating and using the initial condition \( E = 0 \) for \( x = 0 \) gives

\[ E = \frac{n_0 e}{\epsilon_0} x, \]  

(1.6)

which finally leads to the force acting on a displaced electron

\[ F = -\frac{n_0 e^2}{\epsilon_0} x. \]  

(1.7)

This is nothing else than the harmonic oscillator described by the following equation of motion

\[ m_e \frac{\partial^2 x}{\partial t^2} + \frac{n_0 e^2}{\epsilon_0} x = 0 \]  

(1.8)

with natural frequency, called plasma frequency, equal to

\[ \omega_p^2 = \frac{n_0 e^2}{\epsilon_0 m_e}, \]  

(1.9)

where \( n_0 \) is the density of electrons in the unperturbed system, \( m_e \) is the mass of the electron, \( e \) is the elementary charge of the electron and \( \epsilon_0 \) is the permittivity of vacuum. As the oscillation of the electrons is collective, it can be treated as a quasi-particle termed a plasmon. In this simple example, \( x \) is the displacement of the plasmon quasi-particle from equilibrium position and the \( \omega_p \) can be seen as plasmon frequency. Driving the system at this frequency would result in a plasmon resonance. At this point it is important to note that we have derived Eq. (1.8) in a simplified situation that results in a restoring force linearly proportional to the displacement. In the realistic systems, this is no longer necessarily satisfied and the anharmonic terms have to be included. However as the first two chapters attempt to describe the qualitative nature of our problem, we will neglect the anharmonic terms for the moment. This leaves us with three parameters of interest for our resonant systems - natural resonance frequency \( \omega_n \) (also called a plasmon frequency in our situation), the damping term \( \Gamma \) and the force \( F \) driving the system.

Plasmon resonances can exist in any medium which can be described as a plasma. Apart from ionised gas, plasmon resonances also occur in metals, metal alloys and doped semiconductors. Noble metals in particular are widely regarded as the best available plasmonic materials \cite{1} and, as a result, many applications harvesting the effects of plasmon resonances are based on gold and silver nanostructures \cite{2}. For this reason let us now turn our attention to plasmon resonances in metals.

\footnote{In the course of my PhD, new and possibly more effective plasmonic materials have been proposed. One of the most prominent candidates for this next generation plasmonics is graphene. However, to date the plasmon resonance in graphene was predicted only theoretically and not observed experimentally \cite{2}.}
1.2 Plasmon resonance in metals

The model of plasma oscillations developed above needs to be significantly modified in realistic metal systems. First of all, the thermal motion of ions leads to electron scattering, which results in damping of the system. We can account for damping by introducing the damping term $\Gamma = v_F/l$, where $v_F$ is the Fermi velocity, which describes the velocity of electrons that participate in electrical conduction, and $l$ is the mean free path of electrons between scattering events. This means that $\Gamma$ describes the frequency of collisions experienced by an electron. Secondly, in a damped oscillator without an external driving force, the oscillations quickly vanish. As we are interested in sustained oscillations in metals, we need to drive the system with an external field. After introducing the driving force and damping, the modified equation of motion becomes

$$\frac{\partial^2 x}{\partial t^2} + \Gamma \frac{\partial x}{\partial t} + \omega_p^2 x = \frac{-eE_x}{m_e} \cos(\omega t + \Delta), \quad (1.10)$$

which is just an equation of the driven damped oscillator, where $\Gamma$ is the damping term, $\Delta$ is the phase of the driving force and $E_x$ is the electric field in x-direction. The steady-state solution (remember, we are interested in sustained oscillations in metals and not transient effects) of this equation results in the following equation for displacement

$$x = A(-eE_x) \cos(\omega t + \Delta + \theta), \quad (1.11)$$

where $A$ is the amplitude of oscillation and $\theta$ is the phase shift of collective electron oscillation (plasmon) with respect to driving force. The square of the amplitude of oscillation has the following form

$$A^2 = \frac{1}{m_e^2 \left[ (\omega^2 - \omega_p^2)^2 + \Gamma^2 \omega^2 \right]}, \quad (1.12)$$

and the phase of the plasmon quasi-particle with respect to the driving field is given by

$$\theta = \arctan \left( \frac{-\Gamma \omega}{\omega_p^2 - \omega^2} \right). \quad (1.13)$$

The power dissipated by the system can also be easily calculated from the drag force $F_{drag} = -m_e \Gamma \dot{x}$. Using $P = F_{drag} \dot{x}$ and averaging over one optical cycle, we can write the dissipated power as

$$P = -m_e \Gamma \dot{x}^2 = -\frac{\Gamma}{2m_e} \frac{(eE_x)^2 \omega^2}{\left[ (\omega^2 - \omega_p^2)^2 + \Gamma^2 \omega^2 \right]}, \quad (1.14)$$

where the minus sign appears due to power being dissipated in the system.

This is the basic physics of the plasmon resonance in metals - completely analogous to the resonance of the driven damped oscillator.
1.3 Field enhancement and heating introduced by plasmon resonance

The natural frequency of plasma, given by Eq. (1.9), increases as the electron density $n_0$ becomes larger. Since the density of electrons in metals is much higher than the density of electrons in the ionosphere, we expect a shift of resonance frequency in metals from radio waves to much shorter wavelengths. If we take gold as our model system and use a free electron density of $n_0 = 5.9 \times 10^{28} \text{ m}^{-3}$ and damping constant $\Gamma = 1.075 \times 10^{14} \text{ s}^{-1}$ as input parameters for Eq. (1.12), we find a resonance peak that is shown on Fig. 1.2a. This shows that the plasma frequency of gold, indicative

![Graphs showing field enhancement and phase delay.](image)

Fig. 1.2: (a) The plasma frequency was calculated for a Drude-Sommerfeld model of gold with free electron density of $n_0 = 5.9 \times 10^{28} \text{ m}^{-3}$ and damping term $\Gamma = 1.075 \times 10^{14} \text{ s}^{-1}$. The plasma frequency, in this case, lies in the ultraviolet range of the spectrum; (b) Phase delay of electron cloud displacement with respect to the phase of the driving electric field (the anti-phase shift of $\pi$ is not included for clarity). For low frequencies the electrons are able to follow the changes of the field and they reflect the light well; at resonance the phase delay is $\pi/2$, which ensures maximum coupling of energy into the oscillating system; for even higher frequencies, electrons lose the ability to follow the changes of the field and the metal becomes transparent; (c) The dissipated power $P$ calculated using Eq. (1.14) shows that the maximum amplitude of oscillator and the maximum heating appears for the same frequency (only valid for small damping $\Gamma$).
of most of the metals, lies in the ultraviolet range. But what is the physical meaning of this frequency and how does the metal behave below and above this frequency?

To answer these questions let us study Eq. (1.13) in more detail. Fig. 1.2b shows the phase $\theta$ of the electron cloud displacement as a function of the driving frequency $\omega$ for the same input parameters $\omega_p$ and $\Gamma$ as above. Considering the negative charge of the electron we can see that for the low frequencies the displacement of the electron cloud is in antiphase with the driving field. This essentially means that the field inside the metal is completely cancelled out at any given moment. If the variable field is normal incident onto the metal surface, then the electrons at the surface screen the field and the field cannot penetrate further into metal. Without losses, no field would get into the metal and all light would be reflected back resulting in a perfect electric conductor. Because the conductivity of metals is large, they reflect light very well, which is one of the reasons why we use silver mirrors in the lab.

As we increase the frequency further, the electrons are no longer able to follow the quickly changing field and their displacement picks up a phase delay with respect to the driving field. At exactly the plasmon frequency ($\omega_p$) the phase delay is $\pi/2$ radians (Figure. 1.3). This is quite unexpected result because it means that the induced field is maximised for zero external field amplitude. In order to understand the importance of the $\pi/2$ phase factor, let us first calculate the current density inside the metal from Eq. (1.11) using

$$ j_x = -n_0 e \frac{dx}{dt}, \tag{1.15} $$

Interestingly, if we express the sine function resulting from the derivative of Eq. (1.11) as a cosine (shift of $\pi/2$), we obtain

$$ j_x = n_0 e^2 E_x A \cos(\omega t + \Delta), \tag{1.16} $$

Fig. 1.3: The displacement of electron cloud is shifted by $\pi/2$ with respect to the driving electric field at the resonance frequency. This means that the induced electric field is maximised for zero external field amplitude (this does not alter the fact that the field averaged over one optical cycle is maximised for resonant condition). The phase shift of $\pi/2$ ensures that the current density always points in the same direction (remember that current density is defined to have opposite direction to the electron velocity) as the driving field. This guarantees maximum coupling of energy into the oscillating system.
which means that the driving field \( E_x \cos(\omega t + \Delta) \) in Eq. (1.10) and the current density \( j_x \) are in phase. They always point in the same direction. This means that the electrons are always pushed in the direction they are moving (they always have the wind on their back). This makes perfect sense, because we should be able to couple the maximum amount of energy into the oscillating system at its resonance frequency and this can only happen when the above condition is met. Why?

We know that all the oscillating systems are very efficient in transforming kinetic energy into potential energy and vice versa. Kinetic energy is related to the magnitude of velocity and the potential energy is related to the magnitude of displacement. For undamped systems, those two types of energy are transformed into each other without losses. In the damped system, losses limit the transformation. Part of the coupled (kinetic) energy is lost in the damping process and this means that maximum kinetic and maximum potential energy are not equal any more. It thus makes sense to maximise kinetic energy of the oscillator, rather than its potential energy, as the kinetic energy represents the total energy coupled into the oscillator. This means that in order to maximise the energy coupled into damped oscillator (to satisfy resonant condition), we have to maximise the amplitude of velocity (current) and not the amplitude of displacement. And this is exactly what happens in the situation described above.

The ability of the metal resonator to store the energy from the external electromagnetic field is at the core of success of plasmon resonance based structures. The confinement of plasma oscillations within the structure’s boundary leads to a charge density accumulation at the boundary. The stored energy, related to the charge density accumulation, is then projected into field enhancement in the close proximity of the resonating metal structure. This is then utilised for a wide range of applications ranging from biochemical sensing to waveguiding. Recent years have also seen an advent of optical manipulation using the field enhancement in the proximity of resonant nanostructures. The basic idea of this approach, described in more detail in Chapter 2, is based on the fact that the objects of higher refractive index than the surrounding medium tend to localise themselves in the highest intensity region of the field. Crucially, the strength of the object confinement within this region depends on how quickly the intensity fades away or, in other words, on the gradient of intensity around the highest intensity region. This is where plasmonic resonators dominate over dielectric based resonators as plasmonic resonators offer much smaller effective mode volumes (see Sec. 1.5) and thus, in general, much steeper gradient of intensity.

---

3 For the gold nanostructures considered in the thesis the damping is relatively small and this means that the frequency, for which the kinetic energy is maximised, is very close to the frequency for which the potential energy is maximised. This in turn corresponds to a large amplitude of the electron cloud displacement which enhances the field around the nanostructure.

4 Another advantage of plasmon-based resonators for trapping lies in the broad plasmon resonance lineshape (plasmon resonance line-shapes of nanostructures are usually much broader than the bulk plasma resonance in Fig. 1.2) which ensures that the field enhancement is preserved even when the particle enters the vicinity of the resonator. Dielectric resonators have very narrow lineshape and even a minute change of the surrounding refractive index usually produces significant resonance shift which consequently results in lost of field enhancement.
However, it is important to note that this exceptionally small mode volume comes at a price. The damping or Ohmic losses inside the metal cause non-negligible heating of the metal and this effect is highly detrimental for optical manipulation as it may introduce convection currents and thermophoresis (force acting on the objects due to the presence of the temperature gradient). In fact, we will show, in Chapter 3, that one of the first experimental realisations of optical trapping in the proximity of resonant nanoantenna [4] might have been completely dominated by heating effects in the system. Our investigation (Chapter 3 and Ref. [5]) reveals that the optical forces acting on the dielectric sphere in the proximity of nanoantenna, presented in Ref. [4], were too small to observe stable optical-based trapping. Our research encouraged further development of the plasmon-based trapping and a milestone in this area, spurred by our investigation, was realised by Wang et al. [6]. Their approach, based on introduction of effective heatsink into the system essentially removes the problem of the heating in plasmon-based optical trapping.

This is currently the only method for mitigating the effects of heating as the two phenomena - the field enhancement and the heating - are closely intertwined (see Fig. 1.2c). This is especially true for weakly damped oscillators where the maximum potential energy, related to field enhancement, and the maximum kinetic energy, closely related to Ohmic losses, appear for essentially the same frequencies (details in Chapter 2). The difference is small enough even for relatively heavily damped gold structures and the two often competing phenomena - localised heating and field enhancement - cannot be easily decoupled. They are always side by side in any plasmon resonant system.

1.4 Plasmon resonance of confined plasma

So far we have mainly discussed the volume or bulk plasmons. For example, the box considered in Section 1.1 was bounded only in the direction of the oscillating plasma but not in directions perpendicular to it. Unfortunately, this type of plasmon cannot be excited by light, because all the electrons in unbounded electron cloud have to be in phase and this cannot be achieved with transverse electromagnetic waves (Fig. 1.4a).

However, the situation changes quickly if we confine the plasma within some very small 3D volume which is the case of metal nanoparticles and metal nanostructures. In such a situation the transversal component of the electric field can be in phase with all the electrons confined within a boundary (Fig. 1.4b) and the coupling of light with electron plasma can exist. This type of resonance is called a localised plasmon polariton. The name reflects the intimate coupling of light (polariton) and electron plasma (plasmon). The detailed discussion of this type of resonance based on solution of Maxwell’s equations and the optical properties of metals will be given in the next chapter. But before we proceed to a rigorous solution of the problem, it is useful to derive the effects of boundary size and shape on localised plasma from our model of the driven damped oscillator.

Let us consider the following very simplified situation. We displace the electron
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Fig. 1.4: (a) Bulk (or volume) plasmons cannot be excited with transversal electromagnetic waves because all the electrons have to move in phase at resonance condition and the phase of light changes; (b) For strongly confined plasma, the phase within the boundaries of the particles is constant, which allows for light-plasmon coupling.

cloud in a metallic nanoparticle in one direction by $\Delta x$ (positive ions are assumed fixed). This will lead to a build up of the electric charge $\pm Q \propto \pm neA\Delta x$, where $A\Delta x$ is the volume of the displaced cloud and $n$ is the electron cloud density. This build up of the electric charge at the respective poles of the sphere is depicted in Fig. 1.5a. The Coulomb potential energy for an averaged distance $R$ between the charges is then equal to

$$U(\Delta x) = \frac{1}{4\pi\epsilon_0} \frac{(neA)^2}{R} (\Delta x)^2,$$

which means that the restoring force is proportional to

$$F(\Delta x) = -\frac{dU(\Delta x)}{d\Delta x} = -\frac{1}{2\pi\epsilon_0} \frac{(neA)^2}{R} \Delta x. \tag{1.18}$$

This means that the positive charge on the opposite side of the particle creates a restoring Coulomb’s force acting on the electrons. The average strength of this force affects the natural frequency $\omega_n$ of such a system. Now, if we increase the diameter of the sphere, the average distance $R$ between the positive and negative charge will increase. This, in turn, will lead to a smaller average restoring force (Fig. 1.5b). And the smaller average restoring force will finally lead to a decreased natural frequency $\omega_n$ of the system. The just described red-shift of the plasmon resonance peak with increasing particle size is the core idea behind size-based optical sorting of gold nanoparticles, which forms one of the pillars of this thesis (Chapter 4). The essence of the idea is very simple. Gold nanoparticles of diameters $d_1 > d_2$ will have different plasmon resonance frequencies $\omega_1 < \omega_2$. Incident light of frequency $\omega_1$ will couple very strongly with particle of size $d_1$ and relatively weakly with particle of size $d_2$.

^5Of course, in reality, the increased diameter of the sphere also influences the parameter $A$ but we will neglect this important change at the moment to get the general feeling for the problem. We will come back to it at the beginning of Chapter 4.
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Fig. 1.5: The size of the boundary confining plasma has significant effect on natural frequency $\omega_n$ of the system. Roughly speaking, the average restoring force due to the Coulomb interaction is stronger in (a) than in (b). This results in red shift of plasmon resonance peak with increasing particle size.

The momentum transfer from light to particle will push both particle types in the direction of light propagation but the magnitude of this push will vary. Similarly, the incident light of frequency $\omega_2$ will couple more strongly with a particle of size $d_2$. If we now illuminate a solution, containing a mixture of gold nanoparticles of diameters $d_1$ and $d_2$, with two counter-propagating beams of different frequencies $\omega_1$ and $\omega_2$, the net result will be size selective movement of gold nanoparticles to opposite directions. The detailed discussion of the conditions necessary for such sorting is given in Chapter 4.

The optical sorting of gold nanoparticles is a novel experimental concept that has never been realised before. To date the optical sorting methods have mainly focused on sorting of dielectric spheres or cells where they proved to be very useful mainly due to exceptional size sensitivity and sterility. However, an efficient method for realising the same idea was missing in the case of metallic objects. This inability to optically differentiate and deliver metallic nanoparticles hindered several applications where the output strongly depends on the precise size of the gold nanoparticles. The research area most affected was the field of biomedical optics with applications of gold nanoparticles ranging from Surface Enhanced Raman Spectroscopy to tumour targeting. We believe that our research, presented in Chapter 4, delivers a generic method that will find many applications in the field of life sciences in the near future.

The red-shift of the plasmon resonance also appears when we elongate the sphere’s boundary. The explanation is similar to the one presented above. As we elongate the boundary in the direction parallel to the mode oscillation, the distance between positive and negative charge increases which affects the restoring force and subsequently the natural frequency of the system. This type of red-shift is one of the reasons for the immense popularity of nanoantennas (presented in Chapter 3) as

Furthermore, even the resonance lineshape can be slightly tuned by the presence of the boundary because the additional scattering of electrons at the boundary affects the damping constant $\Gamma$. 

$\begin{align*}
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\end{align*}$
it allows for a relatively simple tunability of the resonance frequency - making the arms of nanoantenna longer does not usually require any adjustments to fabrication recipe whereas different shapes and scales of the fabricated structures require some minor or even major adjustments.

One of the most colourful and striking manifestations of the boundary size effect can be seen on the stained windows in Notre-Dame de Paris (Fig. 1.6). Here, the spectrum of colours in stained glass was achieved by adding gold colloids of different sizes into glass. As the daylight passes through the glass, certain wavelengths resonantly couple with electron plasma in nanoparticles and this changes the spectrum of light transmitted through the glass.

We can conclude that the 3D confinement of plasma, through the use of metallic nanoparticles, allows for extreme tunability of plasmon resonance over a wide range of wavelengths, and crucially overlaps with optical and near-infra-red frequencies, where the bulk of the information about our world exists. But what makes metals and semiconductors so special compared to their dielectric counterparts?

1.5 Mode volume: metals vs dielectrics

If we go back to Sec. 1.3 we can see what happens if we increase the frequency of the driving field beyond the resonance frequency. In such a case the electrons will be increasingly more and more left behind. In the limit of very high frequencies, the changes of the field become so abrupt, that the electrons basically appear stationary in one optical cycle. They do not even have the time to react to the changes. At this point the metal becomes transparent and behaves like a dielectric. The reason is simple. The electrostatic field from stationary electrons does not alter propagation of electromagnetic waves. For even higher frequencies, even the bound electrons within atoms do not have the time to react to field changes and at that point all dielectrics will have the same dielectric constant. However, at optical frequencies the bound
electrons in atoms still react to the changing field and this reveals the importance of electron dynamics for light propagation. Without this electron motion, all materials would be equivalent to vacuum.

So at very high frequencies there is no difference between metals and dielectrics. The reason is that the conduction electrons no longer play an important role in the physics of the system. Fortunately for our purposes, at optical frequencies, conduction electrons make metals and dielectrics fundamentally different.

We have already mentioned that the plasmonic nanostructures offer unique properties that cannot be reproduced with dielectrics. One of them is the exceptionally strong field enhancement around plasmonic nanostructures and the second is the related strong localised heating in plasmonic nanostructures. The localised heating is easy to understand. We simply have a significant damping of electron movement in the metal which is not present in dielectric. The situation with strong field enhancement is not so straightforward. There are dielectric resonant cavities, for example photonic crystal cavities, with very high field enhancement. However, the crucial difference is in the way the field is enhanced. Dielectric cavities locally enhance intensity by resonantly trapping light, so that it spends more time in a relatively large volume \( V \). On the other hand, the mode volume in plasmonic nanostructures is squeezed to a fraction of \( \lambda^3 \) (0.00033\( \lambda^3 \) in Ref. [8]). The latter is thus of more interest for optical manipulation as we need small mode volumes and the related strong intensity gradients, rather than large intensity, for efficient confinement of very small objects.

But why is the field confinement and related field enhancement more profound in metals than in dielectrics? The difference in response is due to a much stronger interaction of electrons with light in the metallic case. The situation is somehow analogous to the following simplified example. Imagine you have two glasses of whisky. You leave one as it is and you divide the second one into several smaller compartments by inserting some partition walls. If you then drive the systems at their respective resonant frequencies, you notice that the amplitude of whisky in the glass without partitioning is much higher than in the glass of whisky divided into several partitions (Figure 1.7). If you now substitute whisky for the electron cloud and realise that electrons are surrounded by their field, you recognise why the control and confinement of light in plasmonic nanostructures offers much better results than in the case of dielectrics. We will discuss this problem in much more detail in Chapter 2.

### 1.6 Coupling between two resonant structures

To further demonstrate the power of a model of plasmon resonant system as a damped driven oscillator, let us consider a resonance frequency of a nanoparticle dimer. This situation is quite common as most of the nanoantennas constitute of two nanostructures with a gap in between them.

Instead of a single damped driven oscillator, we now have two coupled damped
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Fig. 1.7: The schematic explanation of the main reason for stronger field enhancement and confinement in case of metal. (left) Metal contains a “sea” of electrons that are not bounded to any atoms and displace fairly well. The electron density can be high at the boundary of glass (structure). (right) In dielectrics, electrons are bound within the atom (depicted as partitioning). They are able to be displaced, but the electron density cannot be changed significantly.

and driven oscillators. The equations of motion for the respective oscillators are

\[
\frac{\partial^2 x_1}{\partial t^2} + \Gamma \frac{\partial x_1}{\partial t} + \omega_n^2 x_1 + \frac{\kappa}{m_e} (x_1 - x_2) = \frac{eE_x}{m_e} \cos(\omega t + \Delta),
\]

\[
(1.19)
\]

\[
\frac{\partial^2 x_2}{\partial t^2} + \Gamma \frac{\partial x_2}{\partial t} + \omega_n^2 x_2 + \frac{\kappa}{m_e} (x_2 - x_1) = \frac{eE_x}{m_e} \cos(\omega t + \Delta),
\]

\[
(1.20)
\]

where \(x_1\) and \(x_2\) are the displacements from equilibrium positions for oscillator 1 and 2 respectively. We also assumed that the natural frequencies \(\omega_n\) are the same for both oscillators. The coupling strength is described with constant \(\kappa\).

Adding the two equations together leads to

\[
\frac{\partial^2 u_b}{\partial t^2} + \Gamma \frac{\partial u_b}{\partial t} + \omega_b^2 u_b = \frac{2eE_x}{m_e} \cos(\omega t + \Delta),
\]

\[
(1.21)
\]

where we substituted \(x_1 + x_2 = u_b\) and \(\omega_b^2 = \omega_n^2\). This is just Eq. (1.10) with the same solution (up to a factor 2 in the amplitude of the driving force). We know that the normal mode corresponding to this solution is equivalent to two harmonic oscillators that oscillate in phase (Figure 1.8(left)). Since they are in phase, coupling in between them essentially disappears from equations and the two systems behave as if they were independent. This also explains why the resonance frequency of the coupled system \(\omega_b\) is the same as the natural frequency \(\omega_n\) of the individual systems.

Subtracting the two equations of motion leads to

\[
\frac{\partial^2 u_d}{\partial t^2} + \Gamma \frac{\partial u_d}{\partial t} + \omega_d^2 u_d = 0,
\]

\[
(1.22)
\]

where \(x_1 - x_2 = u_d\) and \(\omega_d^2 = \omega_n^2 + \frac{2\kappa}{m_e}\). We know that this normal mode corresponds to the harmonic oscillators being out of phase (Figure 1.8(right)). The overall energy
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Fig. 1.8: (left) Two oscillators are in phase. The system has a net dipole moment and radiates into far-field. (right) Two oscillators are out of phase. The net dipole moment is equal to zero. System has quadrupole character. The radiated field decays much faster then in the case of a dipole (minimum radiative losses).

of the system is higher due to additional coupling energy introduced by spring $\kappa$. This additional energy translates into higher resonant frequency compared to the previous case. There is, however, another very significant change: the driving field completely disappears from the equation of motion. This basically means that the excitation of the mode is very difficult. Furthermore, even if the mode is initially present in the system it disappears very quickly due to damping introduced by $\Gamma$. The difficulty in mode excitation exists because the two oscillators are out of phase whereas the driving field is in phase. This means that while one oscillator gains energy from the driving field, the second oscillator, being out of phase with the first one, loses it and vice versa. The net effect of the driving field is thus zero. This mode is called a dark mode because it cannot be detected in normal circumstances (it has zero dipole moment).

Dark modes are very important for the control of resonance lineshape. The potential drawback of plasmon resonances is their broad line-width introduced through large damping $^7$. This particularly limits the use of plasmonic structures in sensing applications, simply because the broad line-width decreases the detection sensitivity. Dark modes can be used to tailor the lineshape of the plasmonic structure and decrease the line-width of the resonance by decreasing the damping. This is possible by utilising the quadrupole character of the dark mode which significantly decreases radiative losses. Total damping is then almost solely due to electron scattering in metal and radiative losses can be neglected. The decreased damping makes the resonance much sharper $^9$. Furthermore, the decreased losses due to dark modes have potential in metamaterial research where the losses severely limit all applications $^9$.

Liu et. al. $^9$ also showed that the dark modes do not only minimise the radiative losses, but also substantially decrease the non-radiative damping in the system by $^7$ in our model describes only the resistive losses. However, the radiative losses also contribute to damping. Due to the quadrupole character of the dark mode, the radiative losses are significantly decreased, which means that the resonance lineshape might become sharper.
shifting a significant portion of the field outside of the metal into the dielectric medium. This delicate shifting of the balance between metal and dielectric portions of the localised plasmon mode can be, in fact, another answer to the heating problem in optical trapping applications. However, the maximum achievable decrease in heating by introducing the dark modes is probably not large enough to mitigate the negative effects of heating for optical trapping purposes and the excitation of the dark modes is also relatively cumbersome. For these reasons, we believe that the heat-sink method presented by Wang et.al. [6] provides more applicable solution particularly when recognising that the amount of local heating can be reduced by two orders of magnitude by using this method.

1.7 Outline of the thesis

In this chapter, we have discussed the fundamental physics of plasmon resonances. We have also briefly pointed out some of the key characteristics associated with plasmon resonances. In particular, the strong field confinement, localised heating and the red shift of the plasmon resonance that appears with increasing particle size have been discussed.

The first two prominent features of plasmon resonances, the strong field confinement and localised heating, play a key role in one of the most rapidly developing fields of optical manipulation - optical trapping using plasmonic nanostructures. This research field utilises the fact that the strong field confinement translates into very strong object confinement. This happens since, typically, objects of higher refractive index than the surrounding medium tend to localise themselves in the highest intensity region of the field. Furthermore, such trapping can be realised using very low powers, which is usually presented as a bio-friendly property. Unfortunately, the strong field confinement is also inevitably intertwined with the localised heating. As a consequence, some disruptive effects on the trapping process - like convective currents - can appear. Also, the additional heating in plasmonic structures can be, in fact, very strong even for extremely low powers used for trapping. The research papers, at the start of my PhD, basically overlooked the effects of heating. For this reason, we have decided to explore in detail the interplay between the optical forces induced by field confinement and the related heating near the popular plasmonic trapping structure - nanoantenna. The results of this research will be presented in Chapter 3.

The last mentioned prominent feature of the plasmon resonances, the red-shift of the resonance peak for increasing size of the particle, sparked an idea that such a phenomenon might be useful to optically differentiate between particles of different sizes. We further thought that such a method could potentially outperform existing sorting methods, such as sedimentation and centrifugation, that differentiate particle size based purely on the physical size of the particle. The outcome of such method has to be relatively poor in situations when two particles of very similar sizes needs to be differentiated. The problem is somehow analogous to the following situation. Imagine you have two spheres with almost identical diameter.
Under normal circumstances, it is not easy to tell which one is bigger and which one is smaller. They both look almost the same. But is there a way to simplify the differentiation of the spheres? Fortunately, there is. The thing with light is that the particles can actually appear much bigger or smaller than they really are when illuminated with light of a certain wavelength (Fig. 1.9). The “shadow” of the particles can be much larger (or smaller) than their actual geometrical cross-section for certain wavelengths. Very roughly speaking, even the light that does not directly hit the particle can be still diffracted by it and vice versa, even the light going through the particle can be undiffracted. Using this trick, we can ”inflate” or ”shrink” the apparent size of the particles so that the size difference appears bigger than the actual difference in physical size. This is the main advantage of the novel all-optical sorting method of gold nanoparticles presented in Chapter 4 - the advantage over conventional methods is hidden in this trick. Basically, even if the physical size of the particles is barely different, the apparent particles sizes, for resonant wavelengths, can appear miles apart.

Another advantage of the all-optical plasmonic sorting is the ability to sort particles in small volumes and in situ. This may be useful for biological applications in which a particle of given properties has to be delivered close to a targeted specimen. The modifications of the method developed in Chapter 4, resolving the issues of particle diffusion, hold promise for the realisation of plasmonic conveyor belt, based on the tilted washboard potential similar to Ref. [10] that realises this idea for dielectric particles. The conveyor belt would enable much better control of plasmonic nanoparticles over an extended region of space with the combined capability to deliver and identify the type of the gold nanoparticle. This would improve the reliability of the output of the repeated measurements on the biological specimens. We would also like to note that the all-optical plasmonic sorting is capable of addressing single particle whereas the other non-optical methods, like sedimentation,
lack this single particle specificity. This is a crucial difference which makes the optical sorting much more modular for precise biological experiments.

We finally conclude the thesis with Chapter 5 that theoretically explores the possibility to make the apparent difference in size of the particles even larger. The developed theoretical framework is able to find the optimal beam shape that maximises the apparent size difference between particles. We also briefly discuss the choice of the optimal wavelengths with respect to minimal heating during the sorting process.

We will start our discussion in Chapter 2 where we will introduce the two essential pillars of the thesis - the strong field confinement due to plasmon resonance and related heating - from a more rigorous point of view. The rigorous treatment of the last pillar of the thesis - the red-shift of the plasmon resonance peak with particle size - is presented in Chapter 4. Please bear in mind that although some of the following chapters contain significant amount of details necessary to understand the behaviour of the systems concerned, the basic physics, in all the following chapters, is always the same and very simple - the physics of damped driven oscillator. After all, the beauty of physics is in its ability to harbour seemingly unconnected phenomena under one single roof. With all that said, enjoy the story of resonances that follows.
Chapter 2

The enhancement of optical forces using plasmon resonances

Many technological advances in recent years require the manipulation and control of matter with incredible precision and at ever smaller size/distance scales \[11,12\]. The main technological problem is to manipulate objects that are only a few nanometers in size. The conventional mechanical tools do not seem to be appropriate or even practical if the object’s size becomes smaller than a millimetre. Fortunately, there is an unexpected solution to the problem.

As early as in 17th century astronomers observed that the tails of comets always point away from the Sun. Soon afterwards, Johannes Kepler suggested that the observed effect might be caused by radiation pressure exerted by light. This pressure indeed exists and although the pressure does not seem to be very strong in everyday life, it is, in fact, strong enough to oppose tremendous gravitational force in some of the hottest stars. Without the radiation pressure, some stars would simply collapse. The radiation pressure effect of light is also significant at very small scales, where the momentum carried by photons is sufficient to observe noticeable mechanical effects. These mechanical effects, in turn, can be used for efficient optical manipulation of very small objects.

But in order to completely control the mechanical effects of light one needs to be able to control the light itself. Unfortunately light seems to be quite evasive. However, it is in human nature to tame uncontrollable and wild things around us. All the major technological leaps in human history overlap with the time when we tamed unimaginable - e.g. fire, fossil fuels, nuclear power. A similar breakthrough is happening right at this moment - we are in a process of taming the light for delicate manipulation of objects. The first attempts to control the light were based on simple optical elements like lenses and mirrors. The capabilities of these optical elements to control light were more than acceptable throughout the history, however, the accuracy to which the light can be controlled using these far-field optical elements is limited. This limit is very small. Nevertheless, the limit now became a major problem for optical manipulation research - particularly for optical trapping of nanoscale objects.
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The field of optical trapping evolved abruptly over the recent years and it became one of the major candidates for revealing the secrets of the molecular dynamic in the cells. It is this cutting-edge optical trapping, reaching into single-molecule levels, that suffers most from the limit of far-field optical elements to control light at the nanoscale.

This chapter starts with the discussion of optical forces acting on objects in electromagnetic fields. We then present the major drawbacks of the far-field trapping at a very small scale and present a possible solution that utilises the enhanced interaction of light with structures supporting the plasmon resonance. This forms a theoretical basis for the optical trapping of dielectric spheres near nanoantenna presented in Chapter 3.

2.1 Optical forces

We start our discussion with the study of optical forces acting on very small spheres. "Small", in this particular case, is defined by the condition that the radius of the sphere $r$ has to be much smaller than the wavelength of light $\lambda$.

Let us insert this small sphere into a beam of photons. The photons will be scattered and absorbed by the sphere and, as a result, the momentum of photons will change. Consequently, to conserve the momentum of the whole system composed of sphere and photons, the momentum of the sphere also has to change. Using Newton’s second law we have

$$F_{\text{push}} = \frac{\Delta p}{\Delta t}. \quad (2.1)$$

The momentum of a photon $p$ and its energy $E$ in a medium with refractive index $n_2$ (no dispersion) are related by (Minkowski version)

$$p = \frac{n_2}{c} E, \quad (2.2)$$

which allows us to write the 'push' force in the form

$$F_{\text{push}} = \frac{n_2}{c} \left( \frac{\Delta E_{\text{scattered}}}{\Delta t} + \frac{\Delta E_{\text{absorbed}}}{\Delta t} \right). \quad (2.3)$$

The scattered ($\Delta E_{\text{scattered}}/\Delta t$) and absorbed ($\Delta E_{\text{absorbed}}/\Delta t$) powers are proportional to the incoming intensity $I$ and to the scattering $C_{\text{sca}}$ and absorption $C_{\text{abs}}$ cross-sections of the spherical particle. This means that the 'push' force can be written as

$$F_{\text{push}} = \frac{n_2 I}{c} (C_{\text{sca}} + C_{\text{abs}}). \quad (2.4)$$

For the special case of the dielectric sphere, $C_{\text{abs}}$ is usually very close to zero and the 'push' force reduces to the scattering force

$$F_{\text{sca}} = \frac{n_2 I}{c} C_{\text{sca}}. \quad (2.5)$$

\footnote{Assuming that the net momentum change is in one direction only.}
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After inserting the value of the scattering cross-section for the case of small spherical particles from Ref. [13], we finally get

\[ F_{\text{sca}} = \frac{n_2 I}{c} \frac{128 \pi^{3/2}}{3 \lambda^3} \left( \frac{m^2 - 1}{m^2 - 2} \right)^2, \]  

(2.6)

where \( m = n_1/n_2 \), with \( n_1 \) denoting the refractive index of the sphere. Please note that the scattering cross-section \( C_{\text{sca}} \), and thus also the scattering force, is proportional to \( r^6 \). This is a very important result for our further discussion.

The scattering force \( F_{\text{sca}} \) is not the only light induced force that acts on a small sphere. There is one additional force. For a very small dielectric sphere, the condition \( r \ll \lambda \) ensures that the phase of the light is constant within the volume of the sphere. This phase-constant external field induces positive and negative charges on the opposite poles of the sphere. This induces a polarisation of the sphere equal to

\[ p = \varepsilon_0 \varepsilon_2 \alpha E, \]  

(2.7)

where \( \alpha \) is the polarizability of the sphere which will be derived in Sec. 2.4.2 and \( \varepsilon_2 = (n_2)^2 \). Using the Lorentz force equation on the respective induced charges results in the following force acting on the sphere:

\[ F_{\text{grad}} = \frac{1}{4} \varepsilon_0 \varepsilon_2 \alpha \nabla I(\mathbf{r}) \]  

(2.8)

Inserting the value for polarizability \( \alpha \) derived in Sec. 2.4.2 finally gives

\[ F_{\text{grad}} = \pi r^2 \varepsilon_0 \varepsilon_2 \frac{\varepsilon_1 - \varepsilon_2}{\varepsilon_1 + 2\varepsilon_2} \nabla I(\mathbf{r}). \]  

(2.9)

This force is called the gradient force as it depends on the gradient of intensity of the applied field. For the typical case of particle with larger refractive index than the surrounding medium (\( \varepsilon_1 > \varepsilon_2 \)), the force is directed towards highest intensity regions of the field and this can be readily applied to 3D trapping of objects.

The decomposition of the optical forces into scattering and gradient components immediately reveals the three potential applications for enhancement of the optical forces through utilisation of plasmon resonance:

1. **Enhanced trapping of metallic spheres** - The denominator of Eq. (2.9) suggests that the gradient forces might be significantly enhanced when the denominator \( |\varepsilon_1 + 2\varepsilon_2| \) is minimised. This indeed happens at certain frequencies for metallic spheres. Unfortunately, the absorption is also enhanced which partially cancels out the effects of enhanced gradient forces. Furthermore, the polarizability also changes a sign around resonance condition, which might actually reverse the sign of the gradient force. This behaviour was used to confine objects in the lowest intensity region of the beam [15].

---

2The Lorentz force equation applied to a dipole actually also provides the term corresponding to \( F_{\text{sca}} \). The complete derivation can be found in Ref. [14]. We also note that both the \( F_{\text{sca}} \) and \( F_{\text{grad}} \) are averaged over one optical cycle.

3In the case of metallic nanoparticles \( \Re(\alpha) \) instead of \( \alpha \) has to be used in Eq. (2.8).
2. Enhanced trapping of nano-objects in the close proximity of plasmon resonant structure - For small dielectric (non-absorbing) nanoparticles the gradient force scales with volume of the particles $F_{\text{grad}} \propto r^3$ whereas the scattering force scales with the volume of the particle squared $F_{\text{sca}} \propto r^6$. As a result, we can neglect the scattering force when considering trapping of small dielectric objects and the optical trapping is then completely governed by the gradient forces in the system. Furthermore, we can see that the gradient force can be enhanced by increasing the gradient of intensity $\nabla I(r)$. We have seen in Sec. 1.5 that the plasmon resonant structures exhibit extremely small mode volumes that are orders of magnitude smaller than the mode volumes of dielectric resonators. It thus seems only natural to use structures supporting plasmon resonances for confinement of very small particles. Unfortunately, as already mentioned before, the extremely strong field confinement comes at a price of heating.

3. Enhancement of ’push’ force acting on nanoparticles for optical sorting applications - We will see later in this chapter that both scattering and absorption cross-sections are enhanced for the plasmon resonance condition. This means that resonant nanoparticles are ‘pushed’ more strongly than the non-resonant ones and this can be used for size-based optical sorting of nanoparticles.

This thesis contains the discussion of latter two applications of the plasmon resonances as the first application was already investigated in detail by [15]. Let us start with a background for the second application in the above list.

2.2 Optical trapping of small objects

We have seen that the gradient force plays a key role in the optical trapping of small spheres. But what tools do we have to create steep gradients of intensity and why are people interested in strong field confinement around plasmon resonant structures? After all, the three-dimensional confinement of objects can be easily realised in the focus of the Gaussian beam which has the intensity profile given by

$$I(R, z) = I_0 \left( \frac{w_0}{w(z)} \right)^2 \exp \left( -\frac{2R^2}{w(z)^2} \right), \quad w(z) = w_0 \sqrt{1 + \left( \frac{z\lambda}{\pi w_0^2} \right)^2}, \quad (2.10)$$

where $w_0$ is the beam waist and $I_0 = I(0, 0)$. The Gaussian beam profile in xy and yz-plane (Fig. 2.1) shows an intensity ”hotspot” confined in all three dimensions. This means that the trapping of very small objects should be, at least in principle, possible using simple Gaussian beam configuration. In reality, the situation is slightly more complicated.

There is of course a subtle difference between maximum gradient of intensity and the level of field confinement, but the two phenomena are usually strongly correlated and this allows us to refer directly to field confinement in the following discussions.
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The major problem of the Gaussian beam based optical trapping can be understood from a simple dimensional analysis of the trapping situation.

There are two competing phenomena in optical trapping of small particles. We have just seen that the gradient force can be used to trap the particle in the focal spot of the Gaussian beam. The gradient force is thus the constructive effect in optical trapping. However, there is another, destructive effect that cannot be neglected at the nanoscale - the inevitable thermal motion of the particle. This thermal motion introduces random "kicks" to the movement of the particle and this sometimes leads to the particle leaving the trap. Both processes can be described by their respective characteristic times - trap formation time $\tau_f$ and trap decay time $\tau_d$. Let us also introduce a characteristic size of the trap $l$. This number will define the boundaries of the trap within which the particle can move.

The trap formation, caused by the $F_{\text{grad}}$, can be averaged over the characteristic length $l$ of the trap to get an order of magnitude estimate for the average gradient force within the trap - denoted by $\bar{F}_{\text{grad}}$. Since the spherical particle moves in a medium of viscosity $\eta$, we can estimate the average speed with which the particle falls into trap from the Stoke’s drag equation

$$v \propto \frac{\bar{F}_{\text{grad}}}{6\pi \eta r}.$$  \hfill (2.11)

Consequently, the time needed to get the particle from the edge to the centre of the trap (the trap formation time) is roughly proportional to

$$\tau_f \propto \frac{6\pi \eta rl}{\bar{F}_{\text{grad}}}. \hfill (2.12)$$

We can decompose the contribution to the average gradient force $\bar{F}_{\text{grad}}$ inside the trap into three components. The first component is the average gradient of the
intensity in the trap described by a factor $G$. The second component is the peak intensity of the trap $I_0$ and the last component is related to the size of the particle being confined in the trap. This means that we can write the gradient force as

$$\vec{F}_{\text{grad}} \propto \varepsilon_0 G I_0 r^3,$$

where $G = \frac{1}{I_0} \nabla I(\vec{r})$ with $\nabla I(\vec{r})$ denoting the average intensity gradient in the trap. Using this relation, we can finally express the trap formation time $\tau_f$ given by Eq. (2.12) as

$$\tau_f \propto \frac{6 \pi \eta l}{\varepsilon_0 G I_0 r^2}. \quad (2.14)$$

On the other hand, the trap decay time $\tau_d$ is governed by the diffusion of the particle out of the trap. The diffusion coefficient for spherical particles is given by [17]

$$D = \frac{k_B T}{6 \pi \eta r}, \quad (2.15)$$

where $k_B$ is the Boltzmann constant and $T$ is the temperature. Using the diffusion coefficient we can estimate the time for the particle to diffuse from the centre to the edge of the trap as

$$l^2 \propto D \tau_d \rightarrow \tau_d \propto \frac{6 \pi \eta r l^2}{k_B T}. \quad (2.16)$$

If we require a stable trap then the trap formation time $\tau_f$ should be much shorter than the trap decay time $\tau_d$, which means that the condition for stable trapping can be expressed as

$$\frac{\tau_f}{\tau_d} \propto \frac{k_B T}{\varepsilon_0 G I_0 r^3} \ll 1. \quad (2.17)$$

Investigation of this equation reveals the main complication that precludes simple trapping of very small particles - the above condition is very difficult to satisfy for small $r$. The situation becomes even more complicated when we notice that the characteristic length of the trap $l$ appears in the denominator. This essentially means that the situation for trapping the nanoparticles is even worse than it seems to be, because in an ideal case, we would like to confine the nanoparticle in a trap of a characteristic length of the same order as the particle size. The condition for stable trapping in such a case reduces to

$$\frac{k_B T}{\varepsilon_0 G I_0 r^3} \ll 1. \quad (2.18)$$

This equation leaves only two options for achieving stable trapping of extremely small particles. The first and the simplest solution is to increase the power of the laser $I_0$. This is, in fact, a common solution. Unfortunately, the intensity cannot be increased arbitrarily high since the absorbed heat in the nanoparticle, even for the

\[5\text{For the typical optical trapping values of } I_0 = 10^{12} \text{ Wm}^{-2}, \ G = 10^6 \text{ m}^{-1}, \ k_B T = 10^{-21} \text{ J and for the particle size of } r = 10^{-7} \text{ m, the ratio is } \approx 1 \text{ which confirms the difficulty of the optical trapping at this scale.} \]
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In the dielectric case, eventually reaches a damage threshold of the nanoparticle. Due to this reason, the smallest particles ever trapped, in the Gaussian beam configuration, are of the order of 10 nm in diameter\cite{18}.

The second option is to increase the factor $G$. The increase of factor $G$ is basically equivalent to steeper transition from the low to the high intensity regions of the field. But in order to achieve this steep transition we would have to be able to squeeze the light to very small volumes. As a matter of fact, for stable optical trapping of very small particles at modest optical powers, this volume would have to be so small that even the most powerful far-field optical elements fail to produce it. And the reason why the far-field optical elements fail to produce it is not in our inability to manufacture these elements with acceptable precision. The minimum achievable volume of the focus can be understood by using the fundamental law of nature - the Heisenberg uncertainty principle (alternative derivation can be found using the Fourier formalism). Intriguingly, the near-field optical elements can play tricks with this fundamental principle of nature and for structures supporting plasmon resonances the ingenuity and resourcefulness of these tricks reaches its peak which allows for extremely small volume of the focus.\footnote{We note that the near-field optical elements do not violate Heisenberg’s uncertainty principle. The near-field optical elements only allow for more intriguing momentum distributions compared to the far-field elements. This in turn allows to achieve more interesting position distributions that posses better field confinement.}

\section{2.3 Plasmon resonances and the Heisenberg uncertainty principle}

The smallest volume to which the light can be squeezed by far-field optical elements is given by the Heisenberg uncertainty principle which prohibits simultaneous measurement of certain pairs of physical quantities with absolute accuracy. Position and momentum is an example of such a pair of physical quantities. The law states that if we do a repeated measurement of position and momentum on an ensemble of systems then the product of standard deviations of measured position and momentum has to satisfy the following inequality

$$\sigma_x \cdot \sigma_{p_x} \geq \frac{\hbar}{2}, \quad \sigma_y \cdot \sigma_{p_y} \geq \frac{\hbar}{2}, \quad \sigma_z \cdot \sigma_{p_z} \geq \frac{\hbar}{2}. \quad (2.19)$$

Using the relation between momentum and wavevector of a photon, $\mathbf{p} = \hbar \mathbf{k}$, we can re-write the above equations to

$$\sigma_x \cdot \sigma_{k_x} \geq \frac{1}{2}, \quad \sigma_y \cdot \sigma_{k_y} \geq \frac{1}{2}, \quad \sigma_z \cdot \sigma_{k_z} \geq \frac{1}{2}. \quad (2.20)$$

Now let us consider the following situation. We create an ensemble of photons in which all the photons have momentum only in the $z$-direction, $\mathbf{k}_0 = (0, 0, k_0)$, where

$$k_0 = \frac{2\pi}{\lambda_0} = \sqrt{k_x^2 + k_y^2 + k_z^2}. \quad (2.21)$$
For such an ensemble the values of wavevector components are fixed \((k_x = 0, k_y = 0, k_z = k_0)\) and this means that the respective standard deviations in momentum are all equal to zero

\[
\sigma_{k_x} = 0, \quad \sigma_{k_y} = 0, \quad \sigma_{k_z} = 0.
\]

This further means that, in order to satisfy Eq. (2.20), the standard deviations in position \(\sigma_x, \sigma_y\) and \(\sigma_z\) need to be infinite in all three directions. This result should not be surprising, because the above situation, in which all the photons have momentum in one direction, is equivalent to a plane-wave and the plane-wave has infinite extend.

Let us now place a lens into the path of this ensemble (Fig. 2.2). We assume that the photons are incident from the vacuum \((n_1 = 1)\). We further assume that the material to the right of the spherical surface of the lens has refractive index \(n\). The lens will introduce a specific transformation to each and single \(k_0\) in the ensemble. If we assume zero reflection on the surface of the lens then all photons are refracted and the resulting wavevectors of refracted photons are given by

\[
k_x = -k \sin \theta \cos \phi, \quad k_y = -k \sin \theta \sin \phi, \quad k_z = k \cos \theta,
\]

where \(k = 2\pi n/\lambda_0\) and \(\theta, \phi\) describe angular position of incident photons on a sphere representing the lens. The lens thus modifies the distribution of \(k_x, k_y\) and \(k_z\) in the ensemble of photons and as a consequence also modifies the corresponding standard deviations \(\sigma_x, \sigma_y\) and \(\sigma_z\).

Monte Carlo simulations of \(N = 10^6\) photons incident on the lens with maximum half-angle of \(\theta_{max} = 40^\circ\) give distributions of \(k_x, k_y\) and \(k_z\) shown on Fig. 2.3a. The standard deviations in momenta, \(\sigma_{k_x} \approx 0.32 k, \sigma_{k_y} \approx 0.32 k\) and \(\sigma_{k_z} \approx 0.07 k\), calculated from these distributions can be inserted back into Eq. (2.20) to get the following standard deviations in position

\[
\sigma_x \geq \frac{1}{0.32} \frac{\lambda_0}{4\pi n}, \quad \sigma_y \geq \frac{1}{0.32} \frac{\lambda_0}{4\pi n}, \quad \sigma_z \geq \frac{1}{0.07} \frac{\lambda_0}{4\pi n}.
\]

---

Fig. 2.2: The momentum distribution of incident ensemble of photons is changed by the lens.
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Fig. 2.3: The distribution of momentum in the ensemble of photons transformed by a lens with half-angle (a) $\theta_{\text{max}} = 40^\circ$ and (b) $\theta_{\text{max}} = 90^\circ$.

The ensemble of photons transformed by the lens has several characteristics. For example, we can see that the better confinement in position can be achieved for photons with shorter wavelength $\lambda_0$ and for high refractive index $n$ (equivalent to shorter wavelength). We can also see that the confinement in $z$-direction is lower than in $x$ and $y$. This is a well known result for a lens system. The reason for this discrepancy stems from the asymmetry of transformation introduced by the lens (see Fig. 2.3a,b). The lens simply cannot spread the momenta of photons in $z$ as much as in $x$ and $y$. Furthermore, if we increase the half-angle to $\theta_{\text{max}} = 90^\circ$, the width of momentum distribution will increase (Fig. 2.3b). This means that a lens with larger half-angle can achieve better confinement of light in all three directions.

However, even the lens with maximum achievable half-angle $\theta_{\text{max}} = 90^\circ$ creates a momentum distribution with a finite standard deviation. The limit exists in any far-field scenario because the transformed momentum value always falls within $\langle 0, k \rangle$ range. As a consequence, the position distribution of the photon ensemble cannot be made arbitrarily small using far-field optical elements.

Fortunately, there is way to increase the width of momentum distribution - introduce imaginary $k_x$, $k_y$ or $k_z$. For example if we choose $k_z = ia$ and use Eq. (2.21), we get

$$k_0 = \sqrt{k_x^2 + k_y^2 - a^2}. \quad (2.25)$$

Now, the larger the factor $a$ the bigger the wavevectors $k_x$ and $k_y$ can be. There is
no theoretical limit. Crucially, both \( k_x \) and \( k_y \) can be larger than \( k_0 \), which means that we can, at least in principle, have infinitely wide distributions of \( \sigma_{k_x} \) and \( \sigma_{k_y} \). The situation with imaginary momentum \( k_z \) corresponds to a solution of Maxwell’s equations called evanescent wave. The intensity of such a wave fades away in the z-direction. For this reason, the far-field optical elements cannot access these waves and this, in turn, limits their ability to confine light. On the other hand, near-field optical elements can readily access these waves and this gives them the ability to confine light to much smaller volumes.

The realisation that near-field optical elements can go beyond diffraction limit sparked an avalanche of new interest in near-field optics. And soon afterwards, people realised that noble metals are an exceptionally good choice of material when it comes to near-field optics as they enable to achieve very large decay factor \( a \). The reason for this lies in the unique interaction of metal with light - the plasmon polariton. This unique coupled state of light and oscillating plasma opens up the possibilities for light-control, sculpting and shaping with incredible accuracy and elegance. Using the unique properties of plasmon polaritons, we can confine, concentrate and direct light and its energy with incredible accuracy\(^7\). In its essence, plasmon polariton offered a new toolbox for shaping the light. And since light is such a valuable source of information about our world, having a finer control over it, simply means that we can access information that was so far hidden. On the other hand, we would like to stress again that the extreme light confinement in the near-field of plasmon resonators comes at the cost of heating and losses, which complicates all their potential applications. Let us now have a closer look at some of the basic physics of plasmon polaritons. This will help us to understand the origin of the very strong field confinement in the proximity of plasmon resonators and its connection to the optical trapping applications.

### 2.4 Fundamental physics of plasmon polaritons

In order to quantify and fully understand the interaction of light with various metallic structures, we need to abandon the qualitative model of driven damped oscillator developed in the previous chapter. Even though the model is extremely viable for qualitative studies, it does not allow to include small nuances of light-metal interaction in a simple way. The major problem is the determination of the key parameters of the system - like the natural frequency \( \omega_n \) of the damped driven oscillator. For example, we have seen in Sec. [4] that the shape and size of the region where the electron cloud is bounded influences the natural frequency \( \omega_n \) of such a system. But how can we find the exact frequency \( \omega_n \) of this natural mode? Calculating the natural frequency by displacing the charge density in a spherical particle and obtaining the subsequent movement of this charge using Newton’s and Coulomb’s law is not very practical. Furthermore, the calculation of the damping term \( \Gamma \) that

\(^7\)The accuracy of this field focusing property is limited by the geometry supporting the plasmon. The number of atoms in this structure needs to be sufficiently large such that the “sea of electrons” still exists. Only then can the plasmon exist and only then is the field enhanced by the plasmon effect.
accounts for all the solid state effects and the presence of the boundary adds even more complexity to this task.

Fortunately, the interaction of light with matter can be readily described by Maxwell’s equations (no external sources) \[3\]

\[
\nabla \times E(r, t) = -\frac{\partial B(r, t)}{\partial t},
\]
(2.26)

\[
\nabla \times H(r, t) = \frac{\partial D(r, t)}{\partial t},
\]
(2.27)

\[
\nabla \cdot D(r, t) = 0,
\]
(2.28)

\[
\nabla \cdot B(r, t) = 0.
\]
(2.29)

and by the related constitutive relations

\[
D = \varepsilon_0 \varepsilon E,
\]
(2.30)

\[
B = \mu_0 \mu H,
\]
(2.31)

that describe the behaviour of matter under the influence of an electromagnetic field. Since we will only deal with non-magnetic materials, we can simply assume \(\mu = 1\). This leaves us with a single complex function \(\varepsilon\) describing the response of matter under the influence of electromagnetic fields. This number is called the permittivity. It can be measured by ellipsometry for bulk materials, but the bulk value of permittivity is usually valid even for very small nanoparticles. As such, the value of permittivity is a very useful number. Crucially, this number contains the physics of all processes that take place on the microscopic scale in a material. For example, the electron scattering on the crystal lattice, interband transitions and even the relativistic corrections of electron wave-functions for materials with heavy atoms. Consequently, being equipped with Maxwell’s equations and the value of permittivity, we can easily study the light-metal interaction for any linear problem.

In particular, there are two solutions (modes) of Maxwell’s equations that are of interest for metal based near-field optics. The first solution is called the surface plasmon polariton (SPP). It denotes a mode confined at the metal-dielectric interface and propagating along it. The second type of plasmon mode is called the localised surface plasmon polariton (LSPP). As opposed to SPP, this mode is a non-travelling mode. It is confined on the surface of metallic nanoparticles.

Both of these modes became an essential tool in a wide range of applications such as biomolecular sensing \[19\][21], highly localised heating \[22\][23], wave-guiding \[24\][27], in transformational optics using metamaterials \[28\][29] and for optical switching \[30\]. The modes are also widely utilised for the enhancement of fluorescence \[31\] and the Raman signals \[32\][33]. And, as we already know, these modes also found their way to optical manipulation research \[4\][6][34][45]. To understand the reason for such a success, it is useful to explore the properties of these modes by solving Maxwell’s equations. Let us begin with the SPP mode.
2.4.1 SPP mode

Starting from Maxwell’s equations we can derive the following dispersion relations for the SPP mode (see full derivation in Appendix A)

\[ k_x = \sqrt{\frac{\varepsilon_1\varepsilon_2}{\varepsilon_1 + \varepsilon_2}} \frac{\omega}{c}, \quad (2.32) \]

\[ k_{j,z} = -\sqrt{\frac{\varepsilon_j^2}{\varepsilon_1 + \varepsilon_2}} \frac{\omega}{c}, \quad (2.33) \]

where \( k_x \) denotes the wavevector of the mode along the metal-dielectric interface and the \( k_{j,z} \) denotes the wavevector of the mode perpendicular to the interface (z-direction) in respective dielectric \((j = 2)\) and metal \((j = 1)\) half-spaces.

The dispersion relation of this mode (for \( k_x \)-wavevector), for the specific case of gold-glass interface, is plotted on Fig. 2.4a. We can see that the real part of \( k_x \) can become larger than the light line in glass, given by \( (\omega/c)\sqrt{\varepsilon_2} \), for certain frequencies. The momentum of the mode beyond the light-line threshold suggests that the mode is not a pure light mode. Another process has to be involved to deliver the additional momentum. This additional process, in fact, is the oscillation of surface charge electrons in a metal. The resulting mode is thus a hybrid light-plasma mode and this justifies its name - the Surface Plasmon Polariton (SPP).

The above light-line momentum in the x-direction also suggests that some evanescent waves have to be present in the system. This is indeed the case. The field of the mode is evanescent in both half-spaces. Fig. 2.4b,c shows the decay distances, \( z_d^{\text{gold}} \) and \( z_d^{\text{glass}} \).
and $z_d^{\text{glass}}$, of the field perpendicular to the gold-glass interface. The decay distance of the field can be calculated using

$$z_d^{\text{gold}} = \frac{1}{\Im(k_{1,z})}, \quad z_d^{\text{glass}} = \frac{1}{\Im(k_{2,z})}.$$  

This shows an interesting behaviour of the SPP mode. The best confinement, in the glass half-space, appears for the same frequency as the peak in $\Re(k_x)$. This result is not surprising when we look back at the argumentation presented in Sec. 2.3. There we showed that the larger the imaginary component of the wavevector in one direction, the more stretched are the wavevectors in perpendicular directions. In the same section, we have also proved that in such a scenario, light can be confined to smaller volumes than the far-field optical elements permit. But does the SPP mode squeeze the light more than ordinary far-field modes?

The frequency, for which the peaks in $z_d^{\text{glass}}$ and $\Re(k_x)$ appear, is equivalent to a glass wavelength of $\lambda = 520$ nm. At this wavelength, the light in glass, in the direction perpendicular to the interface, is confined within few tens of nanometers of the interface (Fig. 2.5). Furthermore, the above light-line momentum in the x-direction ensures that interference of SPP modes can achieve better than far-field confinement of light in x-direction as well. Consequently, we can see that the light confinement utilising plasmon resonances is truly extreme.

One striking example of the intimate relationship between light and surface plasmons was the observation of extraordinary optical transmission through sub-wavelength hole arrays [47]. According to diffraction theory, holes with the diameter much smaller than the wavelength of light should transmit light very poorly. Furthermore, the portion of the light that squeezes through the hole is scattered in all directions. This is just another consequence of Heisenberg’s uncertainty relation and a major limitation for all photonic devices. Why? Because the usual application of photonic devices is not only to squeeze the light to a very small volume, but also

![Fig. 2.5: Light can be confined to very small volumes by utilising the SPP mode. The depicted intensity distribution in gold and glass half-spaces was calculated for the glass wavelength of $\lambda = 520$ nm.](image)
to channel the same light out in a well-defined direction. Ebbesen et al. \[47\] made a very exciting observation that challenged this fundamental belief. They observed extraordinarily high far-field transmission of light when illuminating an array of holes of only 150 nm in diameter with light at $\lambda = 1500$ nm. John Pendry coined this phenomenon "a Houdini trick" \[48\], because the light essentially managed to escape to the other side of the array of holes by fitting itself into holes that were far too small for it. The essence of the trick is in the light’s ability to disguise itself in a "schizophrenic" state of a SPP. In the proximity of the hole, part of the incident light is transformed into surface plasmon and the other part keeps the identity of a photon in a dielectric medium. Crucially, the two are bound together. This new "schizophrenic" state finds it much easier to travel through the small hole as the energy is partially carried by plasmon inside the metal which is outside of the hole. The SPP travels along the hole’s metal interface and once it gets to the other side of the hole, the bound SPP transforms back into propagating light.

We can see this kind of transition between polariton and plasmon portions of the mode in Figs. 2.4a,b,c. Initially, the mode is more polariton in nature. However, as we increase the frequency $\omega$, light finds it increasingly easier to penetrate into metal (Fig. 2.4b). In fact, most of the energy of the mode becomes confined inside the metal. The transition of the mode into metal is also supported by the shape of the $\Im(k_x)$ curve in Fig. 2.4a, which shows that the losses and the maximum penetration depth into the metal are maximised for approximately the same frequency.

In conclusion, we can see, that this "schizophrenic" or hybridised excitation of photon and surface plasmon is a key tool for extremely small scale light confinement. The moment we bind the light with plasmon, we gain much better control over it.

There are, however, some drawbacks of the SPP. First, the simple geometry of two half-spaces does not allow for simple tunability of resonance condition. Furthermore, the above light-line momentum of the mode, given by $\Re(k_x)$, does not allow for simple excitation of this modes by light. Fortunately, both drawbacks can be easily resolved by considering light-plasma modes supported by metallic nanoparticles - localised surface plasmon polaritons (LSPPs). These localised modes also support evanescent fields and this allows, through analogy with SPP, an exceptional light confinement near the surface of the nanoparticles. In this case, however, confinement can be achieved in all three dimensions which is of much higher interest for the field of optical trapping. Why? In the case of a SPP, the excitation beam would couple with SPP in diffraction limited area. The nanoparticle would thus be confined very well only in the direction perpendicular to the interface but its in-plane motion will be relatively unrestricted. On the other hand, the LSPP mode provides extreme confinement in all three dimensions, which is extremely important for optical trapping purposes. For these reasons let us now have a closer look at the physics of the LSPP modes.
2.4 Fundamental physics of plasmon polaritons

2.4.2 LSPP mode

The easiest way to find the localised plasmon polariton modes for metallic nanoparticles is to solve Maxwell’s equations in quasi-static approximation. In this approximation, all the electrons in the particle respond simultaneously to the external field and the electric field \( E \) can be simply described by the electrostatic potential \( \Phi \) using

\[
E = -\nabla \Phi. \tag{2.35}
\]

Inserting this equation into Eq. (2.28) results in the Laplace equation for the electrostatic potential

\[
\nabla^2 \Phi = 0. \tag{2.36}
\]

Solving this equation for a spherical particle of radius \( a \) and permittivity \( \varepsilon_1 \) in a medium of permittivity \( \varepsilon_2 \) in an external field \( E_0 = E_0 \hat{z} \) results in the following electrostatic potential inside and outside of the sphere (full derivation in Appendix B):

\[
\Phi_1 = -\frac{3\varepsilon_2}{\varepsilon_1 + 2\varepsilon_2} E_0 z, \tag{2.37}
\]

\[
\Phi_2 = -E_0 z + \frac{\varepsilon_1 - \varepsilon_2}{\varepsilon_1 + 2\varepsilon_2} E_0 a^3 \frac{z}{r^3}. \tag{2.38}
\]

Finally, using \( E = -\nabla \Phi \), we obtain for the electric field inside and outside of the sphere

\[
E_1 = (0, 0, E_0) - \left( 0, 0, \frac{\varepsilon_1 - \varepsilon_2}{\varepsilon_1 + 2\varepsilon_2} E_0 \right) \tag{2.39}
\]

\[
E_2 = (0, 0, E_0) + E_0 \frac{\alpha}{4\pi} \left( \frac{3xz}{r^5}, \frac{3yz}{r^5}, \frac{3z^2}{r^5} - \frac{1}{r^3} \right), \tag{2.40}
\]

where \( \alpha \) is the polarizability of the sphere given by

\[
\alpha = 4\pi a^3 \frac{\varepsilon_1 - \varepsilon_2}{\varepsilon_1 + 2\varepsilon_2}. \tag{2.41}
\]

We can see that the electric field outside of the gold sphere is composed of two parts. First part represents the initial field \( E_0 \). The second part is a field of point dipole located at the centre of the sphere. The magnitude of this dipole field naturally scales with magnitude of the initial field \( E_0 \). However, it also scales with polarizability \( \alpha \).

If we now begin to slowly vary the field, by introducing the term \( e^{i\omega t} \), the intensity of the dipole at any moment will strongly depend on the permittivity of respective materials. Since the permittivity of gold depends on \( \omega \), we can write the intensity factor of the dipole as

\[
|\alpha(\omega)|^2 = 16\pi^2 a^6 \left| \frac{\varepsilon_1(\omega) - \varepsilon_2}{\varepsilon_1(\omega) + 2\varepsilon_2} \right|^2. \tag{2.42}
\]
Fig. 2.6: (a) The peak in scattered intensity determined from $|\alpha(\omega)|^2$ appears for similar wavelength as the maximum heating in the system given by $\Im(\alpha(\omega))$; (b) The scattered intensity profile near gold nanoparticle, with radius of $a = 50$ nm, at its respective resonant wavelength. The intensity is strongly confined to the surface of the particle.

Fig. 2.6a reveals that the dipole intensity factor has resonant character with a peak in dipole intensity appearing near $\lambda = 532$ nm. This peak in dipole intensity is due to strong coupling of the light and the electrons in the metallic nanoparticle - the LSPP mode.

Fig. 2.6b further shows the intensity of the field for a gold nanoparticle with $a = 50$ nm for the resonant wavelength of $\lambda = 532$ nm. You can clearly see that the field is very strongly confined near the surface of the particle. This strong light confinement is the reason why the plasmon resonant structures induce such strong optical traps. It is because the LSPPs can pinch the light into nanoscale volumes and as a consequence the gradient of the intensity becomes very steep.

The sphere is of course not the only metallic nanostructure supporting the LSPP mode. Virtually any shape can support localised plasmon modes. Fig. 2.7 shows, as an example, field profile in the proximity of two other structures - namely split ring resonators and optical nanoantennas - that also support LSPP modes. In both of these examples, electromagnetic field is confined very strongly in the gaps. In fact, the smaller we make the gap, the better the field confinement becomes.

There is, however, a price to be paid for this exceptionally strong light confinement and this is the heating of the metal. The power dissipated in the metal, for

\[8\] This is only true for particles with characteristic size much smaller than the wavelength of light. As a result, the phase of the light is also usually constant within the volume of the particle (see Fig. 1.4 in Chapter 1). For this reason the point-dipole and the quasi-static approximations look equivalent in many scenarios. However, the quasi-static approximation is more general as it can account not just for dipole mode but also for higher order modes.

\[9\] This behaviour breaks for extremely small gap sizes when the macroscopic Maxwell’s equations fail to capture the quantum effects of the electrons near the gap.
2.5 Utilisation of LSPP mode for particle sorting

For small particles, the scattering and absorption cross-sections are closely related to particle’s polarizability \[ C_{\text{sca}} \propto |\alpha(\omega)|^2, \] \[ C_{\text{abs}} \propto \Im(\alpha(\omega)), \] and a closer look at Fig. 2.6a thus suggests that the 'push' force acting on a particle will be significantly increased for its respective resonant frequency. However, the position of the resonance peak seems to be independent of particle size since the frequency dependent polarizability depends only on the material of the particle and the surrounding medium. This contradicts our claims that the plasmon resonance peak red-shifts for increasing particle size.

This apparent controversy stems from the quasi-static approximation used so far in our discussion. The quasi-static approximation is very useful for physical insight in many situations but, unfortunately, the approximation is only valid if the whole particle can be assumed to respond simultaneously to the applied external field. As a result, the quasi-static approximation is accurate only for particles
with the characteristic size much smaller than the wavelength of external field. As
the characteristic size of the particles used in our sorting application, presented in
Chapter 4, is comparable (particle diameter equal $\approx \lambda/5$) to the wavelength used
for particle sorting, we have to remove the quasi-static restriction and solve the full
electrodynamic scattering problem to reveal the shift of resonance peak. The full
electrodynamic problem of a sphere in external field, which includes the retardation
effects as well as the effect of multipoles, can be either solved analytically (Mie solu-
tion [49]) or numerically. Unfortunately, due to complex nature of both methods, we
cannot provide a quantitative explanation of the resonance red-shift in this chapter.
Both methods are introduced in the next chapter and the subsequent study of the
role of retardation effects on the red-shift of the plasmon resonance for increasing
particle size is then discussed in Chapter 4.

2.6 Conclusion

In conclusion, we have seen that the plasmon resonances can be used to significantly
enhance the optical forces acting on nanoscale objects. The 'push' force acting on
small spheres can be significantly enhanced for resonance condition due to improved
coupling of light and plasmon. This enhancement of 'push' force for resonant condition
can be subsequently utilised for particle sorting. This is presented in Chapter 4.
Furthermore, nanostructures supporting plasmon resonances can be used as near-
field lenses to produce extreme light confinement which enhances crucial element
of optical trapping - the gradient forces. Unfortunately, the field confinement is
accompanied by significant heating and the interplay between the two competing
phenomena - heating and confinement - is often overlooked in the literature. For
this reason, we study this intriguing interplay of heating and confinement in the
following chapter.
Chapter 3
Enhanced optical forces and heating near plasmon resonant nanoantenna

In the previous chapter we have seen that light can be confined to very small volumes by exploiting the effect of the plasmon resonance. This creates very strong field gradients which in turn produce very large gradient forces. The popularity of plasmonic nanostructures in the field of optical trapping stems from the fact that plasmonic structures can offer superior field confinement compared to other near-field methods [8]. However, the exceptional field confinement is accompanied by significant heating in the metallic structure supporting the plasmon resonance (see Sec. 2.4.2 and Ref. [6]). This trade-off between the field confinement and heating actually makes plasmonic structures less appealing for optical trapping purposes, especially in situations when biological specimen has to be trapped. In such situations, other than plasmon based near-field methods, such as dielectric surface resonators [50] or slot waveguides [51], might provide acceptable gradient forces with negligible concomitant heating.

Also, when compared to conventional far-field tweezers, the near-field methods, plasmonic tweezers included, suffer from the inability to move the trapped specimen around and deliver it efficiently into place of interest. And although some methods to manipulate the trapped specimen near plasmonic nanostructures exist [6, 44], the scope of this manipulation is currently restricted to one dimension only (manipulation on a one dimensional curve).

Furthermore, the intensity in the proximity of plasmonic structures peaks at the metal interface which implies that the trapping is intrinsically contact in nature. This is in stark contrast to conventional tweezers where the trapped specimen resides in free space. The contact nature of the trapping near plasmonic nanostructures brings possible complications to the interpretation of observed immobilisation of particles. Particles in close proximity to nanostructure can, for example, simply adhere to the nanostructure through chemical binding and other surface induced forces. This non-optical induced trapping can be usually factored out by switching
on and off the laser exciting the plasmon resonance and observing the response of
the particle. The test is based on the fact that upon switching off the laser the
optical forces in the system almost instantly disappear whereas other forces will
remain. Consequently, the particles trapped by optical forces should quickly diffuse
away from the trapping site, while the particles trapped by other means should
stay in place. Unfortunately, this simple test is often twisted in plasmonic trapping
research. For example, the study in Ref. [45] claims optical trapping of 10 nm gold
nanoparticles in the gap of nanoantenna. Their argumentation that the trapping is
induced by optical forces is based on their observation that upon switching off the
laser the particle escapes from the trap after 1.5 min!

Another example of the misleading interpretation in plasmonic trapping appli-
cations is often related to the way the trapping efficiency is defined. In conventional
tweezers, the incident intensity correlates fairly well with the intensity experienced
by the trapped specimen. This means that a simple ratio of force and incident in-
tensity closely corresponds to the trapping efficiency. An analogous approach is very
misleading in the case of plasmonic trapping. First of all, the nanostructures are
usually excited with beams incident at the critical angle to the interface upon which
the nanostructures reside. In such a case, the intensity at the interface is usually
several times larger than the actual incident intensity [52]. This increased intensity
is further enhanced by the plasmon resonance. As a consequence, the actual inten-
sity near the plasmonic structure can be orders of magnitude higher than the stated
incident intensity (Fig. 3.1). This clearly shows that the local intensity experienced
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**Fig. 3.1:** (a) In the case of trapping with Gaussian beam the incident intensity
closely corresponds to the local intensity experienced by the particle; (b) In the
case of trapping with plasmonic nanostructures the value of incident intensity is not
equivalent to the local field intensity as experienced by the particle. The incident
intensity is enhanced in two steps - first at the interface due to critical angle incidence
and secondly by the plasmon resonant nanoantenna. The final local intensity can
thus be orders of magnitude higher than the stated incident intensity.
3.1 The theory of the optical forces

3.1.1 The Maxwell stress tensor method

The force exerted on an object positioned in a time-harmonic electromagnetic field of frequency $\omega$ can be obtained by using the law of conservation of linear momentum. The linear momentum can be present in the system as either electromagnetic field momentum or mechanical momentum of the object. The sum of these two, which is the total momentum of the system, is conserved. In an optical interaction of object with electromagnetic field the momentum is transferred from one form to another. This change of momentum, from field to mechanical, exhibits itself as a mechanical force acting on the object. Indeed, the force $\mathbf{F}$ acting on the object corresponds to
the variation of the mechanical momentum $p$ leading to $F = \frac{dp}{dt}$.

The electromagnetic field momentum flux in the linear medium of relative permittivity $\epsilon_m$ and permeability $\mu_m$ is represented mathematically by the Maxwell stress tensor [56]

$$\sigma_{ij} = \epsilon_0 \epsilon_m E_i E_j + \mu_0 \mu_m H_i H_j - \frac{1}{2} \delta_{ij} \left( \epsilon_m \epsilon_0 E_k E_k + \mu_m \mu_0 H_k H_k \right),$$  \hspace{1cm} (3.1)

where we used implicit summation on repeating indices and $E_i$ and $H_i$ correspond to the electric and magnetic fields. This form of the Maxwell stress tensor can be cast into a simpler form in harmonic fields, where the following equation holds

$$E_i(r, t) = \Re \left[ E_i(r) e^{i\omega t} \right] = \frac{1}{2} \left( E_i(r) e^{i\omega t} + E_i^*(r) e^{-i\omega t} \right).$$  \hspace{1cm} (3.2)

Using the above equation, we can write the product of any two field components as

$$E_i H_j = \frac{1}{4} \left( E_i(r) e^{i\omega t} + E_i^*(r) e^{-i\omega t} \right) \left( H_j(r) e^{i\omega t} + H_j^*(r) e^{-i\omega t} \right) = \frac{1}{2} \Re \left( E_i H_j^* + E_i H_j e^{2i\omega t} \right).$$  \hspace{1cm} (3.3)

As we are only interested in quantities averaged over one optical cycle, we can write the cycle averaged Maxwell stress tensor in the following form

$$\langle \sigma_{ij} \rangle = \frac{1}{2} \Re \left[ \epsilon_0 \epsilon_m E_i E_j^* + \mu_0 \mu_m H_i H_j^* - \frac{1}{2} \delta_{ij} \left( \epsilon_m \epsilon_0 E_k E_k^* + \mu_m \mu_0 H_k H_k^* \right) \right],$$  \hspace{1cm} (3.4)

where $\langle . . . \rangle$ corresponds to $\frac{1}{T} \int_0^T \ldots \, dt$ with $T = 2\pi/\omega$.

Now imagine an object inserted into space of volume $V$ with boundary given by a closed surface $S$. If we integrate the flux flow of electromagnetic momentum across the surface $S$ and observe non-zero electromagnetic momentum flux flow then a sink or a source of electromagnetic momentum exists in volume $V$. This can only be explained by transformation of momentum from electromagnetic to mechanical. The electromagnetic force acting on an object can thus be written as

$$\langle F_i \rangle = \int_S \langle \sigma_{ij} \rangle n_j \, dS,$$  \hspace{1cm} (3.5)

where $n_j$ is the outward unit normal to the closed surface $S$. The problem of finding the optical force acting on an object thus reduces to finding the solution of the $E_i$ and $H_i$ fields.

3.1.2 Model for solving $E_i$ and $H_i$

In order to determine the optical forces we need to find the form of the fields $E_i$ and $H_i$. This can be done analytically for certain simple geometries. For example, an analytical solution of the scattering problem for a sphere exists (Mie solution [49]).
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The extension of Mie theory, the T-matrix approach [57], also exists and is suited for more general geometries. Unfortunately, the above mentioned purely analytical methods cannot be used for structures positioned at the interface between two media, which is often the case in optical trapping applications. In such a situation one of the semi-analytical methods such as multiple multipole method or volume integral method is available [14]. However, due to rapid increase of computational power of computers, pure numerical methods, such as the finite element method (FEM) or the finite-difference time-domain method (FDTD), are becoming increasingly popular and analytical and semi-analytical methods are only used as a way to validate the output from purely numerical methods. In the following studies we will adopt a pure numerical approach based on the FEM method in the implementation from COMSOL Multiphysics. The validity of the FEM model will be always benchmarked with respect to Mie theory. The process of benchmarking is described in Sec. 3.1.3.

Any time-harmonic scattering problem can be efficiently solved using the scattered field formulation of the RF Module supplied with COMSOL Multiphysics. The equation solved by FEM solver can be easily derived from Maxwell’s equations (this time with sources included for more generality)

\[
\nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t}, \quad (3.6)
\]

\[
\nabla \times \mathbf{H} = \mathbf{j} + \frac{\partial \mathbf{D}}{\partial t}, \quad (3.7)
\]

\[
\nabla \cdot \mathbf{D} = \rho, \quad (3.8)
\]

\[
\nabla \cdot \mathbf{B} = 0. \quad (3.9)
\]

In all the subsequent discussions, we will assume that the materials involved are homogeneous and isotropic, which means that no tensorial description for optical properties is needed. Further, linear constitutive relations

\[
\mathbf{j} = \sigma(\omega)\mathbf{E}, \quad \mathbf{D} = \varepsilon(\omega)\mathbf{E}, \quad \mathbf{B} = \mu(\omega)\mathbf{H} \quad (3.10)
\]

are assumed, which is a reasonable assumption for incident intensities used in this thesis. This form of linear constitutive relations also allows us to treat the calculations as the time-harmonic problem and furthermore, the optical forces resulting from different spectral components can be simply added together. Using the material equations, we can re-write first two Maxwell’s equations as

\[
\nabla \times \mathbf{E} = -\mu \frac{\partial \mathbf{H}}{\partial t}, \quad (3.11)
\]

\[
\nabla \times \mathbf{H} = \sigma \mathbf{E} + \varepsilon \frac{\partial \mathbf{E}}{\partial t}. \quad (3.12)
\]

Further, as our problem is time-harmonic and our excitation field is going to be composed of monochromatic plane-waves with angular frequency \(\omega\), we can assume that all variables have time dependence of \(e^{i\omega t}\). This gives us Maxwell’s equations in time-harmonic form

\[
\nabla \times \mathbf{E} = -i\omega \mu \mathbf{H}, \quad (3.13)
\]
\[ \nabla \times \mathbf{H} = (\sigma + i\omega \varepsilon) \mathbf{E}. \]  
(3.14)

Substitution of the first equation into the second gives

\[ \frac{1}{\mu} (\nabla \times \nabla \times \mathbf{E}) - (\varepsilon \omega^2 - i \omega \sigma) \mathbf{E} = 0. \]  
(3.15)

Using \( \mu = \mu_0 \mu_r \), \( \varepsilon = \varepsilon_0 \varepsilon_r \), \( \omega = k_0 c_0 \) and \( c_0 = 1/\sqrt{\varepsilon_0 \mu_0} \), we can finally write

\[ \frac{1}{\mu_r} \nabla \times \nabla \times \mathbf{E} - k_0^2 \left( \varepsilon_r - i \frac{\sigma}{\varepsilon_0} \right) \mathbf{E} = 0, \]  
(3.16)

where \( \varepsilon_r - i (\sigma/\omega \varepsilon_0) = \hat{\varepsilon} \) is the complex permittivity. For non-magnetic case we further assume \( \mu_r = 1 \). So, at last, we can write the equation in a more compact form as

\[ \nabla \times \nabla \times \mathbf{E} - k_0^2 \hat{\varepsilon} \mathbf{E} = 0. \]  
(3.17)

This is the partial differential equation solved by FEM solver. The solution for \( \mathbf{H} \) can then be found using Eq. (3.13).

In scattered field formulation of the problem, the solver solves only for scattered electric field \( \mathbf{E}_{\text{sc}} \). This means that the initial field \( \mathbf{E}_i \) has to be given to the solver as input. If we write the total electric field as \( \mathbf{E} = \mathbf{E}_i + \mathbf{E}_{\text{sc}} \) the above equation can be written in the following form

\[ \nabla \times \nabla \times \mathbf{E}_{\text{sc}} - k_0^2 \hat{\varepsilon} \mathbf{E}_{\text{sc}} = -\left( \nabla \times \nabla \times \mathbf{E}_i - k_0^2 \hat{\varepsilon} \mathbf{E}_i \right). \]  
(3.18)

Any incident field can be written as the linear superposition of plane-waves. This implies that the only incident solution we are interested in is either s- or p-polarised plane-wave incident at a certain angle \( \theta_i \). In the following, we will also deal only with one interface (glass-water) in the computational domain. This reduces the problem to finding Fresnel transmission and reflection coefficients of the given interface.

The incident field can be expressed in the glass domain for p-polarised plane-wave (assuming \( \mathbf{k} \)-vector in yz-plane (Fig. 3.2)) as

\[ E_{y,p}^g(x, y, z) = A \left[ e^{-ik_g (\cos \theta_i z + \sin \theta_i y)} + R_p e^{-ik_g (-\cos \theta_i z + \sin \theta_i y)} \right] e^{i \phi} \cos \theta_i, \]  
(3.19)

\[ E_{z,p}^g(x, y, z) = A \left[ e^{-ik_g (\cos \theta_i z + \sin \theta_i y)} + R_p e^{-ik_g (-\cos \theta_i z + \sin \theta_i y)} \right] e^{i \phi} \sin \theta_i, \]  
(3.20)

where \( A \) is the amplitude of plane-wave, \( k_g \) is the wave-number in glass and \( R_p \) is the Fresnel coefficient of reflection\(^2\)

\[ R_p = \left( \frac{n_w \cos \theta_l - n_g \cos \theta_t}{n_w \cos \theta_l + n_g \cos \theta_t} \right)^*, \]  
(3.21)

where \( n_g = 1.518 \) and \( n_w = 1.33 \) are the refractive indices of glass and water respectively and \( \theta_t \) is the angle of transmitted wave \( \theta_l \) for the other possible choice of time dependency, namely \( e^{-i\omega t} \), the complex permittivity is of the form \( \hat{\varepsilon} = \varepsilon_r + i (\sigma/\omega \varepsilon_0) \). The sign is important for correct interpretation of tabulated data of optical constants of noble metals.

\(^2\)The conjugation is necessary for incident angles above the critical angle.
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Fig. 3.2: Reflection ($\vec{E}$) and refraction ($\vec{E}$) of an incident plane-wave ($\tilde{E}$) with wavevector in $yz$-plane.

In water domain, the equations have the following form

\[
E_{\gamma p}^w(x, y, z) = A \left[ -T_p e^{-ik_w((\cos \theta_t)^* z + \sin \theta_t y)} \right] e^{i\phi}(\cos \theta_t)^*, \tag{3.22}
\]

\[
E_{z p}^w(x, y, z) = A \left[ T_p e^{-ik_w((\cos \theta_t)^* z + \sin \theta_t y)} \right] e^{i\phi} \sin \theta_t, \tag{3.23}
\]

where the $T_p$ is the Fresnel transmission coefficient given by

\[
T_p = \left( \frac{2n_g \cos \theta_i}{n_w \cos \theta_t + n_g \cos \theta_i} \right)^*. \tag{3.24}
\]

The incident field in the glass domain, for $s$-polarised plane-wave, can be expressed as

\[
E_{x s}^g(x, y, z) = A \left[ e^{-ik_g(\cos \theta_i z + \sin \theta_i y)} + R_s e^{-ik_g(-\cos \theta_i z + \sin \theta_i y)} \right] e^{i\phi}, \tag{3.25}
\]

where the Fresnel reflection coefficient for $s$-polarisation $R_s$ is

\[
R_s = \left( \frac{n_g \cos \theta_i - n_w \cos \theta_t}{n_g \cos \theta_i + n_w \cos \theta_t} \right)^*. \tag{3.26}
\]

In the water domain, the equation for $s$-polarised incident plane-wave is

\[
E_{x s}^w(x, y, z) = A \left[ T_s e^{-ik_w((\cos \theta_t)^* z + \sin \theta_t y)} \right] e^{i\phi}, \tag{3.27}
\]

where the Fresnel coefficient of transmission for $s$-polarisation $T_s$ is given by

\[
T_s = \left( \frac{2n_g \cos \theta_i}{n_g \cos \theta_i + n_w \cos \theta_t} \right)^*. \tag{3.28}
\]

In order to solve Eq. [3.18], we further need to specify permittivity of all the computational domains. This is easily done for glass and water as $n = \sqrt{\varepsilon}$. As the
rest of the thesis considers only gold nanostructures that are sufficiently large, we can use the bulk value of the permittivity as presented in Ref. [46] (Fig. 3.3).

Equipped with the incident field $E_i$ and the permittivity of materials, we can solve Eq. (3.18) in any time-harmonic situation with the only restriction being on the maximum velocity of the particle upon which the optical forces are being exerted. The particle’s velocity must be assumed sufficiently small so that Doppler shift effects and Lorentz forces are negligible. In nanoparticle optical tweezers applications, those assumptions are easily satisfied.

The last input for the solver are the boundary conditions. We do not have to use all the boundary equations to fully determine the problem. In fact, the continuity of tangential field components is satisfactory and proves more useful for the solver based on Eq. (3.18). The boundary equations used by the solver, for no sources at the boundary, are given by

$$
\mathbf{n} \times (E^w - E^g) = 0, \quad \mathbf{n} \times (H^w - H^g) = 0,
$$

where $\mathbf{n}$ is the normal to the interface of the two domains. However, the solver does not have a direct access to magnetic field during solving, so that in reality the second equation, actually used by the solver, is

$$
\mathbf{n} \times (H^w - H^g) \rightarrow -\mathbf{n} \times i\omega\mu_0 (H^w - H^g) = \mathbf{n} \times ((\nabla \times E)^w - (\nabla \times E)^g) = 0.
$$

Armed with all these assumptions and limitations of our model we are now fully prepared to proceed to the solution of the scattering problem and find fields $E_i$ and $H_i$.

### 3.1.3 Validation of the model

The output of the numerical model should be always validated by at least two independent methods, even in the case of the commercial solvers. In fact, the
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validation of the model is usually the most time intensive task of the modelling process. In this section, we will briefly discuss some of the common strategies for validation of the scattering model.

The first step when setting up a model based on the scattering formulation, given by Eq. (3.18), is to verify that in the absence of the scatterer, the input field $\mathbf{E}_{\text{inc}}$ gives zero scattered field $\mathbf{E}_{\text{sca}}$. This step seems to be trivial but it can reveal serious problems in the model setup. For example, one of the early versions of COMSOL Multiphysics contained an error in the formulation of the Perfectly Matched Layer (PML). The PML is a layer that has to be included to simulate unbounded scattering problems. Since any real computation domain has to be finite, the question arises what boundary conditions to use in the truncated model to mimic the infinite character of the problem. The solution to this problem was suggested by Berenger [58], who was the first to introduce the PML. The PML is in fact not a boundary, but rather an additional domain with specific material properties that absorbs the incoming electromagnetic field and does not reflect any field back into computational domain. It can be shown [59] that the ideal absorbing material is anisotropic with permittivity and permeability of the material defined as

$$
\epsilon = \epsilon_0 \epsilon_r \begin{pmatrix}
\frac{s_x s_y}{s_z} & 0 & 0 \\
0 & \frac{s_y s_z}{s_x} & 0 \\
0 & 0 & \frac{s_z s_x}{s_y}
\end{pmatrix}, \quad 
\mu = \mu_0 \mu_r \begin{pmatrix}
\frac{s_x s_y}{s_z} & 0 & 0 \\
0 & \frac{s_y s_z}{s_x} & 0 \\
0 & 0 & \frac{s_z s_x}{s_y}
\end{pmatrix},
$$

(3.31)

where

$$
s_x = a_x - ib_x, \quad s_y = a_y - ib_y, \quad s_z = a_y - ib_y,
$$

(3.32)

where the parameters are set according to the problem. When, for example, we want the material to be absorbing in the $x$-direction, then we have to choose the parameters $a$, $b$ in such a way to get $s_x = 1 - i$, $s_y = 1$, $s_z = 1$. This kind of artificial medium basically acts as an efficient absorber for a wide interval of angles and frequencies. The incident wave enters the medium, almost without any reflection, and is attenuated very quickly in the PML subdomain. This means that by the time the wave arrives to the outer boundary of the PML, it is very weak. However, we still have to apply some boundary condition at the open boundary of the PML. Fortunately, the wave is already very weak at the outer boundary which means that we do not have to be concerned so much with reflections. In any case, the numerical accuracy can be increased by using scattering boundary condition at the open boundaries of PML.

Several implementations of PMLs exist. COMSOL was using the anisotropic medium PML formulation mentioned above in the previous versions, but newer versions of COMSOL are using the Stretched coordinate formulation. Unfortunately, due to very different implementation of these methods, an error occurred in the newer version of COMSOL program in scattering mode, giving unwanted reflections from the PML layer. This error, first reported to COMSOL team by myself, was easily revealed during the first validation step of the model, because the scattered field $\mathbf{E}_{\text{sca}}$ was non-zero even in the absence of the scatterer. The comparison of the reflectivity of the bugged and corrected PML is shown in Fig. 3.4 for incident angles ranging
from 0 to 90 degrees. As you can see, the reflectivity of the bugged implementation of PMLs was actually more than 100% over a large interval of incident angles, which basically means that the PMLs acted like a field source and enhanced the reflected field. Sadly, the version of the software containing the error was on the market for several months despite the software’s popularity. This reveals a burgeoning need for the repeated validation of the model, especially for high level software like COMSOL, which develops very quickly and each software update might cause problems.

The next step of validation comprises in comparing the results of the numerical model with analytical solution. This can be usually done only for simplified geometries. In scattering problems, the analytical solution of Mie for spherical particles is invaluable for such testing. In scattering problems, the scattering ($C_{\text{sca}}$) and extinction cross-sections ($C_{\text{ext}}$) are often used to describe the object response to incident electromagnetic field. The extinction cross-section is a parameter that is related to the amount of energy taken from the incident radiation by the object. We can decompose it into the energy dissipated in the object, which will refer to the absorption cross-section ($C_{\text{abs}}$), and the energy scattered by the object, which will refer to the scattering cross-section $C_{\text{sca}}$. This allows us to write

$$C_{\text{ext}} = C_{\text{sca}} + C_{\text{abs}}.$$  \hspace{1cm} (3.33)

The scattering and absorption cross-section can be easily obtained from the numerical model. The scattering cross-section is related to the time-averaged power outflow from the computational domain. The absorption cross-section is then related to the time-averaged resistive heating. It is also convenient to define scattering, absorption and extinction efficiencies. Those are basically just corresponding cross-sections.

---

3It is quite entertaining to see the official statement in hotfix release by COMSOL team which says, literally: "When using the scattered field formulation, the performance of perfectly matched layers (PMLs) has been improved."
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\[ Q_{\text{ext}} = \frac{C_{\text{ext}}}{\pi r^2}, \quad Q_{\text{sca}} = \frac{C_{\text{sca}}}{\pi r^2}, \quad Q_{\text{abs}} = \frac{C_{\text{abs}}}{\pi r^2}. \]  

(3.34)

The theoretical values for the scattering and the extinction efficiencies are given by [13]

\[ Q_{\text{sca}} = \frac{2}{q^2} \sum_{l=1}^{\infty} (2l + 1) \left( |a_l|^2 + |b_l|^2 \right), \quad Q_{\text{ext}} = \frac{2}{q^2} \sum_{l=1}^{\infty} (2l + 1) \Re (a_l + b_l), \]  

(3.35)

where \( q = 2\pi r/\lambda \) (\( \lambda \) is the wavelength in the medium surrounding the particle) and \( a_l, b_l \) are Lorentz-Mie coefficients, which can be derived after lengthy calculations [49]

\[ a_l = \frac{\psi_l(q)\psi'_l(mq) - m\psi_l(mq)\psi'_l(q)}{\zeta_l(q)\psi'_l(mq) - m\psi_l(mq)\zeta'_l(q)}, \]  

(3.36)

\[ b_l = \frac{m\psi_l(q)\psi'_l(mq) - \psi_l(mq)\psi'_l(q)}{m\zeta_l(q)\psi'_l(mq) - \psi_l(mq)\zeta'_l(q)}, \]  

(3.37)

where \( m \) is the effective refractive index as defined in Chapter 2 and \( \psi_l(x), \zeta_l(x) \) are Bessel and Hankel functions given by

\[ \psi_l(x) = \sqrt{\frac{\pi x}{2}} J_{l+\frac{1}{2}}(x) \]  

(3.38)

\[ \zeta_l(x) = \sqrt{\frac{\pi x}{2}} H^{(2)}_{l+\frac{1}{2}}(x). \]  

(3.39)

A MatLab script was written to calculate the scattering and extinction efficiencies using this method. The script was tested by comparison with some of the well established results for dielectric [60] and metallic [61] particles over a wide range of values of parameter \( q \). For example, the scattering efficiency \( Q_{\text{sca}} \) of water particles in air medium for various parameters of \( q \) in Fig. 3.5a is completely identical to that given in [49]. One can also see that the scattering cross-section converges to twice the geometrical cross-section for a very large particles, which is a well known, although somewhat paradoxical, result [49].

The question remains how to compare the results from Mie with those obtained in COMSOL Multiphysics. The parameters that can be calculated quite easily in COMSOL are the scattering and absorption efficiency. The extinction efficiency can be then evaluated using Eq. (3.33). The absorption efficiency is clearly proportional to the resistive heating \( Q_{\text{res}} \) in the metal and can be found to be [62]

\[ Q_{\text{abs}} = \frac{1}{\pi r^2} \frac{2}{\sqrt{\varepsilon_0/\mu_0} E_{\text{inc}}^2} \int Q_{\text{res}} \, dV, \]  

(3.40)

where \( E_{\text{inc}} \) is the amplitude of the incident electric field. Similarly, the scattering efficiency can be calculated as [62]

\[ Q_{\text{sca}} = \frac{1}{\pi r^2} \frac{1}{E_{\text{inc}}^2 R_t^2} \int |E_{\text{far}}|^2 R_t^2 \, d\Omega, \]  

(3.41)
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Fig. 3.5: (a) Scattering efficiency $Q_{sca}$ of water sphere ($n = 1.33$) in air; (b) Comparison of the scattering $Q_{sca}$ and absorption $Q_{abs}$ efficiencies for a gold sphere (radius of $r = 100$ nm) in air calculated using Mie theory and COMSOL Multiphysics software.

where $R_f$ is the radius of the boundary (spherical), which is used by COMSOL to calculate the far-field $E_{\text{far}}$ from the known near-field $E$ at this boundary.

Fig. 3.5b shows the comparison of the scattering and absorption efficiencies of the gold particle with radius $r = 100$ nm surrounded by air calculated from Mie theory and using the COMSOL Multiphysics. You can see a very good agreement between the two independent approaches. However, to achieve this level of agreement, two things have to be considered:

- **mesh** - things to consider include mesh symmetry at the sphere boundary, the type and minimum size of the mesh elements and the number of mesh points across the PML domain.

- **the distance of the scatterer from the PML** - the PML is able to absorb only the propagating field components but fails to absorb the evanescent field components. Fortunately, the evanescent fields in the proximity of the particle quickly decay. In any case, the appropriate distance for which the PML works correctly needs to be benchmarked for each particular situation.

The described validation of the model based on the comparison of the scattering and absorption efficiencies ensures the validity of the solution $E_i$ and $H_i$. The fields $E_i$ and $H_i$ are consequently used as an input for force calculation using Eq. (3.5). The force results obtained in this way were further compared with Mie theory based results. For this, we have used a modified script based on Ref. [63] which calculates forces from Mie coefficients. The validity of both approaches was further checked

---

4COMSOL uses Stratton-Chu formulas to calculate the far-fields. Unfortunately, the implementation of these formulas are correct only for air ($n = 1$) medium surrounding the particle (corrected in COMSOL v 4.2). Since the module responsible for calculation is not editable, one can only get the correct results in different media by utilising the self-similarity of the problem which involves simultaneous scaling of the wavelength and material constants.
in the limiting cases of very small particles (Rayleigh regime) and for very large particles (ray optics regime).

The above mentioned series of model validity checks give us a high level of confidence in the developed model. We have used this model in all subsequent simulations included in this thesis. Let us now begin with the study of optical forces near a nanoantenna.

3.2 Optical forces near a nanoantenna

(Part of the section reprinted from [5]. Copyright 2010 SPIE.)

We analysed a special case of a dielectric sphere of refractive index $n = 1.5$ (glass) with a diameter of 100 nm in the proximity of the nanoantenna. This represents a typical problem in the plasmonic trapping applications. In order to get a complete information about the force field in such a case, we have to repeatedly solve the scattering problem for a series of sphere’s positions. Each solution step consists of positioning the sphere at a certain point $(x, y, z)$ in a computational domain, the scattering problem is subsequently solved and the Maxwell stress tensor method is used to calculate the forces acting on the sphere at this point.

The model was verified by comparing the FEM solution with the Mie theory in the simple case of the sphere inserted into homogeneous medium (no interface in the computational domain at this stage). The FEM model and Mie forces were compared for positions of the sphere covering the whole computational window and the maximum observed deviation from exact Mie solution was 3%. The mesh used for this comparison was the same as that used for the final solution of our nanoantenna-sphere scattering problem, however, the optical properties of nanoantenna and substrate were set to optical properties of the medium at this stage. The maximum element size of 8 nm for the Maxwell stress tensor integration boundary and 14 nm for nanoantenna boundary were found to be optimal to provide sufficient accuracy. The comparison of FEM and Mie solution revealed the necessity to move the PMLs at least $\lambda_0/2$ from the nearest scattering object.

For reasons of numerical stability and reliability, we have also decided to limit the grid for the sphere in such a way, that the minimum distance between nanoantenna and the lowest point of the sphere is 10 nm. The resolution of a narrower region would require a very fine mesh and this, in combination with the necessity to move the PML in sufficient distance and fine coordinate grid for the positions of the sphere, would result in a computationally time and memory intensive problem, which was not possible to perform on our computer. We are aware of the fact that this is very inconvenient in terms of force field calculations as the magnitude of the force is exponentially increasing as we approach closer to nanostructure, but in terms of incident wavelength and the size of structures involved, 10 nm is just a fraction of these values and basically corresponds to the case of sphere touching the nanostructure. Further, simple extrapolation procedure seems to give very accurate predictions for the magnitude of the forces for smaller separations than 10 nm, which was tested in a special case of a sphere in a central trap. An order of magnitude
estimate of the optical forces for smaller separations can thus be obtained in this way. This type of extrapolation, however, cannot be used for a gap between sphere and nanoantenna smaller than \( \approx 1 \) nm, because, at this scale, the macroscopic Maxwell’s equations fail to capture the quantum mechanical behaviour of the system \[64\].

### 3.2.1 Case 1: normal incidence

The geometry considered is depicted on Fig. 3.6. The depicted geometry exhibits a resonant behaviour at \( \lambda_0 = 1064 \) nm (Fig. 3.7). Each nanoantenna arm supports \( \lambda_{\text{eff}}/2 \) mode with \( \lambda_{\text{eff}} = 300 \) nm. The effective mode wavelength is an important parameter for the efficient coupling between two antenna arms and is closely related to the field enhancement inside the gap \[55\]. In a nutshell, the shorter the effective wavelength of the supported mode, the larger the apparent size of the gap appears and vice versa. The apparent smaller size of the gap for large effective mode wavelengths thus improves the coupling efficiency in between the two arms of the nanoantenna, which results in better field enhancement.

One might incorrectly conclude from this, that the optimal nanoantenna design for trapping consists of very small gap and very long effective mode wavelength. This

---

Fig. 3.6: The sketch of the geometry considered. The two yellow blocks represent the gold nanoantenna on top of the glass and submerged in water. The incident field wavevector is normal to the interface and the polarisation is parallel to the longer axis of antenna. The radius of curvature of the rounding of nanoantenna edges is 15 nm.
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Fig. 3.7: The field enhancement factor in the middle point of the nanoantenna gap shows resonance at about $\lambda_0 = 1064$ nm. The nanoantenna is surrounded by water with refractive index of $n = 1.33$.

Fig. 3.8: (a) Comparison of the field enhancement profile 20 nm above (a) our nanoantenna geometry; (b) geometry presented in Ref. [4] for their respective resonant wavelengths of (a) 1064 nm and (b) 800 nm. Both nanoantennas are considered placed in a water medium lying on top of a glass substrate.
would indeed provide maximum enhancement inside the gap but a gradient of such a strongly enhanced field might not be fully accessible to the particle. For trapping purposes, we rather need to take into account the overlap of the enhanced gradient field with the volume of the particle. For example, even though the effective mode wavelength of our geometry is 150 nm with a gap size of 40 nm, the field profile 20 nm above the structure (Fig. 3.8) shows a favourable field enhancement when compared to geometry presented in Ref. [4] with effective mode wavelength of 166 nm and gap size of 30 nm. In fact, we will later see that the forces attracting the particle towards the gap are larger in our case too. This might be confusing because we said in Chapter 2 that the larger the gradient, the larger the gradient force and the second structure has slightly larger gradients in intensity. However, the treatment of the problem in Chapter 2 assumed real dipole that can "feel" the complete gradient of the intensity in a given position. In this case, however, only a small portion of the particle interacts with the strong field gradient close to the gap. The majority of the volume of the particle has insignificant contribution to light-matter interaction inducing the forces. As a result, the average field gradient that is "felt" by the whole particle can be much smaller than the maximum gradient of intensity derived from the scattering problem.

For the very same reason, the side traps that are more accessible to the particle might, quite generally, lead to similar trapping properties when compared to gap induced traps of the nanoantenna structure. The antenna geometry presented in Ref. [4] also supports a higher order mode, which results in many hot spots in the proximity of nanoantenna. The separation of the hot spots is also not as clear as in our case, which might lead to jumps in between the neighbouring traps. For these reasons, we have decided to analyse in detail our geometry (Fig. 3.6) and provide a fair comparison with geometry presented in Ref. [4].

The field used for excitation of localised plasmon in nanoantenna is a plane wave normal incident to the antenna with polarisation parallel to the longer axis of antenna. The incident intensity in the computational domain was set to 17 mW/µm², which corresponds to the plane wave field amplitude of \( E_0 = 2.9141 \times 10^6 \text{ Vm}^{-1} \).

The resulting force field is shown on Fig. 3.9, 3.10a and 3.10b. There are three traps, one in the center and one at each end of the nanoantenna. The magnitude of optical forces in the central and side traps is very similar and each is sufficient for optical trapping since the depth of all three traps is several \( kT \)'s (see Fig. 3.11a).

The extraction energy profile, for a dielectric sphere, along the line parallel to the longer axis of nanoantenna 10 nm above the structure also confirms the similarity of the central and side traps. This behaviour is further supported when directly comparing the trapping forces for small displacements from the stable trap position (see Fig. 3.11b, 3.12a and 3.12b). This multiple trap site feature might be very inconvenient in terms of trapping, since it seems, that there is no favourable position for trapping. This loss of control over particle position could have serious implications for applications, where immobilisation needs to be combined with specific position

\[ ^5 \] The effect is somehow similar to having a single toe or the whole body submerged in fast flowing river.
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Fig. 3.9: Streamlines and magnitude of forces acting on the dielectric particle with its lowest point at distance $z$ from the nanoantenna. Three bright spots correspond to the locations of the traps.

Fig. 3.10: (a) The magnitude of $|F_z|$ and (b) $|F_{xy}|$ with streamlines for the lowest point of sphere 10 nm from the nanostructure.
Fig. 3.11: (a) The extraction energy needed for a dielectric particle with its lowest point 10 nm above nanoantenna to be moved by 60 nm in the $z$-direction, where the antenna induced forces become negligible. Traps are in the positions of the maxima of the extraction energy profile. (b) Vertical force acting on the sphere in central trap and side traps as a function of the distance of the sphere’s lowest point from nanoantenna. The negative sign of the force corresponds to the force pointing down towards the nanoantenna. The bars on the axis denote the extent of the nanoantenna.

Fig. 3.12: Lateral forces acting on a dielectric sphere with its lowest point 10 nm above the structure in (a) central and (b) side traps, where $d$ is the displacement from the center of the trap. The dashed line is the reflection of the graph around horizontal axis for $d > 0$, which allows easier assessment of the symmetry or asymmetry of the lateral forces.
in the enhanced field around nanostructures as is the case for Surface Enhanced Raman Spectroscopy. We would argue that this multiple trap character, given by underlying mode profile, is one of the major drawbacks of plasmonic trapping. On one hand, we can localise the particles in a very small volume. On the other hand, we do not know in which of the traps the particle actually resides.

### 3.2.2 Case 2: total internal reflection incidence

We have seen in the previous section, that the central and side traps are very similar. In this section we want to determine the effect of varying the angle of the incident plane wave upon the nanoantenna on the trapping sites. One case that we study in detail is the total internal reflection at critical angle shown in Fig. 3.13. This also corresponds to the experimental realisation presented in Ref. [4]. However, the TIR configuration can be quite cumbersome and complex because specialist optical elements need to be used and it is therefore reasonable to ask whether this approach brings some significant advantages over the case of normal incidence.

We first modelled the \( z \)-forces acting on the particle in central and side traps for the lowest point of sphere 10 nm above the nanoantenna as a function of incident angle of the plane wave (Fig. 3.14a). The results clearly show that the optimal angle maximising the force is the critical angle. The angle dependence of force is closely resembling the intensity dependence on angle at the interface of two semi-

![Fig. 3.13: Total internal reflection incidence, polarisation parallel to the longer axis of antenna.](image-url)
Enhanced optical forces and heating near plasmon resonant nanoantenna

Fig. 3.14: (a) The $F_z$ force as a function of incident angle in the central and side traps for a lowest point of sphere 10 nm above the nanoantenna. (b) The local field intensity inside the particle normalised to $E_0 = 2.9141 \times 10^6 \text{Vm}^{-1}$ averaged over the volume of the particle positioned in central and side traps.

infinite media (derivation of this effect can be found in Ref. [52] on page 9). As the intensity at the interface is proportional to the effective intensity driving the localised plasmons, the net result is also a much higher local field (Fig. 3.14b) in the proximity of the nanoantenna. This local field reaches its maximum for critical angle. The increase in the intensity of local fields is then further projected into increased forces acting on the particle reaching the maximum for the critical angle.

However, the common goal of all optical trapping experiments is to maximise the trapping force and, at the same time, minimise the local fields interacting with the particle. Since the damage threshold of the trapped particles or living cells is not affected by global field intensity, but rather by local field intensity, the question arises whether the increase in optical force for TIR incidence is not just equivalent to increase of local field intensity, which can be easily achieved in normal incidence by simply increasing the global intensity of the laser. Fig. 3.14b actually shows that the force $F_z$ and the local field intensity (normalised to $E_0 = 2.9141 \times 10^6 \text{Vm}^{-1}$) averaged over the volume of the particle are increased by roughly the same factor. Thus, although the forces might seem to be optimised for the critical angle, the same angle gives highest optical fields inside the particle.

The more appropriate description of the efficiency of the trap is to directly relate local field intensity inside the particle, which drives the strength of light-matter interaction, to forces acting on the particle. We therefore looked at the dependence of force as a function of local field intensity averaged over the volume of the particle for the cases of normal incidence and TIR incidence at the critical angle (Fig. 3.15). The improvement in trapping efficiency by using TIR incidence as opposed to the normal incidence, determined from the ratio of the slopes in Fig. 3.15a, is 23%. On the other hand, the heat generation rate in nanoantenna, calculated from volume integral of time-averaged resistive heating in our model, is 28% higher for a given local field intensity in the particle for TIR illumination compared to the normal incidence case (Fig. 3.15b). This could completely cancel the 23% gain in magnitude
of forces because the heat is dissipated not only by conduction but by convection as well. The issue of convective heating is discussed in more detail in the following section.

The TIR incidence thus does not provide any particular advantage over normal incidence case from the point of view of forces normalised in a way to reflect the efficiency of trapping. To achieve the same magnitude of force, roughly the same local field intensity inside the particle is observed for both illumination cases. In addition, the TIR critical angle incidence further introduces asymmetries to the trapping sites (Fig. 3.16 and Fig. 3.17), which might further decrease the performance of the nanoantenna structure. As can be seen on Fig. 3.17, the TIR case significantly breaks the symmetry of lateral forces in central trap, but on the other hand, the symmetry of the side traps is surprisingly improved compared to the case of normal incidence.

The extraction energy profile and the $z$-force dependence (Fig. 3.18) for central and side traps clearly shows the equivalence of central and side traps even for TIR illumination, which further supports our conclusion that no preferred trap position exists near a nanoantenna and that, with this geometry, nanoparticles will be basically randomly trapped in either one of the three similar traps.

We can conclude, that TIR does not offer any significant advantages over the normal incidence case and the beam delivery system could thus be simplified by adopting normal incidence excitation in experiments.

### 3.2.3 Comparison of the two nanoantenna geometries

For a comparison of the trapping performance of our nanostructure with respect to the nanostructure presented in Ref. [4], we performed numerical simulation of the extraction energy profile for an experimental situation described in Ref. [4], which
Fig. 3.16: (a) The magnitude of $|F_z|$ and (b) $|F_{xy}|$ with streamlines for the lowest point of sphere 10 nm from the nanostructure. Notice, that the symmetry of the problem is broken. The incident plane wave is incident at critical angle from the left.

Fig. 3.17: The lateral forces, for critical angle incidence, acting on a dielectric sphere with its lowest point 10 nm above the structure in (a) central and (b) side traps, where $d$ is the displacement from the center of the trap in normal incidence case. The dashed line is again the reflection of the graph around horizontal axis for $d > 0$, which allows easier assessment of the symmetry or asymmetry of the lateral forces.
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Fig. 3.18: (a) The extraction energy needed for a dielectric particle with its lowest point 10 nm above nanoantenna to be moved by 60 nm in the $z$-direction for critical angle incidence. Antenna induced forces became negligible at this point. (b) Vertical force acting on the sphere in central trap and side traps as a function of the distance of the sphere’s lowest point from nanoantenna for critical angle incidence. The bars on the axis denote the extent of the nanoantenna.

means trapping of 200 nm polystyrene beads at TIR incidence (we assumed critical angle incidence as the angle of incidence was not specified in the paper). To be able to compare the trapping performance, the incident intensity used for simulations was set again to $17 \text{mW/µm}^2$. Since the attractive forces induced by this type of antenna are reversed to repulsive quite close to the antenna structure, we took as a measure of extraction energy the energy needed to move the bead from its initial position to the position, where the force was zero.

Fig. 3.19: The extraction energy profile for the geometry presented in Ref. [4] in the case of 200 nm polystyrene bead. The bars on the axis denote the extent of the nanoantenna.
The extraction energy profile (Fig. 3.19) clearly shows that the trapping properties in terms of the absolute depth of the potential well are almost the same for both types of antennas. However, the structure supports even more trapping sites (consequence of the higher order mode supported by the nanoantenna), with not as clear boundaries as in the case of our structure. The most efficient trapping appears to be in the second hot spot away from the centre of the gap, which is in good agreement with the simulations presented in Ref. [4]. Also notice that the centre trap is quite weak, which is a demonstration of the lack of overlap between the enhanced field in the gap and the geometry of the particle. When we further realise that the reference particles are twice as big in Ref. [4] case than in our case and that the gradient forces attracting the particles to the hot spots scale down with the volume of the particles, we can conclude that our structure has similar or even slightly better trapping properties than the structure presented in Ref. [4].

### 3.2.4 Heating issues

The heating effect in metallic nanostructures is intrinsically related to the amount of incident intensity. As we wish to compare the plasmonic tweezers to conventional optical tweezers, we used 17 mW/µm² as incident intensity corresponding to a realistic value for conventional tweezing. This incident intensity is also of the same order of magnitude as the one used in [34] demonstrating plasmonic trapping. Neglecting the thermal effects, the optical force scales linearly with the incident power and as such it is easy to deduce these forces for any illumination power.

From the thermal point of view, an incident power of 17 mW/µm² corresponds to a heat generation rate of about 1.5 mW in one antenna arm (at critical angle incidence). This value was calculated from the resistive losses integrated over the volume of the antenna arm using the Comsol Multiphysics model and verified by comparing the power outflow from the computational domain with and without the scatterer included. Taking into account the size of the antenna and the thermal conductivity of the surrounding media, this would roughly imply, according to Ref. [65], a local temperature increase above the boiling point of water. This could lead to bubble formation and very strong hydrodynamic effects disrupting the trapped particle.

The thermally induced effect was also discussed in Ref. [4] where they estimated a temperature change of 1 K on the surface of the metal for their antenna geometry. To achieve such a small temperature change they decreased the incident intensity to about 40 µW/µm² in their experiment. However, according to our calculations such a low incident intensity makes the absolute trap depth about three orders of magnitude smaller than the one presented in this chapter. This renders the optical trap so weak (fraction of $k_B T$) that no optical trapping should be observed. Since large scale aggregation of colloid on a surface has also been reported due to the effects of thermophoresis and convection [36] and the same non-optical mechanisms were even used for trapping of 200 nm polystyrene beads [66], we believe that the observed localisation of particles may have been due to means other than the optical forces.
3.3 Attempts to differentiate heating and optical effects

In the course of my PhD, I have used the design of antennas (Fig. 3.20) analysed in Fig. 3.20: The scanning electron microscope (SEM) image of the antenna design used for our experimental trapping configuration. (Special thanks to Andrea Di Falco who fabricated the nanoantennas and took the SEM images.)

this chapter and never observed any trapping event for low intensities. Increasing the intensity above few mW/µm² always resulted in strong thermal dynamics and bubble formation. Sporadically, I have observed some localisation of particles, but the localisation effect was maintained after switching off the laser, which excludes the possibility of optically induced trap. Similar behaviour was observed by Wang et. al. [6] in the case of gold nanopillars. They solved the problem of heating by fabricating the nanopillar on top of a gold and copper layer, which served as a heat-sink. In this way, they were able to increase the incident intensity sufficiently high to observe trapping and even rotation of particles as small as 110 nm in diameter. We believe that the research presented in Ref. [6] represents one of the most significant steps in plasmonic trapping so far and provides a working nanotweezer based on the plasmon resonance.

Except for the research of Wang et. al [6], the performance of all other plasmonic trapping designs such as, for example, trapping in nanoholes [35, 37, 39, 40] is still hindered by heating. Before the research of Wang et. al. [6] was presented, we have attempted to experimentally differentiate the effects of optical forces and heating around plasmonic nanoantennas. The prime candidate, at the time, for the observed
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trapping were the heating induced convective currents. But it was often claimed, without any evidence, that the heating cannot be responsible for trapping because the heating "hot-spots" appear at different locations than the field intensity "hot-spots". This is indeed correct (Fig. 3.21), however the heat distribution inside the metal actually supports the idea that the convection currents might be responsible for trapping (Fig. 3.22). Based on this qualitative evidence, we have decided to experimentally separate the effects of heating and optical forces.

The idea was based on the fact that the heating and optical effects have different decay times in the system when the laser is switched off. While the optical effects disappear on the order of nanoseconds, the heating induced effects can exist as long as microseconds or even milliseconds. This means that the movement of the particle around nanoantenna, immediately after the laser is switched off, is dominated by

Fig. 3.21: The top view of a nanoantenna for (a) field intensity and (b) heating (heating obtained from resistive losses due to current density calculated in COMSOL model). The "hot-spots" appear in intrinsically different places.

Fig. 3.22: The two antenna arms serve as the heating centres that induce a convection current. The flow of fluid points towards the central gap of antenna. This suggests that the heating induced convection might be responsible for optical trapping near nanoantenna.
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heating in the system. Repeatedly switching off the laser and tracking the position and velocity of the particle around nanoantenna, right after the laser is switched off, reveals the contribution of heating effects to the movement of the particle. Tracking the motion of the particle with laser switched on reveals, in a similar way, the net effect of both - the optical forces and heating effects in the system. This approach leads to two velocity maps of a particle around nanoantenna - first velocity map represents the velocity of the particle induced by heat; the second velocity map then represents the velocity of the particle induced by combined effects of optical forces and heating. Subtracting the second map from the first then leads to a velocity map representing the effects of optical forces alone.

To verify this concept, we have designed the tracking algorithm in LabView (interface depicted in Fig. 3.23) capable of tracking the particles in 3D with nanometre precision. However, the project encountered several problems. First of all, as already stated, the trapping of particles near a nanoantenna was never actually observed for our experimental configuration which precluded any sensible construction of the maps. Furthermore, we could not really suppress the background of the nanoantenna while tracking the particle. This was partially due to continuous drift of the setup but also due to interference of the particle and the nanoantenna images. This inability to suppress the nanoantenna background introduced significant and rather
random systematic errors to a position of the tracked nanoparticles. Due to the above complications we have decided to abandon the project even though we think that the resolution of the heating contribution to trapping is a very interesting area to study.

### 3.4 Conclusion

In this chapter, we have concluded that the total internal reflection does not provide any particular advantage over normal incidence excitation in terms of near-field enhancement and the corresponding near-field optical forces. However, we note that the normal incidence excitation might hinder the approach of particles to the near-field zone of the nanoantenna due to the presence of non-negligible scattering force. This would push the particles away from the nanoantenna. As such the critical angle incidence is a more practical approach. However, we would also like to note that the near-field forces of antenna geometry in Ref. [4] become repulsive quite close to antenna structure and this might also hinder the approach to near-field zone.

Our calculations also showed that the incident intensity used for excitation of nanoantennas in Ref. [4] is not sufficient for optical trapping. The presented incident intensity makes the absolute trap depth about three orders of magnitude smaller than the one presented in this chapter. This renders the optical trap so weak (fraction of $k_B T$) that no optical trapping should be observed. Since large scale aggregation of colloid on a surface has also been reported due to the effects of thermophoresis and convection [36] and the same non-optical mechanisms were even used for trapping of 200 nm polystyrene beads [66], we believe that the observed localisation of particles may have been due to means other than the optical forces. We have attempted to differentiate the optical and the heating induced forces experimentally, however, our experiments met technical difficulties. We do believe, however, that this topic deserves further experimental attention.

To summarise, we anticipate that the exciting and complex interplay between electromagnetism, thermodynamics and mechanics in plasmonic tweezing applications will maintain a high level of research interest in this area for years to come.

Let us now turn our attention to another major application of plasmon resonance in the field of optical manipulation, that does not directly utilise the strong field confinement, but rather the dependence of resonant effect on the particle size.
Chapter 4

Plasmon resonances in optical sorting

We have seen, in Chapter 1, a qualitative proof that the localised plasmon resonance of the spherical particle should red-shift with increasing particle size. However, the quasi-static calculations of the localised plasmon mode of a sphere in Chapter 2 did not exhibit any such shift of plasmon resonance peak for increasing particle size. This failure of the quasi-static approach to capture the red shift of the resonance suggests that retardation effects must play some role.

There are two possible effects when we relax the quasi-static approximation. Firstly, the phase of the electromagnetic field across the volume of the nanoparticle is not constant any more. Consequently, this leads to the onset of higher order modes supported by particle. Secondly, the average separation of the charges generated by dipole mode and higher order modes will increase with increasing particles size. Intuitively, one would think that the larger distance between charges implies smaller Coulomb interaction and related restoring force. In fact, we have used this simplified argument in Chapter 1 to point out to the existence of the resonance red-shift. Unfortunately, the situation is not as simple. For example, the applied external field, in fact, displaces more charges in larger spheres and as a result, we cannot use the simple argumentation based on restoring Coulomb force. However, we might consider the following situation. Imagine we generate a charge density change on one side of the particle. Due to retardation, the reaction on the opposite side of the particle, for dipole mode, will have a phase delay on the order of

\[ \varphi \propto \frac{2\pi}{\lambda}(2r), \]  

(4.1)

from which we can easily see that the phase delay increases for larger particle sizes. As a result, it takes much longer for the changes to take effect in larger particles.

---

1 A significant portion of this chapter was reprinted with permission from [M. Ploschner et. al., Nano Letters, 12(4):1923-7,2012] [69]. Copyright 2012 American Chemical Society. To access the final edited and published work see http://pubs.acs.org/articlesonrequest/AOR-dn2q4qYvn8rH8YqrSn8K

2 The higher order modes will have the phase delay slightly lower because the average distance of the charges is smaller. [70]
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This can be equivalently viewed as if the time runs effectively slower, which finally implies the lower frequency of the mode for increasing particle size.

All the above described effects can be easily accounted for by using the rigorous Mie solution. The position of the resonance peak can be calculated from the extinction efficiency $C_{\text{ext}}$ which is given by Eq. (3.35). The resulting extinction efficiency profile for 100, 130 and 150 nm gold nanoparticles is depicted in Fig. 4.1 and shows a clear redshift of the dipole resonance peak for increasing particle size. As the extinction efficiency is proportional to the push force $F_{\text{push}}$, given by Eq. (2.4), we can expect that the push force exerted on gold nanoparticles will depend very strongly on the excitation wavelength. This opens up a new window for sorting gold nanoparticles by size. The results, exploiting the red-shift of resonance for optical sorting, presented in this chapter were recently published in Ref. [69].

4.1 Why does the size of a nanoparticle matter?

Gold nanoparticles have unique optical and chemical properties. We have just seen that their optical properties are strongly influenced by their plasmon resonances, associated with the collective excitation of conduction electrons, which in turn is dictated by the particle geometry. Further, their chemical properties allow for diverse functionalisation options. For these reasons, gold nanoparticles have emerged

---

$^3$Similar approach is applicable to any particle (e.g. silver) that exhibits shift of plasmon resonance peak for changing particle size.
4.2 Methods for sorting nanoparticles by size

Various chemical synthesis methods yield gold nanoparticles of different sizes, within a range from 2 nm to 200 nm and a typical polydispersity of at least 10%. The scaling of the synthesised volume can be complicated as vigorous stirring of reducing agent and homogeneous temperature is necessary for obtaining an acceptably low level of polydispersity and the optimal conditions for this change abruptly with volume. Various post-synthetic sorting methods such as sedimentation or centrifugation have been developed, however their dynamic range of sorting may be limited. On the other hand, purely optical based sorting or selection methods have the potential to sort or fractionate nanoparticles over a wide range of particle sizes in a sterile manner with exceptional sensitivity and show excellent compatibility with microfluidic environments.

Two main optical sorting approaches exist – namely active and passive. Active sorting techniques use fluorescent signals, optical switches and real-time computation for particle recognition that then subsequently acts as a trigger for another part of the system where optical (or other) forces are used to separate particles of different properties into separate streams. However, the need to use a trigger may add complexity and be impractical in many instances. For this reason, the last decade has seen the emergence of passive sorting methods which rely entirely on the different physical response of various particles to an extended optical field, commonly referred to as an optical potential energy landscape. Such passive sorting offers exceptional size and refractive index sensitivity and has been demonstrated in a number of geometries both with and without the presence of microfluidic flow. In microfluidic type sorting, laminar fluid flow perpendicular to the optical forces is employed and the separation of particles is either realised solely by scattering force differences in aperiodic optical patterns or by means of structured light fields creating periodical optical potential energy
Optical sorting of dielectric particles in the absence of flow has been realised by means of translating near-field evanescent wave interference patterns [10][105], with far-field interference patterns [106], Bessel modes [107] and proposed within an optical conveyor belt created with a dual beam photonic crystal fiber system [108]. However, metal nanoparticles, and particularly their resonant effects, have not been appropriately considered nor exploited for any form of experimental optical sorting. To date, optical sorting realisations have mainly focused on dielectric particles or cells, largely at the micron size scale with only a few theoretical studies [109][110] exploring the possibility to extend the range of this powerful method to the case of plasmonic nanoparticles such as gold and silver. And since the optical forces acting on metallic nanoparticles vary significantly with particle properties such as size and composition, particularly when close to plasmon resonance conditions, there is an opportunity for optical sorting utilising this behaviour. Furthermore, such a method, based on resonant behaviour related strongly to particle size, has a promise to deliver better resolution of the sizes simply because of the utilisation of intrinsic resonant property. This might be a major advantage over methods such as sedimentation or centrifugation that rely solely on the differentiation of the actual geometrical size.

For a quantitative comparison of the sorting methods and their limitations please see Tab. 4.1.

<table>
<thead>
<tr>
<th>Method</th>
<th>Material</th>
<th>Size</th>
<th>Resolution</th>
<th>Limitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>sieving</td>
<td>general</td>
<td>&gt; 2 µm</td>
<td>determined by the sieve quality</td>
<td>metal rectangular sieves have large openings</td>
</tr>
<tr>
<td>sedimentation in microfluidic channel</td>
<td>general</td>
<td>&gt; 1 µm</td>
<td>10% of the particle size</td>
<td>low throughput</td>
</tr>
<tr>
<td>periodic optical landscape [92]</td>
<td>dielectric/metallic?</td>
<td>≈ 1 µm</td>
<td>≈ 20 nm</td>
<td>low throughput</td>
</tr>
<tr>
<td>motional standing wave [10]</td>
<td>dielectric/metallic?</td>
<td>&gt; 350 nm</td>
<td>≈ 60 nm</td>
<td>shallow trap depth for smaller particles</td>
</tr>
<tr>
<td>our method</td>
<td>metallic</td>
<td>≈ 100 nm</td>
<td>≈ 30 nm; theoretical limit &lt; 5% of the size</td>
<td>shallow trap depth; shape variation of particles</td>
</tr>
</tbody>
</table>

Tab. 4.1: The summary and the quantitative comparison of the particle sorting methods. The data for sieving method taken from state of the art manufacturer IndustrialNetting. The data for sedimentation based sorting are based on the state of the art commercial device SPLITT from PostNova.
4.3 Bidirectional sorting of gold nanoparticles

In this section, we present the experimental demonstration of size selective bidirectional optical sorting of gold nanoparticles using a dual wavelength counter-propagating evanescent wave geometry (Figure 4.2). Our technique is based on

Fig. 4.2: Two Gaussian beams with wavelengths of $\lambda = 532\text{ nm}$ and $\lambda = 671\text{ nm}$ respectively are focused to the opposite edges of the back-focal plane of a total internal reflection fluorescence (TIRF) objective (Nikon NA=1.49, 100×). The beams propagate at the critical angle to the interface, where the counter-propagating evanescent field is generated. This both attracts the particles towards the substrate and guides them in the $\pm x$-direction. The balance of the forces from the two lasers is such that the particles of different diameter move in the opposite directions. The evanescent field scattered by particle into far-field is used for CCD imaging. The imaged particle appears red as part of the scattered field corresponding to $\lambda = 532\text{ nm}$ is filtered.

As a result, smaller nanoparticles predominantly interact with shorter wavelengths whereas larger nanoparticles are mainly influenced by longer wavelengths (Figure 4.4a). Selecting the optimal wavelengths and power ratio between the counter-propagating beams we generate a force field within the illuminated region that guides nanoparticles of different sizes in opposite directions to one another, thus realising sorting. The presented configuration extends optical sorting methods to the distinct case of plasmonic nanoparticles and size scales typically one order of magnitude lower than previously realised with dielectric objects [10,105–108]. We chose a near-field evanescent wave method for our experimental realisation as it offers both the ability to sort over extended area and enables particle confinement close to an interface [10,111]. The near-field method also allows for simple particle detection and identification during sorting as the particles are basically confined in a single plane. This confinement removes problems with particle defocusing which would emerge in configuration of two loosely focused beams realising the sorting in the whole volume of the chamber. As the real-time detection and identification of the particles
constitutes a very useful feature of our method, especially when considering that
the identified sorted particle may be utilised in situ, we believe, that the near-field
configuration is more useful than the loosely focused beam configuration which re-
quires an offline identification of the sorted ensemble using the scanning electron
microscope (SEM). The bidirectional character of sorting is also a useful feature.
Firstly, it allows for much clearer interpretation of sorting. Unidirectional sorting
would push particles of different sizes at different speeds, but such an experimental
realisation might be prone to preferred particle trajectories (certain heights in the
evanescent field) which might have a similar effect on the particle velocity. This is
not likely to happen in the bidirectional scheme given that the two beams overlap
and their incident angle is the same. Secondly, the particle delivery in one direction
has very limited range of applications as the sorted ensembles in the end arrive to
the same position (with some time delay).

4.3.1 Selection of operating wavelengths

Due to the presence of the plasmon resonance, the force profile, as a function of
particle size, will differ significantly for various wavelengths. In order to efficiently
differentiate particles of two sizes in bidirectional scheme, we require a combination
of both a flat and a steep gradient of the force profile since the subtraction of two
flat or two steep profiles never generates size regions strongly dominated by one
wavelength. The selection of appropriate wavelengths is thus crucial.

Our experimental realisation uses two wavelengths ($\lambda = 532$ nm and $\lambda = 671$ nm)
with very distinct gradient of optical force profile in selected interval of particle sizes.
We have used the following steps to find the ideal operating wavelengths.

First, the average growth rate $\alpha$ of the optical force $F \sim d^\alpha$ was estimated
in the interval of interest ($d = 80$ nm to $d = 160$ nm) for different wavelengths.
This was performed using the ratio of forces at the respective limits of the interval
($d_1 = 160$ nm and $d_2 = 80$ nm):

$$\frac{F_{d_1}}{F_{d_2}} \sim \left(\frac{d_1}{d_2}\right)^\alpha = 2^\alpha \rightarrow \alpha \sim \log_2 \left(\frac{F_{d_1}}{F_{d_2}}\right). \quad (4.2)$$

Fig. 4.3a shows that $\alpha$ exhibits large variation with wavelength. The minimum
of $\alpha$ is close to $\lambda = 532$ nm. The maximum converges asymptotically to $\alpha \approx 6$
which is a limit of Rayleigh scattering cross-section in the case of low absorption. Please
note that we deliberately chose the ratio of forces at the limits of the interval rather
than the standard gradient definition of $(F_{d_1} - F_{d_2})/(d_1 - d_2)$. The reason may be
understood from Fig. 4.3b. Here, we can see that the average gradient in interval,
at $\lambda = 1064$ nm, is smaller than both the gradient at $\lambda = 532$ nm and $\lambda = 671$ nm
in the interval (for the same incident intensity). However, scaling up the power
for $\lambda = 1064$ nm 10 times higher shows the true growth potential of $\lambda = 1064$ nm.
Please also note that the intersection of the $\lambda = 532$ nm curve with $\lambda = 1064$ nm
curve shifts as we scale the power. This can be very useful for maximising the
resolution of the method for certain particle sizes. However, this can be done only
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Fig. 4.3: (a) The force growth rate $\alpha$ as a function of wavelength for the interval of interest (particle diameters from $d = 80$ nm to $d = 160$ nm). (b) Optical forces calculated for the same incident intensity of 0.15 mW/µm$^2$. Increasing the power of $\lambda = 1064$ nm or $\lambda = 671$ nm shifts the intersection point with $\lambda = 532$ nm curve to smaller particle sizes. This can be used for optimisation of resolution for certain particle size intervals.

at the expense of an increase in power. Given the heating of a gold nanoparticle is negligible at both $\lambda = 671$ nm and $\lambda = 1064$ nm wavelengths, the former is a better choice as the absorption of water at $\lambda = 1064$ nm is much higher than at $\lambda = 671$ nm.

4.3.2 Forces and velocities in evanescent field

The interaction of metallic nanoparticles with the evanescent waves considered here is numerically studied in Figure 4.4. Figure 4.4a shows the forces experienced by the particle as a function of its diameter for the two wavelengths selected. You can indeed see that the growth factor $\alpha$ is a good estimate of the gradient of the optical force profile in the interval of particle sizes. The profile of optical force for $\lambda = 532$ nm is almost linear ($\alpha \approx 1$) whereas the optical force profile for $\lambda = 671$ nm is very steep ($\alpha \approx 4.5$). The difference in behaviour is due to the plasmon resonance, which is highlighted in Figure 4.4b. The peaks in the force normalised by the geometrical cross-section give evidence of the increased coupling efficiency of the light into the nanoparticle due to the plasmon resonance. We remark that a dielectric particle on this size scale, and at these wavelengths, would not exhibit any resonance effect precluding their sorting using this approach.

A nanoparticle of a given size experiences a total force due to the cumulative effect of the two optical fields, with a terminal velocity shown in Figure 4.4c. The optical force and corresponding terminal velocity were calculated for a gap of 50 nm between the particle and the interface. The corrections due to the proximity of the interface were also included [112]. Altering the intensity ratio between the beams shifts the threshold diameter for which the velocity changes sign. In our specific case,
Fig. 4.4: (a) The in-plane (x, y) optical force as a function of particle diameter calculated for a p-polarised plane-wave (incident intensity of 0.15 mW/µm² for both wavelengths). We considered an incident angle of $\theta = 62°$ at the glass-water interface. (b) Interaction efficiencies as a function of nanoparticle size for the two wavelengths used. (c) Velocity of the particles in counter-propagating evanescent field with intensity $I_{532} = 0.15$ mW/µm² and $I_{671} = 0.2$ mW/µm² used in the experiment. (d) Vertical attractive forces (z-direction) acting on nanoparticles of different diameters.
selecting the value of the ratio as \( I_{671}/I_{532} = 1.3 \) yields the threshold nanoparticle diameter of \( d = 110 \text{ nm} \). Please note that the cumulative effect of the two evanescent fields attracts the particle toward the substrate (Fig. 4.4d), but notice that the main contribution to the attractive force is from \( \lambda = 671 \text{ nm} \) laser.

### 4.3.3 The experimental setup

The experimental scheme used for optical sorting of gold nanoparticles is shown in Figure 4.5. Two diode pumped solid state lasers (MGL-III-532-300mW, \( \lambda = 532 \text{ nm} \), Laser 2000) and (MRL-III-671-300mW, \( \lambda = 671 \text{ nm} \), Laser 2000) were focused to the opposite edges of the back-focal plane of a TIRF (NIKON Apo, \( NA = 1.49 \)) oil immersion objective. The objective’s high NA allows for incident beam angles necessary for the generation of evanescent fields and a facile incident angle control when compared to the Kretchmann prism-coupling geometry. The focusing of the beams at the back-focal plane (angular spectrum plane) ensures a very narrow wavevector distribution of the field within the sample plane. The angle of incidence of the beams is controlled by two steering mirrors positioned in a plane conjugate to the sample plane. This configuration keeps the position of the beams fixed in the sample plane while enabling a variation of the incident angle. The beam waist of each of the two beams in the sample plane is equal to 8.5 \( \mu \text{m} \), which provides a sufficiently large two dimensional region for sorting. The critical angle for both lasers is found by detecting the scattered intensity from an immobile gold nanoparticle adhered to the glass-water interface. As the intensity at the interface peaks at the critical angle, the intensity scattered to CCD is maximum for this angle. The position of the two laser spots at the interface is then exactly overlapped by recording the scattering of an immobilised particle along several vertical and horizontal lines and detecting the position of the intensity maximum and the intensity drop along the lines. The light scattered from particles to CCD is also used for real-time particle identification. This method is feasible if the scattering cross-section changes significantly with particle size, which indeed we used in our subsequent diagnostics. Consequently, scattered light from the nanoparticles at \( \lambda = 671 \text{ nm} \) provides better nanoparticle size discrimination than the recorded scattered light at \( \lambda = 532 \text{ nm} \) (Fig. 4.6).

We have used a mixture of gold nanoparticles with diameter of 100 \( \text{nm} \) (CYTODIAGNOSTICS, CG-100-20, coefficient of variation \( CV = 0.08 \)) and 150 \( \text{nm} \) (CG-Custom-150nm, \( CV = 0.08 \)) for experimental demonstration of the sorting method. The coefficient of variation corresponds to a relative standard deviation in particle diameter of 8 \( \text{nm} \) for the 100 \( \text{nm} \) nanoparticles and 12 \( \text{nm} \) for the 150 \( \text{nm} \) nanoparticles respectively. This was confirmed from several images (Fig. 4.7) from a scanning electron microscope (SEM). The mixture was prepared by combining 10 \( \mu \text{l} \) of each commercially available particle solution (both with concentration of nanoparticles of \( \sim 6 \times 10^{-15} \text{ mol/ml} \)). The mixture was subsequently diluted with deionised water in ratio 1:1. The resulting particle concentration allows for reasonable frequency of sorting events and negligible probability of inter-particle interactions in the sorting
Fig. 4.5: Two diode pumped solid state lasers (MGL-III-532-300mW, $\lambda = 532$ nm, Laser 2000) and (MRL-III-671-300mW, $\lambda = 671$ nm, Laser 2000) pass through $\lambda/2$ wave-plate and polarising beam-splitter (PBS). Both beams are enlarged by telescopes $T$ (N-BK7; AR coated 350−700 nm plano-convex $f_1 = 60$ mm, $f_2 = 200$ mm for $\lambda = 532$ nm path and AR coated 650−1050 nm plano-convex $f_1 = 75$ mm, $f_2 = 200$ mm for $\lambda = 671$ nm path) to give optimal beam waist at the back-focal plane (BFP) of TIRF (NIKON Apo, $NA = 1.49$) oil immersion objective (MO1). Both beams are steered at the BFP of MO1 by two mirrors (MCP) positioned in the conjugate plane (CP) of image plane. Two lenses $L$ (N-BK7; AR coated 350−700 nm plano-convex $f = 400$ mm for $\lambda = 532$ nm path and AR coated 650−1050 nm plano-convex $f = 400$ mm for $\lambda = 671$ nm path) are used to focus the beams to BFP of MO1. Auxiliary light source (ALS) in standard Koehler illumination path is used for sample illumination. Additional circular mask (CM) is imaged to the BFP to get partial dark-field illumination for better contrast of small gold nanoparticles in sample plane in initial alignment step. Mask CM was printed on transparent foil by standard laser printer. Two dichroic mirrors DM1 (FF660-Di02, Semrock) and DM2 (FF494/540/650-Di01,Semrock) are used to combine all the light paths. Field scattered from gold nanoparticle is collected by objective MO2 (Nikon, 40x, NA=0.65) and tube lens TL is used to image sample plane on the CCD (Basler, piA640-210gc). Two filters F1 (NF01-532U, Semrock) and F2 (home-built single edge filter to limit the intensity of $\lambda = 671$ nm signal) are used to limit the intensity of signal on CCD. Vinyl spacer (thickness $\sim 0.1$ mm) on top of glass cover-slip (thickness $\sim 0.17$ mm) forms the sample chamber. The chamber is then filled with mixture of gold nanoparticles and covered with another cover-glass. The chamber is sealed using nail polish.
4.3 Bidirectional sorting of gold nanoparticles

Fig. 4.6: The scattering cross-section $C_{sca}$ exhibits much stronger variation with particle size for $\lambda = 671$ nm. This renders the wavelength more suitable for detection because the on-line detection scheme relies on detected intensity for particle identification and steeper variation is desirable.

Fig. 4.7: SEM picture of nanoparticles with nominal diameter of (a) 100 nm and (b) 150 nm. Histograms of particle diameters with mean $\mu$ and standard deviation $\sigma$ values for (c) 100 nm and (d) 150 nm. (Special thanks to Andrea Di Falco for taking the SEM images.)
4.3.4 Results of the sorting experiment

The sorting performance is presented in Fig. 4.8. Fig. 4.8a shows a time sequence for two typical sorting events in a mixture of gold nanoparticles using the real-time particle identification scheme. Both events are from the same video, recorded in the same region and with identical dual-wavelength illumination. As expected, the “low-intensity” scattering nanoparticle (100 nm) moves in one direction, while the “high-intensity” scattering particle (150 nm) moves in the opposite direction. We also remark that the “high-intensity” scattering nanoparticle slows down significantly at around $t = 40$ ms when its intensity drops due to its diffusion away from the glass-water interface. This diffusion, together with particle size distribution,
introduces a variation of particle velocity and of detected intensity in Figure 4.8b, where the entire series of sorting events, from the same video as the sequence of Figure 4.8a, is presented. There are two clearly distinguishable clusters separated both in velocity and in detected intensity. These clusters are representative of the respective nanoparticle size ensembles in the mixed solution. We note that experiments with a single size distribution do not show any degree of separation. The vertical axis in Fig. 4.8b denotes the average intensity detected by the CCD over all the frames in the sorting experiment. The acquisition starts when the scattering intensity reaches a certain threshold and stops when the intensity drops below this threshold. The particle trajectories acquired in this way, for the data points in Fig. 4.8b, are shown in Fig. 4.8c. The trajectories show a clear overlap which excludes the possibility of observed behaviour due to misaligned laser spots.

Particle diffusion in the z-direction induces a large variation in the scattering intensity detected by the CCD. Therefore, in general, the dynamic range of the CCD does not allow the simultaneous tracking of low scattering nanoparticles without saturating some of the camera pixels for the high scattering ones. This leads to a systematic bias for the high intensity events, with expected intensity values for larger particles even higher than those measured in Fig. 4.8b. Consequently, using a camera with higher dynamic range would improve the separation of clusters on intensity axis.

The experimental results are supported by theoretically calculated values of ensemble velocities shown on Figure 4.8b as full red lines for mean ensemble velocity and as dashed black lines for standard deviation in velocity. The average temperature increase in the vicinity of the particle due to laser excitation was estimated to be 18 K, which was accounted for in velocity calculation by setting water viscosity to \( \eta = 0.65 \times 10^{-3} \text{ Pa} \cdot \text{s} \). The theoretical and experimental values are in very good agreement. The much narrower expected variation of velocity for 150 nm ensemble, compared to velocity variation for 100 nm ensemble, is due to very flat velocity profile around \( d = 150 \text{ nm} \) in Fig. 4.4c. Also notice that the occurrence of larger particles in sorting events is slightly higher, which is due to stronger gradient force, more efficient for attracting the particles towards surface (see Fig. 4.4d).

Distinct separation of the velocity clusters in Fig. 4.8b and the flat velocity profile in Fig. 4.4c clearly indicate that the sorting scheme should be applicable for sorting of particles with smaller differences in sizes. Indeed, we have successfully repeated the experiment for particles of 100 nm and 130 nm in diameter. The experimental conditions were the same. Fig. 4.9 shows the results of 10 min video acquisition. There is still a clear gap in velocity between \( d = 100 \text{ nm} \) and \( d = 130 \text{ nm} \) clusters and the bidirectional character of sorting is maintained. The reason for the similar output to Fig. 4.8b is due to very flat velocity profile (Fig. 4.4c) near \( d = 150 \text{ nm} \).

Please note that compared to Fig. 4.8b, the variation of velocity for \( d = 130 \text{ nm} \) particles falls within the standard deviation boundaries. Also, even though the expected variation for \( d = 150 \text{ nm} \) was smaller in Fig. 4.8b, the measured variation was much higher than the expected one. One possible explanation for this behaviour could be a higher variability of shapes or a more significant surface roughness for
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Fig. 4.9: Two distinguishable clusters were detected for mixture containing gold nanoparticles of $d = 100 \text{ nm}$ and $d = 130 \text{ nm}$. The cluster for $d = 130 \text{ nm}$ has on average lower intensity than the $d = 150 \text{ nm}$ cluster in Fig. 4.8b. This expected intensity drop introduces ambiguity to detection scheme as the detected intensities have significant overlap.

For $d = 130 \text{ nm}$ case.

The drop in detected intensity for $d = 130 \text{ nm}$ also introduces ambiguity to our on-line detection scheme as the cluster intensities exhibit significant overlap. As a result, unique identification of particle from its scattered intensity is lost. An improved detection scheme would overcome this limitation. Importantly, the velocity clusters have a significant velocity gap between them. With improvements on the detection site, the expected optical resolution of the method is much higher.

4.3.5 Resolution of the method

For successful sorting, the difference in particle velocities has to be significantly larger than the diffusion speed. In other words, the distance travelled by particles due to optically induced forces needs to be significantly larger than the mean square displacement due to diffusion in a given time interval. In our experimental demonstration, the particles reach the beam waist in approximately $t = 0.1 \text{s}$, at which point, they are separated by 17 $\mu\text{m}$. Mean square displacement due to diffusion in the same time is given by

$$\sqrt{\langle x^2 \rangle} = \sqrt{\frac{2t k_B T}{6\pi \eta r}}$$  \hspace{1cm} (4.3)

and is equal to approximately 1 $\mu\text{m}$ for both particle sizes. This means that for mean values, the particles are still separated by approximately 15 $\mu\text{m}$. The calculated gradient of velocity further shows that for 108 nm and 120 nm, the particles would
reach the beam waist in roughly 0.5 s. Due to diffusion the separation is reduced from 17 µm to 12 µm. Even the 112 nm and 116 nm case generates 10 µm separation with diffusion included which is still usable. Also, further increasing the power might improve this separation significantly.

We have also performed Monte Carlo simulations of particle trajectories (an example for one particular particle trajectory is depicted in Fig. 4.10) to characterise the resolution of the method. If we assume that the mixture contains \( N \) particles of nominal diameters \( d_1 \) and \( d_2 \), where \( d_1 > d_2 \), then the simulation of resolution consists of the following steps. \( N/2 \) particles with diameter \( d_1 \) and \( N/2 \) particles with diameter \( d_2 \) are “dropped” into the beam waist (dual-beam illuminated region) and their trajectories are simulated for a period of time \( t \). The position of the “drop” (in \( x \) and \( y \)) is selected from normal distribution with \( \sigma \) equal to beam waist \( w_0 \). The normal distribution is truncated at \((9/10) \cdot w_0\), which ensures that all particles start within the beam waist boundaries, but not exactly at the boundary. The initial \( z \)-position is assumed to be fixed at the glass-water interface. Further, two detectors (pick-up positions) are positioned at the distances \( x_1 = -w_0 \) (larger particle detector) and \( x_2 = w_0 \) (smaller particle detector). The truncation of normal distribution avoids the issue of “dropping” the particles too close to the detector, which would bias the results. There are four possible outcomes of the “drop”:

- Particle hits its correct detector within the simulation time. The sorting is considered successful. \( (N_{\text{correct}}) \)

![Fig. 4.10: Simulation of the Brownian motion for the particle of diameter \( d = 150 \text{ nm} \) in the (a) xy-plane and (b) xz-plane. The particle in (a) is randomly dropped in ROI and moves to the left. Brownian motion in (b) is restricted by the interface \( (z = 0) \) and the evanescent field ensures particle confinement close to the interface.](image)
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\[
\begin{array}{|c|c|c|c|c|c|}
\hline
d_1 \text{[nm]} & d_2 \text{[nm]} & N_{\text{correct}} & N_{\text{escape}} & N_{\text{unresolved}} & R & \gamma \\
\hline
150 & 100 & 364 & 549 & 73 & 0.96 & 1 \\
130 & 100 & 249 & 653 & 85 & 0.95 & 1 \\
120 & 110 & 115 & 755 & 109 & 0.84 & 1 \\
120 & 110 & 347 & 482 & 160 & 0.97 & 2 \\
116 & 112 & 392 & 379 & 209 & 0.95 & 3 \\
\hline
\end{array}
\]

Tab. 4.2: Relative power requirements compared to power used in experiment (factor \( \gamma \)) for different combinations of particle sizes. For combinations of particle sizes sorted in the experiment, the actual power employed in the experiment appears to be sufficient to resolve the particles. For the particle combination 110 nm and 120 nm the power needs to be increased by a factor of \( \gamma = 2 \) to resolve the particles. Particles of even smaller difference in diameter require the power to be scaled by at least a factor of \( \gamma = 3 \) to be resolved efficiently.

- Particle hits the incorrect detector. The sorting failed. \( (N_{\text{incorrect}}) \)
- Particle does not hit any detector in the simulated time interval but stays within the evanescent field at any given time. \( (N_{\text{unresolved}}) \)
- Particle escapes from the evanescent field. The threshold distance is given by the height \( h \). \( (N_{\text{escaped}}) \)

Since we cannot detect particles that immediately escape from the evanescent field, we subtract \( N_{\text{escaped}} \) in our calculations. The \( N_{\text{unresolved}} \) are particles that are not yet resolved. As we are only interested in size of particles already being in pick-up positions, this term is also subtracted from the total number of events.

If we define the limit of size resolution as a point when 95% of the observed particles are detected with the correct detector, then we can find the particle sizes and conditions for which the requirement holds using the following relation:

\[
R = \frac{N_{\text{correct}}}{N - N_{\text{escaped}} - N_{\text{unresolved}}}. \tag{4.4}
\]

Tab. 4.2 shows the particle size differences that can be resolved under various conditions. Simulations were performed using \( N = 1000 \) particles for each combination of sizes; the time was set to \( t = 1 \) s and the threshold height for which the particle was considered as escaped was set to \( h = 2 \mu \text{m} \). The factor \( \gamma \) is then the ratio between power used in the simulation to the power used in the experiment.

We can clearly see that for particle sizes used in experiment, the used power is sufficient for efficient sorting. As we decrease the particle size difference, a significant fraction of particles are registered on the incorrect detector. However, increasing the power only slightly - by a factor of \( \gamma = 2 \) for 110 nm and 120 nm case, and by a factor of \( \gamma = 3 \) for 112 nm and 116 nm - allows for efficient particle sorting even for these differences.
We can conclude, from these results, that it should be possible to optically sort gold nanoparticles with size difference of less than 5%.

### 4.3.6 Further improvements

Significant improvement of the method could be achieved by implementing a better confinement of particles near the substrate. In the present configuration, the confinement of the particle near the substrate is relatively weak (Fig. 4.11b). In fact, the integration of curves in Fig. 4.11a from 5 nm to 250 nm results in the optical well depth of $\sim k_B T$. This unfortunately introduces strong variation to particle velocity. This means that even if the particles are of exactly the same size, they will, in general, have different average velocity in the sorting region. The average velocity will correlate with the average height at which the particle moved through the sorting field. If we force all the particles to a very narrow region near the substrate, we would remove this variation and consequently improve to resolution.

The relatively weak confinement further influences the detection scheme as the detected intensity also changes with height of the particle above the substrate (Fig. 4.11b). Again, this kind of variation could be minimised by better confinement of particles near the substrate.

For any practical applications, it is also necessary to develop a mechanism able to confine the particles that are about to leave the dual illuminated region.
4.3.7 Limitations of the method

The red-shift of the plasmon resonance is a key ingredient for efficient bidirectional sorting of the particles. Unfortunately the red-shift of dipole mode resonance for smaller gold nanoparticles is negligible (Fig. 4.12c). The consequence of small plasmon resonance shift is very flat $\alpha$ profile (Fig. 4.12a) in this smaller particle size range compared to $\alpha$ profile in Fig. 4.3a.

The subtraction of force profiles with maximum difference in force growth rate is optimal in this case. Even then, much higher laser intensity is needed for only modest particle speeds (4.12d). This is partly due to smaller particle size and partly due to non-optimum nature of wavelengths used.

Small attractive forces (4.12e) would also generate negligible optical potential well for smaller particles. As a result, particles would not be confined near the substrate by the evanescent field. This would add significant variation to both, detected intensity and velocity. However, methods suggested in conclusion might significantly improve this vertical confinement of smaller particles.

4.4 Conclusion

In summary, we have demonstrated the first experimental realisation of size-selective optical sorting of gold nanoparticles. Our dual wavelength configuration utilised the red-shift of the plasmon resonance that appears with increasing particle size, to tailor the forces acting on nanoparticles such that nanoparticles of different sizes move in opposite directions. The method, in its current implementation, allows for separation of particles with a diameter difference of 30 nm, for the nominal diameters of 100 nm and 130 nm. The present resolution limit stems from the limitation of the real-time detection scheme, which is hampered by non-negligible z-diffusion of the particles.

Various approaches exist for reducing the z-diffusion to improve the technique such as using a weakly focused non-resonant auxiliary laser to push nanoparticles towards the glass-water interface. Alternatively, coating the substrate with nanolayer of gold or the use of a dielectric resonator [50] may significantly enhance the gradient forces attracting the nanoparticle to the surface. In the case of a gold layer, the coupling of surface plasmon polaritons into gold layer would increase both the intensity of field at the interface and the gradient force attracting the particles towards the interface [113][114]. Intriguingly, the coupling between surface plasmon polaritons within the gold layer and localised surface plasmon supported by the nanoparticle might also offer additional degrees of freedom for tailoring the sensitivity of optical force to particle size. Finally an improvement of particle confinement is also possible through the use of shaped light fields [115] or standing wave traps [116].

The method should be also applicable for sorting of various particle shapes. In fact, the shape variation is one of the reasons for bigger than expected velocity variation in Fig. 4.8. Actually, the SEM images reveal that a tiny fraction of the fabricated particles have a completely different shapes such as triangles or rods (Fig. 4.13). These shapes will have, in general, very different resonance frequency...
4.4 Conclusion

Fig. 4.12: (a) Same laser wavelengths as those used in manuscript are suitable for sorting of gold nanoparticles in the range of 20 nm to 80 nm; (b) In-plane forces for powers equal to $I = 0.15 \text{ mW/µm}^2$; (c) The positioning of the resonance peak to smaller particle diameter renders very difficult as the resonance shifts negligibly with shorter wavelengths. (d) The bidirectional pattern for velocity is still achievable, however, at the expense of significantly increased power of the red laser. (e) Vertical forces attract the nanoparticles to substrate for all particle diameters and for both wavelengths.
and their cross-section will differ significantly from a spherical shape. We have observed these unusual shapes very sporadically in our sorting experiments (accounting for roughly 1 in 100 events). They usually exhibit itself by moving noticeably faster or slower than the expected velocities for the ensemble in the mixture. Unfortunately, the unique identification of these stray particles is not possible in current implementation of the detection. We plan to resolve this problem by improving the detection scheme by introducing additional camera into the system. This additional camera would record scattering intensity for the $\lambda = 532\text{ nm}$ laser. The parallel acquisition of the scattered intensity at two wavelengths should provide more specific information about particle shape and size. For example, each gold nanoparticle size, in the explored size range, should have a unique ratio of scattering intensity (Fig. 4.14). This approach could thus also remove some of the uncertainty of the detection scheme introduced through particle diffusion in the z-direction.

There is also a need to develop a method able to pick up the particles in the region where they are about to leave the field confining them to the interface. Without a mechanism able to pick and immobilise the sorted nanoparticles at the end of the sorting region, the particles diffuse. One possible solution is to build a simple setup that would recognise the particle moving in one direction (CCD particle tracking framerate is sufficient) and trigger a strong optical trap for confinement in a position where the particle is about to leave the evanescent field. Also, specially designed microfluidic chambers may be used to collect the sorted fractions to obviate this
edge diffusion to some extent.

For the above mentioned reasons we believe that the gold nanoparticle sorting by light promises an interesting new avenue exploiting the rich dynamics of the interplay between optical forces and particle resonances. Also bear in mind that the research presented in this chapter is only a proof of principle concept and as such it can be significantly improved. One possible improvement involves already mentioned beam-shaping of light fields \[ 115 \] realising the sorting of particles.

This brings us to the last chapter of the thesis where we introduce a method, published in Ref. \[ 115 \], that represents a first step towards beam-shape and wavelength optimisation of plasmon based sorting. The method was published before the experimental sorting realisation. Due to its heavy computational load the method was studied only in 2D scenario and for this reason it was not applied for our proof-of-principle sorting experiment. Nevertheless, the method forms a very elegant theoretical framework for optimising optical sorting and as such it is well worth studying.

Fig. 4.14: The ratio of the scattering cross-section as a function of gold nanoparticle diameter. The ratio is particularly sensitive to particle diameter in the region from 100 nm to 120 nm. The knowledge of the ratio provides a more specific information about the particle size than the currently recorded average intensity of the particle in ROI.
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Chapter 5

Optimisation of optical sorting of gold nanoparticles

The previous chapter presented an experimental method for size-based optical sorting of gold nanoparticles based on the red-shift of plasmon resonance for increasing particle size. The sorting was realised in a region illuminated by two counter-propagating Gaussian beams incident at the critical angle on the glass-water interface. However, the question that remains unanswered is whether the Gaussian beam illumination provides optimal near-field for such a sorting application. One can envision, for example, a completely different beam shape that would couple very strongly with the larger particle while, at the same time, had a minimum coupling to a smaller one. Furthermore, one can even envision a beam shape with those properties that would, simultaneously, achieve this with minimal heating of the system.

In this chapter we present a general method, published in Ref. [115], that can be readily used to find such a beam shape. Since any beam shape is completely determined by its far-field, the fundamental task is to find the amplitude and phase of this optimal beam in the far-field plane. In the case of the microscope objective the far-field plane is identical to a back-focal plane (Fig. 5.1). Our method, based on force optical eigenmodes (FOEi) [117], is able to find the optimal amplitude and phase of such a beam by testing the response of the system to a certain set of interfering plane-waves. The solution obtained in this way can be experimentally implemented by the phase and amplitude spatial light modulator (SLM) in the conjugate plane to the back-focal plane of the microscope objective.

Due to the complexity of the FOEi method, let us first begin by demonstration of the FOEi method in a comparatively simpler case of finding the beam-shape optimising the push force acting on the particle. This simple approach will be later extended to optimise the force difference between two particles of different sizes over

\[1\text{Part of the chapter reprinted from [115]. Copyright 2011 OSA.}\]

\[2\text{We do not consider here the possibility to change the near-field through introduction of additional layer of gold or through any other physical modification of the near-field. We only consider the problem of finding the optimal far-field illumination that optimises the near-field pattern for sorting purposes.}\]
Fig. 5.1: The fundamental problem of this chapter is to find the phase and amplitude of the beam in the back-focal plane of the objective such that the force difference between particles of different sizes is maximised.

a certain region of interest.

5.1 The beam-shape for the optimal push force

Our aim is to optimise the incident electromagnetic field \( \mathbf{E}_{inc} \) in a way that maximises the exerted force \( F^u = \mathbf{F} \cdot \mathbf{u} \) in a specified direction \( \mathbf{u} \) for a given particle type (Fig. 5.2). Since our incident field of angular frequency \( \omega \) can be decomposed into a sum of \( \mu \) monochromatic plane waves \( (e^{i\omega t}) \), we can write (using summation over repeating indices)

\[
\mathbf{E}_{inc} = a^\mu \mathbf{E}^\mu_{inc},
\]

(5.1)

where \( a^\mu \) are the complex expansion coefficients and \( \mathbf{E}^\mu_{inc} \) are the incident plane waves. The \( a^\mu \) coefficients modulate both phase and amplitude of each and single plane wave independently. The scattered field generated upon interaction with the particle has the same expansion coefficients, so that we can write \( \mathbf{E}_{sca} = a^\mu \mathbf{E}^\mu_{sca} \). The final field \( \mathbf{E} \), which is a sum of incident and scattered field, can then be written as

\[
\mathbf{E} = a^\mu (\mathbf{E}^\mu_{inc} + \mathbf{E}^\mu_{sca}) = a^\mu \mathbf{E}^\mu,
\]

(5.2)

where \( \mathbf{E}^\mu \) is a solution of the scattering problem for an incident field given by plane wave \( \mathbf{E}^\mu_{inc} \).

The optical-cycle averaged electromagnetic force in the direction \( \mathbf{u} \) is given by

\[
F^u = \langle F^u \rangle u_i = \oint_C \langle \sigma_{ij} \rangle n_j u_i \, ds,
\]

(5.3)

where \( n_j \) is outward unit normal to an element \( ds \) of the curve \( C \) enclosing the particle for which we optimise the force and \( \langle \cdot \rangle \) is optical-cycle average. The Maxwell
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Fig. 5.2: We look for an amplitude and phase $\mathbf{a}$ of a given set of plane waves such that the force $F^{(1,0)}$ is maximised.

stress tensor, $\sigma_{ij}$, can be written for the final field $\mathbf{E}$ as:

$$
\langle \sigma_{ij} \rangle = \frac{1}{4} \left[ \epsilon_0 \epsilon_m E_i^* E_j + \mu_0 \mu_m H_i^* H_j + \epsilon_0 \epsilon_m E_i E_j^* + \mu_0 \mu_m H_i H_j^* - \delta_{ij} \left( \epsilon_0 \epsilon_m E_k^* E_k + \mu_0 \mu_m H_k^* H_k \right) \right].
$$

Using Eq. (5.2), we can rewrite Eq. (5.4) as

$$
\langle \sigma_{ij} \rangle = \frac{1}{4} \left[ \epsilon_0 \epsilon_m (a^\mu E^\mu)_i^* (a^\nu E^\nu)_j + \mu_0 \mu_m (a^\mu H^\mu)_i^* (a^\nu H^\nu)_j + + \epsilon_0 \epsilon_m (a^\nu E^\nu)_i (a^\mu E^\mu)_j^* + \mu_0 \mu_m (a^\nu H^\nu)_i (a^\mu H^\mu)_j^* - - \delta_{ij} \left( \epsilon_0 \epsilon_m (a^\nu E^\nu)_k (a^\nu E^\nu)_k^* + \mu_0 \mu_m (a^\nu H^\nu)_k (a^\nu H^\nu)_k^* \right) \right]
$$

and after rearrangement of the expansion coefficients $a^\mu$ we obtain

$$
\langle \sigma_{ij} \rangle = (a^\mu)^* \left[ \frac{1}{4} \left[ \epsilon_0 \epsilon_m (E^\mu)^*_i E^\nu_j + \mu_0 \mu_m (H^\mu)^*_i H^\nu_j + \epsilon_0 \epsilon_m E^\nu_i (E^\mu)^*_j + + \mu_0 \mu_m H^\nu_i (H^\mu)^*_j - \delta_{ij} \left( \epsilon_0 \epsilon_m (E^\nu)_k E^\nu_k^* + \mu_0 \mu_m (H^\nu)_k H^\nu_k \right) \right] \right] a^\nu.
$$

Substituting Eq. (5.6) into Eq. (5.3) gives

$$
F^u = (a^\mu)^* \int_C \left[ \frac{1}{4} \left[ \epsilon_0 \epsilon_m (E^\mu)^*_i E^\nu_j + \mu_0 \mu_m (H^\mu)^*_i H^\nu_j + \epsilon_0 \epsilon_m E^\nu_i (E^\mu)^*_j + + \mu_0 \mu_m H^\nu_i (H^\mu)^*_j - \delta_{ij} \left( \epsilon_0 \epsilon_m (E^\nu)_k E^\nu_k^* + \mu_0 \mu_m (H^\nu)_k H^\nu_k \right) \right] \right] n_j u_i \, ds \right] a^\nu
$$

or more simply in matrix form

$$
F^u = \mathbf{a}^\dagger \mathbf{M} \mathbf{a},
$$

(5.8)
where the matrix coefficients $M^{\mu\nu}$ are given by the line integrals in Eq. (5.8) and $\mathbf{a}$ is the vector form of $a^\mu$. We remark that the matrix $\mathbf{M}$ is Hermitian ($\mathbf{M} = \mathbf{M}^\dagger$) and thus its eigenvalues are real. This means that the force $F^\mu$ is in a symmetric sesquilinear form, which is just an extension of quadratic form ($\mathbf{x}^T \mathbf{M} \mathbf{x}$) to complex numbers. Any symmetric sesquilinear form can be visualised as an ellipsoid with the length of principal axes equal to the eigenvalues $\lambda_n$ of the matrix $\mathbf{M}$. This has far reaching implications for our optimisation process since the surface of the ellipsoid generated by the symmetric sesquilinear form is extremised at the end points of principal axes. This means that finding the eigenvalues $\lambda_n$ of the matrix $\mathbf{M}$ (we have used the Cholesky method implemented in MATLAB) and selecting the largest one from the set extremises our problem. The eigenvector (force optical eigenmode) $\mathbf{a}_{n_{max}}$ corresponding to maximum eigenvalue $\lambda_{n_{max}}$ (given by $\mathbf{M} \mathbf{a}_{n_{max}} = \lambda_{n_{max}} \mathbf{a}_{n_{max}}$), then provides the necessary information about amplitude and phase of incident plane waves $\mathbf{E}^\mu_{inc}$ in Eq. (5.1) so that the force is maximised. Experimentally, the optimised $\mathbf{a}_{n_{max}}$ can be created using spatial light modulator (offering control of both phase and amplitude) in the system placed in the conjugate plane \cite{117} with respect to the back-focal plane of a microscope objective.

We remark that the above described method optimises the force on one type of particle at a single point only. However, the method can be easily extended to provide the optimised illumination for the force difference over the whole sorting region for two types of nanoparticles. This is discussed later in the chapter.

5.2 Numerical modelling

We use again the COMSOL Multiphysics v4.1 RF module in scattering formulation to calculate the total field solutions $\mathbf{E}^\mu$ for corresponding incident plane waves $\mathbf{E}^\mu_{inc}$. We first find the solutions $\mathbf{E}^\mu$ for particle $p_1$. We subsequently use the solutions $\mathbf{E}^\mu$ to find the elements $M_{1}^{\mu\nu}$ of matrix $\mathbf{M}_1$ and determine the eigenvalues and corresponding eigenvectors. The principal eigenvector gives the optimum force for particle $p_1$ in a single position. The same procedure is repeated for a second type of particle, $p_2$, delivering matrix $\mathbf{M}_2$. The matrices $\mathbf{M}_1$ and $\mathbf{M}_2$ then encode all the information about interactions of the incident fields with the particles. Finding the matrix elements $M^{\mu\nu}$ of matrix $\mathbf{M}$ is computationally very intensive as combinations of $N(N+1)/2$ solutions need to be constructed and integrated over a sphere boundary. Here $N$ denotes number of plane waves in the angular spectrum representation and thus the number of pixels on spatial light modulator. As the azimuthal discretization of angular spectrum representation increases the number of combinations in 3D significantly, we have restricted the simulations to 2D to illustrate the method.

We can obtain educated estimates of 3D values from 2D values by extruding the

---

3The surface of the ellipsoid is used here as a simplifying concept. Arbitrary vector $\mathbf{x}$ is going to experience some transformation ("rotation") after matrix $\mathbf{M}$ acts on it. For eigenvectors, no "rotation" appears, just vector scaling. Since the scalar product of two vectors, where one of them is rotated, is always smaller than scalar product of the identical vectors, finding the maximum eigenvalue truly maximises the force.
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2D circle of radius \( r \) by \( d \) such that it creates a cylinder with a volume equal to the volume of the sphere with the same radius. The extrusion factor \( d \) is given by

\[
\pi r^2 d = \frac{4}{3} \pi r^3 \rightarrow d = \frac{4}{3} r.
\]  

(5.9)

The validity of the COMSOL model was tested in 3D by comparing the optical forces and scattering and absorption efficiencies with Mie theory. The difference between the COMSOL model and the Mie model was less than 2 percent. In 2D, optical forces and scattering and absorption efficiencies were calculated using several independent methods to ensure the model validity. This revealed a maximum error of less than 1% in 2D.

5.3 Heating effects in the system

We choose as our testing system gold nanoparticles [46] of radius \( r_1 = 50 \) nm and \( r_2 = 40 \) nm. We consider a substrate of glass with refractive index \( n_g = 1.5 \). The particles are assumed to be dispersed in water with \( n_w = 1.33 \) (Fig. 5.2).

We have seen in the previous chapter that the red-shift of plasmon resonances offers exceptional sensitivity on particle size. However, for nanoparticles of very similar sizes, the force difference generated solely by the plasmon resonance in the system is still rather small. In case of dielectrics, increasing the intensity offers simple solution in such a situation. Unfortunately, plasmon resonances are associated with non-negligible heat generation, and as such, increasing the intensity may produce increased diffusion rates and convective currents, which will interfere with sorting efforts. It is thus beneficial to find a wavelength for which the heating is minimised while the force difference, between particles of distinct size, is maximised.

In the following, we will adopt the FOEi method for single wavelength only and we will find the beam-shape that optimises the force difference for this particular wavelength. The method, however, can be also used to solve for optimum illumination utilising dual wavelength geometry. In such a scenario, the matrices \( M_1 \) and \( M_2 \) have to be constructed independently for both wavelengths.

We choose the p-polarisation for the incident plane waves as the kind of plasmon resonance supported by the sphere appears in 2D for p-polarisation. The s-polarisation would only induce movement of electrons along the infinite cylinder. Fig. 5.3a shows the scattering \( Q_{sca} \) and absorption \( Q_{abs} \) efficiencies for \( r_1 = 50 \) nm gold nanoparticle. Note that the 3D efficiencies calculated from Mie theory and the corresponding 2D efficiencies (transformed to 3D) for p-polarisation follow very similar pattern, which differs only in amplitude and a slight blue shift of 2D resonance peaks with respect to 3D resonances. Fig. 5.3b shows the 3D forces along the substrate acting on the gold nanoparticles calculated for plane-wave incident at near critical angle of \( \theta = 64^\circ \). The slight shift in resonances due to the different sizes of nanoparticles creates a force difference that peaks around 550 nm (black curve in Fig. 5.3b).4

4Please note that this optimal wavelength was calculated for the force difference at constant
Fig. 5.3:  
a) Scattering $Q_{\text{sca}}$ and absorption $Q_{\text{abs}}$ efficiencies calculated using Mie theory for 3D nanoparticle of $r_1 = 50$ nm and the corresponding 2D values converted to 3D equivalents. Nanoparticle is in water with $n_w = 1.33$; b) Forces and their respective difference $\Delta F$ acting on $r_1 = 50$ nm and $r_2 = 40$ nm gold nanoparticles. Forces are parallel to the substrate plane. The illumination is a plane-wave at near critical angle of $\theta = 64^{\circ}$ with power density corresponding to 1 mW/µm²; c) Speed difference $\Delta v$ and temperature increase $\Delta T$ for the same illumination as in b); d) Speed difference normalised with respect to the temperature increase in the system.
If we do not take into account the proximity of the spheres to the surface (Faxen’s correction [118]) and assume we are in a low Reynolds number regime, then the drag force is given by the Stokes equation. Neglecting inertial effects we can equal optical and drag force and obtain the expression for the particle speed in 3D as

\[ v_{3D} = \frac{2F_{2D}}{9\pi\eta}, \] (5.10)

where the force \( F_{2D} \) was calculated in 2D using Eq. (5.8) and the dynamic viscosity of water at \( T = 20^\circ C \) is \( \eta = 1.002 \times 10^{-3} \) Pa \( \cdot \) s. Fig. 5.3c shows the speed difference generated by force differences in Fig. 5.3b and the average temperature increase as the particle enters the sorting field. The estimate of average temperature increase was calculated using [65] (neglecting particle movement and proximity of glass surface)

\[ \Delta T = \frac{1}{4\pi\kappa_0} \frac{Q_1 + Q_2}{\left( \frac{r_1 + r_2}{2} \right)^2}, \] (5.11)

where \( Q_1 \) and \( Q_2 \) are 3D powers of heat generation in nanoparticles with radius \( r_1 \) and \( r_2 \) and \( \kappa_0 = 0.6 \) W \( \cdot \) m\(^{-1} \) \cdot K\(^{-1} \) is the thermal conductivity of water. This temperature increase is reached very quickly as the particles enter the sorting field.\(^5\)

Results in Fig. 5.3c,d suggest, that heating at wavelengths above 700 nm is quite low and the velocity difference remains high. For this reason we set the vacuum wavelength for the FOEi method to \( \lambda_0 = 700 \) nm.

This treatment also reveals that the wavelength of \( \lambda = 532 \) nm used in the sorting method presented in Chapter 4 was by no means optimal in terms of heating. In fact, most of the temperature increase in the system, which was estimated to 18 K can be attributed to this wavelength. Unfortunately, the \( \lambda = 532 \) nm wavelength seems to be unique as it demonstrates very low gradient of force profile as a function of particle size. No other wavelength manifests such a low gradient of force profile. It is thus very difficult to avoid using this wavelength for bidirectional sorting because such sorting heavily relies on the combination of steep and flat gradient of force.

### 5.4 Optimising the force difference in the region of interest (ROI)

Using the optimum wavelength from previous section we can proceed with optimisation of the beam shape. We introduce a 10 nm separation between the lowest point of particle and interface, which closely mimics a typical experimental situation. The set of \( N \) incident plane waves defined by \( k_\theta \) vectors \( (\theta = (-70^\circ, ..., 70^\circ)) \) with a step

\(^5\)We use the average size of the particle \((r_1 + r_2)/2\) to estimate the temperature increase due to both particle types being in the sorting field.
of 2°) is used for discretization (see Fig. 5.2). The limits of θ correspond to experimental limitation for NA = 1.4 oil immersion objective. The goal is to optimise the force difference along the direction given by vector $\mathbf{u} = (1, 0)$.

Using matrices $\mathbf{M}_1$ and $\mathbf{M}_2$, the equation for force difference at a single point for our choice of particles is

$$\Delta F = F_1^u - F_2^u = a^\dagger (\mathbf{M}_1^u - \mathbf{M}_2^u) a = a^\dagger \mathbf{D}_{12}^u a.$$  \hspace{1cm} (5.12)

Due to the symmetry of the system, two optimum solutions exists - one optimising the force difference in $+x$ direction and the second for $-x$ direction. In subsequent discussions we always choose the solution optimising the force in $+x$ direction. The field locally optimising the force difference for gold nanoparticles of our choice is on Fig. 5.4. Notice that the field creates a very strong field gradient in the $+x$ direction around point $x = 0$, where we want to maximise the force difference for our testing particles. Also notice that the back focal plane pattern corresponding to this field has significant contributions from plane waves propagating in the opposite $-x$ direction. Although this might seem surprising, we need to realise that the final goal of our method is to interfere the plane waves in such a way to create the strongest gradient in $+x$ direction. Apparently the counter-propagating waves increase the number of degrees of freedom for efficient interference leading to strong gradient and are thus utilised automatically by the FOEi method. It also makes sense that the increased intensity at the back focal plane appears for near critical angle plane waves as those plane waves contribute the most to the intensity near the glass/water interface. Note that the phase at the back focal plane is also significantly altered to maximise the force difference.

So far our method optimises the force difference locally. To expand this approach to a larger region we need to optimise $\Delta F$ over a certain range, in our case line segment defined by $x = (-l, l)$. Displacing the particle in $x$-direction causes the particle to experience different relative phases between the fields $\mathbf{E}^\mu$. Since we use combination of solutions to calculate matrix $\mathbf{M}$ this relative phase can be taken into account using

$$M^\mu_\nu(x) = e^{ik_w \sin(\theta^\mu_t) x} [M^\mu_\nu] e^{-ik_w \sin(\theta^\nu_t) x}$$  \hspace{1cm} (5.13)

where $k_w = (2\pi/\lambda_0)n_w$ and $\theta^\mu_t$ is the angle of the plane wave after the glass/water interface for each incident plane wave $\mathbf{E}^\mu_{\text{inc}}$. $M^\mu_\nu$ is the matrix calculated for particle at position $x = 0$. Using the above translation relation for matrix $M^\mu_\nu$, we obtain

$$\Delta F(l) = (a^\mu)^* \left[ \frac{1}{2l} \int_{-l}^{l} e^{ik_w x (\sin(\theta^\mu_t) - \sin(\theta^\nu_t))} \, dx \right] (M_1^u - M_2^u)^\mu_\nu a^\nu$$

$$= (a^\mu)^* \left[ \text{sinc} \left( k_w l \left( \sin(\theta^\mu_t) - \sin(\theta^\nu_t) \right) \right) (M_1^u - M_2^u)^\mu_\nu \right] a^\nu$$

$$= a^\dagger \mathbf{R}_{12}^u(l) a.$$  \hspace{1cm} (5.14)

The illumination optimisation is then performed on the modified matrix $\mathbf{R}_{12}^u(l)$, which has the same input matrices $M_1^u$ and $M_2^u$ for all values of $l$. Finding the
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Optimising the force difference $\Delta F$ in the region of interest (ROI)

Field optimising the force difference $\Delta F$ for gold nanoparticles of radius $r_1 = 50$ nm and $r_2 = 40$ nm in a single point $x = 0$ with corresponding amplitude $|a_\mu|$ and phase $\text{arg}(a_\mu)$ for each plane wave from angular spectrum. The $|a_\mu|$ and $\text{arg}(a_\mu)$ correspond to the pattern at the back focal plane of the objective. This illumination of the back focal plane forms a very strong field gradient in $+x$ direction in the focal plane, which maximises the force difference for our testing particles. Note that scattering from the particles is not included.

The optimum illumination for a ROI of any size is thus very efficient as we have to find the elements of matrices $M_{u1}$ and $M_{u2}$ in one point only.

Optimal illumination for ROI sizes of $l = 500$ nm (Fig. 5.5) and $l = 5 \mu$m (Fig. 5.6) differs significantly from the single point optimised problem (Fig. 5.4). The optimised field corresponds in its bulk to the focusing of light into ROI. The solution is quite close to the Gaussian beam sent to the edge of the back focal plane of the objective. However, the phase for plane waves above critical angle is significantly modulated and the intensity profile is not entirely Gaussian. The width of the beam at the back focal plane optimising the $l = 5 \mu$m situation is also noticeably smaller than for the case of $l = 500$ nm. This is a direct consequence of Eq. (5.14).

As we increase $l$, the off-diagonal terms in matrix $R_{12}^u(l)$ become less important due to the behaviour of the sinc function as $l$ increases. In the limit $l \to \infty$ only the diagonal terms remain. This means that the eigenmodes (eigenvectors of $R_{12}^u(l)$) in this case correspond to single plane waves as defined in our initial set. The eigenmode (plane wave) with maximum eigenvalue optimises our problem for an infinitely large ROI. The solution found by the FOEi method for $l = 100$ mm (Fig. 5.7) is the plane wave near the critical angle. As the phase of $a_\mu$ for zero amplitude $|a_\mu|$ is not well defined, it is not displayed in the graph. The result validates that the

---

6The translation relation of matrices cannot be used in the direction perpendicular to the interface. In such a case, separate set of scattering problems for a particle at a higher position have to be found in order to construct the shifted matrix elements.
Fig. 5.5: Field optimising the force difference $\Delta F$ for $l = 500 \text{ nm}$. The phase of $a^\mu$ is plotted in the region where it is well-defined. Notice that the field is focused into the ROI. The left edge of the back focal plane contributes the most to the optimised field in the focal plane. The phase at the back focal plane is slightly modulated as well.

Fig. 5.6: Field optimising the force difference $\Delta F$ for $l = 5 \mu m$. The shape of the beam at the back-focal plane of the objective has a narrow distribution of amplitude in the proximity of critical angle.
5.5 Deflection of particles in a microfluidic channel

Fig. 5.7: Field optimising the force difference $\Delta F$ for $l \to 100$ mm. As the phase of $a^\mu$ for zero amplitude $|a^\mu|$ is not well defined, it is not displayed in the graph. The optimum angle plane wave is 64°, which is close to critical angle for given interface.

FOEi method is working correctly, as the near critical angle plane wave provides the highest intensity and force difference at the interface for infinite system.

The force difference is significantly increased in the cases of small ROI sizes compared with plane wave illuminated system that optimises the sorting for infinite sorting space (Fig. 5.8a). The bulk of this improvement is due to increased intensity of light in ROI, but the periodic pattern of forces indicates a more complex response of the system. This periodic pattern is not related to the discretisation of k-space, where we expect periodicity to appear around 14 $\mu$m.

Naturally, we do not wish the sorting ROI to become too small as the experimental realisation would become increasingly complicated. It is interesting to look at the dependence of $\Delta F$ on the size of ROI. To show the improvement compared to infinite system, we normalise $\Delta F$ by $\Delta F_{pw}$, where $\Delta F_{pw}$ is the force difference for optimised infinite system (pw stands for plane wave). The result (Fig. 5.8b) indicates that the gain is significant for a wide range of experimentally interesting ROI sizes. The dip around $l = 14$ $\mu$m is present due to discretisation of k-space described above. The increase in ratio $\Delta F/\Delta F_{pw}$ for $l > 14$ $\mu$m is then equivalent to the formation of second beam focus in ROI due to onset of periodicity.

5.5 Deflection of particles in a microfluidic channel

(Part of the section reprinted from [119]. Copyright 2011 AIP.)

---

7 This effect is similar to the beating in acoustics. In simplest case, two plane-waves of slightly different k will interfere constructively when having the same phase and this effect appears with certain periodicity.
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Fig. 5.8: (a) Blue and green points show forces acting on individual particles in optimised field for $l = 500 \text{ nm}$. Red points show the force difference. The coloured lines show the same but for plane wave illumination optimising the infinite system. (b) The ratio $\Delta F/\Delta F_{pw}$ as a function of ROI size (logarithmic scale). The dip around $l = 14 \mu\text{m}$ is due to $k$-space discretisation of angular spectrum representation. The gain in $\Delta F$ is significant in the experimentally interesting region.

The optimal beam shape can be effectively used in microfluidic channel environment to sort the particles into separate chambers. The simplified situation is shown on Fig. 5.9. Calculating the speed $v(x)$ of particles in every point of ROI (note

Fig. 5.9: Sorting of nanoparticles in microfluidic channel environment with laminar fluid speed of $v_c$. We assume that the nanoparticles are hydrodynamically focused in such a way to enter the ROI in approximately at the same position. Here the ROI is assumed to be composed of 2D cross sections (dashed square) that are equal to 2D fields calculated in previous sections. The speed difference $\Delta v$ between nanoparticle sorting speeds $v_s$ then results in space separation and particles continue to flow into separate chambers.
that the ROI is now a composition of 2D solutions from the previous section (see Fig. 5.9) and solving the set of equations

\[
\begin{align*}
\frac{\partial x(t)}{\partial t} &= v(x(t)); \\
\frac{\partial z(t)}{\partial t} &= v_c; \\
x(0) &= z(0) = -l,
\end{align*}
\]

(5.15)
gives the particle trajectories in ROI. Here, the \( v_c \) should be set in such a way that the faster particle travels across the whole ROI.

Fig. 5.10a shows the trajectories of particles for optimal beam shape calculated for ROI with \( l = 3 \, \mu m \). For this ROI, the maximum space separation of \( \Delta x = 3 \, \mu m \) is reached in time of 15 ms.

![Diagram](image)

Fig. 5.10: (a) Trajectories of gold nanoparticles of different sizes in optimised fields for ROI size of \( l = 3 \, \mu m \). (b) The maximum space separation of \( \Delta x = 3 \, \mu m \) is reached in time of 15 ms.

for ROI with \( l = 3 \, \mu m \). For this ROI, the maximum space separation of \( 3 \, \mu m \) between particles is reached in \( t = 15 \, ms \) (Fig. 5.10b). The joint diffusion distance of both particles in the same amount of time is just 700 nm, which basically forbids diffusion intermixing. The optimal laminar flow speed in the channel is about \( v_c = 300 \, \mu m/s \) and the power density is approximately \( 1 \, mW/\mu m^2 \), which is both reasonable experimentally.

We note that similar approach can be adopted for integration of bidirectional sorting into microfluidic channel. Unfortunately, the current, evanescent implementation of sorting, ensures effective sorting only for particles near the interface. This means that the bulk of particles in the microfluidic channel would be unaffected by the sorting field. This restriction could be removed by introducing loosely focused counter-propagating beams with identical operating wavelengths to those in evanescent scheme. In this modified configuration, particles at any height would be influenced by the sorting field. However, the real-time particle detection would not be possible due to defocusing of the particles. In fact, the choice of the evanescent configuration was intentional as it actually proves useful for our proof of principle concept. Crucially, the confinement of particles close to surface can be used for real-time particle identification, which is based on monitoring of light intensity scattered by particle into far-field. Real-time identification of particles at a random height...
would not be possible due to defocusing and subsequent change of detected intensity. Of course, one can fabricate a microfluidic channel with branches at specific positions followed by containers, which would be able to store the sorted particles. One can then use SEM images to identify the particles in respective containers. This is, however, an off-line particle identification method. We believe that the in situ and real-time detection of particle size through amount of scattering is a very powerful and practical approach with future prospects in many applications. It is also inherent to the experiment as the detection laser is also used for sorting. Nevertheless, the off-line particle identification and sorting of particles in microfluidic environment should be also possible.

5.6 Conclusion

The FOEi method is capable of finding the optimal beam shape for illumination such that the force difference is maximised over the whole sorting region. The computationally intensive calculation of matrices $M_1$ and $M_2$ is compensated by the fact that the same matrices can be used for finding optimal illumination for any size of sorting region. We note that even though the solution does not optimise the vertical force pointing towards the substrate, we found that this is the case for all our solutions. However, the sign of this force is wavelength and particle size dependent and as such the attractive vertical force is not a general feature of the method. Further, the vertical force is not constant in the sorting region, which might introduce some modulation of force difference due to the Faxen correction. To resolve this one may minimise the vertical force and use an auxiliary beam with constant vertical force over the whole sorting region. This would restrict the diffusion of particles in vertical direction in more controlled way. It is possible to modify the method to simultaneously optimise for several parameters of the system. In our case, the full optimised solution for sorting applications of plasmon nanoparticles would involve simultaneous maximisation of force difference in ROI, minimisation of vertical force, and minimisation of heating. Such a problem reduces to finding matrices (operators) for all parameters of interest and choosing the eigenmodes optimising for such a set of parameters. It is very interesting, for plasmonic sorting in general, to find the beam shape of the field maximising the force difference and minimising the heating. This would also clearly identify the contribution of focusing to the overall improvement of force difference. At this moment it seems that the optimised beam is very similar in shape to a Gaussian beam with a modulation of phase. However, the phase modulation is not very complex which means that the use of simple and cheap optical elements, like glass wedges, can be more economical than the use of SLM. The question thus arises whether the gain in force difference, for small phase variations not achievable by simple optical elements, offsets the high cost of the SLM in the system. The role of the small phase variations is a focus of our ongoing research.

To summarise, we have successfully optimised the illumination for sorting gold nanoparticles using our two step approach. Firstly, we found the optimal wavelength
maximising the nanoparticle separation and minimising the temperature increase in the system. This is an important consideration in plasmonic systems as the excessive heat increases diffusion and convective effects. Secondly, we have found the optimum beam shape of the illumination field for sorting using the method of force optical eigenmodes (FOEi). The applicability of the method was numerically demonstrated for the special case of sorting gold nanoparticles of different size. We plan to extend our approach and perform simultaneous optimisation of several parameters of interest for sorting applications, e.g., minimised heating, maximised force difference along substrate and maximised (minimised) vertical force. This involves finding operators for all of parameters of interest and choosing the eigenmodes optimising them. This will be subject of further work along with the efficient extension of the FOEi method to 3D case. We also plan to apply the FOEi method to the optimisation of bidirectional sorting scheme presented in Chapter 4. The plan includes calculation of far-field illumination optimising the near-field for both - the simple case of glass-water interface and also for the more complex multi-layered system of glass, gold and water.
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Chapter 6

Summary and Outlook

This thesis investigated the advantages and possible disadvantages of utilising the plasmon resonances for optical manipulation of nanoscale objects. The thesis provided a brief general introduction into the phenomenon of plasmon resonance in Chapter 1. This was followed, in Chapter 2, by detailed discussion of the role of plasmon resonance for light confinement into sub-diffraction volume. Such a strong field confinement was shown to be imperative in any application attempting to trap nanoscale objects at reasonable incident intensities. Unfortunately, such a strong field confinement is accompanied by inevitable heating of nanostructures that generate the field confinement and this represents a serious obstacle for any trapping application.

The intriguing interplay between the strong field confinement and related heating of the system was a motivation for theoretical research presented in Chapter 3. This chapter explored the optical forces, acting on a dielectric nanosphere, in the near-field of resonant nanoantenna. The calculations of the optical forces, based on the Maxwell stress tensor approach, revealed relatively weak optical forces for incident powers presented in Ref. [4]. The optical potential well generated by the near-field of the resonant nanoantenna was, in fact, only a fraction of the thermal energy $(k_B T)$, which precludes the possibility of stable optical trap. On the other hand, the increase of incident power yielding deeper potential well, is accompanied by strong heating effects [6], including bubble formation for certain threshold incident intensity. This suggest that the observed trapping in Ref. [4] was due to means other than optical forces. The heating induced convection and thermophoresis, chemical binding, or surface roughness induced field enhancement might be the possible alternative explanations of the first trapping experiments using plasmonic nanostructures.

In the mean-time, the new trapping experiments using plasmonic nanostructures significantly reduced the generated heat by integrating a heat-sink [6], made of gold and copper layer, underneath the nanostructure. This research, partially inspired by our rather negative results regarding the very weak optical forces near a nanoantenna [5], represents one of the most significant steps in plasmonic trapping so far and provides a working, all-optical nanotweezer based on the plasmon resonance.
We also believe that the exciting and complex interplay between electromagnetism, thermodynamics and mechanics in plasmonic tweezing applications will maintain a high level of research interest in this area for years to come.

Chapter 4 of the thesis studies the optical effects of plasmon resonances for a fundamentally different application - size-based optical sorting of gold nanoparticles. Here, the plasmon resonances are not utilised for sub-diffraction light confinement but rather for their ability to increase the apparent cross-section of the particles for their respective resonant sizes. Exploiting these resonances, we realise sorting in a system of two counter-propagating evanescent waves, each at different wavelength that selectively guide gold nanoparticles of different sizes in opposite directions. The method was experimentally demonstrated for bidirectional sorting of gold nanoparticles of either 150 or 130 nm in diameter from those of 100 nm in diameter within a mixture. The research presented in Chapter 4 is the first experimental realisation of size-based optical sorting of metal nanoparticles. To date, optical sorting realisations have mainly focused on dielectric particles or cells, largely at the micron size scale with only a few theoretical studies [109,110] exploring the possibility to extend the range of this powerful method to the case of plasmonic nanoparticles such as gold and silver. And since the optical forces acting on metallic nanoparticles vary significantly with particle properties such as size and composition, particularly when close to plasmon resonance conditions, there was an opportunity for optical sorting utilising this behaviour. Furthermore, our method, based on the resonant behaviour related strongly to the particle size, has a promise to deliver better resolution of the sizes simply because of the utilisation of the intrinsic resonant property. This might be a major advantage over methods such as sedimentation or centrifugation that rely solely on the differentiation of the actual geometrical size.

Our sorting technique is based on the red-shift of the plasmon resonance with increasing particle size. As a result, smaller nanoparticles predominantly interact with shorter wavelengths whereas larger nanoparticles are mainly influenced by longer wavelengths. Selecting the optimal wavelengths and power ratio between the counter-propagating beams we generate a force field within the illuminated region that guides nanoparticles of different sizes in opposite directions to one another, thus realising sorting. The presented configuration extends optical sorting methods to the distinct case of plasmonic nanoparticles and size scales typically one order of magnitude lower than previously realised with dielectric objects [10,105–108].

The importance of the presented optical sorting method lies in the fact that gold nanoparticles are used for an exceptionally wide range of biomedical applications [71]. They are commonly employed for Surface Enhanced Raman Spectroscopy (SERS) and as fluorescence enhancers in various applications - e.g. intracellular biochemical composition imaging [72], DNA and RNA detection [73] and tumor targeting [74]. Additionally, they are used as mechanical carriers through cell membranes for DNA and drug delivery [75] and as localised heaters for photothermal therapy [76]. Crucially, gold nanoparticles show immense promise for multimodal biomedical applications [77] - e.g. mechanical delivery with subsequent biochemical sensing and imaging. In all these cases, the physical shape and size of the gold
nanoparticles dictate their performance. For example, size is a crucial parameter for the cell uptake rate of gold nanoparticles as mechanical carriers \[78,79\], the intensity of a SERS signal \[80,81\], the biochemical \[82\], optical \[83\] and toxicity \[84\] properties of nanoparticles. It is thus necessary to tailor this parameter to a high degree of accuracy for each specific application. This results in a burgeoning need for size selective controlled separation and manipulation of gold nanoparticles in solution.

The resolution of the method, in its current implementation, suffers from significant diffusion in the direction of the fading evanescent field. However, various approaches exist for reducing this diffusion to improve the technique. For example, we can decrease the diffusion by using a weakly focused non-resonant auxiliary laser to push nanoparticles towards the glass-water interface. Alternatively, coating the substrate with nanolayer of gold or the use of a dielectric resonator \[50\] may significantly enhance the gradient forces attracting the nanoparticle to the surface. In the case of a gold layer, the coupling of surface plasmon polaritons into gold layer would increase both the intensity of field at the interface and the gradient force attracting the particles towards the interface \[113,114\]. Intriguingly, the coupling between surface plasmon polaritons within the gold layer and localised surface plasmon supported by the nanoparticle might also offer additional degrees of freedom for tailoring the sensitivity of optical force to particle size. Finally an improvement of particle confinement is also possible through the use of shaped light fields \[115\] or standing wave traps \[116\].

The investigation of optimal beam-shape for optical sorting \[115\], presented in Chapter 5, concludes the thesis. The developed theoretical framework, based on the force optical eigenmode method, is able to find an illumination of the back-focal plane of the objective such that the force difference between nanoparticles of various sizes, in the sample plane, is maximised. We plan to extend our approach and perform simultaneous optimisation of several parameters of interest for sorting applications, e.g., minimised heating, maximised force difference along substrate and maximised (minimised) vertical force. This involves finding operators for all of parameters of interest and choosing the eigenmodes optimising them. Unfortunately, the process of simultaneous optimisation is restricted to special circumstances. For example, the considered operators have to commute. The study of these constraints will be subject of further work along with the efficient extension of the FOEi method to 3D case. If the 3D results yield a significant improvement of the force difference over the standard Gaussian beam, we also plan to apply the FOEi method to the optimisation of bidirectional sorting scheme presented in Chapter 4. The plan includes calculation of far-field illumination optimising the near-field for both - the simple case of glass-water interface and also for the more complex multi-layered system of glass, gold and water.

We firmly believe that the optical manipulation utilising plasmon resonances holds promise for a vibrant future full of exciting discoveries.
Summary and Outlook
Appendix A
Dispersion relation of SPP mode

If we substitute Eq. (2.27) into the curl of Eq. (2.26) and use the constitutive relations we get

\[ \nabla \times \nabla \times E(r,t) = -\frac{1}{c^2} \frac{\partial^2(\epsilon E(r,t))}{\partial t^2}. \]  

(A.1)

This can be further simplified by using the identity \( \nabla \times \nabla \times E \equiv \nabla (\nabla \cdot E) - \nabla^2 E \) together with Eq. (2.28)

\[ \nabla \cdot D = \nabla \cdot (\epsilon E) \equiv (\nabla \epsilon) \cdot E + \epsilon \nabla \cdot E = 0. \]  

(A.2)

In the course of this thesis, we will only be concerned with piecewise homogeneous media which means that we can set \( \nabla \epsilon(r) = 0 \). As a result, Eq. (A.1) can be cast into a well-known wave equation

\[ \nabla^2 E(r,t) - \frac{\epsilon}{c^2} \frac{\partial^2 E(r,t)}{\partial t^2} = 0. \]  

(A.3)

We can match the solutions of this equation in respective piecewise media by using appropriate boundary conditions. Finally, assuming time-harmonic solutions \( e^{i\omega t} \) (no transient effects) leads to the Helmholtz equation for the electric field \( E \):

\[ \nabla^2 E(r,\omega) + k_0^2 \epsilon E(r,\omega) = 0, \]  

(A.4)

where \( k_0 = \omega^2/c^2 = 2\pi/\lambda_0 \), where \( \lambda_0 \) is the vacuum wavelength. Similarly for magnetic field \( H \)

\[ \nabla^2 H(r,\omega) + k_0^2 \epsilon H(r,\omega) = 0. \]  

(A.5)

Function \( f \) is an eigenmode of the system if and only if the following equation is satisfied

\[ \hat{A}f = bf, \]  

(A.6)

where \( \hat{A} \) can be any linear operator and \( b \) is the scaling factor. This essentially means that if we find a solution to the Helmholtz equation, then this solution is naturally an eigenmode of the system. Let us find the solution for a situation shown in Fig. A.1
Fig. A.1: We look for a solution of Helmholtz equation (Eq. A.4) that is confined at the interface of two media. The negative half-space, $z < 0$, has permittivity $\varepsilon_1$ whereas the positive half-space, $z > 0$, has permittivity $\varepsilon_2$.

The general solution of Eq. (A.4) and Eq. (A.5) in respective half-spaces is a simple plane-wave or any superposition of plane-waves. Using boundary conditions, we can match the solutions in two half-spaces and find the eigenfunction or eigenmodes of the whole space. In further discussion, we will also require this mode to be confined to interface in both half-spaces. Dropping this requirement would lead to a solution of plane-wave partially reflected and transmitted at the interface, which is not a very interesting eigenmode of the system.

We can write the solution in the first ($j = 1$) and in the second ($j = 2$) medium either as p-polarised plane-wave

$$
E_j = \begin{pmatrix} E_{j,x} \\ 0 \\ E_{j,z} \end{pmatrix} e^{-i(k_{j,x}x + k_{j,z}z - \omega t)},
$$
(A.7)

or as s-polarised plane-wave

$$
E_j = \begin{pmatrix} 0 \\ E_{j,y} \\ 0 \end{pmatrix} e^{-i(k_{j,x}x + k_{j,z}z - \omega t)},
$$
(A.8)

where $k_x$ is the same in both media (consequence of Snell’s law). It is useful, for further analysis, to express the solution for s-polarised plane-wave in terms of the magnetic field. Using Eq. (2.26) we get

$$
H_j = \frac{1}{\omega \mu_0} \begin{pmatrix} -k_{j,z}E_{j,y} \\ 0 \\ k_x E_{j,y} \end{pmatrix} e^{-i(k_{j,x}x + k_{j,z}z - \omega t)}.
$$
(A.9)

Let us first study the case of s-polarised plane-waves. Inserting Eq. (A.9) back into Eq. (A.5) results in the following relation for wave-vectors

$$
k_x^2 + k_{j,z}^2 = \varepsilon_j k_0^2.
$$
(A.10)
At the same time the continuity of tangential field components has to be satisfied. The condition satisfying continuity for tangential component of electric field is

\[ E_{1,y} = E_{2,y}. \] (A.11)

Similarly the condition for continuity of tangential components of magnetic field requires

\[ k_{2,z}E_{2,y} - k_{1,z}E_{1,y} = 0 \quad \rightarrow \quad k_{1,z} = k_{2,z}. \] (A.12)

At this point we can see that the conditions imposed by Eq. (A.10) and Eq. (A.12) cannot be fulfilled simultaneously since the right hand side of Eq. (A.10) is different for each medium (index \( j \)), while, at the same time, the left hand side is required to be constant in both media. This leads to a very important result that the solution (eigenmode) at the interface does not exist for the case of s-polarised plane-waves.\(^1\)

Let us now turn our attention to the case of p-polarised plane-wave. Using Eq. (2.28) for p-polarised plane-wave, given by Eq. (A.7), leads to the following set of equations

\[ k_x E_{1,x} + k_{1,z} E_{1,z} = 0 \] (A.13)
\[ k_x E_{2,x} + k_{2,z} E_{2,z} = 0 \] (A.14)

in medium 1 and medium 2 respectively. To satisfy the continuity of tangential electric field \( E_x \) and normal electric displacement \( D_z \), we further require

\[ E_{1,x} - E_{2,x} = 0, \] (A.15)
\[ \varepsilon_1 E_{1,z} - \varepsilon_2 E_{2,z} = 0. \] (A.16)

This set of equations represents a homogeneous system of four equations for unknown electric field. The non-trivial solution exists only if the determinant of the following matrix is zero

\[
\begin{vmatrix}
k_x & 0 & k_{1,z} & 0 \\
0 & k_x & 0 & k_{2,z} \\
1 & -1 & 0 & 0 \\
0 & 0 & \varepsilon_1 & -\varepsilon_2 \\
\end{vmatrix} = k_x (k_{1,z} \varepsilon_2 - k_{2,z} \varepsilon_1),
\] (A.17)

which is fulfilled either for the trivial case of \( k_x = 0 \) or for a condition \( k_{1,z} \varepsilon_2 - k_{2,z} \varepsilon_1 = 0 \). This condition, together with Eq. (A.10), which is also valid for the case of p-polarised plane-wave, leads to the following dispersion relations for the existing mode

\[ k_x^2 = \frac{\varepsilon_1 \varepsilon_2}{\varepsilon_1 + \varepsilon_2} \frac{\omega^2}{c^2}, \] (A.18)
\[ k_{j,z}^2 = \frac{\varepsilon_j}{\varepsilon_1 + \varepsilon_2} \frac{\omega^2}{c^2}. \] (A.19)

\(^1\)The solution for s-polarised plane-wave can only be found by adding reflected wave to Eq. (A.9), however, such a change leads to a solution that is not confined at the interface and thus cannot represent an interface confined mode.
Let us now derive the necessary conditions for the existence of the interface confined mode. Let us assume for simplicity that the imaginary parts of the complex permittivities $\varepsilon_1, \varepsilon_2$ are very small. We are looking for an interface mode that is confined to the interface in both half-spaces and at the same time propagates along the x-axis. This requires a real $k_x$ and a purely imaginary $k_{j,z}$. The necessary condition for an interface mode to exist thus requires the following constraints on the respective permittivities $\varepsilon_1, \varepsilon_2$:

$$\varepsilon_1(\omega) \cdot \varepsilon_2(\omega) < 0, \quad \varepsilon_1(\omega) + \varepsilon_2(\omega) < 0,$$

(A.20)

which basically means that the values of permittivity $\varepsilon_1, \varepsilon_2$ need to have opposite sign and the absolute value of negative permittivity has to be larger than the absolute value of the positive one. This is indeed possible for the case of metal (negative permittivity in the optical range for gold) and dielectric. The surface confined mode can thus exist. We would like to note that if we allow for real valued perpendicular wavevectors then the derived dispersion relations simply describe the Brewster effect.

We can also cast Eq. (A.18) and Eq. (A.19) into a form used for interpretation of some of the results contained within the thesis

$$k_x = \sqrt{\frac{\varepsilon_1 \varepsilon_2}{\varepsilon_1 + \varepsilon_2}} \frac{\omega}{c},$$

(A.21)

$$k_{j,z} = -\sqrt{\frac{\varepsilon_2^2}{\varepsilon_1 + \varepsilon_2}} \frac{\omega}{c}.$$

(A.22)

Here, the minus sign in Eq. (A.22) was selected because the solution without the minus sign corresponds to diverging field solution in the z-direction.
Appendix B

Derivation of LSPP mode

We want to find a solution of Laplace equation

$$\nabla^2 \Phi = 0. \quad (B.1)$$

for a spherical nanoparticle and it is thus convenient to solve this equation in spherical coordinates

$$\frac{1}{r^2 \sin \theta} \left[ \sin \theta \frac{\partial}{\partial r} \left( r^2 \frac{\partial}{\partial r} \right) + \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial}{\partial \theta} \right) + \frac{1}{\sin \theta} \frac{\partial^2}{\partial \varphi^2} \right] \Phi(r, \theta, \varphi) = 0. \quad (B.2)$$

The above equation can be solved by the method of separation of variables.

Let us solve this equation for the specific case of gold sphere (permittivity given by $\varepsilon_1$) of radius $a$ located in a uniform electric field $E_0 = E_0 \hat{z}$ in water (permittivity given by $\varepsilon_2$) (Fig. B.1). The applied field $E_0$ induces a charge distribution

![Fig. B.1: The gold sphere of radius $a$ with permittivity $\varepsilon_1(\omega)$ surrounded with water ($\varepsilon_2$) is exposed to electrostatic field given by $E_0 = E_0 \hat{z}$.](image)

in the sphere that maintains azimuthal symmetry of the problem. The separation of variables in such a symmetric case leads to the following general solution for the
Derivation of LSPP mode

electrostatic potential

\[ \Phi(r, \theta) = \sum_{l=0}^{\infty} \left[ A_l r^l + B_l r^{-l-1} \right] P_l(\cos \theta), \]

\[ (B.3) \]

where \( P_l(\cos \theta) \) are the Legendre polynomials. Since the potential \( \Phi \) needs to be finite inside the sphere \( r = a \), we can write the potential inside and outside of the sphere as

\[ \Phi_1 = \sum_{l=0}^{\infty} A_l r^l P_l(\cos \theta), \]

\[ (B.4) \]

\[ \Phi_2 = \sum_{l=0}^{\infty} \left[ C_l r^l + D_l r^{-l-1} \right] P_l(\cos \theta). \]

\[ (B.5) \]

Let us now determine the coefficients \( A_l, C_l \) and \( D_l \). At a large distance from the sphere \( r \to \infty \), potential \( \Phi_2 \) should be unaffected by the presence of the sphere. The potential should thus converge to \( \Phi_2 \to -E_0 z = -E_0 r \cos \theta \). As a result, \( C_l = 0 \) for \( l \neq 1 \) and \( C_1 = -E_0 \) for \( l = 1 \). We further require continuity of tangential components of the electric field and the continuity of the normal components of the electric displacement at the surface of the sphere \( r = a \)

\[ \frac{\partial \Phi_1}{\partial \theta} \bigg|_{r=a} = \frac{\partial \Phi_2}{\partial \theta} \bigg|_{r=a}, \]

\[ (B.6) \]

\[ \varepsilon_1 \frac{\partial \Phi_1}{\partial r} \bigg|_{r=a} = \varepsilon_2 \frac{\partial \Phi_2}{\partial r} \bigg|_{r=a}. \]

\[ (B.7) \]

For \( l \neq 1 \) this leads to the following set of equations

\[ A_l a^l = D_l a^{-l-1}, \quad A_l a^{l-1} + \frac{\varepsilon_2}{\varepsilon_1} D_l (l+1) a^{-l-2} = 0, \]

\[ (B.8) \]

which has a solution only if \( A_l = D_l = 0 \). For the case \( l = 1 \) we get

\[ A_1 a = -E_0 a + D_1 a^{-2}, \quad A_1 = \frac{\varepsilon_2}{\varepsilon_1} \left( -E_0 - 2D_1 a^{-3} \right), \]

\[ (B.9) \]

which gives the following coefficients

\[ D_1 = E_0 a^3 \frac{\varepsilon_1 - \varepsilon_2}{\varepsilon_1 + 2\varepsilon_2}, \quad A_1 = -E_0 \frac{3\varepsilon_2}{\varepsilon_1 + 2\varepsilon_2}. \]

\[ (B.10) \]

Inserting the calculated coefficients back into Eq. \( (B.4) \) and Eq. \( (B.5) \) gives the following electrostatic potentials inside and outside of the sphere

\[ \Phi_1 = -\frac{3\varepsilon_2}{\varepsilon_1 + 2\varepsilon_2} E_0 r \cos \theta, \]

\[ (B.11) \]

\[ \Phi_2 = -E_0 r \cos \theta + \frac{\varepsilon_1 - \varepsilon_2}{\varepsilon_1 + 2\varepsilon_2} E_0 a^3 \frac{\cos \theta}{r^2}. \]

\[ (B.12) \]

\[ ^1 \text{The potential } \Phi \text{ can be infinite outside of the sphere.} \]
We can easily transform these potential equations into the Cartesian coordinate system using $z = r \cos \theta$ which finally results in

$$
\Phi_1 = -\frac{3\varepsilon_2}{\varepsilon_1 + 2\varepsilon_2}E_0 z,
$$

(B.13)

$$
\Phi_2 = -E_0 z + \frac{\varepsilon_1 - \varepsilon_2}{\varepsilon_1 + 2\varepsilon_2} E_0 a^3 \frac{z}{r^3}.
$$

(B.14)
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