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Abstract 

Background  Recent advancements in generative artificial intelligence (AI) have opened new avenues in educa-
tional methodologies, particularly in medical education. This study seeks to assess whether generative AI might be 
useful in addressing the depletion of assessment question banks, a challenge intensified during the Covid-era due 
to the prevalence of open-book examinations, and to augment the pool of formative assessment opportunities avail-
able to students. While many recent publications have sought to ascertain whether AI can achieve a passing standard 
in existing examinations, this study investigates the potential for AI to generate the exam itself.

Summary of work  This research utilized a commercially available AI large language model (LLM), OpenAI GPT-4, 
to generate 220 single best answer (SBA) questions, adhering to Medical Schools Council Assessment Alliance guide-
lines the and a selection of Learning Outcomes (LOs) of the Scottish Graduate-Entry Medicine (ScotGEM) program. 
All questions were assessed by an expert panel for accuracy and quality. A total of 50 AI-generated and 50 human-
authored questions were used to create two 50-item formative SBA examinations for Year 1 and Year 2 ScotGEM 
students. Each exam, delivered via the Speedwell eSystem, comprised 25 AI-generated and 25 human-authored 
questions presented in random order. Students completed the online, closed-book exams on personal devices 
under exam conditions that reflected summative examinations. The performance of both AI-generated and human-
authored questions was evaluated, focusing on facility and discrimination index as key metrics.

Summary of results  The screening process revealed that 69% of AI-generated SBAs were fit for inclusion 
in the examinations with little or no modifications required. Modifications, when necessary, were predominantly due 
to reasons such as the inclusion of "all of the above" options, usage of American English spellings, and non-alphabet-
ized answer choices. 31% of questions were rejected for inclusion in the examinations, due to factual inaccuracies 
and non-alignment with students’ learning. When included in an examination, post hoc statistical analysis indicated 
no significant difference in performance between the AI- and human- authored questions in terms of facility and dis-
crimination index.

Discussion and conclusion  The outcomes of this study suggest that AI LLMs can generate SBA questions that are 
in line with best-practice guidelines and specific LOs. However, a robust quality assurance process is necessary 
to ensure that erroneous questions are identified and rejected. The insights gained from this research provide a foun-
dation for further investigation into refining AI prompts, aiming for a more reliable generation of curriculum-aligned 
questions. LLMs show significant potential in supplementing traditional methods of question generation in medical 
education. This approach offers a viable solution to rapidly replenish and diversify assessment resources in medical 
curricula, marking a step forward in the intersection of AI and education.
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Introduction
The practice of active learning has been shown to 
increase examination performance among learners [1]. 
Falling under this category of study, retrieval practice 
has been proven to be an effective strategy to enhance 
meaningful learning [2]. More specifically, retrieval prac-
tice using single best answer (SBA) questions can greatly 
improve purposeful learning [3]. SBAs are renowned for 
their objectivity, efficiency, and ability to briefly encom-
pass a wide range of knowledge [4]. They cultivate the 
development of critical thinking skills and the ability to 
make clinical decisions, not merely memorization [5]. 
Particularly with the use of case-based SBAs these ques-
tions facilitate the integration of theoretical knowledge 
with practical implementation, helping with the prepa-
ration for professional practice [6]. However, in the field 
of medical education, the quantity of SBAs available for 
formative use are scarce due to the challenges involved in 
producing them.

Best-practice guidelines have been established in the 
United Kingdom by the Medical Schools Council Assess-
ment Alliance (MSCAA) to help examiners to produce 
SBAs that are of consistent high-quality [7]. A high-qual-
ity SBA should include a stem, lead-in and five options 
for candidates to choose from, comprising one correct 
answer and four distractors. Guidelines also advise on 
question tagging (to assist with examination blueprint-
ing) and the use of abbreviations and reference ranges. 
For example, the stem—which contains the informa-
tion needed to answer the question—must be in present 
tense and in third person narration. The lead-in question 
must avoid negative phrasing—such as “which is the least 
likely?” —and should be possible to answer without look-
ing at the options. The five options should all be plausi-
ble answers, homogenous in length in relation to each 
other and presented in alphabetical order. Abbreviation 
guidelines include advise about chemical compounds and 
units of time/measurement. The guidelines also contain 
a detailed style guide relating to, for example, the use of 
apostrophes, notation of bacteria, capital letters, abbre-
viations etcetera [19]. These guidelines have been pro-
duced to foster consistency in the style and quality of 
SBAs across the United Kingdom ahead of the roll-out of 
national licencing examination, similar to what already 
exists in the United States in the Medical Licencing 
Examination (USMLE).

Producing an SBA of appropriate difficulty is also 
a challenge that examiners face. Questions should be 
challenging enough to discriminate between those who 
understand the material well and those who do not, 
however they should not be so difficult that they are 
discouraging or unaligned to the teaching provided [8]. 
To distinguish between higher and lower performing 

students, good SBAs should allow markedly better per-
formance from those who tend score highly on exams 
than those who score poorly [9], in a concept known as 
‘discrimination’. Moderately difficult items tend to dem-
onstrate good discrimination, while very difficult and 
very easy SBA are more likely to show no discrimination 
or negative discrimination, whereby overall weaker stu-
dents tend to do better than stronger students [10].

Creating SBAs requires medical knowledge, concep-
tual integration, and avoiding pitfalls [8]. Pitfalls can be 
identified by candidates with good examination tech-
nique (also known as “testwise” candidates) to occasion-
ally correctly answer a question without possessing the 
underlying knowledge [11]. These pitfalls can include 
mutually exclusive distractors—where two mutually 
exclusive responses are correct—and the use of absolute 
terms such as: always, never, and all [12]. “Irrelevant dif-
ficulty” describes questions that are made difficult for 
reasons that are unrelated to the aim of the assessment 
[11]. This can arise from negatively phrased, long, and 
overly complicated questions [11]. Additionally, the pro-
cess of constructing every SBA is a very time-consuming 
for medical educators [13]. Even with all of these factors 
being met, once a question is created—due to answer 
memorisation—reusing questions from year to year can 
threaten the validity, efficacy, and test security of exams 
[14]. This disposability further perpetuates the scarcity 
of SBAs. Although constructing ones owns SBAs can be 
effective, this exercise is unlikely to be met with enthusi-
asm due to it being unfamiliar and a perceived inefficient 
use of time [15].

Unique challenges were introduced during the Covid-
19 pandemic in 2020 and affected several subsequent 
academic years. In order to ensure the safety of students 
and staff during examinations during the pandemic, most 
medical schools opted for online open-book examina-
tions [16]. This decision resulted in vast numbers of SBAs 
essentially entering the public domain and reducing the 
number of questions available for use in subsequent 
years.

Recent advancements in generative AI offer potential 
solutions to the challenges associated with producing 
large numbers of SBA questions. Generative Pre-Trained 
Transformer (GPT) is a language model developed by 
OpenAI that powers ChatGPT, a chatbot app, which is 
designed to generate human-like text responses based on 
the information it receives from a user [17]. Due to their 
human-like text understanding and generation, Ope-
nAI’s LLMs offer potential solutions to healthcare edu-
cation [18, 19]. LLMs are trained to predict a sequence 
of fragments of words (i.e. ‘tokens’) based on the tokens, 
and their context, that come before them [20]. Therefore, 
LLMs can generate a novel sequence of words if trained 
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on a sufficiently large amount of text data [20]. So far, 
this model has already been able to successfully pass the 
USMLE, so it is reasonable to hypothesize that the LLM 
could potentially write the exam itself [20]. While many 
recent publications have sought to ascertain whether AI 
can achieve a passing standard in existing examinations, 
this study investigates the potential for AI to generate the 
exam itself.

Materials & methods
Question generation
GPT-4 via ChatGPT, a commercially available AI LLM, 
was used to generate 220 SBA questions. A prompt 
(Table  1) was developed which incorporated abridged 
guidance from the MSCAA Style Guide, which was 
developed to define best practice in the style and format 
of SBA questions for the applied knowledge test (AKT) of 
the General Medical Council’s (GMC) upcoming Medi-
cal Licencing Examination (MLA). Also included in the 
prompt was an Intended Learning Outcome (ILO) from 
the case-based learning component of the Scottish grad-
uate entry medical programme (ScotGEM) curriculum, 
which provided GPT-4 with the necessary context to 
generate the SBA. Examples of ILOs used in the prompt 
are included in Table  2. The prompt was presented (in 
January 2024) to independent instances of GPT-4 until 
220 SBAs had been generated; this amounted to 74 itera-
tions, which yielded 222 SBAs. The final two questions 
were omitted from the study leaving 220 SBA in total that 
were included in this study. Each SBA was recorded in 

preparation for quality assurance checks before potential 
inclusion in an examination.

Quality assurance
The AI-generated SBAs underwent standard quality-
assurance screening to ensure compliance with the 
stipulated guidelines and ILOs according to our stand-
ard assessment process. Each SBA was sent to the fac-
ulty member responsible for the ILO that was used in 
its  generation, who assessed each  question for suitabil-
ity, alignment and  quality.  ​ Questions were categorised 
as either  acceptable, modifiable, or rejected. The reason 
for modification/rejection was recorded and categorised. 
Finally, all questions included in the examination were 
assessed by a broader panel of 8 faculty members (clini-
cal and non-clinical) to ensure consistency and balance.​ 
All staff involved in this quality assurance process were 
familiar with the MSCAA guidance and had received 
training on SBA writing.

Examination
A subset of questions that were identified as either 
acceptable or modifiable were selected (n = 50) and used 
alongside an equal number of human-authored ques-
tions (n = 50) to construct two formative SBA examina-
tions each of 50 items (one for Year 1 and one for Year 2 
of the ScotGEM programme, with 25 AI-authored ques-
tions and 25 human-authored questions each), which 
were subsequently undertaken by medical students. A 
check of the paper was conducted to ensure no errors or 

Table 1  The prompt used to generate 220 SBA questions, based on abridged MSCAA guidance and learning outcomes that were 
addressed during the course

A good single best answer (SBA) question for medical students should have the following components: 1) A stem, which ensures the question 
is clinically relevant without the use of names for patients, bad practice/errors, setting of care (unless it influences decisions about correct answer), 
or any extraneous details, 2) A lead-in, which poses a specific question in which students can arrive at the correct answer without seeing the options 
and avoids negative phrasing or focus around bad practice, and 3) Five potential answers

There are some rules for the five potential answers: only one option should be correct; be relevant to the stem and lead-in; be plausible and realistic; 
the options must be listed in alphabetical order; neither "all of the above" or "none of the above" should be listed as options; be homogenous in con-
tent; there should always be five options

I will provide you with a learning outcome. You will write three good SBA questions for that learning outcome. You will also generate explanations 
for the correct answers to the questions

[The relevant ILO was inserted here]

Table 2  Examples of intended learning outcomes that were included in the prompt used to generate the questions

Describe the micro- and macroscopic structure and function of muscles, bones and joints

Compare and contrast Type 1 and Type 2 hypersensity reactions

Explain how O2 and CO2 are transported in the blood, and relate this to the structure of haemoglobin

Discuss how the concept of ’Realistic Medicine’ may be applied in practice, with particular reference to the care of the older adult

Discuss the clinical features, investigation and management of chronic obstructive airways disease
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amendments had inadvertently been introduced follow-
ing the quality-assurance process.

Both examinations were delivered online via the Speed-
well eSystem platform within a set time, following the 
usual process for the delivery of formative examinations. 
Students used their own devices to complete the forma-
tive examinations and could do so in a location of their 
choosing within the given time. Students were encour-
aged to complete the formative examination as a closed 
book exercise to better prepare for their in-person sum-
mative closed book examinations and give a better indi-
cation of their learning. The order of the questions, both 
AI generated and human-authored, were randomised in 
both examinations so that neither were grouped together. 
After the opportunity to undertake the formative exam-
inations had closed, results and marking keys were 
released to students on the next working day. A feed-
back session on the overall performance in the formative 
examinations was also provided to both year groups in 
the week that results were released.

Post‑hoc item analysis
For each question facility (F) was  calculated. Facility 
indicates the  proportion of student responses that were 
correct and is therefore occasionally referred to as "diffi-
culty". A value of 0 means that no students answered the 
question correctly, while a value of 1 means that all stu-
dents answered the question correctly. This was done by 
taking the sum of the actual marks (1 or 0) for each stu-
dent and dividing this by the number of candidates [21].

For each question discrimination index (DI) was also 
calculated. This was done by subtracting the facility score 
calculated from the worst-performing 27% of students 
from the facility score of the best-performing 27% of stu-
dents. These groups are categorized based on students’ 
overall examination performance.  DI therefore enables 
assessors to discern whether a given question is effec-
tive at separating out the best- and worst- performing 
students.

A positive DI means that more of the best-performing 
students chose the correct answer than in the worst-per-
forming students. A DI of 0 means the best-performing 
and worst-performing students did equally well (or badly) 
at that question. A negative DI  means that more of the 
worst-performing students selected the correct answer 
than those in the best-performing group. Items with a 
negative DI could indicate a problem with the question, 
such as a technical error (e.g. an incorrect answer is 
labelled as the correct answer in the assessment software) 
or an issue with alignment between the items and the 
students’ learning [21]. For the purposes of this study, an 
acceptable DI was considered to be > 0.2 since this was a 

formative examination, however a DI of > 0.3 would nor-
mally be required in a summative examination.

The performance of both AI-generated and human-
authored questions was evaluated by comparing the F 
and DI scores of human- and AI-authored SBAs, and 
t-tests for each measurement (F and DI) was conducted 
between the AI-generated vs human authored questions 
to ascertain if any significant difference existed between 
the questions.

Ethical considerations
Ethical approval was awarded on 19 Oct 2024 by the 
School of Medicine Ethics Committee at University of St 
Andrews (Reference number MD17293). Since this study 
does not involve patients a clinical trial number was not 
applicable. All students received information about the 
study before attempting the exam, and a consent form 
was required to be completed. Students’ exam responses 
were only used in this study if they provided consent. 
These provisions aligned our study with the Declara-
tion of Helsinki. As there was a dependent relationship 
between the researcher (i.e. teachers/assessors on the 
ScotGEM programme) and the students, it was made 
clear that withholding consent would not disadvantage 
the student and that they would be able to attempt the 
exams as normal.

Students’ individual responses were not anonymised 
to provide them with feedback after the conclusion of 
the exam; however, the identities of the students were 
not presented to the research team for the purposes of 
the post-hoc analysis. Participants were provided with 
their induvial exam feedback (privately) and the general 
findings of this study (during a whole-class briefing ses-
sion). Students’ responses and were stored securely on 
University cloud storage (OneDrive) and only accessible 
by the research team. Anonymised datasets used and/or 
analysed during the current study are available from the 
corresponding author on reasonable request.

Results
The total number of participants (i.e. students who 
undertook the exam and consented to their data being 
included in this study) was 142, comprising 84 from Year 
1 and 58 from Year 2.

Quality assurance
Of the 220 SBA questions generated by GPT-4, 49 
(22.2%) were usable without any amendments whatso-
ever, 103 (46.8%) required minor modifications to correct 
issues of style, content or alignment, and 68 (30.9%) were 
rejected because they were either unsalvageable or would 
have required prohibitively extensive amendments to 
enable their inclusion in an examination. The reasons for 
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rejection or modification of a question were categorized 
into: “beyond student knowledge”, “improper house style”, 
“not sensible”, and “other”, which included items that 
were too simple, duplicates, or not items that were not 
aligned to the provided learning outcome. These findings 
are included in Fig. 1.

Beyond student knowledge
These questions did not align with student learning. This 
included information that was either not taught in a lec-
ture, taught in teaching that took place after the exam, or 
not in the medical school curriculum at all. A rejected 
example includes the question below that mentions the 
respiratory system, which had not been taught at this 
point:

A 25-year-old man presents to his GP with a fever 
and a productive cough. A chest x-ray reveals con-
solidation in the right lower lobe.
Which of the following is the most likely immune 
response to this infection?

A	 Activation of B cells to produce antibodies
B	 Activation of cytotoxic T cells
C	 Activation of natural killer cells

D	 Phagocytosis by neutrophils
E	 Release of interferons by infected cells

House style
These questions involved failure to abide to the format 
required for medical school questions as outlined by the 
MSCAA Style Guide [7]. Although these guidelines were 
incorporated into the prompt inputted into the AI, occa-
sionally mistakes were still made by the model. These 
mistakes included: incorrect wording that does not affect 
the answer, unnecessary addition of information, an 
option being “all/none of the above”, a “NOT” question 
and Americanised spelling. Often, these questions abided 
to the other guidelines and were, therefore, easily modi-
fiable and eligible for acceptance. A modifiable example 
includes a “NOT” in the question:

A 65-year-old patient is admitted to the hospital with 
an acute confusional state.
Which of the following is NOT a recommended 
management option for this patient?

A	 Administering antipsychotic medication
B	 Ensuring adequate hydration and nutrition

Fig. 1  Outcomes of the quality assurance assessment of the 220 AI-generated SBA questions
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C	 Providing reality orientation
D	 Using bed alarms
E	 Using physical restraints

Not sensible
This category encompasses all the questions that are 
inherently confusing for the student to answer. This 
includes questions that do not make sense, are factually 
incorrect, have multiple correct/similar options, do not 
pass the “cover test” which defines the ability to arrive at 
the correct answer without looking at the options, have 
incorrect answers, contain incorrect terminology that 
does affect the answer, are extremely vague, or have miss-
ing/incorrect crucial information (e.g. reference ranges). 
Sometimes questions were modified to ensure guideline 
adherence, but some were also rejected entirely. A modi-
fiable example includes the lack of reference ranges for 
PaCO2 and pH, both required to correctly answer the 
question:

A 60-year-old woman with a history of chronic 
obstructive pulmonary disease (COPD) presents to 
her primary care physician with worsening shortness 
of breath. Her arterial blood gas shows a PaCO2 of 
60 mmHg and a pH of 7.30.
What is the primary mechanism by which CO2 is 
transported in the blood?

A	 As bicarbonate ions
B	 As carbamino compounds
C	 Bound to albumin
D	 Bound to haemoglobin
E	 Dissolved in plasma

Other
Too Simple: A few questions generated—although cor-
rect and fully adhered to the guidelines—were too simple 
for the medical school level. This also entails questions in 
which the correct answer was mentioned somewhere in 
the question. A rejected example includes a question that 
is too easy:

A 45-year-old female presents to her GP with fatigue, 
pallor, and shortness of breath. Her blood tests show 
a low haemoglobin level.
What is the most likely diagnosis?

A	 Anaemia
B	 Asthma
C	 Chronic obstructive pulmonary disease
D	 Pneumonia

E	 Tuberculosis

Repeat: This category entails questions that are so simi-
lar they are essentially repeats. One learning outcome 
is meant to generate three different questions. In these 
questions, one learning outcome led to the generation of 
two or more very similar—borderline exact—questions.

Does not align to the ILO: A few questions did not test 
the LO given. A rejected example is this question that 
asked for specific first-line treatment for Type 2 diabe-
tes although the learning outcome was “Be aware of UK 
medicine legislation and principles of safe, effective, and 
sustainable prescribing”. This question was also incorrect 
as there is no UK Medicines Legislation that determines 
first line choice of treatments:

A 45-year-old man with a history of hypertension 
presents to his GP with a new diagnosis of type 2 dia-
betes mellitus.
According to UK medicine legislation, which of the 
following is the most appropriate first-line treatment 
for this patient?

A	 Gliclazide
B	 Glimepiride
C	 Metformin
D	 Pioglitazone
E	 Sitagliptin

Post‑hoc Item analysis
Facility
There was no statistically  significant difference in facil-
ity  between AI-generated and human authored  ques-
tions (p = 0.176)​. However, descriptive statistics  suggest 
that students found the  AI-generated questions easier 
than  human authored ones.​ These results are summa-
rised in Fig. 2 and Table 3.

Discrimination index
There was no statistically  significant difference in  dis-
crimination index between  AI-generated and human-
authored  questions (p = 0.175)​. However, because 
facility was slightly higher in AI-authored questions (0.70 
vs 0.64), they were less discriminating.​ These results are 
summarised in Fig. 3 and Table 4.

Discussion
The outcomes of this study suggest that AI LLMs can 
generate SBA questions that are in line with best-practice 
guidelines and specific ILOs, showing significant poten-
tial in supplementing traditional methods of question 
production in medical education. While 69% of questions 
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were usable with no or minor modification, 31% of ques-
tions were not suitable for inclusion; these findings 
highlight the necessity of a systematic quality assurance 
process to ensure only high-quality items proceed into 
students’ examinations. Issues primarily relate to format-
ting/style, absent constructive alignment and inappropri-
ate level of difficulty.

When quality-assured AI-generated questions are 
used in examinations, descriptive statistics suggest 
that AI-generated questions are slightly easier and 
less discriminating that human-authored questions, 
although not to a statistically significant degree. Of the 
50 human-authored questions, 33 had a DI > 0.2 and 24 
had a DI > 0.3; among the 50 AI-generated questions, 
32 achieved a DI > 0.2 and 12 achieved a DI > 0.3. These 
findings suggest that, as higher levels of item discrimi-
nation are sought, the benefits of using AI to generate 
questions may become more limited.

Although there is a paucity of literature in this emerg-
ing area, the findings of this study broadly align with 
early reports elsewhere in the literature. There is broad 
agreement that models can generate questions that 
are often indistinguishable from human-written ones 
[22–26], there is also trepidation regarding the qual-
ity of the AI-generated questions. Although this study 
did not detect a statistical difference in discrimination 

Fig. 2  Facility calculations for AI-generated and human-authored questions

Table 3  Descriptive statistics of facility for human-authored and 
AI-generated questions

AI-generated SBAs Human-
authored 
SBAs

Mean 0.70 0.64

Minimum 0.15 0.21

Maximum 0.95 0.97
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index between AI- and human- generated questions, 
other reports in the literature suggest this difference 
does exist in that AI-generated questions may have 
lower discriminatory power compared to human-writ-
ten questions [24, 27].

In addition to concerns around quality, there are also 
emerging reports in the literature regarding outdated 
terminology, age- and gender- specific inaccuracies, 

and geographically insensitivities being detected in AI-
generated examination questions [23]. Similar issues 
relating to representation have also been detected when 
creating other types of content involving patients or 
clinical scenarios [28–30], and also when using gen-
erative AI to assist practitioners with clinical reasoning 
[31].

These findings suggest that complete replacement of 
human-authored questions is not feasible. However, there 
is considerable potential for the use of this technology to 
assist humans. This approach offers a viable solution to 
rapidly replenish and diversify assessment resources in 
medical curricula, marking a step forward in the inter-
section of AI and education. Even when AI-generated 
questions do not satisfy the high-standards demanded by 
Universities and regulators, they can still serve to inspire 
new ideas for human authors. A portion of the process in 
producing questions involves the creative aspect of curat-
ing a stem, question, and 5 options. Even if a question is 

Fig. 3  Discrimination index calculations for AI-generated and human-authored questions

Table 4  Descriptive statistics of discrimination index for human-
authored and AI-generated questions

AI-generated SBAs Human-
authored 
SBAs

Mean 0.24 0.28

Minimum 0.00 −0.03

Maximum 0.56 0.72
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entirely rejected and re-written—not only modified—the 
initial ideas can be of great help. In this way, the AI can 
essentially aid in solving writer’s block.

Due to the infancy and fast-moving capabilities of gen-
erative AI tools, there are some limitations associated 
with this study that could be overcome as the technol-
ogy develops. Possible approaches to refining our method 
includes using more specific ILOs when inputting our 
prompt into the LLM. A common complaint of stu-
dents is the vagueness of the ILOs, which can complicate 
determining which facts are important to focus on. This 
distinguishment could be beneficial in a course such as 
medicine, where the volume of content is extremely large. 
An alternative—or addition—to this could be to provide 
the LLM with actual teaching materials or lecture record-
ings. This could generate questions that are better aligned 
with students’ learning. Due to the pre-determined 
assessment format and finite number of participants a 
pre-requisite sample size was not calculated a priori; this 
represents a limitation of this study, which likely would 
benefit from more assessment items and participants.

In terms of the LLM used, the exponential advance-
ment of AI could potentially generate a more sophis-
ticated model that could be incorporated instead as 
previously mentioned. Additionally, we could append our 
own question banks to train our own model. The simplic-
ity of a specialized model could be used for scaling up the 
use of this technology. This technology could also display 
adaptive difficulty where questions can be adjusted in 
difficulty based on the student’s performance, ensuring 
appropriate levels of challenge. With sufficient trial and 
error, a fully trained model could be released to the pub-
lic for student and teacher use.

While this study focused on the development of SBAs, 
other forms of assessment used in medical teaching 
can be evaluated. This includes Short Written Answers 
(SWAs), Very Short Answer Questions (VSAQs), and 
Objective Structural Clinical Examinations (OSCEs). 
While these, and the SBAs, can be used in the produc-
tion of formative questions there is also a possibility that 
this technology could be used in summative assessment 
as well.

Focus groups of both students and staff could poten-
tially highlight the direction this research could go in. By 
discovering the perspectives of student and staff on what 
they thought of the study, this could reveal information 
about where the data should be applied.

Conclusion
The outcomes of this study suggest that AI LLMs can 
generate SBA questions that are in line with best-
practice guidelines and specific LOs. However, the 

necessity of a quality assurance process to fine-tune 
formatting and curriculum alignment is evident. When 
quality-assured AI-authored questions are used in 
exams, they do not perform any differently to human-
authored questions. The insights gained from this 
research provide a foundation for further investigation 
into refining AI prompts, aiming for a more reliable 
generation of curriculum-aligned questions.
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