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Abstract

The magnetic carpet is defined to be the small-scale phatdspiagnetic field of the quiet
Sun. Observations of the magnetic carpet show it to be higiihamic, where the time taken
for all flux within the magnetic carpet to be replaced is on tinger of just a few hours. The
magnetic carpet is continually evolving due to the Sun’sautythg convection and the interaction
of small-scale magnetic features with one another. Dueitp the small-scale coronal field of
the magnetic carpet is also expected to be highly dynamicanmgplex. Previous modelling has
shown that much of the flux from the magnetic carpet is stol@aigdow-lying closed connections
between magnetic features. This indicates that significardnal heating could occur low down
in the small-scale corona.

In this thesis, a new two-component magnetic field model ieldped for the evolution
of the magnetic carpet. A 2D model is constructed to reahdl§i simulate the evolution of the
photospheric field of the magnetic carpet, where many of Hrameters for the model are taken
from observational studies. The photospheric model costaigranular and supergranular flow
profile to describe the motion of the small-scale magnetituiees, and includes the processes of
flux emergence, cancellation, coalescence and fragmemtathis 2D model then couples to a 3D
model as the lower boundary condition, which drives the @imh of the coronal field through a
series of non-linear force-free states, via a magnetadnel relaxation technique.

We first apply the magnetofrictional technique to considex toronal evolution of three
basic small-scale photospheric processes: emergenceglizdion and flyby. We consider the
interaction of the magnetic features with an overlying caamagnetic field, and quantify mag-
netic energy build-up, storage and dissipation. The madmetional technique is then applied
to synthetic magnetograms produced from the 2D model, talsit® the evolution of the coro-
nal field in a situation involving many hundreds of magnegattires. We conduct a preliminary
analysis of the resultant 3D simulations, considering thgmetic energy stored and dissipated, as
well as regions of enhanced velocity and electric currentsidg within the coronal volume. The
simulations show that the so-called ‘quiet Sun’ is not qaied a significant amount of complex
interactions take place.
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Chapter 1

Introduction

1.1 Structure of the Sun

The Sun is an average, middle-aged, main sequence starcifadggpe G2. It is roughlyl.5
billion years old, of masd/;, = 1.99 x 10%° kg and radiusR. = 696,000 km. Situated at the
centre of the solar system, itid9 million km from the Earth, and contains ov@9% of the solar
system’s mass. The Sun is of great importance to our plane@tjding us with heat, light and
energy. Without it, life would not exist on the Earth. It isalour closest star; the next nearest
is Proxima Centauri &70, 000 times the distance of the Sun. This makes the Sun the only star
that can be studied in any detail. Understanding the Sun iwarug an understanding of stars in
general.

The Sun is structured into many distinct layers, as illusttan Figure 1.1(a). One area of
Solar researchelioseismologythe study of wave oscillations in the Sun, has allowed usdan
a great deal about the interior of our star such as its tenyreracomposition and flows. The
structure of the Sun is described below.

The core of the Sun spans from its centre to roughly B25and has a temperature of
1.5 x 107 K (Noyes, 1982). This extremely high temperature, in additio the high pressure
within the core, allows the process of nuclear fusion to acthis involves the fusing together of
hydrogen atoms into helium, which releases a significantueninof energy in the form of photons
and neutrinos. Every second, ovex 10! kg of hydrogen is converted into helium within the
Sun’s core (Phillips, 1992).

The next layer of the Sun is the radiative zone, spanning fapproximately 0.2R. —
0.7R,. The temperature in this region is still high, at arouhc 10° K. It is so hot that any
electrons orbiting atomic nuclei are quickly stripped awagating many free particles. Within the
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Figure 1.1: (a) Cartoon illustrating the layers of the Sud anlar atmosphere. (Image credit:
http://sohowww.nascom.nasa.gov/) (b) A continuum image86.4 nm) of a sunspot and granu-
lation observed by the Swedish Solar Telescope (Imagetc@dEngvold, J. E. Wiik, L. Rouppe
van der Voort, Oslo, 2003).

radiative zone, energy diffuses outward from the core asquisp which are continually scattered
due to encounters with particles such as electrons andn@otdhe result is a random walk,
causing the photons to take an estimate&tix 10° years to reach the surface of the Sun from its
core (Mitalas and Sills, 1992).

Moving further away from the core, the temperature decredsea point where elements
larger than hydrogen may be only partially ionised, i.e. s@tomic nuclei may have some orbit-
ing electrons £ 1 — 2 x 10° K). This allows electromagnetic radiation to be more easiigorbed
by the atoms, and the plasma becomes more opaque. Sincetfllogvai energy via radiation is
reduced, temperature gradients in the plasma result ircd@rbéng convectively unstable, forming
convective currents. The region where this occurs is cdliedconvection zone, and spans from
0.7R to the solar surface. Hot material rises to the surface scad falls, forming large convec-
tive cells (Priest, 1982). On the solar surface these caiveecells are known as granules when
on the scale 06.5 — 2 Mm or supergranules when on the scal8ofMm (Rieutord and Rincon,
2010) and give the appearance of a bubbling, boiling visfloidy such as jam (see Figure 1.1(b)).

The visible surface of the Sun is known as the photospheréhig\tevel, the temperature has
dropped to around, 000 K. The photosphere is only a few hundred km in depth, and isteotly
in motion due to the convection occurring beneath. Many@#ing features and phenomena may
be observed on the solar surface, some of which will be dsgziis the following sections.

As we move away from the photosphere into the first layer oftilar atmosphere, the chro-
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mosphere, the temperature briefly continues to drop, ragdhB00 K at its coolest§00 km above
the photosphere). Then something surprising happens. Asseend through the chromosphere
into a narrow layer known as the transition region, the terajpee suddenly increases to several
million degrees within the Sun’s outer atmosphere, thersmeona (see Figure 1.2). The question
of why the corona is so hot is a long-standing mystery in thd fo¢ solar physics. Because the
surface of the Sun is so much cooler, the corona cannot bechégtthermal energy transport.
Many theories exist that try to explain coronal heating, wathave yet to fully comprehend the
heating mechanism. Theories include heating by electrgnetic waves (e.g. Kuperus et al.
(1981); Heyvaerts and Priest (1983); Roberts (2000)), aagratic reconnection (e.g. Heyvaerts
and Priest (1984); Longcope (2004); Hood et al. (2009); Wthd&mith et al. (2011)). Magnetic
reconnection causes restructuring of the magnetic fieldimthe coronal volume in response to
footpoint motions on the photosphere (Galsgaard and Nodjli996; Priest et al., 2002; Mellor
et al., 2005; De Moortel and Galsgaard, 2006). No matterxthetenechanism employed, coronal
heating appears to be intimately linked with the Sun’s mégriield (Erdélyi, 2004).

Within the quiet Sun corona, energy may be released in atyasfevays, such as described
below. Withbroe and Noyes (1977) determined that the amotiheating required to maintain
the quiet Sun corona % x 10° ergs cn? s~1. There are a number of small-scale, transient phe-
nomena associated with sporadic energy release, suchagbtight points (XBP) or nanoflares.
XBPs are localised brightenings within the quiet Sun coraizserved as point-like features or
small loops (Golub et al., 1974). They are typically asseciavith opposite polarity magnetic
features on the photosphere, and in most cases with camekaents (Webb et al., 1993). While
XBP are not believed to be the primary source of quiet Sunitngaas they radiate only around
5 x 10* ergs cnt? s~! (Habbal and Grace, 1991), they do provide a contributiom@ompe and
Kankelborg, 1999). Many authors have considered the ictiera between pairs of small-scale
magnetic elements in association with XBP (e.g. Priest.ef1804), Longcope (1998), Long-
cope and Kankelborg (1999), von Rekowski et al. (2006)). dflares are localised, impulsive
bursts of energy, releasing energy on the order(3f ergs (Parker, 1988; Golub and Pasachoff,
1997). It is believed that nanoflares provide a contributimicoronal heating by dissipating en-
ergy through magnetic reconnection. Several authors hemsidered nanoflares in this context,
including Cargill (1993), Browning et al. (2004), Brownireg al. (2008) and Sakamoto et al.
(2009).

1.2 The Sun’s Magnetic Field

In addition to having a global dipolar magnetic field whichiga in strength throughout the solar
cycle, complex distributions of magnetic fields exist witlthe Sun on all spatial and time-scales.
One of the most important discoveries in solar physics wagentyy Hale (1908). He found that
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Figure 1.2: Graph showing how the temperature of the sotapsphere varies as a function of
height above the photosphere. A dramatic increase in teatyreroccurs in the transition region
between the chromosphere and the corona. (Image crediit/stlar.physics.montana.edu/)

sunspots are in fact locations of extremely strong magfietats on the solar surface. An example
of a sunspot can be seen in the top left corner of Figure 1.I{bey appear dark because they
are cooler than the surrounding photosphere, at ardumgb K (Leblanc, 2010). The reason for
this lower temperature is that convection is suppressethéyntense magnetic field«(2, 000 G,
Priest (1982)), which reduces the amount of hot plasma $hiatought to the surface.

Figure 1.3(a) is anagnetograntaken by the Helioseismic and Magnetic Imager (HMI) on
board the spacecraft Solar Dynamics Observatory (SDO)toBpberic magnetograms show the
line-of-sight component of magnetic fields on the surfacéhef Sun. White and black regions
correspond to positive and negative magnetic field, resmdzt Magnetograms are produced by
taking advantage of the Zeeman effect, which is the sgiittihspectral lines under the presence
of a magnetic field. The strength of the magnetic field is pridpoal to the distance of the
split between the lines. Using the four Zeeman-split stgg@mmeters, I, Q, U and V, vector
magnetograms may also be constructed, which give the fulir@ignetic field (Skumanich and
Lites, 1987). An excellent overview of observational aneitetical methods for the investigation
of solar magnetic fields can be found in Solanki (1993).

In the magnetogram, sunspots appear in large bipolar regigigure 1.3(b) is an image
taken at the same time as the magnetogram by SDO’s Atmospdhaaiging Assembly (AlA) in
171A. This corresponds to a coronal temperature of roughly, 000 K. One can clearly see that
the bright, hot regions in the AIA image lie exactly above #teng magnetic fields observed
at the photosphere, indicating that the magnetic field psysmportant role in the heating and
structuring of the solar corona. The amount of magnetic flaxtte Sun varies significantly, as
the Sun undergoes an 11-year cycle of activity.sdklar maximummany sunspots are observed
and in turn, the solar corona is very bright and dynamic.séiar minimum few or no sunspots
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Figure 1.3: (a) A full-disc magnetogram taken by SDO/HMI ba 29th of March, 2011. (b) An
SDOJ/AIA 171 A image taken on the same day. (Image credit: http://sdoggssa.gov/)

are observed, and the corona is quiet. Solar magnetic fiedstaserved on a wide variety of
scales, however, within this thesis we are interested inllssnale magnetic fields observed in
quiet regions of the Sun.

1.2.1 The Solar Magnetic Carpet

The magnetic carpets the term given to the small-scale photospheric magnetid &f the quiet
Sun. Itis composed of a mixture of randomly oriented posiiind negative magnetic flux features
that are continually evolving. An example of the solar mdgrearpet can be seen in Figure 1.4(a),
which shows a magnetogram taken by SDO/HMI. The magnetogrdfx 70 Mm?, so its width

is around twenty times smaller than the diameter of the $us0@ Mm).

Photospheric motions on the scale of the magnetic carpeloaninated by the flow pattern of
convective cells known as supergranules. These cells riamdjameter from roughlyl0, 000 km
to 50, 000 km, with an average diameter vt, 000 km (Hagenaar et al., 1997). Their flow pattern
takes the form of an upflow at the cell centre, followed by azumtal flow that moves radially
out from the cell centre at roughly.5 km s~! and downflow at the cell boundaries (Simon and
Leighton, 1964; Paniveni et al., 2004; Rieutord and Rin@®1,0). Wang and Zirin (1989) found
the magnitude of a supergranule’s vertical velocity, bgiflaw and downflow, to have an upper
limit of 0.1 km s~!. The strongest downflows occur at locations where two or roelle meet and
as a result, magnetic flux tends to build up along the bouesai supergranular cells after being
swept from the centre by the radial outflow. This is illustciby the SOHO/MDI magnetogram
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Figure 1.4: (a) An SDO/HMI magnetogram of aré@& x 70 Mm?, saturated at=30 G. (b) A
SOHO/MDI magnetogram. The boundaries of supergranule asdl marked in yellow, and arrows
indicate the supergranular flow pattern. (Image credip:Hgohowww.nascom.nasa.gov/)

shown in Figure 1.4(b). The supergranule cell boundariesraarked in yellow, and it can be seen
that the majority of the magnetic flux features are locatedgthese lines, and in particular at the
intersection of multiple cells.

Over the last two decades, our understanding of the magoatpet has greatly increased
due to missions such as SOHO/MDI (launched December 2, 1&85Hinode/SOT (launched
September 23, 2006). Through these missions, many obgerabstudies of the properties of
the magnetic carpet have been carried out (Schrijver e1297; Hagenaar, 2001; Parnell, 2002;
Hagenaar et al., 2003; DeForest et al., 2007; Mcintosh,2@0.7; de Wijn et al., 2008; Hagenaar
et al., 2008; Lamb et al., 2008; Lites, 2009; Parnell et 0L Lamb et al., 2010; Thornton and
Parnell, 2011). Small-scale quiet Sun flux is generallyg@aised into three main classifications:
ephemeral regions, network features and internetworkdield

Ephemeral regiongre newly emerging bipolar pairs, that appear within supenglar cells.
They have an average lifespandof hr (hours) and typical diameters &f000—5, 000 km (Harvey
and Martin, 1973). Wang (1988) found that ephemeral regi@ve a slight tendency to emerge
near the boundaries of supergranules, rather than at theecgte. For the firsB0 min (minutes)
after appearing, the two opposite polarities are found pasgte from one another at a velocity of
4.5 — 5 km s (Harvey, 1993; Title, 2000). Later, they slow to a velocityt is on the order of
the underlying supergranular flow; 0.5 km s~! (Hagenaar et al., 2003). Schrijver et al. (1997)
gave the average absolute flux of an ephemeral region 1o3be 10'9 Mx, whereas Chae et al.



1.2 The Sun’s Magnetic Field 7

2001) found a slightly higher value af8 x 10'? Mx.
( ghtly hig

Network featuresre larger features, with diameters in the rarigé00 — 10,000 km and
fluxes of10'® — 10'¥ Mx, that are typically found at sites of strong downflawe, the edges of the
supergranular cells (Martin, 1988). They are slow movinghwan average velocity of just06
km s~! (Zirin, 1985). They do not emerge as network features; ratney are produced from the
residuals of other flux features. Arouf@% of their flux originates from ephemeral regions, with
the remainingl0% arising frominternetwork featuregMartin, 1990).

Internetwork featureare the smallest of the three types of small-scale magnetiddhtures.
They also emerge within supergranule cells as bipolar paiirg are swept towards the boundaries
by radial flows in a similar manner to ephemeral regions, whbey interact with the magnetic
network (Martin, 1988). Their mean diameter2i000 km, and their fluxes extend down to the
detection limit of present instruments (on the ordet@f Mx for the IMaX instrument on board
the Sunrise mission (Barthol et al., 2011)). Wang et al. $)96und their flux to be in the range
1016 —2x10'® Mx, with a peak in the distribution &tx 10 Mx. De Wijn et al. (2008) found arms
velocity of 1.57 4 0.08 km s~!, and an average lifetime of ju$0 min for internetwork features.
More recently, Zhou et al. (2010) deduced an even smalleagedifespan of jus2.9 + 2.0 min.

In addition to supergranular flows, there are four main psses by which the magnetic flux
within the magnetic carpet may evolve. Flermergenceas the appearance of pairs or clusters
of new magnetic flux, with equal amounts of flux emerging inhbtite positive and negative
polarities. Cancellationoccurs when features of opposite polarity come into corgadtmutually
lose flux (Livi et al., 1985; Martin et al., 1985). If two or nofeatures of the same polarity
merge together, this is known asalescence Finally, fragmentationis the splitting of a large
feature into several smaller features. Parnell (2001) ssiggl granulation as a possible cause
of fragmentation. Granulation occurs on the scale of ropghD00 km (Spruit et al., 1990).
Since granules are much smaller than supergranules, gtatulhas little effect on the overall
photospheric motion of magnetic features. However, asefangtwork features may be spread
over several tens of granules, their continual evolutioth ffmw could be a factor in breaking apart
large features into smaller ones.

Due to these motions and flux evolution processes, the quiefp8otosphere is highly dy-
namic. Using a series of full-dise6 min MDI magnetograms, Hagenaar (2001) found that the
time taken for all flux within the quiet Sun photosphere to bplaced, ‘the flux replacement
timescale’, was arounti4 hr. However, later studies determined this value to be aaratimag-
nitude smaller, at just — 2 hr (Hagenaar et al. (2008)). The difference in results istdube fact
that the later study used a magnetogram series of cad&nee 5 min, whereas in the study of
Hagenaar (2001), the data had a cadenc&of 96 min. It will be interesting to see if this value
lowers even further with the study of new higher cadencehdrigesolution data from Hinode and
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Figure 1.5: (a) Coronal loops observed in 174 by SDOJ/AIA. (Image credit:

http://sdo.gsfc.nasa.gov/) (b) Spicules and a surge ebden Ca Il H by the Dutch Open Tele-
scope. (http://dot.astro.uu.nl/)

SDO. Since magnetic fields from the magnetic carpet exteridtaghe solar chromosphere and
lower corona, it is expected that the quiet Sun corona istalgay dynamic.

1.2.2 The Solar Corona

It is currently very difficult to measure the coronal magaoédield, particularly on the solar disc.
This is because the coronal magnetic field is much weaker ttheetnof the photosphere, so the
Zeeman splitting effect is too small to be measured acdyrarcept above active regions with
strong magnetic field (Raouafi et al., 2009). In addition hasdoronal plasma is optically thin, it
means that any measurements are integrated along thefisigho.

Although we cannot directly observe the coronal magnetilcl.fizve can see some of the
effects that it has on the surrounding plasma. Figure 1.&slwo examples of how the magnetic
field can structure the coronal plasma. Figure 1.5(a) is a@/IA image of coronal loops at
the solar limb, observed in 174 These loop structures are created by hot plasma conettin
magnetic fields. The loops in the image are several hundredriMiength, but such structures may
occur on all scales, wherever the magnetic field threadsutiece of the Sun and extends into the
corona. Figure 1.5(b) is a chromospheric image in Ca Il Hridkethe Dutch Open Telescope on
La Palma in 2003. The large, bright spike at the centre ofrtieggie is a surge that occurred just
before a large solar flare. The surrounding strands origigah the photosphere/chromosphere
are known asspicules These small-scale features are also the result of plasmetigied by
magnetic fields. A typical spicule may be between a few thadisa10, 000 km in length and live
for 3 — 15 min (de Pontieu, 2007). The dark patches towards the pho¢oisplimb in the image
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are sunspots.

In recent years some progress has been made in determimrgpitbnal magnetic field on
the limb of the Sun. Raouafi et al. (2009) studied the diagn@sbperties of the H | Ly and
Ly lines in determining the off-limb coronal magnetic fieldathe Hanle effect (Hanle, 1924).
The Hanle effect has different symmetry properties anditeits to magnetic fields than the
Zeeman effect (Stenflo, 2004). It may therefore providermiztion on the magnetic field where
the Zeeman effect is insensitive or ‘blind’ (Stenflo, 200®aocuafi et al. (2009) extrapolated a
full Sun potential field from SOHO/MDI synoptic magnetogin order to test the technique.
Although they concluded that their model for computing tledagsation of hydrogen lines was
simple and required improvement, they were optimistic th& method could prove useful in
measuring the coronal magnetic field in the future. Kramal.g2006) and Kramar and Inhester
(2007) attempted to obtain the 3D structure of the off-limbonal magnetic field via the Zeeman
and Hanle effects, again, using a large-scale extrapofaitzhtial field to test the method. Their
conclusion was that neither effect on its own was sufficientéconstructing the coronal magnetic
field, however better results were found when the Zeeman amieHeffect data were combined.
Presently, the only location where magnetic fields may besorea with any certainty within the
corona is in solar prominences, where the coronal densisyfigciently high (e.g. Leroy et al.,
1983).

The methods discussed above are only effective for largkesabservations off the limb of
the Sun. At present, no measurements can be made of theustreétsmall-scale coronal mag-
netic fields arising from the Sun’s magnetic carpet. Thisne motivation driving the theoretical
modelling of the small-scale coronal magnetic field, whiglkarried out in this thesis.

1.3 Modelling the Solar Magnetic Field

The interaction between a plasma and a magnetic field may $&ibled by the equations of
magnetohydrodynamigdHD, see e.g. Priest (1982)). They are derived by coupliraxWell's
Equations for electromagnetism to the equations of fluichdyics using Ohm'’s Law. Figure 1.6 is
a photograph of Maxwell's Equations as they are inscribegti@base of his statue in Edinburgh.
As written, D represents the electric displacement &hdepresents the magnetic field. However,
in MHD these vectors are expressed as scalar multiples aléutric field,E, and magnetic flux
density,B, respectively. We writeD = ¢ E andH = B/ 1o, whereey andyq are the permittivity
of free space and the permeability of free space. For theggerpf this thesis, we will refer tB

as the magnetic field since it is proportionallHo

!Note that from now on we usB to represent the magnetic field.
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Figure 1.6: Maxwell’s Equations inscribed at the base ofela@lerk Maxwell’s statue, George
Street, Edinburgh. In order: Gauss’ Law for Electric Fiel@auss’ Law for Magnetic Fields
(Solenoidal Constraint), Faraday’s Law and Ampere’s Law.

1.3.1 Equations of MHD

In the MHD approximation, the plasma is treated as a singid fhat is composed of both elec-
trons and ions. The plasma has veloaitypressure, densityp, and interacts with magnetic field
B.

The MHD equations include three of Maxwell's Equations: 8wenoidal Constraint, Fara-
day’s Law and Ampere’s Law. The Solenoidal constraint iidslthe existence of magnetic monopoles,
and is given by

V-B=0. (1.1)
Faraday’s Law,
0B

states that a spatially varying electric fidlidccan induce a magnetic field. A key assumption within
the MHD approximation is that plasma motions are much leas the speed of light. Therefore,
the displacement current term in Ampere’s La}}y%—?, may be neglected. Ampére’s Law is then

written as
V x B = uoj, (1.3

wherej is the electric current density.

The above electromagnetic equations couple to the plasndaeifiwations via Ohm’s Law,
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which is chosen to be of the form )
—j=E+v x B, (1.4)
(o2

whereo is electrical conductivity. Using Equations 1.1, 1.2, 1r@ld.4 we may eliminate the
electric fieldE and derive thenagnetic induction equation

aa_? =V x (vxB)+nV’B (1.5)

The first term in Equation (1.5) is an advective term that dess how the magnetic field changes
in response to plasma flows. The second term describes fasidif of the magnetic field, where
n= m%a is the magnetic diffusivity, which is taken to be constant.

The MHD Equations also include four fluid equations. The Haguaof Motion for the
plasma is given by
Dv
Py =IxB-Vp+pgtFe, (1.6)

whereg is gravity andF. is any other external force.

D 0

- = _ v/

Di oY
is the convective time derivative. The Equation of Mass @uwiitly, which states that mass is
neither created nor destroyed, is

dp
i . =0. 1.7
o V() =0 (L.7)
The Energy Equation may take several forms, but can be esguless
p? D (p
—_(E£)=— 1.
v—lDt</ﬂ> . 19

where/ is the energy loss and gain function, ands the ratio of specific heats, normally taken
to bey = 5/3. The final MHD equation is the Ideal Gas Law,
pR

p=—, (1.9)
I

whereT is the plasma temperatur® = 8.3 x 10> J K~ kg~! is the gas constant arndis the
mean atomic weight. In the solar corona= 0.6.

1.3.2 The Lorentz Force

The termj x B that appears within Equation (1.6) is known asltleeentz force and is the force
that the magnetic field exerts on the plasma. Together witm'®haw, it creates a link between
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the plasma and the magnetic field. From Ampére’s Law, thehiarforce may be expressed as

) 1 B?
jxB=—(B-V)B-V|—. (1.10)
1o 2410
The first term representsmaagnetic tension for¢ea restoring force that arises due to the curvature
of magnetic field lines. The second term represemeggnetic pressure forcgvhich acts from re-
gions of high magnetic pressure (strong magnetic field)wortagnetic pressure (weak magnetic

field).

1.3.3 Non-Linear Force-Free Fields

Within this thesis, we use a reduced form of the MHD equattonsiodel the solar corona. We
do so by considering series of force-free equilibria, rati@n solving the full time-dependent
MHD equations. This allows us to make several approximatibat greatly simplify the equation
of motion (1.6) within the corona. Since we are consideritagic equilibria, we may neglect any
explicit time dependence. Assumiiiy = 0, this leaves a balance of the remaining three forces:

0=jxB—-Vp+pg.

We neglect gravity because the length scalgsh@t we are considering are much less than the
coronal pressure scale heighit)( In addition, we may neglect the pressure term as the rétio o
plasma to magnetic pressure is much less than 1 within trenadf = Q%Lgpo < 1). This leaves
us with theforce-freecondition that the magnetic field must satisfy, namely thatltorentz force
vanishes everywhere:

jxB=0. (1.12)

This implies thatj is parallel toB, thusj may be expressed as a scalar multipleBof By
Ampere’s Law,
V x B = pupj = aB, (2.12)

wherea = «(r) is a scalar function of position. It can be shown thatust be constant along
magnetic lines.

If « =0, thenV x B = 0 and hencd = V1 for some scalar magnetic potential By the
solenoidal constraint,
V-B=V.(Vy)=0,

hence
V) = 0. (1.13)
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This is known as th@otential fieldapproximation. A unique solution to Equation (1.13) may
be found analytically once boundary conditions have beegifpd, making this approximation
attractive. However, a potential field contains no eleattinents and is the lowest energy solution
for the coronal magnetic field. Thus while it is a useful apr@ation, it is limited and cannot
describe eruptive phenomena on the Sun.

If o # 0, it describes théwist or non-potentialityof the magnetic field. The simplest non-
potential field arises wheutt is constant. Equation (1.12) together with (1.1) describésear
force-free field

V2B = —o’B (1.14)

Equation (1.14) may also be solved analytically. A lineacésfree field is in a higher energy state
than the corresponding potential field, but yields the mumimenergy state for a given helicity
(Berger, 1985). This means that we cannot get energy outeofystem without changing the
magnetic helicity, however helicity is known to be conserem the Sun over long timescales.

Finally, if « is allowed to vary from field line to field line, then the govery equations for
the force-free field are
VxB=calr)B and B -Va=0. (1.15)

This describes aon-linear force-free field A non-linear force-free field may contain electric
currents and free magnetic energy. Another important ptgpe that it allows for both regions
of high and low twist (high/lowx), and may therefore model a wide variety of coronal struegur
In addition, a non-linear force-free field is much less cotapianally intensive to compute than
solving the full set of MHD equations, allowing us to modehguex simulations relatively fast.

1.4 Thesis Outline

In this thesis, a non-linear force-free field model for theasmagnetic carpet is constructed. The
model consists of two components. The first is a realistic 2Zid@hfor the photospheric evolution
of the magnetic carpet. This model describes the time artthpeaolution of the normal magnetic
field componentB,. This is then coupled to the 3D coronal evolution model ases@ibed,
time dependent photospheric boundary condition. The 3Daemwduces a continuous evolution
of the small-scale coronal magnetic field through a seriesooflinear force-free equilibria, in
response to photospheric motions.

Chapter 2 provides a literature review of previous modei$tfe solar magnetic carpet. Chap-
ter 3 describes our 2D model for the photospheric evolutidh@magnetic carpet, and the results
of varying the range of fluxes that a newly emerging bipole rtee. The technique used to
model the 3D coronal field is introduced in Chapter 4, in whightest the method on three small-
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scale basic interactions occurring between two magnetimehts— emergence, cancellation and
flyby. The coronal modelling technique is then applied toftie2D magnetic carpet model in
Chapter 5, where the synthetic magnetograms produced ipt&ha are used as the evolving
photospheric boundary condition. In particular, we areri@sted in the amount of energy built up,
stored and dissipated within the simulations, and the logatof energy storage and dissipation
in the coronal volume. Conclusions and avenues for furtrekwre given in Chapter 6.



Chapter 2

Previous Models

The following text is a review of models for the magnetic arthat exist at present. These
fall roughly into two categories, although there is a ndtorgerlap between them. The first set
are models of the magnetic carpet photospheric field thattaineproduce the time and space
evolution as seen in observations. These are discusseciioi®8.1. In Section 2.2 we discuss
the second type, which are those that simulate the smd#-soeonal magnetic field, usually from
static photospheric boundary conditions. In Section 2.33wamarise the main conclusions of
these models. We then extend the concept of these modetlwiie fthapters.

2.1 Models for Photospheric Evolution

Schrijver et al. (1997) investigated how the quiet Sun psleric network is sustained. They
constructed a statistical model that included flux emergenancellation, coalescence and frag-
mentation. Their study only considered fluxes exceedirtyx 10'® Mx, so it did not incorporate
contributions from internetwork elements. Their aims waygi) reproduce the observed flux
distribution function; (ii) determine the collision fregncy and fragmentation rates of magnetic
features; and (iii) provide an estimate of the timescalesvésious photospheric network pro-
cesses.

They began by studying® hr sequence of high-resolution MDI magnetograms from Febru
ary 1996. From this data, the number density of magnetiafedt as a function of their flux
content was determined, and local correlation tracking wsesl to determine the supergranular
flow pattern. It should be noted that their number densitycfiom was for all magnetic features,

INote that within observational studies, magnetic flux comeions are referred to as ‘magnetic features’. In
contrast, we will later define a ‘magnetic element’ withirr ouodels. A magnetic feature as seen in observations may
be composed of several of our magnetic elements.

15
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not just those emerging, as will be discussed in later chsyféeg. Thornton and Parnell (2011)).
They determined that most of the magnetic features weresthdenfined to the boundaries be-
tween supergranule cells. They used this information, ttegewith some estimates of magnetic
feature velocities and supergranular cell diameters, taiolan expression for the frequency of
collisions between magnetic features.

In their model, they constructed a time dependent equatiothe evolution of the number
density N (¢)d¢ of magnetic features of a given polarity, with absolute fluxte rangde, ¢ +
d¢|. The evolution of the number density was prescribed by s¢verms that represented either
loss or gain of magnetic features of flgxthrough fragmentation, cancellation or coalescence,
in addition to a source term representing emergence. Im thedel, they also allowed for the
re-emergence elsewhere of flux that had previously camte8eich bipoles re-emerged with the
same flux as they had contained when they cancelled. Therauthplored several analytical
solutions to the model, and other solutions beyond this watd Carlo simulations. In particular
they studied the effects of different source functions enrtimber density.

They concluded that their model successfully reproducedottserved distribution of mag-
netic featuresg > 2 x 10'® Mx), by modelling random collisions with the effect of an @mlying
supergranular flow. They obtained an average fragmentétioescale of betwee&S% hr and
70% hr for a magnetic feature of absolute flgx This implied that fragmentation was largely
flux dependent, where larger magnetic features fragmemte@rf They determined that almost
all network flux must be generated locally, and only a smadrdity arises as the result of de-
caying large active regions. In addition, they establisied the emergence of ephemeral regions
cannot simply be the reappearance of previously cancelbghetic flux, and suggested that they
originate from a dynamo action within the solar convectione

In van Ballegooijen et al. (1998), the authors studied theraction of magnetic fields and
convection, to investigate their contribution to coronahting. They began by studying observa-
tional data from the Swedish Vacuum Solar Telescope (SM8®)der to obtain a time-dependent
granulation flow-field, which they used to drive the horizinhotions of photospheric magnetic
features. Since it is believed that bright points correspimregions of strong magnetic field, they
tracked the motions of bright points in SVST G-band images.

G-band bright points were tracked by inserting ‘corks’ ittie observational data. The corks
were defined to move towards the brightest regions in the é@nakhe cork clusters were able
to take on the shapes of the actual G-band bright points, raiggnented and merged as the real
G-band bright points did. Figure 2.1 shows two images takem fvan Ballegooijen et al. (1998).
Figure 2.1(a) is the 40th frame taken from a time series ofdiB@rence images. The difference
images were obtained by subtracting 4686ontinuum images from the corresponding G-band
images, taken from the SVST. Many bright points can be seémeitanes between granules. In
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Figure 2.1: (a) Figure 1a from van Ballegooijen et al. (199ifference image obtained by sub-
tracting G-band and continuum images obtained at the Stv&btar Observatory on La Palma,
October 5th 1990, frame 40. (b) Figure 2a from van Ballegoogt al. (1998): Frame 40 - tracking
bright points with finite-size corks. The image shows theexted granulation intensity.

Figure 2.1(b), they have corrected the granulation intgrsi removing the bright points from the
continuum images; this allows us to see the granulatiorepathuch more clearly. Also plotted
on the image are the bright point tracking corks. Visualg tork clusters match the real bright
points in Figure 2.1(a) to a high degree of accuracy.

The authors constructed a 2D model for the granulation fleamfthe granulation intensity
image. From the observational data, the authors found reeee of deep-seated flows. For this
reason, they assumed that magnetic flux tubes within theitetmmuld be passively advected by
the granulation flow. Corks were once again inserted, thig tio represent rigid flux tubes, and
were advected by the 2D granulation flow model. Figure 2.2(@ws the positions of the corks
in frame 40 of the simulation, for comparison with Figure&(2) and (b). The authors pointed
out that although the corks did not reproduce the bright plmications exactly, the agreement
between the observed pattern and the one produced by thd maslgood. This indicates that
flow processes are the key element in determining the latatitd size of the G-band bright
points.

Finally, the authors extrapolated a potential field fromirtheodel of surface magnetic flux
features, where each cork represented a point soBrg@, ¢). They investigated velocities within
the solar chromosphere, which were determined as follows &uthors assumed that the mag-
netic field was ‘frozen-in’ to the plasma, implying tH8t+ v x B = 0, wherev(r, t) is the field
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(@) (b)

Figure 2.2: (a) Figure 6a from van Ballegooijen et al. (19989sitions of corks in frame 40.
The corks represent rigid flux tubes that are advected byumarfiows. (b) Figure 9 from van
Ballegooijen et al. (1998): ‘flux tubes in the solar atmospheThis is produced by tracing field
lines downward from a height df5 Mm in a potential field extrapolation of frame 40. The region
shown here is the small region indicated by the box in (a).

line velocity andE(r, ¢) the electric field. By Faraday’s Law:

0B 0By,
VXE——E—— W_ZVXEI“
k k
whereE(r,t) = —v(t) x B(r,t). This implies that the electric field may be written in the

form:

E(I‘7 t) = Z Ek(r7 t) - v¢7
k
for a scalar functior(r, ¢). The frozen-in condition impliek - B = 0, therefore

B-V¢=> B-E;. (2.1)
k

The right-hand side of Equation 2.1 may be computed from tisvik positions and velocities of
the magnetic sources. The boundary conditiém, y, 0, t) = 0 was taken and Equation 2.1 was
integrated along a field line to obtagnat a pointr. From this,E was be calculated. The field line

velocity was then
v ExB

- B2
which is perpendicular to the magnetic field by definition.

The authors traced field lines downward from a height 6fMm and ignored closed field
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lines that connected between the sources. They found thatalic increases in velocity were
produced as flux tubes passed one anotheeparatrix surfacesThese are defined as surfaces
that separate two regions which are topologically dist{sek e.g. Priest et al. (2005)). The chro-
mospheric velocities they obtained from their model wekesal km s !, which was significantly
larger than the velocities determined for the magneticuiest at the photosphere. The authors
concluded that this velocity enhancement could signiflgaincrease the coronal heating rate,
and affect the way that currents build up near separatrifases in various models for coronal
heating. The authors noted that in some regions the preldittemospheric velocities became so
large that plasma inertia could not be neglected, so a patdieid model was no longer applica-
ble. They suggested that, for example, an MHD model couldymre a more realistic description
of flows in a model of interacting flux tubes.

Simon et al. (2001) investigated how the Sun’s magnetic okdvg sustained, via a theoret-
ical model that they constructed for the magnetic carpeeirTinodel also represented magnetic
features by corks that were passively advected by photospl@vs. Supergranular flows were
represented by a horizontal velocity flow(), given by:

o(r) = 2.332V[(r/Re /%)), (2.2)

whereV is the peak velocityR is the radius of the supergranule, ang the distance from the
cell centre. The authors chose values for these parambtdradreed with observationg: = 0.5
km s andR = 20” ~ 14.5 Mm, and they assumed a mean lifetime for a supergranut® bf.

Newly emerging bipoles within the model were composed o$telts of 20 negative and 20
positive corks, and emerged within6 Mm of the centre of a randomly chosen supergranule.
Each bipole had a fixed absolute fluxdf 10'® Mx. Once the two clumps of opposite polarity
had emerged and had a minimum separation distance, the weresfree to be advected by
supergranular flows. They were swept towards the cell baueslavhere they formed a network.
Oppositely signed corks that came into contact cancell@degch other and were removed. Since
the magnetic features were composed of many individualsgdrkgmentation and coalescence
were also able to occur. The authors introduced granulatitiich ‘jiggled’ the corks and caused
broadening in the network, and they investigated the effiésfarying the model parameters. It
was determined that the model was robust, as it was not vesitse to variations of the main
parameters.

The authors determined that the network would decay witHiemadays if it was not con-
tinually replenished. Therefore the only way of sustainingas to continually introduce newly
emerged magnetic flux. They found that the average lifetifmaagnetic flux within the network
was around 2 days for an emergence rat8 ef 10>! Mx hr—! and only17 hr for an emergence
rate of2 x 10?2 Mx hr~!. In addition, they determined that an emergence rate »f10%? Mx
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Figure 2.3: Figure 3 from Parnell (2001). The dashed boxcatdis the region within the
hexagonal supergranule in which ephemeral regions mayganefhe axes have been non-
dimensionalised with respect to the width,0f a supergranule.

day~! would maintain a total unsigned flux &f- 3 x 10?3 Mx over the whole solar surface. They
concluded that a steady emergence of ephemeral regionsxadrbund10'® — 10 Mx could
maintain the Sun’s observed magnetic network, and the wedewridth of the magnetic network
could be reproduced by introducing jiggling from granuatinto their model. The authors sug-
gested that while the passive advection of the corks wasstenswith the motion of small-scale
magnetic flux features, a 3D model that took into account ymahics below the photosphere via
helioseismology would give rise to a fuller understandifighe solar surface.

Another theoretical model for the evolution of the magnetigpet was developed by Parnell
(2001). In the model, three parameters were imposed. These tve flux emergence rate, the
distribution of newly emerging flux, and the rate of fragnaitn. Cancellation and coalescence
arose as a natural consequence within the model. The asigior'was to investigate how varying
the three imposed parameters affected the distributionuef the average flux density, and the
rate of cancellation.

Supergranules within the model were represented by a sefriesxagonal cells of diameter
14 Mm. New bipoles emerged in a randomly chosen supergranategwhere within a square
centred in the cell (see Figure 2.3). Each bipole emergell avitandom orientation, and the
two polarities within the bipole initially moved apart alpheir axis in opposite directions. The
absolute flux of the bipole was also chosen randomly, butuh@econstraint that the distribution
of emerging flux values had a meanio8 x 10'? Mx, as determined by Schrijver et al. (1997).
Parnell (2001) investigated four different flux distritaris for the newly emerging bipoles; two
exponential and two skewed-normal. Another constraint thas all flux features must have
absolute flux equal to an integer multiplelofS Mx. This prevented infinitesimally small features
from arising due to cancellation or fragmentation, and waswalent to an individual flux feature
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being composed of an integer number of small flux tubes. Tteeatawhich emergence occurred
was also varied. The speed of each magnetic feature wasrfioy@ to its absolute flux; smaller
features moved more quickly. The final parameter that waigdavas the rate of fragmentation
of magnetic features. Any feature was allowed to fragmenepkthose of minimum fluxi(!®
Mx), where a feature of larger flux had a greater probabilitfragmenting.

The author found that the absolute flux density within theesysrelaxed towards a state
where it oscillated around an average value. They were camffithat the model had reached a
steady state as the rates of emergence and cancellatioméeoaghly equal. Through investi-
gating the effect of varying the three model parametersa found that the average absolute flux
density increased with increasing emergence rate and withedsing rate of fragmentation. The
choice of flux distribution, however, had almost no effectlom absolute flux density. The author
suggested the most likely combination from their paramegage in order to reproduce the ob-
served distribution of magnetic features was: an emergeateenf6 x 1076 — 1 x 107> Mx cm~2
s~! and a fragmentation rate of more th&éh x 107> s~!. As stated before, the model reached a
stage where the rate of cancellation was approximatelyléqube rate of emergence, however,
the frequency of cancellation was found to be much greagar the frequency of emergence. This
suggested that cancellations tended to occur between maadl/features arising due to fragmen-
tation, whereas emergence involved relatively large festuThe author proposed that the energy
release from many small cancellation events could supplgraficant amount of the energy re-
quired to heat the solar corona. This energy could also bé lquiand released by small-scale
flyby and flux braiding events due to the large number of fest@arising from fragmentation.

Cranmer and van Ballegooijen (2010) modelled the evolutibsmall-scale photospheric
magnetic fields, and constructed a potential coronal fielduestigate the structure of the mag-
netic field in the corona. Their aim was to determine whethevais likely that the solar wind
could be driven by reconnection occurring within the solaagmetic carpet. They ran Monte
Carlo simulations of the magnetic carpet evolution. Theix femergence rate was taken from
the study of Hagenaar et al. (2008), in which the photosphredycle time was determined to be
on the order ofl — 2 hr. Cranmer and van Ballegooijen (2010) modelled both a flabarfced
region to represent the quiet Sun, as well as an imbalangéahréo represent coronal holes. Both
region types are locations at which the slow and fast soladwariginate respectively. Due to
the high emergence rate, they required a relatively higboisi for their photospheric features
(around6 km s1), and large ranges over which magnetic features couldaotébetweeri Mm
and10 Mm) in order to reproduce a realistic photospheric evohutidhey found that their model
agreed with observed values of surface flux densities andhatiagfeature number distributions,
even though they applied a random walk to describe the mafionagnetic features rather than
granular or supergranular flows.

In order to investigate whether the solar wind could be aragtd from such regions, they
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Figure 2.4: Figure 11 from Schrijver and Title (2002), caris illustrating the braiding of mag-
netic field lines. In (a), the field lines are almost paralésl,braiding may propagate along their
entire length,L. In (b), the field lines connect to many distant sources, hadtaiding may only
propagate up to the point at which the field lines signifigadiverge,a L.

extrapolated a potential field from their 2D photosphericdelpand calculated recycle times for
open flux. This is the rate at which closed field lines becomenof-rom this they estimated the
energy flux produced by the opening of these field lines. Toegladed that for quiet regions, the
energy fluxes calculated were too low to be able to accelénateolar wind. For flux imbalanced

regions representing coronal holes they obtained higherggnfluxes, but found that the flux

recycle times involved were too long for the solar wind to loeederated at this location. They
therefore concluded that it was unlikely that the solar windld be accelerated by reconnection
within the solar magnetic carpet. However, it should be ddkat this was carried out under a
potential field approximation. A non-potential simulatioray give different results.

2.2 Coronal Field Models

Rather than trying to reproduce the dynamics of the maguatiget photospheric motions, Schri-
jver and Title (2002) studied the topology of the quiet Surooa. The authors represented pho-
tospheric magnetic features by a series of randomly positomagnetic point sources. This
random positioning avoided any special symmetries fromiregi Each source was assigned a
random sign, with flux in the range5 x 10'® — 5 x 10'® Mx from an exponential distribution, as
in Schrijver et al. (1997). The authors then extrapolatedtarmtial coronal field and investigated
its topology.

After their analysis of the potential field, the authors camgal their simulations to actual
observational data. They studied 1&XBnd 195A TRACE images, and superimposed contours of
magnetic field from SOHO/MDI magnetograms of the same regiotop of these images. They
found that, in general, bright points existed either betwieo features of opposite polarity, or
above larger features of a single polarity.

Within their simulations, they found that there were roygtile same number of null points
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as there were sources. Of these, aro@hgh were photospheric nulls. They found no evidence
for a comparative number of coronal brightenings within THRACE data that would correspond
to the expected number density of null points. They conaudem this that any coronal heating
that arose due to null points or separators is negligiblepared to the total heating, otherwise
they would have observed many bright patches far from thégspberic flux features.

The authors found that each source connected to many othereso between 1 and 30.
From this they concluded that any braiding-induced cordreting from the magnetic carpet
could only be important low down, close to the photospherais Tvas similar to the findings
of Priest et al. (2002), who proposed that a significant arnofiheating arises low down in the
corona. This was due to the fact that aro@s# of connections between small-scale magnetic
features closed low down in the magnetic carpet model ofPeal. (2002). Schrijver and Title
(2002) explained that since each source connected to so othays, any braiding could only
propagate along such field lines to the point at which those liiees significantly diverged. This
is illustrated by a cartoon, shown in Figure 2.4. They pregohat as a result of this, the heating
scale height from braiding is probably similar to the typisaurce separation of arourié@ Mm.

Close et al. (2003) and Close et al. (2004) investigated theegpties of a coronal field con-
structed through a potential field extrapolation of maggeto data. In Close et al. (2003), they
performed a similar study to Schrijver and Title (2002) ofamal field connectivity. They also
studied flux tube lengths, heights and foot-point separatiand the effect of a flux imbalance
within the region. For a set of high resolution SOHO/MDI matgpgrams of the quiet Sun, they
replaced each pixel by a point source. Through this theytoocted a potential field for two
264 x 264 Mm? regions of a magnetogram, and studied only the id8ex 88 Mm? in order to
avoid boundary effects. Both large regions were roughly fabanced, but the inner regions were
centred on (i) a flux balanced area, and (ii) an area with agtimbalance.

They investigated the statistical properties of the rasylflux tubes. Magnetic flux fea-
tures were found to connect preferentially to their neamegghbour of opposite polarity. Around
60 — 70% of flux closed within9 Mm of the feature from which it originated, although some
connections reached as far as several supergranule diamé&tey found that even for this quiet
Sun region, some flux tubes were as longl@8 Mm, and that around0% of flux originating
from the photosphere was contained within such tubes. Hexvewst of the flux was contained
within low-lying flux tubes, wheré&0% of connections closed belo5 Mm and only5 — 10%
reached a height abo& Mm (Figure 2.5(a)). For this reason, they proposed that thgmatic
field strength of the corona falls off much faster tHai3. Whilst larger flux features tended to
have higher reaching connections, they found that evenrtfadiest of features could contribute
to fields aboves0 Mm. They also found that aroungh — 70% of flux from a single magnetic
feature connected to just one other feature of oppositeipol®f the remaining flux25 — 30%
connected to one or two further opposite polarity featubes the remainder could connect to up
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(@) (b)

Figure 2.5: (a) Figure 19 from Close et al. (2003). A view ofatgmtial field from the side50%
of flux closes below2.5 Mm and around — 10% extends above5 Mm. (b) Figure 2 from Close
et al. (2004). A potential field extrapolation of an MDI matgygram. 1/200th of the field lines
computed are plotted in the image. The varying colour schesfegs to different heights of the
field lines within the corona.

to 50 additional magnetic features.

Close et al. (2004) again studied a potential field represient (Figure 2.5(b)) of MDI high
resolution magnetograms, this time with the aim of esthbi a time-scale for the recycling of
the solar coronal magnetic field. The coronal field recyaieetis the time taken for all coronal
connections between existing features to break and becexplay new ones. They used 25 hr
sequence 0240 x 240 Mm? magnetograms with a time cadence/f = 15 min. In contrast to
their previous study, they represented each magneticriebiujust one point source, rather than a
collection of sources, and tracked the motions of individtlaments. By considering the effects
of emergence, cancellation and reconnection within therarfield, they obtained a coronal
recycling time ofl.4 hr. They found that emergence and cancellation drove afsignt amount
of reconnection within the coronal field. The authors codelli that the quiet Sun coronal field
is indeed highly dynamic. They suggested that a future stodyd also incorporate contributions
from internetwork features, which were not present in theiestigation. Schrijver and Title
(2003) found that as much &% of the quiet Sun coronal magnetic field may originate from
internetwork features rather than network flux. Since tHeag&ures evolve more rapidly than the
larger network features, this would likely further redube toronal recycling time.

A more recent study of a potential field extrapolation fromgmetogram data was carried out
by Régnier et al. (2008). They used data from Hinode/SOT¢hms of resolution 3.8 times higher
than SOHO/MDI high-resolution magnetograms. Rather teanasenting the photospheric mag-
netic field by isolated point sources as Close et al. (200B)ttey considered a continuous mag-
netic field throughout the base. Their aims were to invetgitfze complexity of the coronal field,
with a view to understanding the occurrence of reconnediwh heating of the corona.

By defining the photosphere as being the region flom1 Mm above the base, the chromo-
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sphere betweeh Mm and3.5 Mm, and the corona above; they found thaf; of nulls occurred
in the photosphere}4% in the chromosphere, and jugt within the corona. In contrast to the
study of Schrijver and Title (2002) who found approximatéig same number of nulls as pho-
tospheric flux features, they found that the ratio of the nemif null points to magnetic flux
features was only — 8%. However,91% of the null points found by Schrijver and Title (2002)
were photospheric. Régnier et al. (2008) did not find anjsratlthe base since their photospheric
magnetic field description was continuous. They concludatithe number density of null points
is not a good quantity to be used as an indicator of the coritplek the coronal field, since it
relies on both the model used, and the way in which magneticfélatures are defined. They
also concluded that due to the low spatial density of nullhécoronal field, coronal heating at
null points is unimportant. However, magnetic features rstiliy have a key role in heating the
corona as reconnection does not have to occur at null pdgimsgy also occur in their absence at
locations such as separators or quasi-separatrix laye&sg(&.g. Restante, 2011).

2.3 Summary and Conclusions

This chapter has provided a literature review of models tieate been produced for both the
photospheric evolution and the small-scale coronal fielthefsolar magnetic carpet. Below we
summarise the main features and results of these modelsalsmdhighlight improvements that
could be made.

In a realistic model for the photospheric evolution of thegmetic carpet, the main effects that
should be included are the four flux evolution processes argence, cancellation, coalescence
and fragmentation, as well as some description of the mationagnetic features.

2.3.1 Photospheric Flows

All of the models in Section 2.1 apart from that of Cranmer aad Ballegooijen (2010) included a
granular or supergranular flow profile that advects the magfeatures. These flow profiles may
be taken from observations (van Ballegooijen et al., 199&pecified through a mathematical
description (Schrijver et al., 1997; Simon et al., 2001;neHdy 2001). The flow profile may also
be time evolving (van Ballegooijen et al., 1998; Simon et 2001) or steady (Parnell, 2001).
Cranmer and van Ballegooijen (2010) did not include a supergar flow, but chose instead to
advect magnetic features in random directions. They founad they still obtained a realistic
model that reproduced observed flux and number densityildistins. From this we conclude
that:
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e A description of the velocities of magnetic features is regfly however an evolving flow
pattern is not necessary for the photospheric evolutionahtodreproduce observed results.

e No deep-seated flows appear to affect magnetic featuresemtte of the magnetic carpet
(van Ballegooijen et al., 1998), therefore a 2D flow desmipts sufficient.

e Granulation represented by random ‘jiggling’ of magnegatires can reproduce network
broadening (Simon et al., 2001), and will also prevent fesstdirom becoming stationary in
the network.

As a result, we choose to use a steady supergranular floweptbét we specify analytically, and
also include the effect of granulation as random motionsuinnoodel in Chapter 3.

2.3.2 Photospheric Flux Evolution Processes

Most of the photospheric models discussed above includegrticesses of emergence, cancella-
tion, coalescence and fragmentation. In many cases, th@f&mergence was a parameter that
was taken from observational studies. Schrijver et al. {}@®duced an emergence rate for their
model from a study of MDI magnetogram data that they condliyd®arnell (2001) used various
emergence distributions that took the mean value for nemlgrging flux from the study of Schri-
jver et al. (1997); Cranmer and van Ballegooijen (2010) ubedemergence rate determined by
Hagenaar et al. (2008).

The subsequent evolution of magnetic features dependedl tingoauthors’ description of
a ‘feature’. The studies of van Ballegooijen et al. (1998) &mon et al. (2001) had magnetic
features composed of clusters of corks representing iatéas tubes. Fragmentation and coales-
cence then arose naturally within their models due to theetdyidg flow pattern. Parnell (2001)
and Cranmer and van Ballegooijen (2010) treated magnetiaries of varying flux as single el-
ements. In this way it is easy to keep track of each processatheagnetic feature undergoes,
however, it also means that the fragmentation process neuartiicially built into the model.
Schrijver et al. (1997), Parnell (2001) and Cranmer and valkeBooijen (2010) all built a flux
dependent fragmentation process into their models; theehithe flux of a magnetic feature, the
more likely it is to fragment. For the flux evolution processethin our magnetic carpet model:

e We choose to describe magnetic concentrations by a disoibof small-scale magnetic
elements, rather than have them composed of individual fibrd represented by corks.
We also take each element to have flux that is an integer reuldipsomed,,;,, as in
Parnell (2001). These small-scale magnetic elements mejapvto form a larger magnetic
feature in the photospheric distribution.
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e We use a probability distribution for newly emerging bipothat is taken from observations
(Thornton and Parnell, 2011).

e Cancellation and coalescence within our model occurs wkatufes are defined to be
within interaction range, as with Parnell (2001); Cranmea &an Ballegooijen (2010).

e Fragmentation is artificially built into our model using timeethod of Parnell (2001).

All of these processes are described in detail in Chapter 3.

2.3.3 Coronal Evolution

Some interesting effects that previous authors have ceregidin their small-scale coronal field
simulations are enhanced velocities at separatrices (edled®oijen et al., 1998); topology and
connectivity of the field (Schrijver and Title, 2002; Closeaé, 2003); null locations (Schrijver
and Title, 2002; Régnier et al., 2008); and coronal rectiohes (Close et al., 2004; Cranmer and
van Ballegooijen, 2010).

Schrijver and Title (2002) and Régnier et al. (2008) praubshat heating at null points
within the corona is unimportant. Schrijver and Title (2D02ached this conclusion because
they did not find a comparative number density of coronaltirigpints in TRACE data to the
coronal null density within their potential field extrapttan of MDI magnetograms; Régnier
et al. (2008) because ondy, of the nulls they computed lay within the region they defineté
the corona $ 3.5 Mm). However, Régnier et al. (2008) found th&lt’% of nulls lay within the
chromosphere of their model € 3.5 Mm). Priest et al. (2002) suggested that heating may be more
important low down in the solar atmosphere, as a result ofyncamplex, low-lying connections
close to the photosphere. Close et al. (2003) found thatnard0% of connections within their
magnetic carpet model closed bel@ws Mm, and that each magnetic feature could connect to a
large number of other magnetic features. Twisting and brgidf these low-lying connections
could provide an important contribution towards coronadtiveg from the Sun’s magnetic carpet
(Parnell, 2001; Schrijver and Title, 2002; Priest et alQ20 Within our model, we will look for
evidence of such low-lying complexity.

All of the coronal models discussed in this chapter usedmiatefield extrapolations, the
simplest of force-free approximations. As van Ballegaoigt al. (1998) suggested, a more com-
plex model could produce a more realistic description ofdhmall-scale coronal magnetic field.
In addition to being potential, the coronal field in each @<t models was produced by an in-
dependent extrapolation at each frame. This means thatesd&i@polated field was unrelated to
the previous coronal field. In contrast, the model that wé eahsider in the following chapters
produces a continuous evolution of a non-linear force-fielel. A non-linear force-free field is
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a step up in complexity from a potential field. It allows foeelric currents and free magnetic
energy to build up, as well as twisting of the magnetic fielde Tact that a continuous evolution
is produced also means that magnetic connectivity is magdawithin the corona from one step
to the next. This will affect null locations, topology ancttrecycling of the field. The inclusion of
internetwork features will also likely affect coronal rety times within our model, as they evolve
much more rapidly than larger flux features (Close et al.4200n addition, we will include an
overlying field within our coronal evolution. This represethe influence of the Sun’s large-scale
magnetic field on small-scale magnetic features on the pblatosphere.

In Chapter 3 we introduce our model for the 2D evolution ofttegnetic carpet photospheric
field. From this model, we produce series of synthetic maggrains. Our model for the coronal
field evolution will be described fully in Chapter 4, in whidtis applied to three common small-
scale magnetic interactions: an emergence, cancellatidmsagnetic flyby. In Chapter 5, the
coronal evolution is driven by the synthetic magnetogramglpced by the model described in
Chapter 3.



Chapter 3

Simulation of Synthetic Magnetograms

The model presented in this chapter has be published in Msyadr (2011).

This chapter describes a new 2D model for the photosphedluien of the solar magnetic
carpet. The model aims to reproduce the main observatiaoglepties of the Sun’s small-scale
photospheric magnetic field. Many of the parameters buitt ihe model are taken from studies
of observational data (such &8nodedSOT or SOHO/MDI magnetograms). As described in the
discussion in Chapter 2, we include a supergranular flonepgtrandom small-scale motions
representing granulation; and the four flux evolution psses that govern the magnetic carpet,
namely emergence, fragmentation, cancellation and aoaies.

The model reproduces observed quantities, such as the pawdux distribution obtained
by Parnell et al. (2009). Other objectives include repraaiyiche rapid photospheric recycle time
on the order ofl — 2 hr deduced by Hagenaar et al. (2008); equality of the ratesyadrgence
and cancellation of flux; and visually, the appearance of grmatic network along the boundaries
of supergranule cells. The output from this model is a sesfesynthetic magnetograms. These
will be used as the lower boundary condition in the 3D modstuassed in Chapter 5, which will
simulate the evolution of a non-linear force-free coroneldi corresponding to the small-scale
magnetic carpet.

The chapter is outlined as follows: Section 3.1 describesteichnical aspects of the con-
struction of the 2D magnetic carpet model and how each ofdbeffux evolution processes are
specified. The results of the simulations are presented @tidde3.2 where we show that the
model reproduces many observational parameters. Sectogiv&s the discussion, conclusions
and an outline of further work. A number of movies accompdrg thapter and are held on the
CD. A list of movies is given in Appendix C.1.

29
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3.1 Model

The construction of the magnetic carpet model is now desdriliVhilst observational studies use
the term ‘feature’ to describe small-scale magnetic fluxcemtrations, we will refer instead to
magnetic ‘elements’. This is to distinguish a ‘magneticeat’ in the model, which we choose
to have a specific mathematical form. In contrast, an obtenal ‘magnetic feature’ as would
appear in a magnetogram may be composed of several of ouratimgiements. Each magnetic
element within the model is treated individually as a unigbgct. The sum of all elements then
produces a synthetic magnetogram. This approach differa fither methods in several ways.
In cork models (van Ballegooijen et al., 1998; Simon et @01, each cork represents a single
intense flux tube. In contrast, in our model we represent cagmetic elements with Gaussian
peaks, allowing features to form which are made up of mdtgements and composed of many
peaks and troughs in magnetic field strength. To avoid ural@si numerical effects such as
numerical diffusion and pile-up at cancellation points,mwave the centres of magnetic elements,
keeping their profiles fixed, rather than advecting their €sgan profiles through a velocity field
and the induction equation. Such a treatment also allows esgily keep track of the number
of elements and exactly which elements are involved in e&tiedfour processes of emergence,
cancellation, coalescence and fragmentation at any tinesfiréf describe the mathematical form
of the magnetic elements which produce the synthetic magrehs. Following this, examples
of the magnetograms produced over a 250 hour period are shBimally, we discuss the rules
that govern how the magnetic elements evolve.

3.1.1 Synthetic Magnetograms

For each discrete magnetic element we assume that-tkemponent of the element’s magnetic
field has a Gaussian profile,
B, = Bye "/, (3.1)

where By is the peak magnetic field strength, is the Gaussian half-width andis the distance
from the centre of the Gaussian. The total fldx,of each element is:

P = / Boe " /"Srdrdd = Bymr?. (3.2)
A

We specify the Gaussian half-width of each magnetic elertodvetr, = d(¢)/4, whered(p)
is the diameter of the magnetic element &nid its absolute fluxy = |®|. The diameter is given
by

d(¢) = melogig(9) + cp, (3.3)
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Figure 3.1: Diameter of a magnetic element (Mm) versus aitsdlux (Mx).

where the parameters,, andc, are given by

mg = dmax — dmin
log0(1arge) — 10810(¢small)”

and ¢y = dmin — Mg logo(dsmall-

We letdyin = 1 MM, dmax = 6 MM, ¢gma = 10'® Mx and ¢jrge = 10" Mx so that the
majority of magnetic elements within the simulation are fowed to the rangel € [1,6] Mm.
These values agree with observed diameters and fluxes faretiagarpet features such as small
network features and internetwork features (Harvey andimat973; Martin, 1988; Wang et al.,
1995; Zhou et al., 2010). A plot of diameter versus flux is shdnFigure 3.1.

Equation (3.2) may be rearranged to give an expression éopdak magnetic field strength

of a single magnetic element,
By = 162 (3.4)
" wd(9)> |

The contribution of theith magnetic element to the normal component of the magnelit i
then:

—16r?
Bz,-:B7'exp{—}, 3.5
7 d(¢;)? @9
2

= (o —a;)” + (y — 9)*,

where(z, y) is an arbitrary position, anfk;, y;) is the position of the centre of the magnetic flux
element. We sum up the contribution from every magnetic etdrto giveB.,,
N
B.=) B.; (3.6)

Jj=1

whereN is the number of elements.

Figure 3.2(a) shows a contour plot 8f for a simulation in which newly emerging bipoles
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Figure 3.2: Synthetic magnetograms for a simulation witrua 8mergence range &fx 106 -

1 x 10' Mx. Both are taken at = 20 hr. (a) Red contours represent positive magnetic field,
blue represents negative magnetic field, where ten conteeld are shown for each polarity with
absolute values spaced evenly between 3.5 G and 66.5 G.é€lsanhe as image (a), with contours
filled in to simulate a magnetogram image where the saturdgieel is+70 G.

have a total flux in the rangg x 10'¢ - 1 x 10!® Mx. In total, 607 magnetic elements were
summed over to produce this synthetic magnetogram. Thiglation is described in more detail
in Section 3.2. A black and white image of the same regionasvshin Figure 3.2(b) to simulate

a magnetogram. From this it can be seen that by summing up &ewuof discrete elements,

a visually realistic distribution of flux can be found comgaro that of the observed magnetic
carpet.

In the following sections, full details of how Figure 3.2 ieoduced are given. Throughout
the simulation, the motion of the magnetic elements is datexd by an underlying supergranular
flow, which is described next. In addition, details of the femergence and interaction processes
are given in Sections 3.1.3, 3.1.4 and 3.1.5.

3.1.2 Steady Flow Profile

A supergranular velocity profile that is similar to that ofn&in et al. (2001) is chosen for the
model, except that the diameter of each cell varies from rgupeule to supergranule. For sim-
plicity our flow profile is currently steady throughout thensilation, although in reality, super-
granules evolve in time. Various authors have estimatetitifies of supergranules to be anywhere
from 10 hr to 2 days, depending on the technique used (Rieutord and Ri2€d/®). However,
we will show that our steady profile does not lead to an ungayiuildup of magnetic flux at the
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Cell Cellcentre (x,y) Ay Ry (xy) Mm  Rsg(Mm)
0 (0.12,0.26) 1.0 0.173 (6.0,13.0) 17.3
(0.75,0.25) 1.0 0.173 (37.5,12.5) 17.3
(0.7,0.62) 1.0 0.173 (35.0,31.0) 17.3
(0.29,0.8) 1.0  0.173 (14.5,40.0) 17.3
( )
( )

(0.43,0.42)  0.75 0.173 (21.5,21.0 12.98
(0.95,0.85) 0.6 0.173 (47.5,42.5 10.38
(0.42,0.09) 0.6 0.173 (21.0,45)  10.38

OO WNPRE

Table 3.1: Columng — 4: Normalised coordinates of cell centres and valuegl@find R, for
the supergranule flow profile shown in Figure 3.3(b). Coluhred6: The values of (x,y) and
Rsg = 2A0Ro(2max — zmin) are also given in Mm, assumingsa Mm x 50 Mm region.

cell boundaries. The flow profile of a single supergranulensigby

—R?
VR = AORexp{—Q}, 3.7)
RO
whereuvg, is the velocity from cell centre in the— y plane. R is the distance from cell centre, and
Ap and Ry are normalised values that determine the flow strength afidsaf the supergranule,
Rsg = 2A0Ro(max — Tmin). We setRy = 0.173 units for all supergranules, which corresponds
to a half-width of8.7 Mm in our simulations. A is a number between 0 and 1 that determines
the strength of each cell. We choose the positions yc) of the centres of. supergranules in
the simulation. To introduce the influence of cells outshiee computed domain, we translate the
positions of these cells eight times to surround the original pattern, astiated by Figure 3.3(a).
The original domain is shown in black, and spans the rdmggn, max X [Ymin, ymax, where
we choosermin = Ymin = 0 MM andzmax = ymax = 50 Mm. Translation of the cells means
that the supergranular flow matches through the side boigsjavhich are periodic.

To produce the steady flow pattern, the velocity at any pairibund by summing over the
contributions ofn supergranular cells. This includes th@riginal supergranules which describe
the central region of Figure 3.3(a), outlined in black, amel ¢ight sets of translations. Once the
contribution of all cells has been calculated, the resgltielocity profile is scaled so that the
maximum value obr is 0.5 km s~! (Simon and Leighton, 1964; Paniveni et al., 2004; Rieutord
and Rincon, 2010).

The flow profile used for the simulation illustrated in Figud® is shown in Figure 3.3(b).
This flow profile is used for all of the simulations describedhis chapter. The positions of the
cell centres were selected to produce an irregular patsernyould be seen in real observations
of the solar surface. As a result of the translation previodgscribed, one can also see flows
contributing from the supergranules through the boundarlée parameters defining each of the
cells is given in Table 3.1.



3.1 Model 34

y (Mm)

PR B AR AT S M U AT o i

20 30 40
x (Mm)

(@) (b)

Figure 3.3: (a) The positions of the supergranule cell esmre translated eight times to surround
the originals. This simulates the influence of outside flows$he central domain. (b) A simulated
supergranular flow profile in which seven cells have beenipddn the computational region.
The arrows denote the magnitude of the horizontal velogihere the maximum flow speedds
kms!.

Contributions from granular motions are also added to eaagrmetic element’s velocity at
each time step. The granular velocity contribution is ranjochosen to be betwedhand0.1
km s~! if an element is within0.75 Rsg of the centre of the supergranular cell, and between
0 and0.2 km s~! if it is further out than this, wherdisg is the radius of the supergranule. The
direction of this velocity is also chosen as random. A slighigher value for the granular velocity
contribution is chosen if the magnetic element is near thentary of the supergranule, since
the contribution from the supergranular flow profile is snatllthese locations. This prevents
elements from becoming stationary once they reach the mietbetween supergranules. The
movie sgflow.mpg held on the accompanying CD, shows the steady supergrdiavaprofile of
Figure 3.3(b) with random granular contributions added lbcan be seen that the resultant flow
profile is non-steady.

One time step within the model is equal tamin. This is an arbitrary choice within the
model and may be chosen to be higher or lower. We have chosen asthe current cadence
of magnetogram data from instruments such as SOHO/MDI and/BDBII are of a similar size.
Full disc MDI magnetograms are typically of cadence 1 minesti{Scherrer et al., 1995), while
HMI line-of-sight magnetograms are of cadence 45 seconcisef&er et al., 2012). Many authors
studying the observational properties of the solar magretipet have used magnetogram data
sets of cadence roughly 1 min, occasionally averaged ovengel time period to reduce noise,
for example see Hagenaar (2001), Parnell (2002), Zhou ¢2@10) and Thornton and Parnell
(2011). As higher cadences become available for obsenadtidata, we may choose a smaller
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Figure 3.4: Log-log plot of the frequency of emergence agfdinx emerged in a 5 hour long set
of HinoddSOT magnetograms. Results were obtained using a trackethbi(TB) and tracked
cluster (TC) method applied to clumping (subscript ‘c’) atavnhill (subscript ‘d") data. See
Thornton and Parnell (2010) for definitions of tracking nteth used. The dashed line is a power-
law fit as described by Equation (3.8), with = 1.77 x 104 cm~2 day! anda = 2.74.

time step in our model. The simulations in Section 3.2 ar&eai for 250 hr, which corresponds
to 15,000 time steps.

In the next three sections, we discuss the methods used terimapt the processes of emer-
gence, fragmentation, cancellation and coalescence.

3.1.3 Emergence

Each emerging bipole is made up of two individual magne#erants that are of equal flux and
opposite polarity. We use the term ‘bipole’ only when reifegrto a newly emerging pair of mag-
netic elements, at all other times we consider single magaktments. To simplify computations
and prevent infinitesimally small flux elements from arising set the minimum unit of flux that
a single polarity may have to be equalktg = 10'% Mx, and define all magnetic elements to have
flux that is an integer multiple af, (Parnell, 2001). A bipole of absolute flux, consists of two
magnetic elements of equal absolute fliix= ¢np/2, but opposite polarity. The total signed flux
of the bipole is therefore zero.
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Parameters for Newly Emerging Bipoles

Flux emergence within the simulation is specified by the phility distribution for emerging
bipoles from Thornton and Parnell (2011). This is determifrem HinodegSOT high resolution
magnetograms and is in the form of a power law:

Niow = 5 (%2) 38)
whereng = 1.77 x 107" cm™2 day !, ¥y = 10'6 Mx and o = 2.74. The values fom,
and o« come from a feature tracking study 6finoddSOT data that is described by Thornton
and Parnell (2011). Figure 3.4 shows a log-log plot of thesutts for the frequency of emergence
versus flux emerged. The acronyms TB and TC indicated emesgdtected by tnacked bipolar
and atracked clustermethod respectively. A full description of these methods lba found in
the original paper. The subscripts ‘d’ and ‘c’ stand for tt@wvnhill and clumping methods of
magnetic feature identification, as are described by Defteteal. (2007).

The quantityN (¢ pp)d¢ pp is the total number of bipoles that emerge with total absofiutx
in the rang€¢ pp, Pop + dopp|, Wherede pp is very small. The flux emergence rate for bipoles with
flux in the rangdg,, ¢] in Mx cm~2 day~! may be computed as:

D 2—aq ¢y
Femef¢a, ¢b) :/¢ N (¢ 1p)® bpdd bp = ;Tﬁ[(%) L . (3.9

Correspondingly, the number of bipoles emerging in the edig, ¢, in units of cnm 2 day ! is

then
®b b no (O —a no bb 1—aq
N(éumldonn = [ —(—p> 0 pp = [(—p> } | (3.10)
/% opdooe = | o\ P 1-a\ Yo 4o
Let ¢min and gmax be the minimum and maximum flux allowed for emerging bipolesur
simulation. They must both be integer multiple2¢f), as each individual polarity will then have
an absolute flux that is an integer multiple@f = 10'6 Mx. In addition to this, we must have
®min = 2¢0. For our simulations, we choose to emerge only discreteegatii flux from¢min to

¢maxin steps of sizelp = 2¢g. If m = (¢max— ¢min)/2¢0, then the set of emerging flux values
of bipoles is

{Qbk = quln + 2k¢07 k= 07 17 sy m}>

where ¢, is the total absolute flux of a newly emerging bipole. For edislcrete valuep, we
integrate over the rangey — ¢o, ¢r + ¢o] to approximate the number of bipoles with absolute
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flux ¢, that will emerge during the simulation:

dr+o -«
N, = / o <@> dpp x Ax D, (3.11)
sr—o Y0\ Yo

where A is the area of the domain in énand D is the number of days of the simulation. We
cannot allow a non-integer number of bipoles to emergeysanust be converted to an integer,

N, by rounding up or down randomly. Th€ = """ | N}, bipoles are then randomly assigned a
value from0 to tmax = 15,000 (250 hr) using a uniform distribution, which will be the time step

in which they emerge. This means that a random number of dgpefnerge each time step, and
also a random total quantity of flux.

In addition to flux, diameter and sign, several other paransahust be chosen for each newly
emerging bipole. For each bipole, a random uniform integgwben) andn — 1 is chosen. This
is the index of the supergranule cell within which it will erge. Its location within the cell is
then randomly chosen. Since ephemeral regions have beervetido emerge with a preference
towards the edge of a supergranule (Wang, 1988), we alsd thig into our model. We allow
emergence to occur in the ranf§e5 Rsg, 0.75 Rsgl, where Rsg is the radius of the supergranule.
The final parameter that must be chosen for an emerging hipdketilt angle,d. This is the angle
of the axis along which the two polarities of the bipole witipgrate from one another and it is
simply a random uniform number betweérand 27 radians. The main arrays that contain the
parameters for magnetic elements throughout the simulatie described in Appendix A.2. The
separation velocities of newly emerging magnetic elemargsliscussed next.

Appearance of Newly Emerging Bipoles

At each time step, newly emerging bipoles are added intoithelation. Each magnetic element
undergoes the specified emergence process outlined bekivit nas travellede g x d(¢) =
1.5d(¢) from its initial position.e ;¢ = 1.5 is a constant that defines the separation that a magnetic
element must reach from its emergence point before superignaflows or other processes may
take over its evolution. The element’s velocityepdepends upon how long it has been emerging
for and its direction is given by its tilt angle Observational studies show that the two polarities
of a newly emerging bipole initially separate at several km, dater slowing to velocities that
are of a similar order to those of the underlying supergrantibws (Harvey, 1993; Title, 2000;
Hagenaar et al., 2003). Within our simulations, two elersevill initially separate with a velocity

of 3 km s7!, slowing to1.0 — 1.3 km s! after 30 min (30 time steps) and later@® km s~!
which is on the order of the underlying supergranular flowitidity, the positive and negative
magnetic elements within the bipole move in opposite dinestalong the axis of their tilt angle.
The computation of the velocities of newly emerging magnetements is described in more
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Figure 3.5: A sequence of still images (left to right) shagvannewly emerging bipole (elements 2
and 3). Red contours represent positive magnetic field, ddmsours represent negative magnetic
field. In total, twenty contour levels are shown for each polawith absolute values spaced

evenly from1.8 — 68.3 G. The region isl0 Mm x 10 Mm in area. The images are taken 4 min
apart, and elements of interest have been numbered from,Wbe3e elements 2 and 3 illustrate

emergence. This event may be seen in the accompanying moag?.em.mpg held on the CD.

detail in Appendix A.3.

Figure 3.5, and the accompanying movigag2em.mpg show a sequence of images taken
from a small region of the synthetic magnetograms produgezhk of the simulations. The region
is 10 x 10 Mm? in area, and the images are taken 4 min apart. One can seesthatdn images
(a) and (b), a new bipole begins to emerge in the centre of tixe thhe positive and negative
polarities are marked ‘2" and ‘3’ respectively. The two pilas grow in flux as they move
apart. Towards the end of the sequence, magnetic elemeigirgstie interact with a pre-existing
magnetic element, indicated by ‘1’. Notice also that in #ddito the two polarities moving in
opposite directions to one another, there is a slight dfithe bipole towards the upper left due
to the underlying supergranular flow, which also influendes motion. This can be seen more
clearly in the movie.

3.1.4 Fragmentation

Fragmentation within our model is based upon the procesgitled by Parnell (2001), where the
process of fragmentation depends upon both the flux of thenategelement and time. Every
element is checked for fragmentation at each time step. Mwrfentation rate?s is an input
parameter for the simulation. We assume that every elenieuifficient flux will fragment within
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T; = 1/Rs s (seconds). Parnell (2001) suggests that a fragmentatterof R > 1.2 x 104
s ! is required to reproduce the correct absolute flux density fanx distribution, so we take
R = 1.5 x 10~* s71. This means that a magnetic element of sufficiently largewliifragment
roughly once everyl /R = 6667 s~ 1 hr 50 min. For an elemenj to havesufficient fluxto
fragment, it must satisfy the inequality

6> v(1- %) (3.12)

wheregq is a random number such thiat < ¢ < 1, and0 < ks < 1. The parameteks is fixed

at the start of the simulation, but a randgns chosen for every magnetic element every time we
check whether it will fragment. Parnell (2001) take a valfie)dhat is at the large end of their
range of expected flux values,= 8 x 10'® Mx, andk; = 0.75. Without observational evidence
to suggest differently, we take the same values for our sitraris. With these parameters, the
largest value that the right hand side of Equation (3.12)take is

O R O ) R

Similarly, the minimum value that the right hand side of Eipma (3.12) can take is zero.
However, elements are not allowed to fragment if they areniff flux, ¢o. This means that all
magnetic elements of absolute flix 2¢y may fragment, but elements of greater flux have a
higher probability of fragmentation.

Time dependence is built into the fragmentation procesolmafs. If ¢; satisfies Equa-
tion (3.12), we then choose a random numbeuch thatd < s < 1. Element; will only
fragment during the current time step if

s < E
T;

whereT; is the ‘age’ of magnetic elemerjtin seconds. An element’s age is reset to zero every
time it fragments, coalesces or cancels with another elem@tearly oncel; > 7; the right
hand side will be greater than 1, meaning the inequality kéllsatisfied and the element must
fragment. Therefore, all magnetic elements of flux gredtan® x 10'® Mx are guaranteed to
fragment withinT' = 73 /60 time steps { hr 50 min), unless some other process takes over their
evolution before then.

New Elements Arising From Fragmentation

Within our simulations, elements are allowed to split inigtjtwo new elements at a time. In
reality, most fragmenting magnetic features only splibitwo (Thornton, 2011). Once it has
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Figure 3.6: A sequence of still images (left to right) shogviragmentation of magnetic elements.
Red contours represent positive magnetic field, blue costmpresent negative magnetic field.
In total, fifteen contour levels are shown for each polantjth absolute values spaced evenly
from 2.3 — 67.7 G. The region isl0 Mm x 10 Mm in area. The images are taken 2 min apatrt,
and elements of interest have been numbered from 1 to 4. Tihtesactions may be seen in the
accompanying movienag3frag.mpg held on the CD.

been determined that elemehtwill fragment, a new element is introduced to represent the
element resulting from the fragmentation. The method falirmgla new element to the simulation
is described in Appendix A.4. The flux and diameterj@&ndk must now be recomputed. As in
Parnell (2001), the original flux; is splitinto two new fluxesp; and¢,. If p is a random number

between 0.55 and 0.95, then

1 = po;.

Since all fluxes within the simulation must be integer mudtipof ¢y, we roundg; /¢, to the
nearest integer. We then take

P2 = ¢j — ¢1.

Elements of fluxg, are not allowed to fragment. ; = 2¢g, theng; = ¢o = ¢, and if
®j = 3¢, theng; = 2¢¢ andgs = ¢9. We may now seb; = ¢ andgy, = ¢2, then compute
their new diameterd(¢;) andd(¢y).

Motion of Fragmenting Elements

An element’s behaviour after it has fragmented depends tigpprocess that the original element
was undergoing before the fragmentation occurred. If it wadergoing emergence, fragmenting
from yet another element, or simply being advected by supstdar flows, then its velocityr
returns to being determined by this proces#n the case of emergence, the two new elements
produced by fragmentation are also treated as emergingr \Félecities therefore still decrease
with time, though the directions of motion of the two new eéts;j andk are different. If0 is

LIf the underlying supergranular velocity is very smatl (.1 km s71), the new elements may be given a ‘push’ of
0.1 — 0.2 km s™* to help them separate.
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the direction of motion of the original element, then
0 =0+03rp and 6y =6 —0.3mp,

where0 < p < 1is randomly chosen for each individual fragmentation (Bly2001). Therefore
the two magnetic elements move in the same direction wigihtyi offset motions.

If the element determined to fragment was undergoing ctat®i or coalescence with an-
other element before it fragmented, the treatment is slightly differehhe fluxes and diameters
of the two new elementg and & are computed. The new elementhen continues to cancel
or coalesce with, while £ moves off in a different direction at the velocity of the urigimg
supergranular flo& The new direction of motion fok is given by

0y = 0 + 0.67p,

with 0 < p < 1 random.

The parametef, 54 defines the separation that a magnetic element will reach #t® point
of fragmenting, before the underlying supergranular flokesaover. An element will continue
to move away from its fragmentation site until it has reachetistance off,5qd(¢;) = 1.5d(¢;).

Figure 3.6 (and the accompanying movigag3frag.mpg shows examples of fragmentation
occurring within one of the simulations. Element 1 fragnseiotform a new element, 3; element
2 then begins to fragment to form element 4. Fragmentation aled be seen in the sequence in
Figure 3.8 of the following section, where element 2 fragtaento a large and a small element.

3.1.5 Coalescence and Cancellation

Every time step, each element that is not currently undaggtiie emergence process is checked
to see if it will cancel or coalesce with another element. Ha turrent model, an element
may only cancel or coalesce with one single element at argngivne. First we determine how
many magnetic elements are within interaction rangg @hcluding those through the periodic
boundaries). An elemeitis defined to be within interaction rangeléep the separation distance,
satisfies

dseplJ, k) < crad(d(¢;) + d(9r)),

where
dsedd, k) = |(zj,yj) — (zr,yr)| and cpag= 0.5.

2Again, the element may be given a ‘push’ if the underlyingesgpanular velocity is very small.
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Figure 3.7: A cancellation between two magnetic elementsqofal flux and opposite polarity.
The bipole shrinks as the elements move together and theissem profiles overlap. By the last
frame the magnetic elements overlap completely and no aaniof flux remain. This denotes
complete cancellation.

The constant,,q defines the interaction range between two magnetic eleménisimportant
thatc g < 0.75 to prevent elements that have just separated from one arditeeto emergence
from immediately cancelling with one another again. Theeeaso several other conditions for
the cancelling or coalescing gfwith some element:

e k must not currently be undergoing emergence,
e k must not currently be cancelling or coalescing with anotiement,

e If j andk are in the process of fragmenting from one another, then #éneynot allowed
to immediately coalesce. If they are still within range aftee fragmentation process has
ended, they may then coalesce together (see Section 3.1.4).

If these conditions are all satisfied by more than one elervéhin range ofj, thenj will cancel
or coalesce with the closest element.

Once it has been determined that two elements will cancebdalesce, they move together at
a constant velocity ofc = 1.0 km s~! until their centres meet. Their direction of motion is along
the axis defined by their centres.

Since each magnetic element is given a Gaussian profile,pfadiles overlap as they move
towards one another. In the case of cancellation, thistesuboth magnetic elements shrinking as
they move towards one another. If they are of equal flux andsipppolarity, they will completely
cancel one another. This is illustrated in Figure 3.7. Wittiie magnetic carpet model, both
magnetic elements are removed at this stage. In the casetial gancellation or coalescence,
one of the elements is removed when the centres of the elenrezdt. The method for removing
elements from the simulation is given in Appendix A.5. Thenagning element’s flux is then
updated to be the difference between the two original fluyesl This new element’s motion is
now determined by supergranular flows until another protasss over.
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Figure 3.8: A sequence of still images (left to right) shogvimagnetic elements coalescing
and cancelling. Red contours represent positive magnedid, fblue contours represent nega-
tive magnetic field. In total, fifteen contour levels are shdier each polarity, spaced evenly
from 2.3 — 67.7 G. The region isl0 Mm x 10 Mm in area. The images are taken 4 min apart,
and elements of interest have been numbered from 1 to 6. Titesactions may be seen in the
accompanying movienaglcanc.mpgheld on the CD.

The processes of cancellation and coalescence occur fridguéthin the model, and can
easily be detected by eye in the synthetic magnetogramsurd-ig.8 (and the accompanying
movie, maglcanc.mpy shows a sequence of eight images taken from one of the dionda
in which examples of both cancellation and coalescence giet&c elements can be seen. We
follow the evolution of a negative polarity element 1, and fpositive elements, 2 and 3. In frame
(d) an emergence occurs in the bottom left (5 and 6) and eletneegins to fragment, creating a
new element, 4. As the sequence progresses, a cancellatarsdetween 1 and 2, and elements
3 and 4 coalesce. By the end of the sequence, 2 and 4 haveehsagpand 3 has begun cancelling
with 5.

3.1.6 Summary of Photospheric Evolution

After the parameters for newly emerging bipoles have beggrehéned, we compute the magnetic
field on the photosphere for each time step. At each time steffjrst loop over all magnetic

elements and determine their current velocities. In agidito the four flux evolution processes
described in Sections 3.1.3, 3.1.4 and 3.1.5, we add a bation from the underlying supergran-
ular flow to each element’s velocity. This prevents the nmotid elements from being too linear,
particularly when undergoing emergence. It seems likedy stupergranular flows would continu-
ally have an effect on magnetic elements on the real soléacirWe also add a random motion
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to every magnetic element that represents the effect olidgian. The main purpose of this is to
prevent elements from becoming stationary once they rdaeineétwork between supergranules,
as our supergranular flow profile does not currently evolvénre. The maximum velocity that
an element can take 86 — 3.7 km s~!. For this to occur, the element would have to be newly
emerging {sep= 3.0 km s~ ! for the first 15 min) and the contribution from supergraniokatand
granulation would have to be their maximum value®)afkm s~! and0.2 km s~! respectively,

in the same direction as the element’s emergence velocity.

We now update the central positions of every element acegri its velocity:
X = X 4 vydt,
y =y + vydt.

The next stage is to check which elements have just startedisined emerging, cancelling,
coalescing or fragmenting. Elements are added and remowedthe simulation as necessary,
and parameters updated. We also check that no elements s rout of the computational
domain. If they have, their coordinates are translated abthiey reappear at the opposite side of
the box due to the periodic boundaries.

To construct synthetic magnetograms for the line-of-sighthponent of the magnetic field,
we recomputeB, analytically at each time step from the information storeddach magnetic
element. This simulated magnetogram is output to a file etierg step. The method is as
described in Section 3.1.1.

3.2 Results

Using the techniques described above, nine simulationsuar&eeping all interaction and evo-
lution parameters fixed at values determined to produce th&t nealistic evolution. The only
parameter that is varied is the lowest flux value taken by gmerbipoles. For the model, we
consider a quiet region of the solar surface which has naitoibn from active regions. There-
fore there is no net transfer of flux through the domain. Theupeters common to each model
are given in Table 3.2. These parameters are described ia datail in Appendix A.1. The lo-
cations of supergranular cells and the parametgrand R, that specify their strengths are also
kept fixed, as described in Section 3.1.2. In the nine sinwuat the varying values taken for the
minimum absolute flux of our distribution of emerging bipolre:

dmin = 10 x [4, 8, 10, 20, 30, 40, 60, 80, 100] Mx.
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Parameter Value Description
Tmin» Tmax 0, 50 Mm x—range for computational box.
Ymin: Ymax 0, 50 Mm y—range for computational box.
tmax 15,000 Length of simulation.
steplength 1 min Number of min 1 time step represents.
dmax 101 Mx Maximum absolute flux for newly
emerging bipoles.
b0 10'6 Mx Minimum unit of flux.
€rad 15 Scales distance a magnetic element will travel
from its initial location under emergence.
Crad 0.5 Scales interaction distance for cancellation
and coalescence.
frad 15 Scales distance a magnetic element will travel
from its initial location under fragmentation.
Usg 0.5kms! Peak value for supergranular flow profile.
R¢ 1.5x1074st Fragmentation rate.
Y 8 x 108 Mx Fragmentation parameter.

Table 3.2: Key parameters within the magnetic carpet madiehg with their specified. values

The results of the magnetic carpet simulations and the teffiecarying ¢y, are considered in
the following five sections. Varyingm, from high to low values may be regarded as what
may be seen as observational instruments improve, and thddtection limit for magnetograms
becomes lower. Four movies showing the full field of view @& #ynthetic magnetograms accom-
pany this chapter. The movies show the simulations iy, = 8 x 10'® Mx (mag4start.mpg
andmag4mid.mpg and¢yin, = 1017 Mx (magLlstart. npgandmaglmid.mpg. The two movies
with the suffix “start’ show the simulations at the start, frame= 0 — 20 hr. The computational
domain is initially empty of flux. New magnetic elements thmerge within the supergranules
and are swept towards the boundaries where they interaetoni another. Within both movies,
a magnetic network begins to form after just a few hours, &edgeneral shape of the underly-
ing supergranular flow pattern can be seen. The two movidsthé suffix “mid’ show the two
simulations between the 50th and 60th hour. By this timeh bohulations have reached an equi-
librium state in which the rate of emergence roughly equadsrate of cancellation of magnetic
flux. From these movies it can be seen that the magnetic canpeel is dynamic, with magnetic
elements continually evolving and interacting with eadieat Where several magnetic elements
lie close to one another in the magnetic network, their Gansgrofiles overlap to form large,
irregularly shaped magnetic features as would be seen imragnetograms. Within all of the
movies, tiny features can be seen to rapidly appear or desap his is due to small magnetic
elements whose Gaussian profiles are lower than the comeelslwe have chosen to show. Occa-
sionally such elements overlap to produce a larger profilg,irand briefly appear in the synthetic
magnetogram time series. This is reminiscent of ‘noisehimitour synthetic magnetograms, as
occurs in real magnetograms. Although they are not all shwitlrin the movies, we keep track of
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all magnetic elements within each simulation at all timesct®n 3.2.1 shows some still images
from the simulation withpyin = 8 x 106 Mx.

3.2.1 Example Synthetic Magnetograms

Figure 3.9 shows contour plots &f, for a simulation in which newly emerging bipoles have a
total flux in the range8 x 10'® — 1 x 10'® Mx. The images are taken at= 0.1, t = 10, t = 20,

t = 225,t = 230 andt = 249 hr. These images may be compared with the flow profile in
Figure 3.3(b) to compare the location of the magnetic elémeiith respect to the underlying
supergranular flow pattern.

At t = 0 hr the box is empty of magnetic flux. As the simulation progess bipoles are
allowed to emerge following a supergranular cell patterfie A6 min (image (a)) small magnetic
elements have begun to appear within the supergranulas. cali (b) ¢ = 10 hr, many of the
elements have begun to encounter one another and intethet@ll edges, and by (€)= 20 hr a
magnetic network of larger elements has formed along thergugnule boundaries. By this stage,
the model has reached a steady state in which there is a bdletween the rates of emerging and
cancelling flux. As a result, a similar network of magnetixfexists in each of the later images,
(d), (e) and (f). Since the supergranular flow profile is syghdoughout the simulation, the spatial
location of the magnetic network does not vary greatly, haw¢he exact distribution of magnetic
flux elements significantly changes. From this it can be Seainthe steady flow profile does not
lead to the formation of unphysically large magnetic eletseRlowever, it would not lead to the
random walk of magnetic elements across the solar surfgoepesed by Leighton (1964). Since
we are presently only considering a small, localised areeh) & random walk is not important.
Comparing images (d) and (e) fat= 225 andt = 230 hr, it can be seen that the distribution of
magnetic elements varies significantly between the two @aagven though they are only spaced
5 hr apart. This implies that the photospheric recycle tim#efsimulated magnetograms is short,
as desired. A plot of total absolute flux versus time is givefrigure 3.10(b) and discussed in
Section 3.2.2.

3.2.2 Flux and Mean Magnetic Field

For all simulations, the computational box is initially etpf magnetic flux. As the simulation
progresses, new magnetic bipoles emerge within the swgerigr cells and magnetic elements
interact with one another. It is important to verify that tin@del reaches a steady state in which
the absolute flux density oscillates about an average vallas of the total absolute flux within
the box as a function of time are shown in Figure 3.10fg#, = 4, 8, 10, 20, 30 and100 x 106

Mx. Clearly, the lower the value af iy, the larger the range of flux values for emerging bipoles,
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Figure 3.9: Synthetic magnetograms for a simulation withua @émergence range 8fx 10'6 -

1 x 10" Mx. Red contours represent positive magnetic field, blugaas represent negative,
where ten contour levels are shown for each polarity wittoalie values spaced evenly between
3.5 G and 66.5 G. The time in hours at which each image is takennamber of individual
elements (ns) composing the magnetogram are as followst £a)0.1, ns=102, (b}t =
ns=550, (c} = 20, ns=607, (d} = 225, ns=595, (e} = 230, ns=565 and (ff = 249, ns=603.
Two movies of this time series of synthetic magnetogramsyaten on the CDmag4start.mpg
shows simulation from = 0 — 20 hr; mag4mid.mpgshows the simulation fromh= 50 — 60 hr.
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Figure 3.10: Total absolute flux within the computationak s a function of time fot i, of (a)
4 x 1016 Mx, (b) 8 x 10'6 Mx, (c) 1 x 10'7 Mx (d) 2 x 10'7 Mx, (€) 3 x 10" Mx and (f) 10'®
MXx.
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and thus the greater the rate of flux emergence. This in taafsléo the total absolute flux for the
simulation levelling off at a higher value.

It can be seen from Equation (3.8) th&i(¢ np) will be greater for smaller values @f .
Therefore a lower value @i results in a large number of small bipoles emerging. For &sec
wheregmin = 4 x 1019 Mx (Figure 3.10(a)), the absolute flux levels off after appmoately 24
hr. After this time it oscillates between58 x 10%° Mx and 1.74 x 10%° Mx. This variation is
around5% from the mean value of.66 x 10*° Mx. When ¢pmin = 8 x 106 Mx, the absolute
flux oscillates slightly more than this, but the total fludidtiecomes roughly steady afted hr.
For even highenyi,, and hence a smaller flux emergence range, the variationecéitsolute
flux is much more erratic. For these cases, small numbersg# Elements emerge, which have a
significant effect on the value of the overall absolute fluiwn the box at any one instant in time.
Whengmin = 2 x 1017 Mx or 10'® Mx (Figure 3.10(d) and (f)) there are several points wheee th
total flux value spikes due to a large bipole emerging, or sliadye to the lack of emergence of new
bipoles, or the disappearance of two or more large flux elésnganough cancellation. However,
it is clear from Figure 3.10 that i, Is chosen low enough, a steady state is soon found.

In several of the simulations withy, larger thare x 10'7 Mx, the total absolute flux within
the box steadily increases throughout the 250 hour perindihance a steady state is not reached
(e.g. whenpin = 3 x 1017 Mx, Figure 3.10(e)). The absolute flux for these simulatiorey
level off if the simulations were run for longer, but therewa still be a large variation about this
value. In Figure 3.10(€)¢min = 3 x 10'7 Mx), the maximum value of flux that is attained is
higher than in thes iy = 1 x 1017 Mx and ¢min = 2 x 1017 Mx cases (Figures 3.10(c) and (d)).
The flux eventually appears to level off arour@ Mx, but thegin, = 3 x 1017 Mx simulation is
something of an outlier compared with the other eight simories. The mean values for the total
absolute flux averaged over each simulation, and their p&ge variation are shown in Table 3.3.
The means are computed for values taken aftenr of the simulation have elapsed, so that the
model has had a chance to reach a steady state. The highegliles and lowest variation are
found for the lowest value afy,ip.

Graphs of the mean magnetic field strength (red line) as atibmof time are shown in
Figure 3.11 for two of the simulations: (@i, = 4 x 10'® Mx and (b)¢min = 3 x 1017 Mx.
Note that in each graph a different scale is used for theozdréixis. Over-plotted on each graph
is the number of magnetic elements as a function of time kblime), divided by 100 so that
the curve is in the same range as the mean field. As one wouktgxpe mean magnetic field
strength is higher in simulations where emergence occues @larger range. The time averaged
values for the mean magnetic field in each simulation arengivdable 3.3 along with the mean
number of magnetic elements. The mean values for the siibgawith agmin < 3 x 1017 are
within the observed range & — 10 G (Cranmer and van Ballegooijen, 2010). The mean flux
densities calculated faf,in, > 4 x 107 Mx are slightly lower than observed values, but this is
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Figure 3.11: (a) and (b) Red line: mean magnetic field (G) dadkidine: total number of mag-
netic elements{/100) as a function of time for mi, of (a) 4 x 10'6 Mx and (b)3 x 10'7 Mx.
(c) Red fitted line: time averaged mean magnetic field (G) dadkifitted line: average number
of magnetic elements per fram&7(100), for each simulation. (d)-(f) Maximum flux (black line)
and mean flux (red line) of a magnetic element as a functioim tor ¢ mi, of (d) 4 x 1016 Mx,
(€)1 x 10'" Mx and () 3 x 10'7 Mx.
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Pmin Mean Total Percentage Mean Absolute  Mean Number
(x10'6 Mx) Absolute Flux Variation of Total Flux Density (G)  of Elents
(x10" Mx) Absolute Flux per Frame
4 16.58 4.9 6.6 1497
8 10.14 7.4 4.1 570
10 8.50 10.7 34 430
20 7.72 10.8 3.1 213
30 9.02 19.1 3.6 153
40 5.92 18.4 2.4 120
60 6.35 15.2 2.5 88
80 5.88 24.7 2.4 74
100 5.03 15.8 2.0 63

Table 3.3: Mean values for each simulation for the total Aliedlux, absolute flux density and
number of magnetic elements within the box.

to be expected since realistically, small-scale flux entezgen the Sun is not restricted to such a
limited range.

The number of magnetic elements that exist within the box fametion of time reaches a
steady state very rapidly in all nine simulations, levelioff after just a few hours. This occurs
shortly after the first magnetic elements within the simalareach the network between super-
granules and begin to coalesce and cancel. The averaggsameéar crossing time in the model,
the time taken for a magnetic element to reach the edge ofifjergranule once it has emerged, is
around3 — 4 hr. A typical distance that a bipole might emerge from theesoliga supergranule s
Mm, if we assume an average velocity®o$ km s~! then each polarity would reach the boundary
after3.9 hr. The levelling off of the total absolute flux and number aignetic elements is there-
fore determined by the time scale of the flow profile. It can &ensfor thepmin = 3 x 1017 Mx
(Figure 3.11(b)) simulation, that the number of elementelke off rapidly and oscillates around
a steady state, even though the mean field (and absolute feik)@easing throughout the sim-
ulation. This indicates that roughly the same number of eleexist, but larger elements are
forming as they meet and coalesce at the boundaries of tregggapules. Figure 3.11(c) shows
the mean field and number of elements (/100) averaged ovsirthdation versug ;. Initially,
both the mean field and number of elements drop very rapidly wcreasingsmin, then level off
abovegmin = 2 x 1017 Mx.

Figures 3.11(d)(f) show plots of the maximum flux of a magnetic element (blkc&) and
the mean flux of a magnetic element (red line) as a functioimad for three of the simulations: (d)
Bmin = 4 x 1016 MX, (€) ¢ppin = 1 x 1017 Mx and (f) ¢min = 3 x 1017 Mx. For ¢ = 4 x 1016
Mx, the maximum flux that a magnetic element takes during thrilation oscillates around
2 x 10'® Mx, while the mean flux of a magnetic element is abo0t” Mx. When ¢pin =
1 x 107 Mx, the maximum flux of a magnetic element during the simalatiscillates more and
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is higher, between- 2 x 10'8 — 5 x 10'® Mx. Therefore a highep i, results in fewer magnetic
elements within the simulation, but on average higher fluxrpagnetic element. Finally, in the
bmin = 3 x 107 Mx simulation, the maximum and mean flux of a magnetic elentesrease
throughout the simulation, particularly the maximum fluxaofmagnetic element. This is further
evidence that larger magnetic features are forming at thedaries of supergranules within this
simulation.

3.2.3 Rates and Frequencies

Within this thesis, theatesof magnetic flux emergence and cancellation are defined nsteif
Mx cm~2 day~!. Thefrequencyof magnetic flux emergence and cancellation is defined tode th
number of occurrences in cm day .

Figures 3.12(a) and (b) show plots of the variation of thegaif magnetic flux emergence
(solid line) and magnetic flux cancellation (dashed ling)rdythe (a)pmin = 8 x 1016 Mx and (b)
bmin = 3 x 1017 Mx simulations, in Mx cni2 day!. In all cases we find that the emergence and
cancellation rates quickly become approximately equaifioning that the model has reached a
steady state. Whepyin = 8 x 10'6 Mx or less, the plots are steady, as a large number of small
magnetic elements emerge and subsequently cancel, hétpkegp the emergence and cancella-
tion rates steady. Agin increases these curves become less steady (e. g.. Figa(®)3, but
the time averaged emergence and cancellation rates forsgadkation are all of similar values.

In simulations with highery,;, one would expect the average emergence rate to be slightly
higher than the average cancellation rate, since the tbsdlate flux in several of these cases
increases slightly throughout the simulation. This cand®nsn Table 3.4, in which the average
emergence and cancellation rates for each simulation stelli In particular, for the)yi, =
3 x 10'7 Mx simulation the emergence rate is greater than the caioell rate by roughly 0.2
Mx cm~2 day!. In all of the other simulations, the emergence rate is ordyiiad 0.1 Mx cnr?
day! higher than the cancellation rate, indicating again thatifj, = 3 x 1017 Mx is an outlier.
Figure 3.12(c) shows a plot of the average emergence aneltatian rates for each simulation.
The analytical solution for the emergence rate calculateth fEquation (3.9) is over-plotted in
blue.

Figures 3.12(d) and (e) show plots of the variation of the rgerece and cancellation fre-
quencies throughout the simulation for @i, = 8 x 101 Mx and (€)¢min = 3 x 1017 Mx.
The solid line represents emergence, the dashed line exigesancellation. It can be seen that
cancellation events occur more often than emergence egeetsthough the two processes have
similar rates. This is because large flux elements may fragnvehich leads to more elements
that may cancel. As with emergence and cancellation ratescurves are steadier whem,in,
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Figure 3.12: (a) and (b) emergence (solid line) and carttaiigdashed line) rates for the sim-
ulations with (Q)¢min = 8 x 10 Mx and (b) pmin = 3 x 1017 Mx. (c) Averaged emergence

(black) and cancellation (red) rates for all nine simulasio The blue dashed line represents the
emergence rates as calculated by Equation (3.9). (d) arah{e)gence (solid line) and cancella-

tion (dashed line) frequencies for the simulations withi, = 8 x 106 Mx and ¢pin = 3 x 107
Mx. (f) Ratio of average emergence to average cancellateguencies for each simulation.
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Flux Flux Emergence  Cancellation
Gmin Emergence Cancellation Frequency Frequency
(x10' Mx) Rate (MxcnT? Rate (Mx cnt? (x10718 (x10718
day 1) day 1) cm2day ') cm2day!)
4 107.37 107.30 1503.9 1540.6
8 55.52 55.41 344.2 406.0
10 45.69 45.59 222.1 279.7
20 25.66 25.52 60.4 98.3
30 18.56 18.32 29.1 56.9
40 14.61 14.50 17.4 39.6
60 10.34 10.27 8.5 23.2
80 8.00 7.89 5.1 16.2
100 6.53 6.45 3.4 12.5

Table 3.4: Time averaged emergence and cancellation nateseqquencies for each simulation.

is lower. The average emergence and cancellation fregeerfior each simulation are given in
Table 3.4. In agreement with Parnell (2001), the canceltafiequency is always greater than the
emergence frequency.

The difference between the frequencies of emergence armkltation increases with in-
creasinggmin- This is particularly apparent for larger values @f,in, where emergence only
produces a relatively small number of large elements (eiguré 3.12(e)). These elements may
then break apart multiple times to produce large numbersnaflscontinually cancelling and co-
alescing elements, resulting in a significantly higher tiecy of cancellation than emergence.
This occurs because emergence within each simulationtigctes to a narrow range of flux val-
ues, whereas cancellation may occur on any scale. Figue¢fBshows the ratio of emergence to
cancellation frequencies. Note that even though the clatiosl frequency (in cm? day—!) may
be much greater than the emergence frequency, the ratesesfence and cancellation (in Mx
cm~2 day!) are still roughly equal. The same quantity of flux emergesdisappears throughout
the simulation, only the size of the magnetic elements ireaiin these processes changes.

3.2.4 Distribution of Flux

Figures 3.13(a) and (b) show number density plots for the bmimof magnetic elements as a
function of their flux for the simulations witpyin = 4 x 10'% Mx and ¢pin = 8 x 101°
Mx. In each case the black line represents the number deofsityagnetic elements versus their
absolute flux value. This curve is produced by analysing ikgilbution every600 time steps,
which is equivalent to every0 hr, and summing up all the flux distributions taken for a atar
simulation. The length of time between samples was chosémasthe flux within the model will
have recycled from one sample to the next. This preventsesitsrirom being counted more than
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Figure 3.13: Number densities for (@min = 4 x 106 Mx and (b) ¢ min = 8 x 106 Mx
simulations: the black line represents the number dengdifjur elements versus absolute flux
content. The blue line illustrates number of emergence tewagrsus absolute flux emerging in
an event. The red line illustrates number of cancellatioaney versus absolute flux lost in a
cancellation event. The green line illustrates number afescence events versus absolute flux in
a coalescence. The purple line illustrates number of fragation events versus absolute flux of
the original element that fragmented. The black dashedtidieates the value ap min.

once.

The other four lines on each plot represent the occurreneadi of the four flux evolution
processes described in Section 3.1. In the simulationspib$sible to keep track of every event
that occurs, so the sample size is much larger than the flasibdiSon sample size, as any one
element may undergo a number of processes. The blue linespands to the number density of
emergences versus the total absolute flux of the emergiraiehiwhile the red line represents the
number density of cancellations versus flux removed dultiegcancellation event. It can be seen
that the number density of cancellation events is greatm the number density of emergence
events untikp > 10'® Mx. This fits with previous results that show many more caatieh events
occur than emergence events, where the events tend to cetwugdn smaller magnetic elements.
Above a flux of 10'® Mx, fragmentation (purple) is so strong that it affects themeents before
they can cancel (red). Since the rates of emergence andlliagioceare roughly equal in each
simulation, more large elements must emerge than cancel.

The green line represents the number density of coalesayres versus the absolute flux
of the two coalescing elements. In all nine simulationsy{dwlo are illustrated here) this curve
appears to follow the flux distribution curve (black) verpstly, although the fit is not so good
at higherg (larger elements do not exist for very long within the sintigla, so many are missed
when sampling the flux distribution only once evénp time steps). This supports the suggestion
of Thornton and Parnell (2011), that coalescence is the mmiprocess for small-scale elements.
They come to this conclusion because this is one of the reaghy fewer small-scale elements
are observed on the solar photosphere than are found to eméan be seen from the plots in
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Figure 3.14: (a) For the simulation withmi, of 4 x 1016 Mx. The black line represents flux
density: log plot of frequency of occurrence versus absdluix of magnetic element. The red line
represents the fitted line for the full range of flux valuespst=—2.68. The blue line represents
the fitted line for the range = [10'¢,108] Mx, slope=-1.85. (b) Slopes for flux distribution in
the rangep = [10%, 10'®¥] Mx for each simulation.

Figures 3.13(a) and (b) that for small values¢pfthe number density of emerging events (blue)
is greater than the flux distribution (black). This suppdhts fact that coalescence is dominant
for small-scale fields. In order for our model to be more caasle on this matter however, it is
necessary to allow the existence and emergence of everesiiial elements than, = 10'6 Mx.
Since the green (coalescence) line follows the flux distidiou(black) so closely, this implies that
any and all magnetic elements may undergo coalescencedt fux dependent.

Fragmentation is defined in our simulations to be strongly fiapendent. The purple line
represents the number density of fragmentation eventauisdle flux of the original magnetic
element. For smalb, the curve for fragmentation is lower than those of all of dtieer processes.
However, it can be seen that as an element’s absolute flugases the fragmentation process
becomes dominant.

Figure 3.14(a) is a plot of the frequency of occurrence of #lements versus their flux
content, for the simulation withyi, = 4 x 106 (black line). Units ofx 10746 Mx~! cm~2 have
been chosen for thg—axis in order to compare the plot with Figure 5 of Parnell et(2009).
Two straight lines have been fitted to the data. We note thatlata does not span 3 orders of
magnitude, as is technically required to compute a poweréddation. However, power laws have
been used for observational data so we have fitted one for aasop, taking into account this
limitation. The red line is fitted using all of the data, and lsaslope of-2.68. The blue line is
fitted for elements in the rang®'® — 10'® Mx, therefore missing the low rate of emergence upper
flux range, as the sample size for our model is much bettemhadler elements. Note that as we
are considering an isolated region of the solar surfaceugper bound is solely dependent on
emergence and coalescence. No elements may enter the ddwesatio the dispersal of magnetic
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flux from active regions. As a result, we find that our disttibn of elements falls off faster than
is observed at higher values of flux. Hence we restrict thegpdaw index to those flux elements
that we adequately model. The fit of the blue line is good is thihge. It has a slope 6f1.85,
which is in agreement with the findings of Parnell et al. (200Bhey fit a line with a slope of
—1.85 to data for flux elements observed by SOHO/MDI dtidoddSOT that spans the range
10'¢ — 1023 Mx. Therefore our model, which only models the lower rangehi, fits this well.
The method that they use to detect magnetic flux featuresddfeos from the way that we define
them. They use a ‘clumping’ method, whereas our definitioa mfagnetic element is more suited
to the ‘downhill’ method of feature tracking (DeForest et 2007; Lamb et al., 2008, 2010). The
downhill method is good at picking out individual peaks ingnatic flux. Particularly for larger
magnetic regions, several peaks may be detected by dovemfilicounted as separate magnetic
features. However, the same region may be counted as a $&aglee by the clumping method
(see Figures 1 and 7 of DeForest et al. (2007)). A flux distigioudetected using downhill would
result in a lower ‘tail’ towards higher fluxes, as is seen im Bigure 3.14(a). A feature tracking
study of our synthetic magnetograms would be of intereshgua clumping method such as is
described by Thornton and Parnell (2011), to determine fiatt it has on the tail.

The equation of Parnell et al. (2009) describing the frequexri occurrence of elements with
an absolute flux op has the form

~1.85
N(¢) = % <%> Mx 1 cm™2, (3.13)
wherey = 106 Mx and Nf = 3.6 x 10~'7 is the value obtained using a clumping method of
feature tracking. In our simulations, we obtaitV; = 1.2 x 1076, which is 3.3 times larger. A
possible reason for this is the difference between our defimof a flux element, and the way that
features are defined by Parnell et al. (2009). As can be setteinFigure 4(a), the clumping
method they use produces relatively large, irregularlypsida‘flux massifs’. Since we define
magnetic elements to be compact and circular, such a feiatore model would be composed of
many elements. For this reason we require many more smalhetiagelements to describe the
flux distribution of the quiet Sun, hence the larger valuéVgfin the number density equation. It
should be noted that while our definition of a magnetic elenedifferent from that of Parnell
et al. (2009) after it has emerged, this does not affect thergemce power law Thornton and
Parnell (2011), as during the process of emergence our tiefiniof magnetic elements agree.

Our reasoning for the difference in values/¥f is supported by some simple calculations. If
a = 1.85, then the average flux densitig4vg) and average flux of a magnetic elemepd(g) are

3C. E. Parnell (private communication).
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given by
® max 2—a ¢ max
Bang/ N(p)pdp = é\fﬂ/)o Ki) } Mx cm 2 (3.14)
@ min - wo ® min
and B
davg = N"’t‘;’? MXx, (3.15)
where . . .
max N —Q max B
Ntot:/ N(@)de = 5 f [<i> } cm2.
@ min - wo @ min

Taking our values ofV; = 1.2 x 1071% cm™2, ¢min = 4 x 10'% Mx and gmax = 108 Mx
we find gavg = 1.5 x 10'” Mx and Bayg = 6.11 Mx cm™?(= 6.11 G). Our Bayg is consistent
with the values given in Table 3.3, and is realistic for théegwun. If we now consider the
N = 3.6 x 10~17 cm~2 of Parnell et al. (2009), but limit the range of flux values sidered to be
consistent with the quiet Sun & 106 — 10%° Mx), we getgavg = 5.0 x 10'” Mx and Bavg = 6.6
Mx cm~2. Our absolute flux density is very similar to theirs, but overage flux element is much
smaller. We also find that we have around 3 times more magekdinents per unit area than
Parnell et al. (2009)Niot = 4.06 x 10~'7 cm™2 compared withNigt = 1.30 x 10717 cm™2).
Therefore the difference in the parameters of the power taduie to our varying definition of
‘magnetic elements’ to ‘magnetic features’.

The slope of the fitted line in the rangé'® — 10'® Mx for each simulation is plotted versus
®min in Figure 3.14(b). One can see that@sqj, increases the slope becomes less steep. This
is because as only larger elements emerge, these largergtehreve more of an impact on the
number density. Such a limited range for emerging bipoldess realistic, so we would expect
this to be less of a match with the results obtained througiesfations. When the lower bound
of emerging flux is less thatD'” Mx, the power law index converges around.85.

3.2.5 Lifetime of Magnetic Elements

The plots in Figure 3.15 relate to thiespanof magnetic elements within each simulation. Within
our model, an element is defined to ‘die’ when its flux changéher by fragmenting into two
new elements or cancelling or coalescing with another elém&n element begins its life when
it newly emerges; has just split from another as a resultagjrfrentation; or is produced by two
separate elements cancelling or coalescing together.

Our definition of an element’s lifespan likely differs sonteat from that of an observer study-
ing magnetogram data, as does our counting of magnetic atemk is easy to count and keep
track of the processes that magnetic elements undergonvatii model because they are treated
as individual discrete sources. However, when the symthmtignetogram is created using the
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Figure 3.15: (a) Frequency of occurrence of magnetic elésnaith a lifespan of hr, within the
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dmin Mean Lifespan Mean Maximum Photospheric

(x10'6 Mx) (min) Age (hr) Recycle Time (hr)
4 8.88 3.64 1.48
8 12.04 2.93 1.75
10 13.28 3.06 1.78
20 15.96 2.95 2.89
30 17.71 3.71 4.67
40 18.54 3.20 3.89
60 18.92 3.31 5.90
80 18.58 3.21 7.06
100 19.22 3.50 7.39

Table 3.5: Mean lifespan of a magnetic element (min), meaxirman lifespan of a magnetic
element (hr) and photospheric recycle time (hr) for eachuation.

method described in Section 3.1.1, many of these elemepttaputo produce fewer, larger mag-
netic elements. In addition, the resolution and cadencealfdata is not always high enough to
be able to detect the smallest and fastest evolving elemdihiis is another reason that further
study of the photospheric model using the synthetic magneito series as input into the variety
of feature tracking techniques that have been produceddimibf interest.

Figure 3.15(a) shows the log frequency of occurrence of reagrelements with a lifespan
of ¢ hr, for the simulation in whichpyin = 4 x 106 Mx. The mean lifespan of all elements
is plotted for each simulation in Figure 3.15(b). It can bersthat most elements do not even
‘live’ for one hour before fragmenting, cancelling or cosdeng with another. The mean lifespan
of an element is only aroun@l — 20 min, values are given in Table 3.5 for each of the simula-
tions. Observationally, it makes more sense that largerensolated magnetic elements would be
long-lived. However, since fragmentation is so frequerthimi our model, this is not the case for
our simulations. The longest lived elements most likelyunat the beginning of the simulation
before the number of magnetic elements increases to thé¢ where they interact frequently; or
are isolated small elements that do not fragment becausdltheis so low. Within the synthetic
magnetograms, large, irregularly shaped magnetic femtianen where several individual mag-
netic elements lie close together but have not yet coalestedse elements tend to appear in
the network between supergranules. Examples of these caadpein the six images shown in
Figure 3.9.

Figures 3.15(c) and (d) show plots of the age of the oldesnetagelement existing within
the model versus time, within the (@), = 4 x 1016 Mx and (d)¢pin, = 1 x 10'® Mx simulation.
These simulations contain the largest and smallest rangmefging flux values respectively. The
dashed red line represents the mean maximum age averagati@gamulation. The large spikes
represent occasional long-lived magnetic elements, yeieral the maximum age of an element
throughout the simulation remains at rougldly- 4 hr. In every case the mean maximum age
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computed for the whole simulation is around this value, as lma seen in Figure 3.15(e) and
Table 3.5. This is similar to the lifetime of ephemeral regipdetermined by Harvey and Martin
(1973) to be around.4 hr. Zhou et al. (2010) find the lifespan of internetwork featuto be
betweenl and20 min, with a mean oR.9 4+ 2.0 min. The mean lifespan for magnetic elements
within our model is9 — 20 min.

The photospheric recycle timer flux replacement timescafer the quiet Sun is defined to
be the time taken for all flux within the quiet Sun photospherée replaced (Hagenaar, 2001).
It is calculated by dividing the mean field by the emergende.rd-or our two most realistic
simulations émin = 4 x 1015 Mx and ¢y, = 8 x 101 Mx, we find the recycle time to be48 hr
and1.75 hr respectively. This is in excellent agreement with Hagemréd al. (2008)’s recycle time
of 1 — 2 hr. The photospheric recycle times calculated for each Isition are given in Table 3.5
and shown in the plot in Figure 3.15(f). Once again, #hg, = 3 x 10'7 Mx simulation is seen
to be an outlier.

The next section considers one of many possibilities farristudies using this theoretical
model for the magnetic carpet, in this example, emergenswitched off midway through the
simulation.

3.2.6 Switching Off Emergence

Clearly, many other studies may be undertaken using ouretieal model simply by varying
different input parameters to determine their effect upbatpspheric evolution. One interesting
test is to ‘switch off’ emergence at some stage in the sironato observe how rapidly flux
disappears. An example of such a simulation was run withtickeiparameters to those described
in Section 3.2. The flux emergence range for newly appeaiipglds is8 x 10'¢ — 1 x 101 Mx.
Emergence is switched off at= 50 hr, and the simulation is allowed to run for a furthigr hr.
Results from this experiment are shown in Figure 3.16.

Figure 3.16(a) shows both the mean field and the number ofeglen{V/100) throughout
the simulation. It can be seen that both of these quant#éieislly decrease as soon as emergence
is switched off after50 hr, levelling off and becoming steady at roughily= 65 hr. The total
number of magnetic elements becomes very small as all remgafilux within the computational
box rapidly cancels and coalesces together at the supeitgraoundaries. This is also indicated
by the mean size and maximum size of a magnetic element @-8)a6(b)). Both increase after
emergence has been switched off, but a particularly largee@se occurs for the mean size of a
magnetic element (red line). It increases from befbw 107 Mx to abovel10'® Mx, indicating
that although the number of remaining elements is smali; the is large. The maximum size
that a magnetic feature reaches is aro@ind10'® Mx. Since there are so few elements within the
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Figure 3.16: A simulation with emergence of bipoles in theges x 10'6 — 10 Mx. Emergence

is switched off aftel50 hr (3,000 time steps), and the simulation is allowed to run for a furthe
50 hr. Plots as a function of time: (a) Mean field (red) and nundfenagnetic elements\(/100,
black). (b) Maximum flux (black) and mean flux (red) of a magnetement. (c) Emergence (solid
line) and cancellation (dashed line) rates. (d) Emergeswlél(line) and cancellation (dashed line)
frequencies. (e) Mean lifespan of a magnetic element. (8 éfgldest existing magnetic element
(red line: mean age of oldest magnetic element averagedieaimulation).
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simulation towards the end, these elements fragment btfeyecan become even larger. The fact
that no more flux is emerging into the simulation also limits size of magnetic elements.

Figures 3.16(c) and (d) show plots of the emergence (sol@) knd cancellation (dashed line)
rates and frequencies for the simulation. The emergenceamckellation rates (Figure 3.16(c))
remain roughly equal untid = 50, and the cancellation frequency is greater than the emeegen
frequency (Figure 3.16(d)), as was seen in the previouslatioos. Once emergence is switched
off, the cancellation rate and frequency also rapidly deseeas the magnetic elements quickly
cancel and coalesce together within the first few hours.

Figures 3.16(e) is a plot of the mean age of a magnetic eleaseatfunction of time. As
expected, the mean age of an element within the simulatioreases after emergence stops at
t = 50 hr. The mean value continues to increase for a time. Thikédylidue to a contribution
from a few small, isolated magnetic elements that do notfiexgf. Such long-lived elements can
be seen in the plot of the maximum age of a magnetic elemegti@i3.16(f)). The maximum
age linearly increases from around= 50 hr to beyond: = 80 hr. This long-lived element then
either fragments or encounters another magnetic elemedtiree maximum age becomes very
small, remaining below hr for the rest of the simulation. The maximum age does noesse
significantly again for the remainder of the simulation, ti®ly because all remaining elements
have cancelled or coalesced into larger elements by thig staarge magnetic elements are much
more likely to fragment, setting the elements’ lifespansiki@ zero. Once the maximum age of
a magnetic element has significantly decreased (just @fte80 hr), the mean age of a magnetic
element also significantly decreases.

A series of synthetic magnetogram images from this simutatire shown in Figure 3.17.
The images are taken at= 50, t = 51, ¢t = 52, ¢t = 54, t = 57 andt = 60 hr; the number
of magnetic elements (ns) that make up each magnetogramivare ig the figure caption. A
movie of this series of magnetograms fram= 50 — 60 hr is also given on the CD, named
magem4mid.mpg After emergence has been switched off, the magnetic elengeickly begin
to decrease in number. At (&)= 50 hr the magnetogram is composed of 564 magnetic elements;
just four hours later (d), only 94 elements make up the magmem; and by (e) = 60 hr, only
37 elements remain. In image (f) one can see the few remamignetic elements. Towards
the end of the movie, it can be seen that these few elemena@vemoving and are ‘stuck’ at
the boundaries of the non-evolving supergranules. Thewpaeed far from one another where
the supergranular velocities are small, so they do not arteowne another before the simulation
ends. If the supergranular flow profile was also allowed tdvevim time, this would likely aid the
process by increasing and randomising further the motioth@fremaining magnetic elements,
eventually removing them completely from the simulation.
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Figure 3.17: Synthetic magnetograms for a simulation wilmaemergence range 8fx 1016 —

1 x 10' Mx. Red contours represent positive magnetic field, blugaas represent negative,
where ten contour levels are shown for each polarity wittoalie values spaced evenly between
3.5 G and 66.5 G. Emergence is switched off at 50 hr. The time in hr at which each image
is taken and number of individual elements (ns) composiegihgnetogram are as follows: (a)
t = 50, ns=564, (b} = 51, ns=209, (¢} = 52, ns=128, (dy = 54, ns=94, (e} = 57, ns=59 and
(f) t = 60, ns=37. A movie of the simulation from= 50 — 60 hr, magem4mid.mpg is given
on the CD.
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3.3 Discussion and Conclusions

The aim of this chapter was to construct a realistic modettierphotospheric evolution of the
solar magnetic carpet, which we intend to use as a lower yrmbndition in 3D non-potential
modelling. We have built into this model the processes of #mergence, cancellation, coales-
cence and fragmentation, as well as a steady supergrarmiapffofile that influences the motion
of magnetic elements. Many parameters for the model weentédom studies of observational
solar data, such as the probability distribution for newtyeeging bipoles (Thornton and Parnell,
2011) and the peak radial velocity of a supergranule (Simmzhlaeighton, 1964; Paniveni et al.,
2004).

A series of nine simulations of lengttb0 hr were run, keeping all parameters fixed apart
from the minimum value of total absolute fluxy,,, that a newly emerging bipole may take. The
maximum value for newly emerging bipoles was fixedat,, = 10! Mx. The lower the value
of ¢min used, the larger the range of emerging magnetic flux elemantshence the more flux
is emerged into the system. The upper bound produces a cdeaize of large elements, and
we assume that we are considering a quiet area of the Sunnwitiput from active regions. A
larger flux emergence range is more realistic so as one woplelog, the lower the value @fyin,
the closer the simulation results agree with solar obsensat

FOr ¢min = 4 x 1015 Mx and ¢y, = 8 x 106 Mx in particular, the total absolute flux within
the simulation quickly reaches a steady state in which tkesraf emergence and cancellation
are roughly equal. These simulations also result in a meamete field that is within the range
determined from observations. For the less realistic satiws with the highestyin (> 3 x 1017
Mx) the total absolute flux takes longer to reach a steadg stttistrated by the fact that the
mean emergence rate is slightly higher than the mean catioellrate. For lowpnyin, the mean
field is 4 — 6 G, which fits observational data. The number of magnetic etegmwithin each
simulation, however, very quickly reaches a steady sta#dl icases. This occurs shortly after the
first magnetic elements reach the boundaries of the supeigsand begin to interact with one
another.

Although the cancellation and emergence rates, defined iomi¥ day ', become roughly
equal for all simulations, it is also the case that the caatieh frequency, defined in cnd day*,
is always greater than the emergence frequency. This isluighragreement with the theoretical
magnetic carpet model of Parnell (2001), who attribute tifferénce to large numbers of can-
cellations between small magnetic elements arising thrdtaggmentation. They suggest that the
energy release from so many small cancellation events cigidficantly contribute to the energy
required to heat the solar corona. In future in our 3D simaoires, we will consider the energy
build up at such locations (Chapter 5).
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The power law flux distribution resulting from the simulatgthat include a larger range of
flux emergence are in agreement with the power-law disiobutf Parnell et al. (2009). The slope
of their fitted line is—1.85, while the slopes produced by our simulations withi, = 4x 106 Mx
andgmin = 8 x 1016 Mx are —1.85 and—1.82 respectively. Our definition of magnetic elements
means that our flux distribution would fit better with a dowhhiethod of feature tracking. A
feature tracking study of our synthetic magnetograms usiclgmping method would be useful to
check the power law, in addition to other values such asrike$ and physical extent of magnetic
elements.

Our model produces a highly dynamic small-scale photogpherdesired, with the mean
lifespan of a magnetic element in any of the simulations dpgiist 9 — 20 min. We also find a
photospheric recycle time of ju$t48 hr, this is in good agreement with Hagenaar et al. (2008)’s
recycle time time ofl — 2 hr.

As suggested in Section 3.2.6, an evolving supergranular flofile is one improvement
that could be made to the model. Simon and Leighton (1964rune the average lifespan of a
supergranule to b20 hr, whereas Wang and Zirin (1989) find their lifetime toJbe&0 hr. Simon
et al. (2001) assign lifetimes of betweé® and42 hr to the supergranules within their model.
In any case, these studies show that a magnetic carpet niradelins for longer than around a
day should consider a time evolving flow pattern. The flow pedadivolution could either be built
into the model or taken from observational data using a ntethuch as described by Potts et al.
(2004). They track solar photospheric flows by using a baltking technique. Even if the flow
profile were not time evolving, a more complex supergrantitaw profile that included vorticity
would have important implications for the coronal evolatiGuch surface motions would lead to
twisting and braiding of the coronal magnetic field, and asr@sequence, heating of the corona.

The fragmentation process is a limitation of our model. Rathan allowing fragmentation
to arise naturally as a consequence of photospheric flowsuwently impose it. This is another
feature of the model that could be improved in future. It soabf interest to reduce bothyin
and ¢y, to consider a wider range of small-scale magnetic features lower detection limit of
magnetic features by solar instruments is likely to corditm decrease. For example, the IMaX
instrument of the Sunrise mission has detected featuresobfi the order ofl0'> Mx (Barthol
et al.,, 2011). In addition to this, as observational instaits improve and new observational
results are obtained, the 2D model can be updated with neawzers.

We conclude that we have successfully produced a realigigterfor the photospheric evo-
lution of the solar magnetic carpet that reproduces mangrobd properties. In Chapter 5, this
will be used to produce a 3D model for the small-scale coromadjnetic field under controlled
circumstances.



Chapter 4

Analysis of Basic Interactions

This work has been published in Meyer et al. (2012).

Within this chapter we consider the coronal consequencabeofnteraction of two mag-
netic elements with one another. In particular, we study meig energy build-up, storage and
dissipation as a result of emergence, cancellation and fijlmgagnetic elements. In the future,
these interactions will be the basic building blocks of mooenplicated simulations involving
hundreds of magnetic elements (e.g. Chapter 3). Each ati@nas simulated in the presence of
an overlying uniform magnetic field, which lies at variougentations with respect to the evolving
magnetic elements.

In order to simulate the coronal evolution of these intéoams, we have formulated a two-
component model. We use a special treatment to describeohgien of the magnetic elements
at the photosphere, as described in Chapter 3. The photisphedel is then coupled to the
full 3D model as a lower boundary condition that drives thatowous evolution of the coronal
magnetic field through a series of quasi-static, non-lifesce-free states. The technique we
use to evolve the coronal magnetic field is calledrfegnetofrictional methofyan Ballegooijen
et al., 2000), and is described in Section 4.1.1.

Previous studies have also considered such interactioese include full MHD simulations
of magnetic flux emergence (e.g. Archontis et al. (2004); Magart and Hood (2009)) and of a
magnetic flyby (e.g. Galsgaard et al. (2000); Parnell e28l10)). In the paper of Galsgaard and
Parnell (2005), the authors study the heating associatédanlyby using full MHD simulations.
They show that the amount of energy stored or dissipatedmiltie corona depends on several
factors. They conclude that it is not sufficient to know theletion of the magnetic field at the
photospheric boundary to be able to predict the evolutiothefcoronal field. Knowledge of the
strength and direction of the overlying field also plays apamiant part.

67
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Within the literature, there are no previous studies thatgare all three interactions of emer-
gence, cancellation and flyby to one another under the sardellimg approximations and using
the same parameters. Therefore within the present studyiliveonsider the flux connectivity of
the magnetic elements, the build up and storage of free niagmmergy, and the energy dissipated
during these three basic magnetic carpet interactionsaitticplar, we wish to identify the factors
involved in determining the amount of magnetic energy thatored or dissipated. This study is
a preliminary analysis to quantify results expected in mammplex simulations involving more
magnetic elements, such as will be carried out in Chapter 5.

The chapter is outlined as follows. Section 4.1 discussegreatment of the photospheric
boundary condition and how it couples to the coronal magnéid model. The set-up and
analysis of the three basic interactions are described atid®e4.2. We present the discussion
and conclusions in Section 4.3.

4.1 Model

A non-linear force-free magnetic field is a useful approxiorato the coronal field, as it allows for
the existence of electric currents and free magnetic enéigya magnetic field to be force-free,
it must satisfy:

V x B = a(r)B, (4.1)

and
V-B=0. 4.2)

The physical conditions required for such an approximatmhbe valid are described by Régnier
(2007) and in Chapter 1. The parametdr) describes the twist of the magnetic field. It is a
scalar function of position, but must be constant along argimagnetic field line. An important
property of a non-linear force-free field is that it allows fegions of both high and low, along
with varying sign ofa, so may therefore model a wide variety of coronal structures

There are several methods for constructing non-lineareféree fields from fixed photo-
spheric boundary conditions; a summary is given by Schrigteal. (2006). In contrast to these
methods, which produce single independent extrapolatisashoose to model a continuous evo-
lution of the coronal field through a series of quasi-statam-linear force-free equilibria, that are
driven by an evolving photospheric boundary condition. Timegnetofrictional technique em-
ployed to carry this out is described next.
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4.1.1 Magnetofrictional Method

Our model for the 3D coronal magnetic field is based upon the&n Ballegooijen et al. (2000);
the method is described fully in Mackay et al. (2011). It hasrbused in the past to study the
global coronal magnetic field (Yeates et al., 2008), theerngl magnetic structure of solar fil-
aments (Mackay and van Ballegooijen, 2009), and the decay efctive region (Mackay et al.,
2011). The termmagnetofrictional methodias first given to the technique by Yang et al. (1986).
Following their method, we introduce an artificial frictidike dissipative term to the MHD equa-
tion of motion (Equation 1.6, Chapter 1) to relax the magnégld towards a force-free state.
This gives the equation of motion the form

Dv

Py =3 xB=Vptpg v, (4.3)

wherer’ = vB? andv is the coefficient of friction. We may neglect any explicing dependence

as the timescale for relaxation is much shorter than thestiale for photospheric boundary mo-
tions. Then under the the same assumptions as given in 84c83, that the corona is force-free,
we may also neglect the pressure and gravity terms. Theiequait motion then reduces to the
following expression for the plasma velocity

_1jxB

V —_—
v B2’

(4.4)

wherej = V x B. Note that this velocity describes the motion of the coranabnetic field and
is distinct from the velocity of the magnetic elements onghetosphere. In the model, we evolve
the coronal field by the induction equation,

0A

E:VXB—FE, (45)

whereA is the vector potential anB = V x A. Through using this formalisation, the coronal
field evolves through a series of approximate, quasi-stato-linear force-free equilibria. The
first term on the right-hand side of Equation 4.5 is an advecterm, which incorporates the
magnetofrictional velocity. The second term is a non-idean that represents hyperdiffusion.
The form is chosen to be:

B
€=55V- (s B*Va), (4.6)

(Boozer, 1986; Bhattacharjee and Hameiri, 1986; Stral#&8)] wheren,, the hyperdiffusivity
constant, is chosen to de7 x 10° km* s~1. The key effect of hyperdiffusion is that it conserves
magnetic helicity whilst smoothing gradients an For any non-linear force-free field, hyper-
diffusion acts to reduce the field towards a linear forcefstate containing the same magnetic
helicity. It should be noted that the timescales of the presenulations are far too short for a
linear force-free field to be reached.
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—> jxB=0

Figure 4.1: Cartoon illustrating the magnetofrictiondaseation technique. The blue lines repre-
sent coronal field lines with foot-points anchored in thetpbphere (black line). The red arrow
represents foot-point motions, while the black arrowsespnt the Lorentz force.

Figure 4.1 shows a cartoon illustrating the magnetofri@lanethod. The blue lines represent
coronal magnetic field lines that are anchored in the phosp(horizontal black line). In the
left-hand image, the coronal field is in force-free equilibn. Foot-point motions (red arrow) at
the photosphere evolve the coronal field out of equilibriiine Lorentz force (black arrows) then
acts against an artificial friction to relax the field back &ds an equilibrium state. This continual
stressing and relaxing of the coronal magnetic field in raspghotospheric boundary motions
evolves the field through series of quasi-static, non-lifieae-free equilibria.

4.1.2 Magnetic Energy Storage and Dissipation

To consider the effect of the magnetic carpet on the coroma agpect of the simulations that we
are interested in is the build-up and release of energy. Qirstant in time in our numerical box
of volumeV, the total magnetic energy is

B2
W:/ Z_av. 4.7
1% 87'('

Following this, the rate of change of the total magnetic gnés

aw 1 d [ B?
—=— == )dV.
dt 47r/vdt<2>

Substituting in Equation 4.5:

d [ B? 0B
Z(=Z2Z) = B.==
(3) - %

= B-Vx(vxB+eg)
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(4.8)
AW
'.%://SIdS—///VQdV, (4.9)
where
I= i [(v xB+4¢€) xB+ n432aw] (4.10)
and B2
Q= E(VM? + 74| Val?). (4.11)

The first term on the right hand side of Equation 4.9 represttd energy injected due to surface
motions, along with that injected or removed due to flux eraeog or cancellation respectively.
In addition, there is a contribution from hyperdiffusion.hd second term is the rate at which
energy is dissipated per unit time, due to the coronal elwlutThis dissipated energy, which is
released in the coronal volume, may be considered as ert@gistavailable to be converted into
heat or plasma motions. While it may be regarded as thisjrigplgity, within this thesis we only
consider the size af, and do not follow the corresponding plasma processes. diheédrivation

of I and(@ from the magnetic energy equation is given in Appendix B.2.

For the coronal dissipation term (Equation 4.11), the festtrepresents energy dissipation
due to magnetofriction, which is released as the field raléxa force-free state. The second term
represents energy dissipation due to hyperdiffusion, wigcdescribed by van Ballegooijen and
Cranmer (2008). In the present simulations, it is found Wiatand the relaxation velocity are
both largest near the magnetic elements and at locationseviive magnetic field lines reconnect.
Hence the dissipative term has its largest contributiorr ttea sources, where there is strong
magnetic fieldB, and at locations of changing magnetic topology.

Another quantity that we study is the free magnetic energgestwithin the magnetic field.
This is defined to be the difference between the energy of dinelinear force-free field and the
corresponding potential field. The free energy at any iris&an

2 2
Bnl - B

Ex(t) = Wiy(t) — Wp(t) = / Py, (4.12)

Vv 8w

where By, is the non-linear force-free field anfp is the corresponding potential field. Within
the simulations we will study first the energy that is condiyi released and may contribute to
the heating of the corona (Equation 4.11). Second, we willsier the energy stored in the
magnetic field that may be related to more sporadic dynangatsy such as XBPs or nanoflares
(Equation 4.12). The relative importance of these two foaihsnergy will be discussed for each
of the three interactions between magnetic elements.
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4.1.3 Photospheric Boundary Condition

To simulate the processes of emergence, cancellation abg #ach magnetic element at the
photosphere is assumed to have a simple Gaussian form. foiteetee normal field component
(B,) of an element is given by:

B, = Bye "/, (4.13)

where By is the peak strength;, the Gaussian half-width andthe distance from the centre of
the element. Each magnetic element within our simulatiasépeak strength dy = 88 G,

a Gaussian half-width of, = 0.6 Mm and an absolute flux afo'® Mx. The total photospheric
magnetic field is made up of the sum of a number of these elament

A unique feature of the simulations is th&t during the evolution of the photospheric field
is specified analytically at discrete time intervals (= 200 s= 3.3 min) apart. Movement of the
sources between these time intervals is obtained by chagutigéir central positions,z, v), rather
than advecting them numerically. Through doing so, we auoidesirable numerical effects such
as overshoot due to numerical differentiation, and pileatipancellation sites due to forcing.

Using this description for magnetic elements, we may modeide range of magnetic flux
interactions, such as:

(a) Cancellation: Two magnetic elements, one positive arehegative, move together until their
centres coincide. If they are of the same strength, they tatelp cancel. A cancellation
occurring over a time period dfo0 min (30 7;) can be seen in Figure 4.2(a).

(b) Emergence: Two magnetic elements, one positive and egatiwe, have the same strength
and initially the same central position. Moving the sourapart then simulates emergence
as is seen in observations. An emergence occurring overeagderiod of100 min (30 7;)
can be seen in Figure 4.2(b).

(c) Flyby: Two magnetic elements that move relative to onetlzer, but never interact at the
photospheric level. A flyby occurring over a time period166.7 min (50 7;) can be seen
in Figure 4.2(c).

At any instant in time, the flux through the photosphere iggilsy
Flux = / B.dS, (4.14)
s

whereS is the photospheric boundary surface. Figure 4.3 showstaoplbe total absolute flux
through the photosphere as a function of time for each of tremts in Figure 4.2. It can be
seen that the curves are all completely smooth. The catioellaurve (black line) is level until
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Figure 4.2: Three magnetic flux interactions modelled afpihetospheric level. The interactions
occur between a positive and a negative magnetic elememjuail strength: (a) cancellation, (b)
emergence and (c) flyby. In each case, red and blue contquiessent the positive and negative
polarities respectively, at levels df[4,7,14,28,57] G. The area shown is of siz® Mm x 10

Mm. For each image, the time is given in minutes.
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Figure 4.3: Total absolute flux through the photosphere ametibn of time for a cancellation
(black), emergence (blue) and flyby (red) event.

the magnetic elements encounter one another (arouad60 min); the curve then decreases
smoothly to zero at which point the elements completely ehriche emergence curve (blue line)
shows the opposite behaviour, while the flyby curve (red) lreenains completely level as no flux
emergence or cancellation occlrs

To ensure thaV - B = 0 within the simulations, the coronal field induction equati® speci-
fied in terms ofA. Therefore to drive the evolution of the coronal field we riegas photospheric
boundary data thel, and A, corresponding to the analytically specifi&d at each time stef;.
Without loss of generality, we can writé, and A, atz = 0 in terms of a scalar potentidi(z, y),
where

. o® 09
(Az, Ay)(z=0) = V X (2) = <8_y’_%>' (4.15)
Then from thez-component oB = V x A we have:
2 2
oe oo (4.16)

Bae0) = ~52 ~ 52

This may be solved using a fast Fourier transform to finéind hence thél, and A, correspond-
ing to B, at the level of the photosphere.

To produce a continuous time sequence between each ini¢rvehere B, and subsequently
A, and A, are analytically specified, a linear interpolation4f and A, is carried out between

'Note that for the flyby, only = 0 — 100 min is plotted, however the curve remains completely lefisbighout
the entire simulationi(= 0 — 166.7 min).
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eachT; andT;, 1, where500 interpolation steps are taken between each analyticalfs@sion.
This means that at each ting, the normal field at the photospheric boundary matches taetex
analytically specified3, given by the sum of the Gaussian profiles of the discrete niagele-
ments. In response to the photospheric evolutiodpind A, atz = 0 Mm, the vector potential
within the coronal volume, and therefore the coronal fielaees through a series of quasi-static
equilibria as described by Equation 4.5. This treatmenhefrhagnetic field at the photospheric
boundary ensures that we still have freedomAgr which sits half a grid point up from the pho-
tosphere (due to a staggered grid). Any non-potentialitthécoronal field near the photosphere
arises from thee—component of the vector potential. The initial conditiom tlee coronal field in
each simulation is a potential field extrapolated frdmand A, atz = 0 Mm andt = Tj,.

Since the evolution of our field is continuous, connectivitighin the coronal magnetic field
is maintained throughout the simulation. The resultanieseof non-potential equilibria retain
a memory of flux interactions from one step to the next, andagbently the build up of non-
potential effects. This is a significantly different apprhaompared to independent potential field
extrapolations, and provides a new insight into the enetgigbt of the quiet Sun corona.

4.2 Basic Interactions of Magnetic Elements

The three basic interactions studiedcancellation, emergence and flyby are processes that
commonly occur between magnetic elements of equal but depihsx. Each simulation uses
the photospheric boundary treatment described in Sectibi3,4vhich is then applied to the 3D
magnetofrictional model in order to drive the coronal fieldlation. Section 4.2.1 describes the
features of the set-up that are common to all three casesioBget.2.2— 4.2.4 then give the
results for individual cases. Section 4.2.5 compares treethasic interactions to one another.

4.2.1 Set-up

A numerical box of siz&0 x 30 x 17.58 Mm? is chosen, composed 856 x 256 x 150 grid cells.

In each case, the interaction between magnetic elementniged around the midpoint of the
box. The box is periodic in the—direction, and closed in the—direction and at the top. We use
a staggered grid within our model in order to attain secorteoaccuracy when differentiating
variables numerically. Details of the grid are given in Apgix B, as well as various calculations
required to convert dimensionless quantities within th@ecimto dimensional values.

For each interaction, the simulation is run under the preserf an overlying uniform mag-
netic field of strength 1 G, 5 G or 10 G, which points in thedirection. Each interaction is also
simulated with three different orientations of the bipslaxis with respect to the overlying field
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Figure 4.4: Cancellation: The red arrows represent thectime of the overlying field, the blue
arrows represent the direction of motion of the magnetimelets. The bipole’s axis is oriented
(a) parallel to, (b) anti-parallel to, and (c) perpendicutathe overlying field.

(parallel, anti-parallel or perpendicular). The effectvarying the strength of the overlying field
and direction of motion of the bipole with respect to the dyiag field are investigated. For each
simulation, the magnetic elements are advected at a canatiacity of 0.5 km s~

4.2.2 Cancellation

The initial set-up for each of the cancellation simulatiemglustrated in Figure 4.4. Each mag-
netic element is initially positioned Mm from box centre. It then takeH)0 min to reach the
midpoint, where the opposite polarity elements cancel. gensn Figure 4.3, the total absolute
flux through the photosphere (black line) remains constatit thhe magnetic elements come into
contact, at which point the flux rapidly decreases to zero.

Field Lines

Typical examples of the magnetic connectivity during célatien, for a 5 G overlying field and
each orientation of the bipole, can be seen in Figures 4 &l(pB, 4.6 (anti-parallel) and 4.7
(perpendicular), at = 50 min. Images (a) and (c) show the non-linear force-free fialthough
the field configurations for each case are only shown at one, similar configurations occur up
until the point at which the magnetic elements cancel. Foalfg cancellation, no matter the
strength of the overlying field, all flux from the positive pdty connects to the negative polarity.
In contrast, for the anti-parallel and perpendicular caasshe strength of the overlying field is
increased, connectivity between the two magnetic elenmiadseases.

In Figures 4.5, 4.6 and 4.7, images (b) and (d) show potefiidl extrapolations at = 50
min, for the same photospheric field distribution as in insa@g and (c). For each case, magnetic
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Figure 4.5: Cancellation of a bipole that is aligned palatiea 5 G overlying field. (a) Non-linear
force-free field and (b) potential field as seen in the y plane atz = 0 Mm. (c) Non-linear
force-free field and (d) potential field as seen in the z plane aty = 15 Mm. A selection of
magnetic field lines originating from the bipole at the plspioeric level is plotted in each image.
In images (c) and (d), some of the overlying field lines hawe &een plotted. The images are
taken at = 50 min. Red and green contours represent positive and negatigaetic field.
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Figure 4.6: Cancellation of a bipole that is aligned antigfial to a 5 G overlying field. (a) Non-
linear force-free field and (b) potential field as seen inithey plane at: = 0 Mm. (c) Non-linear
force-free field and (d) potential field as seen in the z plane aty = 15 Mm. A selection of
magnetic field lines originating from the bipole at the plspioeric level is plotted in each image.
In images (c) and (d), some of the overlying field lines hawe &een plotted. The images are
taken at = 50 min. Red and green contours represent positive and negatgaetic field.
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Figure 4.7: Cancellation of a bipole that is aligned perpeuidr to a 5 G overlying field. (a)
Non-linear force-free field and (b) potential field as seethimx — y plane atz = 0 Mm. (c)
Non-linear force-free field and (d) potential field as seethimx — 2 plane aty = 15 Mm. A
selection of magnetic field lines originating from the biait the photospheric level is plotted in
each image. In images (c) and (d), some of the overlying finleklhave also been plotted. The
images are taken at= 50 min. Red and green contours represent positive and negatgaetic
field.
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field lines are plotted from the same starting points as ingiesa(a) and (b). For the parallel
cancellation (Figure 4.5), the non-linear force-free fikes are similar to those of the potential
field. However, for the anti-parallel and perpendicularcalation, more twisting and bending
of the magnetic field lines can be seen. This indicates thiah&anti-parallel and perpendicular
cases, the non-linear force-free field produces signifigalifferent results.

Flux Connectivity and Energetics

Figure 4.8(a) shows a plot of the total flux connecting the meéig elements as a function of time,
for parallel (black), anti-parallel (blue) and perpendécu(red) cancellation and a 5 G overlying
field. Both the non-linear force-free field (solid lines) armiresponding potential field extrap-
olation (dashed lines) have been plotted for comparisore tdtal flux connecting the magnetic
elements does not vary significantly between the non-lifeae-free field and potential field
cases, because the bipole is simply shrinking from an llyitotential state, where many of the
properties of the initial potential field are preserved. Thest flux connects between the mag-
netic elements for the parallel case, and the least for ttieparallel case. Similar results are
found for the 1 G and 10 G overlying field simulations. Hower the overlying field strength
increases, the amount of flux connecting the magnetic elendecreases in the anti-parallel and
perpendicular cases.

Figure 4.8(b) shows the total magnetic energy as a functfdime, for the perpendicular
cancellation and a 5 G overlying field. The red solid line shdie non-linear force-free field
energy, while the red dashed line shows the energy of thegponding potential field. The
non-linear force-free field energy initially increases asmgy is injected due to surface motions,
whereas the potential field energy is continually decrepsidowever, both curves decrease as
the magnetic elements begin to cancel, and there is an oudflewergy through the photospheric
boundary. There is a slight increase in the non-linear téree field energy towards the end of
the simulation, as strongly curved overlying field linestoduring the final stages of cancellation
of the bipole. In contrast, the overlying field is completstyaight in the final potential field.

Figure 4.8(c) shows the variation of the free magnetic eneffig(¢), as a function of time,
as computed using Equation 4.12. Results are shown for theoBe@ying field, and the line
colours show the same orientations as in Figure 4.8(a). fBaednergy stored ranges fran37 —
1.57 x 10% ergs. The parallel cancellation results in the least fresgggn while the perpendicular
cancellation results in the most. On comparing Figuresb}.80d (c), one can see that the free
magnetic energy built up within each simulation is small paned to the total energy within the
box (around1% for the 5 G perpendicular case). However, in order to avoidnioiary effects,
the computational box is large compared to the magnetic eésnand their area of evolution.
Therefore the evolution of the magnetic elements only pesta small volume of the overlying
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Figure 4.8: Plots as a function of time for a cancelling bgpawloving parallel (black), anti-parallel
(blue) and perpendicular (red) to a 5 G overlying field, far tton-linear force-free field (solid) and
corresponding potential field (dashed). (a) Total flux cating magnetic elements, (b) total mag-
netic energy, (c) free magnetic enerdyy(t), (d) energy dissipatecj[v QdV, and (e) cumulative
energy dissipatediZy(t). (f) Free magnetic energy (triangles) and cumulative eneigsipated
(stars) at the end of each simulation, for a 1 G (black), 5 Ggpand 10 G (red) overlying field.



4.2 Basic Interactions of Magnetic Elements 82

Figure 4.9: Cancellation of a bipole aligned anti-parattela 5 G overlying field: normalised
contours of (a)Q e and (b) Qng as seen in thec — z plane aty = 15 Mm, and nor-
malised contours of (c} #c and (d)@ nq as seen in thg — = plane atz = 15 Mm. In (a),
(b) and (c), contour levels ar®.1,0.3,0.5,0.7,0.9]; in (d) contour levels ar@00 times less
[0.0005,0.0015,0.00250.0035, 0.0045]. A selection of magnetic field lines originating from the
bipole and the overlying field is plotted in each image.

field, and the majority of the overlying field remains in a npatential state. If we compare the
free magnetic energy built up to the potential field energytigoution of the bipole, we see that
the build up of free energy is significant. From Figure 4.8(lk¢ compute the potential energy
contribution of the bipole to b2.43 x 10?6 ergs (the difference between the initial and final energy
of the potential field). This is of similar order to the freeeegy stored in the 5 G perpendicular
case.

In addition to free magnetic energy stored within the systenergy is continually being
dissipated, as described by the heating tér(iquation 4.11). This is illustrated by Figure 4.8(d),
which shows) integrated over the volume at a given instant in time. Agagaults are shown for
the parallel (black), anti-parallel (blue) and perpentiicred) cancellation, with a 5 G overlying
field. A greater quantity of energy is dissipated towardsehd, when full cancellation occurs.
More energy is dissipated in the anti-parallel and perpaidi cases than in the parallel case.
This is because smaller gradientsdnare present in the parallel case as the bipole is simply
shrinking and no reconnection occurs with the overlyingffiel

The dissipated energy may be split into two terms represgrenergy dissipation due to
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magnetofriction Qf.c, and hyperdiffusion)y, 4, where

32 2 32 2
erc e l/|V| and th e ?74| VO¢|

Figure 4.9 shows normalised contoursigf. andQpqin thex — z plane (Figures 4.9(a) and (b))
and they — z plane (Figures 4.9(c) and (d)) takentat 50 min for the anti-parallel cancellation
with a 5 G overlying field. In each case, the plots are takeoutin the centre of the bipole.
For (a)-(c), the contours are at the same levels, in (d) they2afetimes lower. Considering
Figures 4.9(a) and (c), it can be seen tha}. occurs throughout a large part of the coronal
volume, both along field lines connecting the magnetic efemend along those connecting the
magnetic elements to the overlying field. In general, thetisrlargest low down, where the field
lines are perturbed by the motion of the magnetic elemeriso,An Figure 4.9(c), two ‘wings’ of
Qfrc can be seen suspended in the coronal volume. These originat® strongly curved field
lines that reconnect between the bipole and the overlying, fie

In contrast, from Figures 4.9(b) and (d), it can be seen@hgtis more localised tha®s.;
the reason is tha®,q only arises where gradients inoccur. This happens mainly at two loca-
tions: first, near the foot-points of the field lines connegtthe magnetic elements, and secondly
around the separatrix surface which separates the ovgtigid lines from the closed connections
between the magnetic elements. In all of the simulationsudised in this paper, we see a similar
trend as to where energy dissipation occurs. In each ¢ageis seen to be space filling, whereas
(hg is more localised.

By comparing Figures 4.8(c) and (d), we see tfat)dV (expressed in ergs$) is around
three orders of magnitude smaller than the free energy ésspd in ergs) stored by the end of the
simulation. Although it is three orders of magnitude snrallbe values shown in Figure 4.8(d)
are instantaneous values. By integratipgver both the volume and time, we can see how much
energy has been cumulatively dissipated over the wholelation:

Eq(t) = /O t [ /V de} dt. (4.17)

A plot of the total energy dissipated as a function of timehieven in Figure 4.8(e), for the 5 G

case of each orientation (lines are coloured as in 4.8(a)ynuatively, a significant amount of

energy has been dissipated. By comparing Figures 4.8(cjegndcan be seen that by the end of
the simulation, more energy is cumulatively releasedl( — 2.49 x 10?6 ergs) than is stored as

free magnetic energy.

Although Figures 4.8(a)-(e) only show results for the 5 Grlyieg field cases, Figure 4.8(f)
compares the values of free energy (triangles) and totaggriissipated (stars) at the end of the
1 G (black), 5 G (blue) and 10 G (red) simulations. The highakie of free energy is found for a
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Figure 4.10: Emergence: The red arrows represent the iireof the overlying field, the blue
arrows represent the direction of motion of the magnetimelets. The bipole’s axis is oriented
(a) parallel to, (b) anti-parallel to, and (c) perpendicutathe overlying field.

10 G overlying field, and perpendicular cancellation. Ineyah higher free energy is found for a
stronger overlying field and when a greater volume of the lgireg field is disturbed (i.e. perpen-

dicular cancellation). We also see that a stronger oveglyield results in more energy dissipa-
tion. For all overlying field strengths, parallel cancabdatresults in the least energy dissipation,
however, a similar cumulative amount of energy dissipatioaurs for both the anti-parallel and
perpendicular cancellation.

4.2.3 Emergence

In the emergence simulations, initially, the net flux throdlge photosphere is zero. The magnetic
elements, which coincide, then move apart until they eaahhre separation distance ®Mm
from the box midpoint aftet00 min. As a result, a bipole appears in the photospheric digion,
simulating what can be classed in photospheric magnetagesnan emergence. The blue line in
Figure 4.3 shows the total absolute flux through the photagplas a function of time for the
emerging bipole. Figure 4.10 illustrates the initial sptfar each of the simulations.

Field Lines

Figure 4.11 shows images of the 5 G emergence case, for eable tiiree orientations of the
bipole’s axis, att = 50 min. At this time, the two magnetic elements have separatedna
longer overlap. As in the cancellation simulations, whes ¢éimerging bipole’s axis is parallel
to the overlying field, all flux from the positive polarity coects to the negative polarity. In the
anti-parallel and perpendicular cases, connections leghiree two magnetic elements exist in the
early stages of emergence. However in both these casedrdogoverlying fields, connections
between the magnetic elements can be completely severée lent of the simulation.
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Figure 4.11: Emergence of a bipole in the presence of a 5 Qyiverfield: (a), (b) and (e) as
seen in the: — y plane atz: = 0 Mm, (c), (d) and (f) as seen in the— z plane aty = 15 Mm. For
each case, the images are taken at 50 min. The bipole’s axis is aligned: (a) and (c) parallel
to, (b) and (d) anti-parallel to, and (e) and (f) perpendicub the overlying field. A selection of
magnetic field lines originating from the bipole at the ptepiioeric level is plotted on each image.
In images (c), (d) and (f), some of the overlying field lineséalso been plotted. Red and green
contours represent positive and negative magnetic field.
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Figure 4.12: Plots for an emerging bipole moving paralléack), anti-parallel (blue) and per-
pendicular (red) to a 5 G overlying field, as a function of tinfe) total flux connecting magnetic
elements, (b) free magnetic enerdy;(¢), (c) energy dissipatedfv QdV, and (d) cumulative
energy dissipatediq(t).

The photospheric boundary conditions for the cancellatinod emergence simulations are
exactly the reverse of one another. This means that a paldieid extrapolation at = n min of
each emergence case is identical to thdtat (100 — n) min of the corresponding cancellation
case. Thus, the same photospheric field distribution efastboth emergence and cancellation
att = 50 min. Therefore at this time, the field line plots of the namelar force-free fields and
potential fields in Figures 4.5, 4.6 and 4.7 (cancellatioayine compared to the non-linear force-
free fields in Figure 4.11 (emergence). A comparison of thesges shows that the emerging
bipole’s field is significantly different from that of the azglling bipole or the corresponding
potential field. In the parallel emergence case (4.11(o¥ law-lying field lines of the overlying
field have been bent and pushed around either side of thesbiygdhe magnetic elements emerge.
This shows that the special boundary treatment that we lm@sathe elements to emerge as a
single flux system into the overlying coronal field.
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Figure 4.13: Free magnetic energy (triangles) and cunvalahergy dissipated (stars) at the end
of each emergence simulation, for a 1 G (black), 5 G (blue)l#h@ (red) overlying field.

Flux Connectivity and Energetics

Figure 4.12(a) shows a plot of the total flux connecting the magnetic elements as a function
of time for parallel (black), anti-parallel (blue) and perglicular (red) emergence with a 5 G
overlying field. Both the non-linear force-free field (solides) and the corresponding potential
field (dashed lines) are shown. For the perpendicular casehmore flux connects between the
magnetic elements in the non-linear force-free simulatitran in the potential field extrapola-
tions. Due to the continuous nature of the magnetofrictiomethod, connections that are formed
between the two magnetic elements as they first emerge argaima&id as they move apart. For
the perpendicular case, the flux still connects between thgnetic elements by the end of the
non-linear force-free field simulation, but all connecBolnave been completely severed in the
potential field extrapolation. A comparison of the perpentiir simulation in Figure 4.12(a) to
the corresponding cancellation plot (Figure 4.8(a), red)lindicates that, for this orientation, the
emergence shows a much larger departure from the potertidl fiess departure is found for the
anti-parallel case, since much more reconnection occuisedsipole emerges into the oppositely
aligned overlying field.

Figure 4.12(b) shows the free magnetic energy as a funcfitime, for each orientation of
the bipole with a 5 G overlying field (lines are coloured as igufe 4.12(a)). The plot shows
that perpendicular emergence results in the most free gnangl the parallel emergence in the
least, where energy values range frors2 — 1.12 x 10?6 ergs. Figure 4.12(c) shows a plot of the
rate of energy dissipatior), integrated over the volume as a function of time. In all saskee
energy dissipation rate increases rapidly as the bipoledirgerges, and the photospheric flux is
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increasing. Subsequently, the rate of energy dissipatioitirtues to increase as the two magnetic
elements move apart, but the increase is less rapid. As ircaheellation simulations, if we
compare Figures 4.12(b) and (c), it can be seen that thentasi@ous energy dissipation is three
orders of magnitude less than the free energy by the end ditimglation. Figure 4.12(d) shows
the cumulative energy dissipated as a function of time (Eguat.17), where values range from
1.82—2.32 x 10?5 ergs. In contrast to Figure 4.12(b) which shows that a pelisetar emergence
results in the greatest build-up of free energy, Figure2)land (d) show that more energy is
dissipated per unit time and cumulatively in an anti-patadimergence. This happens because in
the anti-parallel case, larger gradientsimare produced and more reconnection takes place as the
bipole emerges into the oppositely aligned overlying field.

Figure 4.13 compares the values of free energy (triangledt@tal energy dissipated (stars)
at the end of each simulation. The amount of free magnetimggred the end of each emergence
simulation follows the same trends as in the cancellatiotukitions: a stronger overlying field
results in the build up of more free energy. The perpendicetaergence tends to result in the
most free energy being built up, the parallel emergenceéardhst. We see that the most energy
is dissipated in the anti-parallel case, and the least ipdnallel case, as much more reconnection
occurs in the anti-parallel case compared to the other twe.wih the free energy, a stronger
overlying field leads to more energy being dissipated.

To test the results of our simulations, it is possible toneate the maximum amount of free
magnetic energy that can be built up and stored for the amtilel emergence simulations. If
we assume that no reconnection occurs, a current sheet.(sePanell and Galsgaard (2004),
Archontis et al. (2010)) would separate the bipole’s fietatrirthe oppositely directed overlying
field. The free energy is then given by:

ByopD
o

Emax= (4.18)

where By is the strength of the overlying field; is the absolute flux of each magnetic element
and D is the photospheric separation of the magnetic elementsthEds G simulation, Equa-
tion 4.18 givest.8 x 10%6 ergs. This is the theoretical maximum value for the free gnéuilt
up. We note that within our simulations, the theoretical mmaxn cannot be obtained due to nu-
merical diffusion and the fact that reconnection occursa@msas the bipole emerges. We find
that the occurrence of reconnection results in a smallerataf free energy being stored. From
Figure 4.13, the amount of free energy stored at the end obt@eanti-parallel simulation is
approximately20% of the theoretical maximum. Although the free magnetic gnés one part of
the energy calculated in the simulation, we also computestigegy dissipated due to relaxation
processes and hyperdiffusion. For the 5 G case, a fultliex 10%° ergs of magnetic energy is
cumulatively dissipated (Figure 4.12(d)). Summing theexieenergy and the total energy dissi-
pated, we obtai3.2 x 10%¢ ergs, which is close to the theoretical maximumidaf x 1026 ergs.
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Figure 4.14: Flyby: The red arrows represent the directibtine overlying field, the blue arrows
represent the direction of motion of the magnetic elemenk® motion of the positive magnetic
element is (a) parallel to, (b) anti-parallel to, and (c)gesrdicular to the overlying field.

Therefore, by taking into account not only the free energy, diso the energy dissipated when
reconnection is allowed, we find a similar total amount epeegthe theoretical maximum when
reconnection is not allowed.

4.2.4 Flyby

The photospheric boundary distribution for the flyby sintigias is slightly different from the
previous simulations. The flyby simulations are run f66.7 min instead ofl00 min, and each
magnetic element is advected a distances ®im rather than3 Mm. The total absolute flux
through the photosphere is constant throughout the siooldFigure 4.3, red line). The two
magnetic elements are advected past one another underegenpe of an overlying field, so that
their final position mirrors their initial position. An ilstration of the initial set-up of each flyby
simulation is shown in Figure 4.14. In two set-ups the magredements are advected past one
another in thec—direction. In the first case (Figure 4.14(a)) the motion & positive magnetic
element is parallel to the overlying field, in the second ¢&sgure 4.14(b)) it is anti-parallel to the
overlying field. In the third set of simulations (Figure 4(&¢)) the magnetic elements are advected
in they—direction, so that their motion is perpendicular to the tueg field.

Field Lines

Figure 4.15 shows a seriesof- y plane images at= 0, 83.3 and166.7 min for (a) parallel, (b)
anti-parallel and (c) perpendicular flyby and a 5 G overlyfiedd. Since the parallel flyby is the
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Figure 4.15: A series af — y plane images for each flyby case with a 5 G overlying field. The
red and green contours represent positive and negative etiadield. The images in each case
are taken at (if = 0 min, (ii) ¢ = 83.3 min and (iii) ¢ = 166.7 min, and a selection of field lines
is plotted originating from the magnetic elements. The fp@simagnetic element is advected (a)
parallel to, (b) anti-parallel to and (c) perpendicularhie tverlying field.
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reverse of the anti-parallel flyby, the photospheric fluxribsition at the start of each case is iden-
tical to that at the end of the other. This means that theaimibtential fields in Figures 4.15(a)(i)
and (b)() may be compared with the final non-linear foraeffields in Figures 4.15(b)(iii) and
(a)(iii) respectively. It is clear that the non-linear ferfree field in each case is quite different
from the corresponding potential field. In particular, sigant differences can be seen for the
parallel flyby. For the non-linear force-free field ((a))jji strong connections exist between the
magnetic elements. However, there are no such connectiotie ipotential field ((b)(i)). The
field lines connecting the two elements in the non-lineacderee field case are very twisted,
and the bipole’s magnetic field appears to occupy a muchrliageme of the corona than in the
corresponding potential field (Figure 4.15(b)(i)).

It is also of interest to compare Figures 4.15(a)(ii) andiijp)as their photospheric distribu-
tions are identical to one another. Even though both sinamathave been running for the same
amount of time §3.3 min), the shape of the bipole’s field is very different. Fog frarallel simu-
lation, the field lines that connect the magnetic elemer@srarch more twisted. This illustrates
that when the evolution of the coronal magnetic field is curdgus, the properties of the field very
much depend on its previous evolution and connectivity,amby on the photospheric boundary
distribution.

For the perpendicular flyby (Figure 4.15(c)), the photosjghgoundary distributions in (c)(i)
and (c)(iii) are symmetric to one another. At the midpoihg bipole’s axis becomes aligned fully
parallel to the overlying field, and this results in two magmcurrences of reconnection. The
first occurs as the magnetic elements move towards one anaitie the total flux connecting
from one magnetic element to the other rapidly increase® sHtond occurs after the magnetic
elements have passed one another at the midline, causinga@ns between the magnetic el-
ements to break, and the total connecting flux decreasese Mot remains connected between
the two magnetic elements in Figure 4.15(c)(iii) than in toeresponding potential field in Fig-
ure 4.15(c)(i). Again, this illustrates the effect of the mmary of previous connectivity in our
simulations.

Flux Connectivity and Energetics

Figure 4.16(a) shows a plot of the total flux connecting theymesic elements as a function of
time, for a parallel (black), anti-parallel (blue) and pemplicular (red) flyby, with a 5 G overlying
field. Both the non-linear force-free field (solid line) anoresponding potential field (dashed
line) are shown. For the parallel case, at all times, thd flbaconnecting the magnetic elements
is greater for the non-linear force-free field than the cgpmnding potential field. In particular,
flux still connects between the magnetic elements at the &titecsimulation, but does not in
the corresponding potential field. For the anti-paralledezanitially, no flux connects between
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Figure 4.16: Plots for a flyby, where the positive polarityaidvected parallel to (black), anti-
parallel to (blue) and perpendicular to (red) a 5 G overlyfiiefd, as a function of time: (a) total
flux connecting the magnetic elements, (b) free magneticggné’(¢), (c) energy dissipated,
[ QdV, and (d) cumulative energy dissipateth(t).
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Figure 4.17: Free magnetic energy (triangles) and cunvalahergy dissipated (stars) at the end
of each flyby simulation, for a 1 G (black), 5 G (blue) and 10 &ljroverlying field.

the magnetic elements. As the magnetic elements are adveast one another, the bipole’s axis
rotates to become aligned with the overlying field, and thal ftux connecting the magnetic ele-
ments increases. Even though the connecting flux incredmetal flux connecting the elements
is less than that of the potential field.

For the potential field case of the perpendicular flyby (reshad line), the plot of the total
flux connecting the magnetic elements is symmetric aboutitieet = 83.3 min. In contrast,
the connecting flux plot for the non-linear force-free fiedchion-symmetric. Before the polarities
have aligned with the overlying field, the flux connecting tivegnetic elements is lower than that
of the potential field. However, after the elements pass o¢har at the midpoint, more flux
connects between them in the non-linear force-free field thahe potential field case. This once
again indicates significant differences between the pialdild extrapolations and the non-linear
force-free field simulations which retain a memory of flux nentivity.

Figure 4.16(b) shows a plot of the free magnetic energy ascifin of time for the 5 G case
of each orientation (lines are coloured as in Figure 4.)6(@here the final values range from
1.50 — 2.05 x 10%% ergs. The free energy stored by the end of the parallel flylgydater than that
of the anti-parallel flyby because, in the parallel case,arlux connects between the magnetic
elements for a greater amount of time. However, the freeggnisrgreatest for the perpendicular
flyby, for two reasons. First, a greater volume of the magniéid is disturbed by the magnetic
elements, building up more free energy. Second, as the atsnmeove past one another, flux
from the positive magnetic element is forced to connecteabgative element. Numerous closed
connections form and, due to the continuous nature of thengtaffictional evolution, these flux
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connections are maintained as the magnetic elements mavie Apy free magnetic energy may
be stored along them.

Figure 4.16(c) shows a plot of the rate of energy dissipatipimtegrated over the volume,
as a function of time. In each case, the energy dissipateddses as the magnetic elements move
towards one another, then levels off after they have passednother at the midline. Initially,
the curves for the anti-parallel and perpendicular caseseny similar. However, towards the end
of the simulations, the rate of energy dissipation becomeatgr in the perpendicular case. This
happens because in the perpendicular case the amount obfimecting the magnetic elements
is still changing. This can be seen in Figure 4.16(a), whewatds the end of the simulation,
the slope of the total flux connecting the magnetic elemenistch steeper in the perpendicular
than in the anti-parallel simulation. Figure 4.16(d) shdthes cumulative energy dissipated as a
function of time, as calculated by Equation 4.17. One canfrege Figures 4.16(c) and (d) that
the energy dissipation is greatest in the case of the phfigly (5.67 x 10%¢ ergs in total) and
least in the case of the anti-parallel flyby 70 x 10%¢ ergs in total).

Figure 4.17 compares the values of free magnetic energnies) and total energy dis-
sipated (stars) at the end of each flyby simulation. The nrest énergy tends to be stored in
the 5 G case of each orientation, with the greatest amountefdnergy resulting from the 5 G
perpendicular flyby. Betweeh — 3 times more energy is cumulatively dissipated by the end of
each simulation than is stored as free energy. The greatesirg of energy is dissipated for the
parallel flyby with a 10 G overlying field. The exact amount &g energy stored and energy dis-
sipated by the end of each simulation depends on a balansedethe strength and orientation
of the overlying field, the volume of the coronal field that istdrbed, the amount of reconnec-
tion that occurs and, finally, the amount of connections #x&t between the magnetic elements
throughout their evolution.

In the next section, we compare the cancellation, emergandeflyby simulations to one
another.

4.2.5 Comparison of interactions

For each of the three bipole interactions, three differei@mations of the interaction with respect
to an overlying magnetic field and three different strengtimverlying field have been considered.
In this section, we compare the free energy and energy digsidor all cases. Figure 4.18 shows
a plot comparing the free magnetic energy (triangles) atad émergy dissipated (stars)tat 100
min for each simulation. Note that each flyby simulation is far 166.7 min, but here we are
plotting the values at= 100 min in order to compare them with values from the canceltatiod
emergence simulations. The plot is split into three columapsesenting the cancellation (left),
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Figure 4.18: Free magnetic enerdyy(t) (triangles), and cumulative energy dissipatégt)
(stars), at = 100 min in each simulation, for a 1 G (black), 5 G (blue) and 10 Gl r@verlying
field, in the parallel ), anti-parallel (-) and perpendicularl() cases. The green dashed lines
separate the plot into three columns representing the tatioe (left), emergence (middle) and
flyby (right) simulations.

emergence (middle) and flyby (right) simulations. For eadlraction, the parallel-¢), anti-
parallel (—) and perpendicularl() cases are shown with a 1 G (black), 5 G (blue) and 10 G (red)
overlying field. Clearly, for the emergence and cancelfasonulations, the smallest amount of
free magnetic energy and energy dissipated arises in tladlglarases, while the anti-parallel and
perpendicular cases lead to the largest energy stored asgbatied. In contrast, for the flyby,
the parallel cases result in the most free energy and enésgipdted. However, for all cases the
stronger the overlying field, the larger the energy values te be.

The amount of free energy stored in the magnetic field at 100 min in each simulation
varies betweei.2 — 1.9 x 10%¢ ergs, where the greatest value arises for the perpendicatar
cellation with a 10 G overlying field. As discussed in SectbB.2, these values of free energy
are small compared to the total energy within the volumewbens8.7 x 10?6 — 6.3 x 10?8 ergs
depending on overlying field strength). However, the boxaigé compared to the size of the
bipole and the bipole’s area of interaction. In reality oe Bun, many such magnetic elements
would exist within such an area, with many of them continuaiteracting with one another. If
we consider the power law distribution of Parnell et al. (20@ve can determine the number of
small magnetic elements with flux in the range, ¢»] that would exist in the simulation region.

Taking
2 |\, —1.85
N(¢17¢2) = / ¢_(:<%> d¢>
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whereN; = 3.6 x 1077 cm™2 andr)y = 10'¢ Mx, the number of magnetic elements expected in
a30 x 30 Mm region with flux in the rang@0'” — 10'® Mx is 46, and the number with flux in
the rangel0'® — 10'® Mx is 374. Therefore in more complex simulations with a retidinumber

of magnetic elements, the free energy couldlbe 2 orders of magnitude higher. Even though
for the simulations here the free energy is small compardtddotal energy, the amount of free
energy built up in a single event is sufficient to explain gglic events such as nanoflares, which
release energy on the orderf?* ergs (Golub and Pasachoff, 1997).

The average energy dissipation rate for each simulatinlis- 6.2 x 10?2 ergs s'. The
total amount of energy dissipated by= 100 min varies between.3 — 3.2 x 10%¢ ergs, where
the simulation that results in the most energy dissipatégeiparallel flyby. We may compute the
average rate of energy dissipation in ergséms~! for each simulation. We consider the central
region in each case:(= 10—20 Mm, y = 10—20 Mm) to focus in on the interaction location. We
find that the average energy dissipation for each simulataurs in the rangé.50 — 4.95 x 10*
ergs cnt? s~1. On comparing these values to the radiative losses of aitleequiet Sung x 10°
ergs cnt? s~1) or of a coronal hole§ x 10° ergs cnt? s~!, Withbroe and Noyes (1977)), we
find that the rate of dissipation for a single event is too lé¥awever, note that there would be
many more magnetic elements on the Sun in a region of the szeawe considered. Using the
figures from above, in a region of siz6 Mm x 10 Mm, 41 magnetic elements of flus0'6 — 108
Mx would be expected. This may increase the energy dissipatite by an order of magnitude
to observed levels. In addition, we may compare the radidtgses to those of an XBP. The
radiative losses of an XBP have been measuredl asl0* ergs cnt? s~ (Habbal and Grace,
1991). This implies that the average energy dissipatiomimesof our simulations is of the correct
size to explain the occurrence of such an event.

4.3 Discussion and Conclusions

The aim of this chapter was to investigate the coronal carssees of three basic photospheric
magnetic interactions: cancellation, emergence and fligach interaction was simulated in the
presence of an overlying uniform magnetic field, which wa®tato be parallel, anti-parallel or
perpendicular to the motion of the magnetic elements. Thelés considered here were rep-
resentative of small-scale photospheric magnetic featsweh as ephemeral regions or network
features. Each bipole’s physical extent was on the ordgr@f0 — 4, 000 km and its total absolute
flux was2 x 10'® Mx.

In all cases, the 3D coronal magnetic field was initially incdgmtial state. A continuous
evolution of the coronal field was then produced via a madrietional relaxation technique that
evolved the field through a series of quasi-static, noraliferce-free equilibria in response to
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applied photospheric boundary motions. Our treatment efpiiotospheric boundary evolution

was discussed in Section 4.1.3. The continuous nature afdi@al evolution means that con-
nectivity within the coronal volume was maintained from @tep to the next. In many cases, this
continuity allowed connections to exist longer than thamenfl in potential field extrapolations.

This allowed free energy to be built up and stored along cldigdd lines.

For each of the simulations, two forms of energy were studigst there was the free mag-
netic energy which was stored in the non-potential magriigtid. This energy may be regarded
as that available for sporadic coronal events such as XBRarwflares. Second, energy was con-
tinually being dissipated, as described by Equation 4@)J1 This may be considered as energy
that is available to be converted to heat or plasma motidiiepwgh for simplicity, here we did
not follow the corresponding plasma processes. With the#tisation used in the present chap-
ter, the dissipated energy arose from the relaxation psoesgployed, along with hyperdiffusion.
We found thatQ) mainly arose low down near the magnetic elements, where dgnatic field
departed most from a potential state, and at sites of chgmgagnetic topology.

The amount of free energy storedtat 100 min in each simulation ranges frob2 — 1.9 x
10% ergs. The cumulative energy dissipated in each simulafin the same amount of time is
greater than the free energy stored; for each simulatiopywhere from1.3 — 3.2 x 10%% ergs of
energy has been dissipated aftéd min. The upper limits to both these values are higher if we
consider the values at the end of the flyby simulations, whichfor 166.7 min (2.1 x 10%¢ ergs
for free energy6.3 x 10%° for dissipated energy). For cancellation and emergenesathounts
of free and dissipated energy are smallest when the motidheofagnetic elements is parallel
to the overlying field, and largest when it is perpendicularcontrast, for flyby, the amounts of
free and dissipated energy are greatest in the parallel tasdl cases, a stronger overlying field
tends to lead to greater energy storage and dissipation.sifingation that results in the most
free energy is the perpendicular cancellation with a 10 Glgwvey field, while the simulation
that results in the most energy cumulatively dissipatetiesparallel flyby with a 10 G overlying
field. The exact amount of free energy stored and energypditsi by the end of each simulation
depends upon several factors: the strength and orientatithve overlying field, the volume of the
overlying field that is disturbed, the amount of reconnectitat occurs and, finally, the total flux
connecting the magnetic elements.

The free magnetic energy built up in the present simulatisrsnall compared to the total
magnetic energy within the volume. However, in each cassfrée energy is a significant fraction
of the bipole’s energy contributior  86%), and is more than enough to account for small-scale,
transient phenomena such as nanoflares or XBPs. The avaitagef energy dissipation in each
case is betweeR.1 — 6.2 x 10?? ergs s'!. This could provide a contribution towards the heating
rate of an XBP of3 x 1023 — 10?4 ergs s'!, determined by Habbal and Withbroe (1981). We
also find that for the innet0 x 10 Mm of each simulation, the energy dissipation rate is betwee
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1.50 — 4.95 x 10* ergs cn? s, This is equivalent t& — 17% of the energy required to heat
the quiet Sun corona3(x 10° ergs cnT? s~!, Withbroe and Noyes (1977)). Although it is at
most17% of the coronal energy budget, on the Sun, many tens or husdresuch small-scale
magnetic elements would be found in a region of the size ntedibkere. The continual interaction
of these magnetic elements with one another would resulsigraficantly larger build up of free
magnetic energy and greater energy dissipation. With tpe@ed number of magnetic elements
in a region of this size, the free energy and energy dissipatite may easily bé — 2 orders of
magnitude larger than those found for the simulations isplaiper. This would bring itin line with
coronal requirements. It is therefore of key importancednsider more complicated simulations
of multiple magnetic elements.

Although a non-linear force-free field is a useful approxiimato the coronal magnetic field
of the Sun, there are several limitations to our model that ilnportant to be aware of. Within
our coronal model, there is no physical timescale of infdiamatransfer, rather there is a relax-
ation timescale. Since we have neglected %?tf\eterm within the equation of motion, we do not
get waves. Both the fact that we do not resolve wave motiand tlsat we are assuming the in-
stantaneous transfer of information, lead to a large amotirdconnection occurring within the
model. This is why in the cancellation and emergence sinaunatin particular, the plots of flux
connectivity as a function of time (Figures 4.8(a) and 4a)R{or the potential fields and non-
linear force-free fields are very similar. Another approaiion that we have made is that there is
no plasma within our model, therefore we get no back-readiiothe motion that we are apply-
ing. One effect that the introduction of plasma could havewonmodel is that a large pressure
gradient could halt reconnection, thus resulting in ladjéferences between our simulated coro-
nal field and the corresponding potential field. The inclogib plasma within the model will be
investigated after completion of the studies within thissils.

From this study of small-scale interactions between twomeég elements, the next step is
to simulate the coronal evolution of the synthetic magneto constructed in Chapter 3. This
will allow us to study the energetics of many events at theeséime, as occur on the Sun, and
will be the aim of Chapter 5. In these more complex simulatjome will study many aspects of
the coronal evolution such as global calculations of fregmetic energy and energy dissipation,
and where they are located within the corona. These will eted to the dynamic processes
occurring in the photospheric evolution.



Chapter 5

Coronal Modelling of Synthetic
Magnetograms

In this chapter, we present the preliminary results of 3Duations of the small-scale coronal
field of the magnetic carpet. In contrast to the magneticetampodels described in Chapter 2,
which produce independent potential field extrapolatioms,model a continuous evolution of a
non-linear force-free coronal field. We use the 2D synthetagnetograms described in Chapter 3
as a lower boundary condition to drive the evolution of thé3D coronal field. The coronal field

is evolved through a series of quasi-static, non-lineazddree states in response to the evolution
of the photospheric magnetic field, using the magnetofnizti technique described in Chapter 4.

The present study is a basic analysis of complex featurdgisitnulations, where the quan-
tities considered are mainly global quantities. A more itidaanalysis will be conducted at a
later time. Within the 3D simulations, we consider the mdigrenergy both stored and dissipated
within the coronal volume, as well as velocities and the telecurrent density. Some of the
aspects of these quantities that we study are: how theye@uolime, where they are located spa-
tially, and the effect of varying the strength of the oventyicoronal magnetic field. The chapter is
outlined as follows. In Section 5.1 we described the setup@&imulations, and revisit some of
the properties of the 2D simulation that we are applying a&ldboundary data. Sections 5.2-5.6
give the results of the simulations, and Section 5.7 givesusision and conclusions. To accom-
pany this chapter, there are number of movies that are heldeo@D. A list of movies is given in
Appendix C.2

99
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5.1 Lower Boundary Condition and Set-up

We choose the most realistic simulation from Chapter 3 toidethe lower boundary condition
for our 3D model. This is the simulation which included thegkst range of flux values that
a newly emerging bipole may takei,, = 4 x 10'% — 10" Mx. A 250 hour long time series
of synthetic magnetograms was produced from this simuiatibhe magnetograms are each of
cadencel min and cover an area &f) x 50 Mm?. Full details of the simulation are given in
Section 3.2 of Chapter 3.

For the 3D simulations, we take a 48 hour window of the symthetagnetograms from
the full 250 hour set. We choose the range= 120 — 168 hours, a series a2881 synthetic
magnetograms. This time period is chosen as it occurs laeg @hie 2D simulation has reached
a steady state, in which the rates of cancellation and emeegare roughly equal. Figure 5.1
shows six contour plots oB, from the 2D simulation for the range that we are considering,
spaced hr apart. Red contours represent positive magnetic field, @bntours represent negative.
The magnetic elements are mainly located around the boiesdairthe supergranules, forming a
magnetic network. As described in Chapter 3, the spatiatioo of the magnetic network does
not vary much during this time period since the supergraniléav profile is steady. However,
it can be seen that the exact distribution of magnetic elésnisnsignificantly different in each
image. Note also that although each magnetic element ig givgaussian profile, many elements
overlap to form large, irregularly shaped magnetic featur& movie showing the photospheric
evolution of B, for this 48 hr period is included on the CD with this thesisagnet48bz.mpg,
with the contour levels the same as in Figure 5.1. The magnetivork can clearly be seen in the
movie, along with a photospheric magnetic field that is cardlly evolving.

Figure 5.2 shows graphs outlining the properties of the 2Butation of the photospheric
evolution of the magnetic field. Figure 5.2(a) is a plot of th&al absolute flux through the
photosphere as a function of time for the full 250 hr 2D sirtiaka Initially, there is no magnetic
flux within the numerical box. The total absolute flux rapitiigreases as magnetic bipoles emerge
through the photosphere. As discussed in Chapter 3, thedetd off after around 24 hr, and the
simulation reaches a steady state. The total flux then asssllabout a mean value b1 x 10%°
Mx, with a standard deviation df.17 x 102 Mx, or 10.6%.

In Figure 5.2(a), the total absolute flux for the 48 hr sectibthe 2D simulation that is used
for 3D modelling is indicated in blue, between the verticadl dashed lines @ = 120 hr and
t = 168 hr. A zoomed in plot of this section is shown in Figure 5.2(Bere, the total absolute
flux oscillates about a mean value b9 x 10%° Mx, with a standard deviation ¢f.79 x 10'8
Mx (4.9%). Therefore, the 2D simulation is in a steady state at thigtiThis can also be seen in
Figure 5.2(c), which shows a plot of the emergence (solie)land cancellation (dashed line) rates
for the 48 hr period. The two are roughly equal throughouthvai mean emergence rateldf7.6



5.1 Lower Boundary Condition and Set-up

101

Q) SOFTTT T S RAAPARSADZE
() ?O OOOO do“\P ° @%
:ﬂ QS@O @O O@g 1
wbL o =
99, SRS <k
; 0@Qq" °o° 5o %
3O;0®D®Q°O QQOE
F o GR ?J' . O
- by, cﬁ@o”@oooog
zof—@,?“@” VONG 50,
: oo 0 MO
Lo ° Ogo X Cj@ ]
10F- oo 30 Oﬁ %@
Cw 5 @O o OO 1
[ QDO Ua @, °O O o o®i
E <>O o ~©QOOO OOQE
b Qa0 S
Lo © S QY
°C©® 9 LYO0 ]
60000@ DOO e:
o . ° . q
o0y A0
m@% 0 7
B 0o
%5 @@OODOO - @1
& 0§D ©0 104
©. OOQ ODQQE
c o @ o CORE
O@O ° o 04
© DU@? 0 o = O(,
o 0 1
. O o 2% Of
%fg‘omo el ]
. 30 40 50
(e) ROW/E SRR o
),
40?5
30%—
" b
20F
WOE)
K
o:m%ow

(b) e
AN

(d)

(f)

10

o

Q@Ooi§00000 2 g

o, g P00

C o o (oo d ]
s @‘©Q@oaé()?@u o@;
L @&y S-S0 @
R ‘@%3@54
b o e @ 0 Dy
f o P 5 o o A
0B D2 090,

0

Mo ©o°0

E or° 0)

o ° %oy

Figure 5.1: Synthetic magnetograms for a simulation withua #mergence range df x 10'6

-1 x 10" Mx. Red contours represent positive magnetic field, blugaos represent negative
magnetic field, where ten contour levels are shown for eatdripg with absolute values spaced
evenly between 7.5 G and 142.5 G. The timér), at which each image is taken and number of
individual elements, ns, composing the magnetogram arellasvk: (a)t = 120, ns=1499, (b)

t = 128, ns=1527, (c} = 136, ns=1503, (d} = 144, ns=1535, (e} = 152, ns=1486 and (f)

t = 160, ns=1590. A movie of the full time seriesyagnet48bz.mpg is given on the CD.
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Figure 5.2: Plots for the 2D simulation with flux emergencegey = 4 x 10'6 — 10! Mx. (a)
Total absolute flux through the photosphere as a functiotingd for the full 250 hr simulation.
The section of the simulation that is used as the lower bayndandition for our 3D model
lies between the red dashed lines and is highlighted in bloTotal absolute flux through the
photosphere as a function of time for the 48 hr series of magnams used in our 3D models.
(c) Flux emergence (solid) and cancellation (dashed) rasea function of time, and (d) flux
emergence (solid) and cancellation (dashed) frequensiaduanction of time, for the 48 hr series.
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Mx cm~2 day! and a mean cancellation rate 1f7.9 Mx cm~2 day~!. The mean cancellation
rate is slightly higher than the mean emergence rate, salbvthere is a small decrease in the
total absolute flux in this 48 hr period. Figure 5.2(d) showda of the emergence (solid line)
and cancellation (dashed line) frequencies for the 48 HogeOne can see that the cancellation
frequency tends to be slightly higher than the emergencgiéecy. This is because the minimum
quantity of flux that can emerge isx 10'6 Mx, whereas the minimum quantity of flux that can
be removed due to cancellation is lower,at® Mx. A large number of small magnetic elements
may be produced as a result of fragmentation, and subseygwamnicel with one another. This is
discussed in further detail in Chapter 3.

We now discuss the set-up of the 3D model. We choose a nurhieoxa&f size50 x 50 x 25
Mm3, composed 0612 x 512 x 256 grid cells. The box is periodic in the— andy—directions
and closed at the top. The lower boundary treatment is the sendescribed in Chapter 4. A
linear interpolation of thed,, and A, corresponding td3, atz = 0 Mm is carried out between
each synthetic magnetogram®, at = = 0 Mm is analytically specified at each time step, rather
than advected numerically. This avoids certain undesrabimerical effects such as numerical
overshoot or pile-up at cancellation sites. These effedsldvbe propagated into the coronal
volume during the simulation, so a treatment of the lowermratany condition that prevents them
is useful. Again, 500 interpolation steps are taken betwasah analytical specification, where
each step corresponds @12 s. In response to the photospheric evolution, the coronkal ie
evolved via the magnetofrictional technique described a@er 4, with the induction equation
(Equation 4.5) specified in terms of the vector potenti&),and the magnetofrictional velocity
given by Equation 4.4. The hyperdiffusivity constamt, is chosen to b&.6 x 10° km* s~1. Four
simulations are run, each with the same photospheric boyegalution. Three of the simulations
have an overlying, uniform magnetic field of strength 1 G, 31GLO G, which points in the
x—direction, while the fourth simulation has no overlying @i€0 G). Details of the staggered grid
that is used within our simulations are given in Appendix Bweell as the calculations required
to convert dimensionless quantities within the code intoatisional values.

In the following sections, we give results of the 3D non-pitd simulations. We first discuss
the field line connectivity between the magnetic elemengxiiSn 5.2), then analyse some of the
guantities of interest within the simulations. Sectionfa@ises on the free magnetic energy, and
Section 5.4 on the energy dissipated. For both energiesystedinsider the time evolution of the
guantity summed over the whole volume, and the effect ofimgrihe strength of the overlying
field. We then consider where it is located spatially, and Hioi may depend upon properties
of both the photospheric and coronal evolution. In Sectibisand 5.6 we investigate where
enhanced velocities and electric currents are locatesgatath the effect of the photospheric
evolution and the presence of the overlying field on thesatijies.
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Figure 5.3: Coronal field images for the 3D simulation with exerlying field, for the same

magnetograms as shown in Figure 5.1. Red contours repressitive magnetic field, green
contours represent negative. A selection of coronal magfietd lines is shown in each case,
coloured as follows: dark blue field lines reach height26f Mm or less, magenta field lines
betweer2.5 — 5 Mm and pale blue field lines aboveMm. (&)t = 120 hr, (b)¢ = 128 hr, (c)

t =136 hr, (d)¢t = 144 hr, (e)t = 152 hr, and (f)t = 160 hr.
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Figure 5.4 Coronal field images for the 3D simulation with & dverlying field, for the same
magnetograms as shown in Figure 5.1. Red contours repressitive magnetic field, green
contours represent negative. A selection of coronal magfietd lines is shown in each case,
coloured as follows: dark blue field lines reach height26f Mm or less, magenta field lines
betweer2.5 — 5 Mm and pale blue field lines aboveMm. (&)t = 120 hr, (b)¢ = 128 hr, (c)

t =136 hr, (d)¢t = 144 hr, (e)t = 152 hr, and (f)t = 160 hr.
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Figure 5.5: Coronal field images for the 3D simulation with & ®verlying field. Red contours
represent positive magnetic field, green contours reptessgative. A selection of coronal mag-
netic field lines is shown in each case, coloured as followesk Blue field lines reach heights of
2.5 Mm or less, magenta field lines betwe2h — 5 Mm and pale blue field lines aboweMm.
(@)t =128 hr, (b)t = 128.17 hr, (c)t = 128.33 hr, (d)¢t = 128.5 hr, (e)t = 128.67 hr, and (f)

t = 128.83 hr.
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5.2 Field Lines

Figures 5.3 and 5.4 each show a series of images from the 3Daions. Figure 5.3 shows the
0 G case, while Figure 5.4 shows the 3 G overlying field caseboth figures, images (a)f)
are shown at the same times as the synthetic magnetogranwuie 5.1, spaced 8 hr apart. The
red and green contours represent positive and negativegtotric magnetic field. A selection
of field lines is plotted on each image, where dark blue figlddihave a maximum height of up to
2.5 Mm, magenta field lines reach a maximum height of betwén- 5 Mm and pale blue field
lines reach above Mm. At each time, the coronal field lines shown in Figure 58 gotted from
the same starting points as those in Figure 5.4. In both ceseage (a) shows the initial potential
field, while subsequent images show the non-potential figldduced by a continuous evolution
of the coronal field in response to photospheric boundanjanst One can see that in the 0 G
case, field lines originating from the photosphere may r@aakh higher heights than in the 3
G case, as they are not suppressed by an overlying field. 18 Gease, the overlying field has
caused many of the field lines to be aligned in thedirection. In both the 0 G and 3 G cases, it
can be seen that the connectivity between the magnetic eteraleanges significantly throughout
the simulation, with no coherent pattern from one image éortext. This shows that the coronal
field is changing significantly within this time period. Indtire 5.5, another series of images
from the 3 G simulation are shown, this time spaced only 10 apart, fromt = 128 — 128.83

hr. Again, a selection of field lines is plotted on each imagdoured as in Figures 5.3 and 5.4.
For this shorter period of only 50 min, some difference isnsiethe connectivity between the
magnetic elements. It is clear that connectivity is mairadifrom one step to the next during the
magnetofrictional coronal evolution. Figures 585 are intended only to give an indication of
what the connectivity is like between the magnetic elemehtsore in depth topological analysis
will be carried out in future.

5.3 Free Magnetic Energy

The presence of free magnetic energy within our 3D modelssigificant difference from the
models discussed in Chapter 2, as previous models for theetiagarpet coronal field are po-
tential field models and hence do not contain free magnetoggn Figure 5.6(a) shows a plot of
the free magnetic energy (ergs) as a function of time, as atedy

B2, — B2
Ex(t) = Wpy(t) — Wp(t) = /V %dv, (5.1)

where By, is the magnetic field of the non-linear force-free field dag is the magnetic field
of the corresponding potential field. Results are shownlier@ G (green), 1 G (black), 3 G



5.3 Free Magnetic Energy 108

(@) (b)
T T T T 1023
3.0x107
& 2.5x107 107
@ ~
~ n
& 2 g
5 2.0x10 NARYea
g 5
2 1.5x107 @
2 w 10%
S 27 K4
2 1.0x10 l_“:’
3 v 10"
L 5.0x10%
0 ! ! L ! 10‘8 ! |
120 130 140 150 160 0.1 1.0 10.0
Time (hr) Height (Mm)

Figure 5.6: (a) Free magnetic energy as a function of timetlfer3D simulations with a 0 G
(green), 1 G (black), 3 G (blue) and 10 G (red) overlying fi€l). Maximum (solid) and average
(dashed) free magnetic energy as a function of height,=at128 hr in the 3 G simulation. (c)
Free magnetic energy density integrated ifior the 3 G overlying field simulation. The image is
shown att = 128 hr, in thez — y plane, saturated at1.9 x 102 ergs. White regions are where
the free energy density is positivBﬁI > Bl%)' black regions are where the free energy density
is negative B2, < Bp). Contours ofvgg = 0.19 km* s andvgg = 0.1 km* s~2 are shown

in yellow and blue respectively, to indicate the locatiortted magnetic network. (Low velocity
regions at the supergranule cell centres are omitted).
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Simulation Mean Free Magnetic Maximum Free Magnetic
(Bo) Energy (<1027 ergs) Energy 10?7 ergs)

0G 1.09 1.63
1G 1.16 171
3G 1.39 2.10
10G 1.96 2.92

Table 5.1: Mean and maximum values of free magnetic enemgeaoh simulation.

(blue) and 10 G (red) simulations. For each simulation, tiee £nergy first rapidly increases
as the coronal field diverges from a potential state due ttaseimotions. Forthe 0 Gand 1 G
cases, the free energy then levels off and oscillates araundan value of.09 x 10?” ergs and
1.16 x 10?7 ergs respectively. For the 3 G and 10 G cases, the free enlsmiesels off to a lower
extent, but is less steady. The mean and maximum valueseoéfrergy for each simulation are
given in Table 5.1. The trend is that a stronger overlyingdfieads to a greater build-up of free
energy. While this is the case, and individual peaks in frergy may differ slightly between the
simulations, the general shape of the curve is the same Iféoal strengths of overlying field.
Therefore the overall behaviour of the free magnetic enexdgrgely dependent on the evolution
of the photospheric magnetic field, rather than that of therlging coronal field.

Figure 5.6(b) shows a plot of the maximum (solid line) andrage (dashed line) free mag-
netic energy (ergs) as a function of height¢ at 128 hr in the 3 G simulation. These values are
for the maximum and average free magnetic energy in a grid @098 Mm)?) at each height.
The average free magnetic energy as a function of heightigpated as follows:

L Ymax l“max_B;z;7 ,ZQ—B.T, ’2;2
Ei(z) = WZ/ / (@9, 2)p — Blavy )pda:dy,
Y T

) ) 8
min min

wherezmin = Ymin = 0 MM, £max = ymax= 50 Mm, Lz = 0.098 Mm is the length of a cell in

z, N = (nz)(ny) andnz = ny = 512 are the number of grid cells in the- andy—directions. It
can be seen that the maximum free magnetic energy is founddovm. The average free energy
peaks higher up, around = 0.7 Mm. Although a plot is shown here at only one time, and for
just one strength of the overlying field, similar results fmend at all times and for all overlying
field strengths. The only difference is that the curve willghéfted up or down. The maximum
free energy is found close to the photosphere as this is vtherevolution of the coronal field is
driven by footpoint motions, resulting in the largest deépeaer of the field from a potential state.
However, we will see later (Figure 5.7) that in total, theykest amount of free magnetic energy is
found further up, between = 0.5 Mm andz = 0.8 Mm.

2_Rp2
Figure 5.6(c) shows the free magnetic energy dené@yﬁ, integrated inz, in thex — y
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plane. This is computed as follows:

#max B(:C> Y, Z)r2']| - B(.T, Y, Z)%
8

Ex(z,y) = A/

Zmin

2y

whereA = Lx Ly, Lz = 0.098 Mm is the length of a cell i and Ly = 0.098 Mm is the length
of a cell iny. The image is taken from the 3 G simulationtat 128 hr. White patches indicate
where the free energy density is positive, i.e. thfﬁ: > B%. Black patches are locations where
the free energy density is negati\lél?]I < Bf,. Contours of the velocity profile of the underlying
supergranulesysg, are overplotted at levels afg = 0.19 km® s~2 (yellow) andvgg = 0.1 km?
s~2 (blue) to indicate where supergranular velocities are kiwé he contours denote where the
magnetic network forms. We define free magnetic energy tostired’ at locations where the
line-of-sight integrated free magnetic energy densityasitive. From this image, it can be seen
that free magnetic energy may be stored both at the bousdagigveen supergranular cells and
within the cells themselves.

Figure 5.7 shows plots of the total free magnetic energysjeirgegrated inc andy, as a
function of height, for the simulations with a 0 G (top), 1 Gidieie) and 3 G (bottom) overlying
field. This is computed as follows:

Ymax $maxB x, ,22 —B x, ,,22
Fi(z) = Lz/ / @y )”'8 SR I
Ymin Zmin n

The left hand column shows the free energy near the starteosithulation, at = 120.17 hr
(black),t = 121.0 hr (blue),t = 121.83 hr (red),t = 122.67 hr (green),t = 123.5 hr (yellow)
andt = 124.33 hr (purple). In each case, the black line is significantly éovthan the others.
This is because dt= 120.17 hr, only 10 min into the simulation, the coronal magneticdiel
still close to a potential state. Therefore there is less fmagnetic energy within the volume. At
later times, however, the lines are not ordered accordirtgre, although a similar trend of the
colours relative to one another can be seen for differeehgths of the overlying field. The right
hand column of Figure 5.7 shows the total free magnetic gn@gs) as a function of height
at times spaced evenly throughout the simulationg, at 128 hr (black),t = 136 hr (blue),

t = 144 hr (red),t = 152 hr (green),t = 160 hr (yellow) andt = 168 hr (purple). Within
Figure 5.6(a), which shows the total free magnetic energg fasction of time, vertical yellow
dashed lines are overplotted on the graph at intervals of &ticating the times at which the
plots in the right hand column of Figure 5.7 are taken. Agdinan be seen that the ordering of
the lines is not time dependent. Once the coronal field hadsey@away from its initial potential
state, the total amount of free magnetic energy within tHende depends upon how much is both
built up and stored due to surface motions. For each of theesun Figure 5.7, there is a peak

The supergranular velocities are also low at the centresetells, where upflow would be observed on the Sun.
These locations are omitted from the image.
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Figure 5.7: Total free magnetic energy as a function of heifgin the simulation with a (a) and
(b) 0 G, (c) and (d) 1 G, (e) and (f) 3 G overlying field. For pl@$, (c) and (e), the curves show
the free energy at = 120.17 hr (black),t = 121.0 hr (blue),t = 121.83 hr (red),t = 122.67 hr
(green),t = 123.5 hr (yellow) andt = 124.33 hr (purple). For plots (b), (d) and (f), the curves
show the free energy at= 128 hr (black),t = 136 hr (blue),t = 144 hr (red),t = 152 hr (green),

t = 160 hr (yellow) andt = 168 hr (purple). A movie of the full time series for the 3 G case is
given on the CD, nameghagnet48bfree ht.mpg
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between roughly = 0.5 Mm andz = 0.8 Mm, indicating that this is where the majority of the
free magnetic energy is stored. The free energy then dropapidly afterz = 1 Mm. As in
Chapter 4, we find that the field departs most from a potertét $ow down in the corona, as this
is close to where we are driving the evolution of the field bpfolspheric motions. In addition,
most closed connections between magnetic elements ard foure low lying (e.g. Close et al.
(2003)), and it is along these connections that free enexgyored. A movie showing the time
evolution of the free magnetic energy as a function of hefighthe 3 G simulation is included on
the CD, namednagnet48biree ht. mpg The movie shows that the free energy is highly dynamic
and rapidly evolving. The height of the curve is continuahanging, however it can be seen that
the peak in the curve tends to remain betweea 0.5 Mm andz = 0.8 Mm.

Figure 5.8 shows a series of six images from the 3 G simulatipaced 8 hr apart between
t = 128 hr andt = 168 hr. As in Figure 5.6(c), the images show the free magneticgyrgensity
in thex — y plane, integrated in, with contours ofuég overplotted to indicate the location of the
supergranule cell boundaries. Also overplotted are costoliB, at the photosphere, where red
and green contours represent positive and negative madieit. Although images are shown
here only for the 3 G simulation, similar results are foundtfe other simulations. In Chapter 4,
it was found that when the magnetic elements disturbed arlagume of the overlying field, a
greater amount of free energy was built up. It was also founad ¢tlosed connections between
the magnetic elements are required, along which the freeggmaay be stored. In agreement
with Chapter 4, we find that free energy is stored mainly in tacations. Firstly, we see that
white patches are located around supergranule cell boiesdethere the magnetic network is
formed. Large numbers of magnetic elements are swept te tbheations by supergranular flows,
and continually interact with one another, cancelling,leseng and fragmenting. This continual
evolution of the magnetic elements results in a large buddfifree energy, which may then
be stored along the multiple connections that form betwesarby magnetic elements that lie
in the network. The second location where we see free engaygdsis along long-lived, far-
reaching, twisted connections between magnetic elem&uish connections may stretch across
supergranule cells, between magnetic elements locateppatsite boundaries (examples of this
will be given later, in Figure 5.10). Longer connectionslwiearly disturb a larger volume of the
surrounding coronal magnetic field, hence building up freergy. The regions of positive free
magnetic energy density are highly dynamic, with no cledtepa from one 8 hr period to the
next.

Figure 5.9 shows another series of six images from the 3 Glation, this time spaced just
1 hr apart between = 128 hr andt = 133 hr. This series of images gives an impression of the
lifespan of some typical regions of positive free magnetiergy density. Regions can be seen
forming and disappearing. Some regions are long-livediniggor several hours. For example,
att = 128 hr (Figure 5.9(a)), a large band of positive free energy igmran be seen across the
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Figure 5.8: Free magnetic energy density integrated, ifor the 3 G overlying field simulation.
The images are shown in the— y plane, saturated at1.9 x 10?2 ergs. The images are white in
regions where the free energy density is positive, blackrevtiee free energy density is negative.
Contours ofvgg = 0.1 km* s~ andvgg = 0.19 km* s~2 are shown, coloured as in Figure 5.6.
Contours ofB,, atz = 0 Mm are also overplotted, where red contours representip@sitagnetic
field and green contours represent negative, at levets[0f13,27,53,106] G. The images are
shown at (a) = 128 hr, (b)¢ = 136 hr, (c)t = 144 hr, (d)¢ = 152 hr, (e)t = 160 hr and (f)

t = 168 hr. A movie of the full time seriespagnet48hiree xy_bz.mpg is given on the CD.
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Figure 5.9: Free magnetic energy density integrated, ifor the 3 G overlying field simulation.
The images are shown in the— y plane, saturated at1.9 x 10?2 ergs. The images are white in
regions where the free energy density is positive, blackrevtiee free energy density is negative.
Contours ofvgg = 0.1 km* s~ andvgg = 0.19 km* s~2 are shown, coloured as in Figure 5.6.
Contours ofB,, atz = 0 Mm are also overplotted, where red contours representip@sitagnetic
field and green contours represent negative, at levets[0f13,27,53,106] G. The images are
shown at (a) = 128 hr, (b)¢ = 129 hr, (c)¢t = 130 hr, (d)¢ = 131 hr, (e)t = 132 hr and (f)

t = 133 hr. A movie of the full time seriespagnet48hiree xy_bz.mpg is given on the CD.
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lower-left supergranule. This band becomes fainter witleéasing time, but can still be seen five
hours later (Figure 5.9(f)). There is also a long-lived oggof positive free energy density that
lies in the magnetic network at roughty= 35 — 45 Mm, y = 22 — 30 Mm. This region can be
seen in all six of the images, although it shrinks from 128 — 133 hr. In addition to long-lived
regions of positive free energy density, there are somedivabt even last one hour. In contrast to
these long-lived examples, at= 129 hr (Figure 5.9(b)), a region of positive free energy density
can be seen around= 21 — 29 Mm, y = 37 — 46 Mm; this region is not present in the images
shown one hour before or after (Figures 5.9(a) and (c) resedg.

Three movies showing the free magnetic energy density in:they plane for the 3 G sim-
ulation are included on the CD. All three show the free magnehergy density integrated in
z, and saturated at1.9 x 10?2 ergs. The first movienjagnet48ifree xy.mpg shows just the
line-of-sight integrated free magnetic energy density.e Sbcond rhagnet48bfree xy_bz.mpg
includes contours oB, at the photosphere on top of the line-of-sight integratee &nergy den-
sity, where red and green contours represent positive agatiie magnetic field. The third movie
(magnet48bfree xy_nulls.mpg includes thexr — y positions of coronal null points, overplotted
in yellow. The locations of coronal null points within tharsilations are computed using the
nullfinder code of Haynes and Parnell (2007). Only null poiot heightz = 0.5 Mm or higher
are shown, as a large number of photospheric nulls are fouretes3, = 0 G atz = 0 Mm.
Within the movies, one can see that the regions of positige &nergy density are continually
evolving in response to the photospheric motions, wheragional large patches of positive free
energy density develop around the magnetic network. Theseravhere many large magnetic
features are interacting with one another. One can alsmsgeived bands of positive free energy
density stretching across supergranules, between maggiethents.

Figures 5.10(a) and (b) show two zoomed in sections ofthe plane images of the line-of-
sight integrated free energy density taker at 128 hr andt = 168 hr respectively. A selection
of closed field lines connecting between magnetic elemeagskren overplotted in blue in each
case. Figure 5.10(a) shows the band of positive free enaggity that can be seen lying across
the lower left supergranule in Figure 5.8(a), while Figurgédgb) shows the band of positive free
energy density across the lower right supergranule in Eigu8(f). In both zoomed in images,
twisted magnetic field lines produced by surface braidingnect between various magnetic el-
ements on either side of the supergranule. The free energioied along these connections.
Figure 5.10(c) shows an — z plane image of free energy density integrated, iatt = 128 hr,
and is a side view of the band of positive free energy densitlyigure 5.10(a). Similarly, Fig-
ure 5.10(d) is a side view of the band of positive free enemgysity in Figure 5.10(b) and shows
ay — z plane image of free energy density integrated: iat¢ = 168 hr. For each of the cases, a
complex structure of the field can be seen.

Figure 5.11 shows — z plane images of free magnetic energy density for the 3 G sitiaul.
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Figure 5.10: (a) and (b) Free magnetic energy density iatedrinz, shown in ther — y plane,
for the 3 G overlying field simulation. The images are whiteeégions where the free energy
density is positive, black where the free energy densityegative. Contours oB, atz = 0 Mm
are overplotted, where red contours represent positivenetagfield and green contours represent
negative, at levels of-[7,13,27,53,106] G. The images are shown at (&)= 128 hr and (b)

t = 168 hr. (c) Free magnetic energy integratedjirshown in ther — z plane att = 128 hr. (d)
Free magnetic energy density integrated: jrshown in they — = plane att = 168 hr. A selection

of field lines is overplotted in blue on each image.
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Figure 5.11: (a), (c) and (e) free magnetic energy denstgiated iny, for the 3 G overlying
field simulation. The images are shown in the- z plane, saturated at4.8 x 10?2 ergs. (b),
(d) and (f) free magnetic energy density shown in the z plane aty = 25 Mm, saturated at
+1.9 x 10%° ergs. The images are white in regions where the free enersitgiés positive, black
where the free energy density is negative. The images aversab(a) and (b} = 128 hr, (c) and
(d)t = 144 hr, (e) and (f)t = 160 hr. A movie of the full time series for images (a), (c) and &) i
given on the CD, nameghagnet48bfree xz.mpg
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The left-hand column shows images of the line-of-sightgraéed free energy density, saturated
at +4.8 x 10?? ergs. The right-hand column shows the free energy densitlgeir — = plane,
within the plane ay = 25 Mm, saturated at-1.9 x 10%° ergs. The images are taken at (a) and
(b) t = 128 hr, (c) and (d)t = 144 hr, (e) and (f)t = 160 hr. It can be seen that the free
energy is mainly located low down, where many closed conmestexist between the magnetic
elements and a larger departure of the magnetic field fromengal state is found. For the time
period shown, the extension of the free energy into the @tierdynamic and is seen to vary
significantly. Considering the images in the right-hancuomh, large, localised patches of black
can be seen wherBl?” < Bf,. In comparison, in the line-of-sight integrated imageshe keft-
hand column, the free energy density is predominantly pesénd any patches of black are very
small. Therefore overall, as we would expect, the energhefon-potential field is higher than
that of the potential field (see Figure 5.6(a), the total fregnetic energy as a function of time).
Movies of free magnetic energy density in the- z (magnet48bfree xz_nulls.mpg andy — z
(magnet48bfree yz nulls.mpg planes in the 3 G simulation are included on the CD, where the
free magnetic energy density is integrated in eitherntloe 2 direction respectively. The movies
are saturated at4.8 x 10?2 ergs, and coronal null points of height= 0.5 Mm or greater are
overplotted as yellow statsNote that in the movies, only the regien= 0 — 15 Mm is shown. As
discussed previously, the free energy is mainly locateddown, with the bulk of it being below

z = 3 Mm. One can see the locations of positive free energy deasgtyighly dynamic and there
exist long-lived ‘bulbs’ of positive free energy densityhare it is stored within the corona along
closed connections between magnetic elements.

5.4 Energy Dissipated

In addition to the free magnetic energy stored within theesys we consider energy that is being
continually dissipated due to the relaxation processesinvihe corona. This is described by the

heating term,
Q= -V + m|Val). (5.2)

7

This equation may be split into two components:

32 2 32 2
erc e l/|V| and th e ?74| VO¢|

The first term Qy¢, represents energy dissipation due to magnetofrictionchns released as the
coronal magnetic field relaxes towards a force-free stete.SEcond tern@y, g, represents energy
dissipation due to hyperdiffusion. Figure 5.12(a) showdad @f the rate of energy dissipation
due to magnetofrictionf,, Qnc dV, as a function of time, for the 0 G (green), 1 G (black), 3 G

2Movies without null points are also included, nanmedgnet48tfree xz. mpgandmagnet48iree yz.mpg
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Figure 5.12: Energy dissipated as a function of time for tBes8nulations with a 0 G (green),
1 G (black), 3 G (blue) and 10 G (red) overlying field. (a) Rateepergy dissipation due to
magnetofriction,fv Qe dV, (b) rate of energy dissipation due to hyperdiffusigfp,@hd dv,and
(c) total rate of energy dissipatiorf,, @ dV". (d) Cumulative energy dissipated as a function of
time, Eq4(t). () Rate of energy dissipation (integratedriandy) as a function of height for the
3 G simulation. The curves show the energy dissipation riate-a120.17 hr (black),t = 121.0
hr (blue),t = 121.83 hr (red),t = 122.67 hr (green),t = 123.5 hr (yellow) andt = 124.33 hr
(purple). (e) Rate of energy dissipation (integrated imndy) as a function of height for the 3 G
simulation. The curves show the energy dissipation rate=afl 28 hr (black),z = 136 hr (blue),

t = 144 hr (red),t = 152 hr (green)t = 160 hr (yellow) andt = 168 hr (purple). A movie of the
full time series for plots (e) and (f) is given on the CD, namealgnet48bg_ht.mpg
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By Qu (x10% ergss?t) Qu(x10% ergss?!) Q (x10®ergss?') [ [, QdVdt
Mean Maximum Mean Maximum Mean Maximum x{0%° ergs)

0G 7.15 12.31 111 1.45 8.25 13.75 1.43
1G 7.16 12.42 1.13 1.57 8.30 13.82 1.44
3G 7.35 12.75 1.32 1.94 8.67 14.31 1.50
10G 8.52 14.37 2.36 3.70 10.89 17.67 1.89

Table 5.2;: Mean and maximum values@f., ), and(Q integrated over the volume, and cumu-
lative energy dissipated for each simulation.

(blue) and 10 G (red) simulations. It can be seen gt is not strongly dependent on overlying
field strength. A stronger overlying field leads to slightiglter Qs.c, but the variation of values
of Q¢ Within each curve is much larger than the variation of valbesveen the curves for
different overlying field strengths. Table 5.2 shows the maad maximum values @ for
each overlying field strength. The difference in mean vahete/een the 0 G and 10 G cases is just
1.4 x 10?3 ergs s'*. However, from the plot in Figure 5.12(a), each curve hagiatian of around

7 — 8 x 10?% ergs s'! between its maximum and minimum. Therefore, the energypdiien due

to magnetofriction is predominantly dependent upon thdéutiam of the photospheric magnetic
field driving change within the coronal field.

Figure 5.12(b) shows the rate of energy dissipation due petdiffusion, [, QnadV, as a
function of time, where lines are coloured as in Figure J).2ery little difference can be seen
between the curves for the 0 G and 1 G cases. The 3 G case liasslightly higherQpg, while
the 10 G case results in significantly high@ky and larger variation in the values @f,q than in
the 0 G or 1 G cases. While this is the case, the general shagleadfthe curves are the same,
implying that like Qfrc, Qng is strongly dependent on the evolution of the photospheagmatic
field driving changes within the coronal volume. Howevegah also be seen thal,q is more
dependent on the strength of the overlying field tdap.. The mean and maximum values for
Qnqg for each strength of overlying field are given in Table 5.2r &ach case, the mean values for
Qngare3.6 — 6.4 times smaller than the mean values @, and the maximum values f6},q
are3.8 — 8.5 times smaller than the maximum values ;.

Figure 5.12(c) shows a plot of the total rate of energy dessym, fv @ dV, as a function of
time, with lines coloured as in Figure 5.12(a). Since thfomg each simulationQy¢ is larger
than@p, the curves for) follow the same trend as those 1Q¢,. A stronger overlying field leads
to slightly higher@, but the variation of) within each curveg.0 — 9.8 x 10?3 ergs s'!) is larger
than the variation between the simulations with differergrtying field strengths2(6 x 10?3 ergs
s~! difference between the mean values for the 0 G and 10 G cademjefore, the overall energy
dissipation is determined mainly by the photospheric eiamtuof the magnetic field. The mean
and maximum values af for each simulation are given in Table 5.2. Figure 5.12(djvwahthe
cumulative energy dissipated as a function of timig(t), for each strength of overlying field,
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obtained by integrating) over both the volume and time:

Fa(t) = /O t [ /V de}dt. (5.3)

We see that a stronger overlying field leads to a greater ativelamount of energy dissipated.
The values for the total energy dissipated by the end of eauhiation are given in Table 5.2.

Figures 5.12(a}(d) consider the volume integrated rate of energy dissipatver the entire
3D simulation for each strength of overlying field. We now sioler where?) is spatially located
within individual frames of the 3 G simulation. Although s are presented here only for the 3
G simulation, similar results are found for other strengthshe overlying field. Figures 5.12(e)
and (f) show the rate of energy dissipation (integrated andy) as a function of height, for the
3 G simulation. This is computed with units of ergs' sas follows:

Ymax Tmax

Eq(z) = Lz/ Q(x,y, z)dxdy.
Ymin Zmin
Figure 5.12(e) shows the rate of energy dissipation neastdre of the simulation, &t = 120.17
hr (black),t = 121.0 hr (blue),t = 121.83 hr (red),t = 122.67 hr (green)¢ = 123.5 hr (yellow)
andt = 124.33 hr (purple). The line fot = 120.17 hr (black) is lowest, followed by the line for
t = 121.0 hr (blue), as at these times the coronal field is still cloggotential. At later times, there
is less difference between the lines as a near steady raissgbation is reached. Figure 5.12(f)
shows the rate of energy dissipation at 8 hr intervals thnoug the 3 G simulation, at= 128
hr (black),t = 136 hr (blue),t = 144 hr (red),t = 152 hr (green),t = 160 hr (yellow) and
t = 168 hr (purple). One can see that there is very little differebetveen the lines, even with 8
hr between them. This suggests that the total energy digsipia roughly steady throughout the
simulation as a result of the steady evolution of the totad.fAt each time in Figures 5.12(e) and
(f), the greatest rate of energy dissipation is found low donear the photosphere. This is not
surprising when we consider the equation descriltihEquation 5.2). From this equatio6), is
larger for stronger magnetic fiel@, larger velocitiesy, and higher gradients in. The magnetic
field is largest low down, near the magnetic sources. Coriegl&igures 5.12(e) and (f), we see
that the rate of energy dissipation rapidly drops with ilasiag height, having decreased by more
than an order of magnitude ky= 2 Mm. Therefore, the energy dissipation te€rhas its largest
effect close to the photosphere. The maviagnet48bg_ht.mpg included on the CD, shows the
rate of energy dissipation as a function of height througlibe 3 G simulation. At the start of
the movie, at greater heights, the rate of energy dissipajiadually increases until the curve
becomes more or less steady. One can see occasional kinke guttve at lowz, which then
propagate upward.

Figure 5.13 shows a series of six imagesintegrated inz, in thex — y plane, from the 3
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Figure 5.13: Rate of enerby dissipatidp, integrated inz, for the 3 G overlying field simulation.
The images are shown in the- y plane, saturated at5 x 10° ergs cnr* s~'. Contours ofugg =

0.1 km? s2 andvgg = 0.19 km? s~2 are shown, coloured as in Figure 5.6. The occurrence of flux
evolution processes are indicated by symbols represeatimgrgence (blue-), cancellation (red

%), coalescence (greén) and fragmentation (yellow)), where the process has occurred within
the last 20 min (large symbols) or will occur within the negtrain (small symbols). The images
are shown at (a) = 128 hr, (b)t = 136 hr, (c)¢t = 144 hr, (d)¢t = 152 hr, (e)t = 160 hr and

(f) ¢ = 168 hr. A movie of the full time seriesnagnet48bg xy.mpg is given on the CD (without
flux evolution processes).
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Process Colour Symbol Flux Threshold (Mx) Explanation
Emergence Blue  + > 4 x 1017 Total absolute flux of bipole
Cancellation Red * > 4 x 107 Flux lost in cancellation
Coalescence  Green [ > 6 x 1017 Flux of newly formed element
Fragmentation Yellow A > 6 x 10'7 Flux of original element

Table 5.3: Symbols and colours representing the flux examlugirocesses in Figure 5.13. Only
events involving fluxes above the threshold flux values aezpiotted.

G simulation. This is computed with units of ergs ths~! as follows:

Zmax
Eq4(z,y) = Q(z,y, z)dz.
Zmin

The images are spaced 8 hr apart between128 hr andt = 168 hr, and are saturated at a level
of 1.5 x 10° ergs cn® s™!. As in Figure 5.8, contours afgq are overplotted to indicate the
location of the boundaries between supergranules. Oneagathat() is more localised than the
free magnetic energy. Patches@ftend to lie around the magnetic network, but not necessarily
at the same locations as free magnetic energy as is seenurelE@. In addition, we do not see
far-reaching bands af) across the supergranules as we did with the free energy. &pt€h4, it
was determined tha® is mainly located at sites of changing magnetic topology lamddown,
near the magnetic elements. Therefore, it is unsurpridiag in these simulationsy is seen
mainly at the magnetic network, as this is where large numbgmagnetic elements lie, and the
magnetic topology is constantly changing due to the coatimteraction of these elements with
one another. We now consider where such interactions baetwemgnetic elements occur, and
attempt to relate them to nearby regions of energy dissipati

Symbols representing each of the four flux evolution proegsemergence, cancellation,
coalescence and fragmentation are overplotted on the sriagéigure 5.13. Table 5.3 describes
which process each symbol represents. Two sizes of symbplaited on the images for each flux
evolution process. A large symbol indicates that the pcesurrently occurring or has occurred
within the last 20 min of the simulation. A small symbol inglies that the process will occur
within the next 20 min of the simulation. The reasoning bdkimis is that some events, such as
cancellation, will influence the evolution of the coronalgnatic field before they have ‘occurred’,
while others will continue to have an effect in the coronamlthey have ‘occurred’. To clarify,
we define each of the processes to ‘occur’ at exact times lasvial An emergence occurs at the
time when the bipole is first inserted into the simulationthvihe two opposite polarity magnetic
elements overlapping completely. A cancellation or caadase occurs at the time when one or
both of the magnetic elements is removed from the simulatiento partial or full cancellation or
coalescence. A fragmentation occurs at the time when tiggnalimagnetic element first begins
to split into two. Only processes that involve fluxes gre#ttan a certain threshold are plotted, as
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several hundred of each process occur within a 40 min timegeSince there are much fewer
large magnetic elements than smaller ones (see flux powerfl@arnell et al. (2009)), there are
also much fewer occurrences of flux evolution processesdmiviarge magnetic elements than
small ones. In addition, it is likely that processes invotyiarger fluxes will contribute more to
energy dissipation (the heating terd, is dependent upon the size Bf), and are therefore of
greater interest for us to consider.

A more detailed study would be required in order to say fotaierexactly which processes
lead to each localised burst ¢f within the images in Figure 5.13. However, within the preasen
chapter, we simply indicate a number of occurrences of flwlugion processes that seem likely
to have contributed to a large patch@f Table 5.4 gives some examples of large emergences,
cancellations, coalescences and fragmentations that wdttin the 48 hr simulatiof. The loca-
tion of each of these may be seen in the images in Figure 5.t atorresponding time. Some
regions of interest within the six images are as follows.t At 128 hr (Figure 5.13(a)), a large
emergence is occurring, of total absolute fAix8 x 1017 Mx, atz = 37.4 Mm, y = 25.7 Mm. A
large region of) can be seen around the location of this emergence, wherenatjsaints the rate
of energy dissipation is greater than 10° ergs cnt? s~1, the required heating rate to maintain
the quiet Sun corona (Withbroe and Noyes, 1977). A nearbyrgenee of6 x 10'7 Mx of flux
and a cancellation removirfig4 x 107 Mx of flux are also likely to be contributing to the energy
dissipation rate in this region. All three of these flux evtin events are listed in Table 5.4. At
t = 168 hr (Figure 5.13(f)), an emergence tf x 10'7 Mx of flux at z = 16.2 Mm, y = 17.1
Mm can be seen, with nearby cancellations removing fluxestfk 107 Mx and4.2 x 10'7
Mx. These events lie within a region &¢f, which again reaches an energy dissipation rate of more
than3 x 10° ergs cnT? s~! in some places. Many more such examples can be seen withiixthe
images.

While this is the case, there do not always appear to be largggences or cancellations
associated with a region of high). There are many events that could lead to a large amount
of energy dissipation; some of these are discussed beloworire locations, we see a number
of fragmentations occurring around a region of high enenggidation, such as at= 152 hr
(Figure 5.13(d)) around = 24 — 28 Mm, y = 0 — 8 Mm and att = 160 hr (Figure 5.13(e))
aroundzx = 33 — 39 Mm, y = 18 — 23 Mm. It is therefore possible that fragmentation could
provide a significant contribution t@. The coordinates of these fragmentations and other exam-
ples are given in Table 5.4. Another possibility is that yéanumber of small events, such as
the emergence and cancellation of flux on the ordeindf Mx, may contribute ta, but by only
considering larger flux here, we do not pick it up. We also krfoom Chapter 4, that a flyby
between magnetic elements can both build up and dissipageiéicant amount of energy. Flyby
events will be occurring continually between magnetic elata within the simulation as they are

3For each of the processes given in Table 5.4, the process enagdurring any time from 20 min before to 20 min
after the time given in the table.
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Time (hr) Process = (Mm) y(Mm) Flux (x10'"Mx)

128 Emergence 37.4 25.7 35.8
214 24.4 11.0
26.4 19.0 8.0
35.2 26.7 6.0
3.5 45.2 5.8
Cancellation 37.2 26.3 9.4
42.1 21.4 7.4
44.7 24.7 5.8
136 Emergence 17.5 30.8 25.8
18.7 29.2 7.8
24.2 5.3 4.4
Cancellation 42.0 46.5 8.8
45.4 21.8 7.8
144 Emergence 13.8 9.0 7.6
14.1 16.5 4.2
Cancellation 46.4 38.1 4.2
Coalescence 46.8 33.9 9.1
42.6 36.5 7.0
152 Emergence 1.1 45,5 54
Fragmentation 25.2 4.9 15.1
26.9 4.7 14.5
24.9 7.5 12.4
26.8 2.0 12.1
160 Emergence 35.0 25.1 14.0
Coalescence 27.6 15.2 7.9
Fragmentation 35.0 20.8 20.1
38.5 20.5 8.7
33.9 22.6 8.7
37.3 18.0 6.9
168 Emergence 16.2 17.1 12.0
45.3 46.7 10.0
48.2 18.0 6.0
Cancellation 48.9 46.3 7.2
46.5 19.2 6.8
17.6 19.7 5.6
17.3 16.3 4.2
Coalescence 41.3 19.9 6.4
Fragmentation 42.7 18.4 12.9
41.6 19.4 12.1

Table 5.4: A selection of emergences, cancellations, soalees and fragmentations from the 48
hr series of synthetic magnetograms. For each processptbedmates of its occurrende:, y)

are given, along with the total absolute flux emerged; losiutgh cancellation; coalescing or the
flux of the original element fragmenting. The position of lea¢ the processes listed can be seen
in the image for the corresponding time in Figure 5.13.
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swept past one another by supergranular flows, althoughutduoe difficult to detect and track
such events efficiently. From the six images in Figure 5.4 8eineral, coalescences do not appear
to be related to regions of increased energy dissipationveier, several examples of coalescence
are included in Table 5.4.

Three movies showing) in the z — y plane for the 3 G simulation are included on the
CD. They showQ integrated inz, and saturated at.5 x 10° ergs cnt? s='. The first fnag-
net48hg-xy.mpg shows justQ integrated inz. The second movienfagnet48bg_xy_bz.mpg
shows( integrated inz and includes contours a8, atz = 0 Mm, with red and green contours
representing positive and negative magnetic field. Thel tmovie fnagnet48bg_xy_nulls.mpg
includes null points of heighd.5 Mm or greater as yellow stars. The movies show that the loca-
tions and evolution of) are very different to those of the positive free magneticrgneensity
(magnet48biree.xy.mpg. While many of the patches of positive free magnetic enelggysity
were seen to be long-lived, regions @f are seen to be very short-lived, occurring in rapidly
evolving ‘bursts’. Within the free energy density movietgees of positive free energy density
are often seen stretched across the supergranular ceiseady) tends to be much more localised,
occurring predominantly within the magnetic network whiemrge magnetic elements lie. This is
consistent with the physical processes that lead to thgpdissn of magnetic energy. Several large
bursts of() can be seen throughout the 48 hr period, in regions where mmagnetic elements
are emerging and interacting with one another. While son@hea of() are located around nulls,
there are many locations ¢f at which there are no null points. Such locations could, xaneple,
be QSLs (Priest and Démoulin, 1995). Note that the evaiutia)) that we see in these movies is
dominated by low down, since the rate of energy dissipation rapidly dases with increasing
z (Figures 5.12(e) and (f)). We now consider the spatial looabf ) further up in the corona.

Figures 5.14(a) and (b) shaw— y plane images of) atz = 3 Mm in the 3 G simulation, at
t = 128 hrandt = 168 hr respectively( at heightz is given byQ(z, y, z) Az. Asin Figure 5.13,
many patches of) can be seen located above the boundaries between supésgrakiowever,
in contrast to Figure 5.13, within Figures 5.14(a) and (k& oan also see much more fine-scale
structure taQ whenitis not integrated in the line of sight. Also in contresFigure 5.13, wheré€)
integrated ovet is predominantly located at the magnetic network, here wd@®y strands of)
which lie across the supergranules:at 3 Mm. These are localised regions of energy dissipation
that are found mainly at sites of changing magnetic topoldggures 5.14(c) and (d) show the
samer — y plane images of) atz = 3 Mm, with a selection of magnetic field lines overplotted in
red. In several locations where the field lines encountetehpat (, one can see nested field lines
or x shapes formed by sets of field lines with different conndgtivi hese indicate the presence
of boundaries between distinct topological regions. Aséhlcations, different sets of field lines
may have very different values of, and hence large gradientsdnpresent. Figures 5.14(e) and
(f) showx — z plane images of) aty = 25, also att = 128 hr andt = 168 hr. The images show



5.4 Energy Dissipated 127

Figure 5.14: Rate of energy dissipatiap, saturated a$10 ergs cnt? s~1, for the 3 G overlying
field simulation. (a) and (b) are shown in the- y plane atz = 3 Mm. Contours ofvgg =0.1
km s7* andvgg = 0.19 km s~2 are shown, coloured as in Figure 5.6. (c) and (d) are showinein t
x — y plane atz = 3 Mm, with a selection of magnetic field lines overplotted id.rée) and (f)
are shown in the: — z plane aty = 25 Mm, with a selection of magnetic field lines overplotted
in red. The images are shown at (a), (c) andi(e) 128 hr, (b), (d) and (f)t = 168 hr.
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Figure 5.15: Images showing contours(@fintegrated inz, for the 3 G simulation. Contours are
at levels of5 x 10* ergs cnt? s7! (blue) and3 x 10° ergs cnt? s~! (red). The images are shown
at (a)t = 128 hr and (b)t = 168 hr.

the magnetic field lines of Figures 5.14(c) and (d) from thie siSeveral movies af above the
photosphere are included with this thesis. The movagnet48bg_xy_3_10.mpgshows( in the
x — y plane, integrated between= 3 Mm andz = 10 Mm:

z=10 Mm

Egz1dz,y) = / Q(z,y,2)dz,

z=3 Mm

in units of ergs cm? s~!. The movie is saturated 8tx 10% ergs cnt? s, At this height,
the rate of energy dissipation is much lower than at the @pitere, as the coronal field is less
rapidly evolving and less non-potential. The result of tkithat( is also less rapidly evolving
than it is lower down. In addition, between these heightss seen to occur anywhere within the
x —y plane and not just above the magnetic network. The mmagnet48bg_xy_3_10_nulls.mpg
shows the same as the latter, with nulls that occur betweer3 Mm andz = 10 Mm overplotted
as yellow stars. Few nulls are found at this height, but thibaé are can be seen around large
bursts of(). However, the majority of) locations do not have any nulls. Also of interest are the
moviesmagnet48bg_xy_6_10.mpgand magnet48bg_xy_6.mpg The first movie shows) in the
x — y plane, integrated between= 6 Mm andz = 10 Mm and saturated dt x 10 ergs cnt?
s~!. The second movie showg in the z — y plane atz = 6 Mm, saturated at46 ergs cnt?
s~1. Again, Q at these heights is seen to be less rapidly evolving héower down, with more
fine-scale, further reaching structures.

Figure 5.15 shows contours 6f integrated inz at levels of5 x 10* ergs cnt? s=! (blue)
and3 x 10° ergs cmt? s~! (red). According to the literature, these are the valuestferradiative
losses of an XBP (Habbal and Grace, 1991) and the amount th@eaquired to maintain the
quiet Sun corona (Withbroe and Noyes, 1977) respectivelye images are taken at= 128
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(b)
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Figure 5.16: Images ap in thex — z plane integrated iy, for the 3 G simulation. The images
are saturated dat5 x 10° ergs cnt? s~! and are shown at (&)= 128 hr and (b)t = 168 hr. A
movie of the full time seriesnagnet48bg_xz.mpg is given on the CD.

hr andt = 168 hr in the 3 G simulation. Similar results are found at otheres and for other
strengths of overlying field. One can see from the imageswleabbtain energy dissipation at
the rate required to maintain the quiet corona only in venal§nocalised areas. In fact, at
t = 128 hr (Figure 5.15(a)) the rate of energy dissipation is higbugh in only1.2% of the
area of the photosphere. Similarly, at= 168 hr, only 1.1% of the area of the photosphere
attains a high enough energy dissipation rate. Considenegnean values for the total rate of
energy dissipation within each simulation (Table 5.2), wil fa mean dissipation rate per unit
area of3.3 — 4.4 x 10* ergs cn? s™!, which is11 — 15% of the energy requirement for the quiet
Sun. Therefore our model cannot fully explain the heatinthefquiet corona, but can provide a
contribution to it. This is to be expected, however, as mampkfications have been made for the
model. For example, our model contains no mass (plasma)yvarab not resolve wave motions.
The simplifications made for the magnetofrictional teclweigand the implications of these are
discussed in more detail in Section 4.1. Although the endiggipation is small compared to
coronal heating requirements,tat 128 hr (Figure 5.15(a)) the dissipation rate is high enough in
21.9% of the photospheric area to meet the radiative losses of & %85 x 10* ergs cnr2 s 1),
and att = 168 hr (Figure 5.15(b)) it is high enough i9.3% of the photospheric area. Therefore
our model may be able to explain such small-scale, tranpieeihomena.

For interest, several additional movies from the 3 G simoaaccompany this section on
energy dissipation, they are included on the CD. A side viéwhe evolution of(@ integrated
in y or z may be seen in the moviesagnet48bg_xz_nulls.mpgandmagnet48bg_yz_nulls.mpg
saturated at.5 x 10° ergs cnT? s, and the logarithm of thesejagnet48bg_xz_log_nulls.mpg
and magnet48bg_yz_log_nulls.mpg Note that within the movies, only the regian= 0 — 15
Mm is shown. In all four of these movies, magnetic null poiaits indicated by yellow stars. As
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before, only nulls of height = 0.5 Mm or greater are shown From these movies, it can be
seen that the energy dissipation is greatest low down, ieesgent with Figures 5.12(e) and (f).
For () integrated iny (magnet48bg_xz_nulls.mpg andz (magnet48bg_yz_nulls.mpg, fine-scale
structure can be seen between= 2.5 Mm andz = 5 Mm. Still images of@ in the x — z
plane, integrated i, can be seen in Figure 5.16. The images are shown at<£a)28 hr and
(b) ¢ = 168 hr in the 3 G simulation. Within the log moviesnégnet48bg._yz_log_nulls.mpg
and magnet48bg_xz_log_nulls.mpg, one can see that fine structures also exist higher up in the
corona, where the energy dissipation is much weaker. In eatte movies, occasional ‘bursts’
can be seen, where a feature will drift upwards and disapfoeaather, become too small to be
shown at the current level of saturation). For example, ertftoviemagnet48bg_yz_nulls.mpg
aroundt = 149 hr a feature rises up from low down betwegn= 26 Mm andy = 30 Mm,
which disappears from view as it travels upwards. It can l@ngeavelling slightly higher in
the corresponding log movianagnet48bg_yz_log_nulls.mpg. If we now consider the movie
showing energy dissipation as a function of heightgnet48bq_ht.mpg, the event can also be
seen here, as a kink that appears near the photosphere areund) hr then propagates upwards.
From these movies, we find that the energy dissipated and sedrafang the line of sight provides
a fine-scale dynamic structure that is in qualitative agegmwith what is observed on the Sun
low down.

5.5 Velocities

We now consider locations of increased within the simulations, where is the magnetofric-

tional velocity,
1jxB
vV = —‘]

v B2’
There is always a background contributionvtodue to the relaxation of the coronal magnetic field,
but locations of enhanced? are of interest as they can be related to sites of changinghatiag
topology. We considev? rather thanv, as|v|? appears in the equation @y (5.2). Figure 5.17
shows a series of images of summed irz. This is computed as follows:

(5.4)

nz—1

v(i, 1) = ) (i, k),
k=0
wherenz is the number of grid cells in the—direction. The images are shown in the- y plane
for the 3 G simulation, with contours @ﬁg overplotted at the same levels as in Figure 5.6. Large
regions ofv? are seen both in the magnetic network, and within the suaeuar cells. The —y
positions of coronal null points are indicated by gold starsere only nulls of height = 0.5 Mm

“Versions of each of the four movies without null points arsoaincluded, namedhagnet48bg_xz.mpg mag-
net48hg.-yz.mpg magnet48bg_xz_log.mpgandmagnet48bg.yz_log.mpg
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Figure 5.17:v? (wherev is the magnetofrictional velocity) integratednfor the 3 G simulation.
The images are shown in the— y plane, saturated &5.3 km? s72 ((9.2 km s1)2). Contours

of v3g = 0.1 km* s7% andwvg = 0.19 km* s~ are shown, coloured as in Figure 5.6. The y
positions of null points of height greater thertd Mm are indicated by gold stars. The images are
shown at (ay = 128 hr, (b)¢ = 136 hr, (c)¢t = 144 hr, (d)t = 152 hr, (e)t = 160 hr and (f)

t = 168 hr. A movie of the full time serieanagnet48bv_xy_nulls.mpg is given on the CD.
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or higher are shown. Coronal null points are of interest beedhey indicate possible locations of
changing magnetic topology, although in 3D reconnectiog ataur in the absence of null points.
We would expect an increasewi at sites of changing magnetic topology, as sharply curvédl fie
lines straighten out in response to the Lorentz force. Glamsig the images in Figure 5.17, one
can see that the null points tend to coincide with locatiohenmev? is high. We now consider
wherev? is largest in the:—direction.

The left-hand column of Figure 5.18 shows plots of the avexegas a function of height for
the (a) 0 G, (c) 1 G and (e) 3 G simulations. This is compute@isAs:

nr—1ny—1

2 1 . 2

v(k) N ; lz:; v(i,l, k)",
where N = (nx)(ny). The different coloured curves showt att = 128 hr (black),t = 136 hr
(blue),t = 144 hr (red),t = 152 hr (green),t = 160 hr (yellow) andt = 168 hr (purple). To put
these values in context, the maximum velocity that a mageétiment within the 2D photospheric
model can take i8.7 km s~! (v? = 13.69 km? s2). For the 1 G and 3 G cases, one can see that
the averagev? decreases rapidly with increasing height. The highestaaeev? is found low
down in each case, as this is where photospheric footpoitibmcreate bends in the magnetic
field lines originating a = 0 Mm. The magnetofrictional velocity then acts to restoresthe
field lines back towards an equilibrium state. Although thajarity of this relaxation process
takes place during the 500 magnetofrictional steps betwgethetic magnetograms, many field
lines will not yet have fully relaxed. High up in the corona ((0 Mm), the averages? is very
small, as most connections from the photosphere do not rémesthigh. The overlying field
lines in the upper half of the box remain more or less straggid unperturbed. On comparing
Figure 5.18(c) and (e), one can see that the avevddalls of less rapidly in the 1 G than the 3
G case. This is because the weaker 1 G overlying field is maityeteformed by the evolution
of the coronal magnetic field driven by photospheric motiosy deformation of the overlying
field results in a magnetofrictional velocity to restore dick towards its equilibrium state. In the
0 G case (Figure 5.18(a)), connections from the photospdiereot inhibited by any overlying
field. Therefore, the average€ does not decrease as rapidly with increasing height as ifi he
and 3 G cases. The averagéalways tends to be greater than 1%a12, and in fact there is an
increase inv? towardsz = 25 Mm due to boundary effects.

The right-hand column of Figure 5.18 shows plots of the maximv? as a function of
height for the (b) 0 G, (d) 1 G and (f) 3 G simulations. The d#f& curves represent different
times within each simulation, and are coloured as in Figut8(®&), (c) and (e). Considering first
the cases with an overlying field, spikes can be seen in thénmuax v between roughly) — 9
Mm in the 1 G case and — 4 Mm in the 3 G case. This increase in the maximutis most
likely due to sites of rapidly changing magnetic topologyhatse heights, where there is a change
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Figure 5.18: Left-hand column: averagé as a function of height for the (a) 0 G, (c) 1 G and (e)
3 G simulations. Right-hand column: maximwhas a function of height for the (b) 0 G, (d) 1 G
and (f) 3 G simulations. In each plot, the curves shéwatt = 128 hr (black),t = 136 hr (blue),

t = 144 hr (red),t = 152 hr (green)t = 160 hr (yellow) andt = 168 hr (purple).
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Figure 5.19:v? in thex — y plane, saturated at78 km? s=2 ((1.67 km s71)2), at (a)t = 128 hr,

z =2 Mm and (b)t = 168 hr, z = 1 Mm. In each image, a selection of coronal null points have
been overplotted in blue, along with nearby field lines in r@j and (d)B, atz = 0 Mm, where
red and green contours represent positive and negativeetiadield, at the same contour levels
as in Figure 5.8. The images are shown att(e) 128 hr and (d)t = 168 hr, with the same field
lines as in images (a) and (b) respectively, shown in blue.

from the magnetic elements’ field dominating to the ovedyfield dominating. One can see
spikes in the maximunv? higher in the corona in the 1 G case than in the 3 G case, asdor th
weaker overlying field connections from the photospherdess suppressed and the interface is
higher. In the case with no overlying field (Figure 5.18(lm)e can see spikes in the maximum
v?2 throughoutz, since connections from the photosphere can reach anytheitiiin the box.
However, most of the spikes appear to occur withis= 0 — 10 Mm, implying that this is where
the most changing magnetic topology occurs. We now considiere examples of enhanced
above the photosphere, and their locations inithey plane.

Figures 5.19(a) and (b) show? in thez — y plane at (a) = 128 hr, z = 2 Mm and (b)
t = 168 hr, z = 1 Mm. Some null points (blue stars) that lie close to the hegjtihe plane are
overplotted, along with a selection of field lines. Around thull points, one can see enhaneéd
as well asz—shapes and nested field lines, indicating boundaries batdifferent topological
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regions. Figures 5.19(c) and (d) show the same field lines @ and (b) respectively, along with
the magnetic field at = 0 Mm.

Figure 5.20 shows images of integrated iny in thex — z plane. Whilst ther — z plane
images of free magnetic energy and energy dissipated ayesirailar for each strength of over-
lying field, more of a difference can be seen between imagag d¢6r different overlying field
strengths. The top two images in Figure 5.20 are from the On@lsition, the middle two are
from the 1 G simulation, and the bottom two are from the 3 G &timn. Each of the images
is taken at = 144 hr, butz — z plane images at other times are similar. The left-hand colum
showsv? integrated iny, whilst the right-hand column shows the logarithm of the geson the
left. From the left-hand column, one can see that regionsib&ecedv? are mainly located low
down; mostly betweef — 10 Mm in the 0 G case (Figure 5.20(a}),— 9 Mm in the 1 G case
(Figure 5.20(c)) and — 4 Mm in the 3 G case (Figure 5.20(e)). In the 0 G case, enhanéed
can also be seen higher in the volume, including near25 Mm due to boundary effects. From
images (c) and (e), it is clear that regions of enhancédre found higher in the corona in the
1 G case than in the 3 G case. In the right-hand column, thenl@gés show? for a wider
range of values. One can see structure higher in the coroeacin of the images due to weaker
v2. Thex — z positions of coronal null points are indicated in Figure(®t® gold stars, where
only the nulls of height = 0.5 Mm or higher are shown. In all of the images, the nulls appear
to be situated at locations of enhaneed howeverv? is not only located at nulls. As mentioned
previously, there is a background contributionw® throughout the coronal volume due to the
relaxation of the field, as well as enhanced regions“ofiue to sites of reconnection. It is these
enhanced regions of’ that tend to be associated with coronal null points.

Six movies ofv? accompany this thesis and are held on the CD. The movieséd @& and
3 G simulations are included, since a significant differeingelane images of> can be seen for
different strengths of overlying field. For the 3 G simulationagnet48bv_xy_nulls.mpg mag-
net48hv_xz_log_nulls.mpgand magnet48bv_yz_log_nulls.mpgshowv? integrated in the line of
sight in thex — y, x — z andy — z planes respectively. Similarly, for the 0 G simulationag-
net48v_xy_nulls.mpg magnet48v_xz_log_nulls.mpgandmagnet48v_yz_log_nulls.mpgshowv?
integrated in the line of sight in the — y, © — z andy — z planes. For thee — z andy — z
movies from each simulation, the logarithmofis shown, so that a wider range of values can be
seen. In all six movies, coronal nulls of height0.5 Mm are indicated by yellow stars. Within
thex — z andy — z plane movies, the fainter regions ot are mostly due to the background mag-
netofrictional velocity that relaxes the coronal field thghout the volume. The brighter regions
of v2 are more likely due to sites of changing magnetic topologytigularly those regions that
are associated with coronal null points. Comparingathe z andy — z movies for the 0 G and 3
G overlying field cases, regions of enhaneéctcan be seen throughout the volume in the 0 G case
(magnet48v_xz_log_nulls.mpgandmagnet48v_yz_log_nulls.mpg, but are suppressed in the 3 G
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(b)

(d)

Figure 5.20: Plots for the 0 G (top), 1 G (middle) and 3 G (bwit@ases. (a), (c) and (e) shaw
integrated iny, in thex — z plane. The images are saturated 42.2 km? s=2 ((11.9 km s71)?).

(b), (d) and (f) show the logarithm of (a), (c) and (e) respety. Thex — z positions of any
null points with height greater thah5 Mm are indicated by gold stars. The images are shown at
t = 144 hr. A movie of the full time series for image (b) (0 G case) igegi on the CD, named
magnet48v_xz_log_nulls.mpg A movie of the full time series for image (f) (3 G case) is also
included, namednagnet48bv_xz_log_nulls.mpg
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case (hagnet48bv_xz_log_nulls.mpgandmagnet48bv_yz_log_nulls.mpg. Note that in ther — z
andy — z movies, the whole—range (0 — 25 Mm) is shown for the 0 G case, but only the range
0 — 15 Mm is shown for the 3 G case.

5.6 Current Density

Figures 5.21(a) and (b) show plots of the averfgas a function of height, wheje= V x B, for
the (&) 1 G and (b) 3 G simulations. This is computed as follows

nr—1ny—1

O DD S (AN

where N = (nz)(ny). The values are given in non-dimensional unjis of interest because
it indicates locations of Ohmic heating,. For each simulation, curves are plotted for 128

hr (black),t = 136 hr (blue),t = 144 hr (red),¢ = 152 hr (green),t = 160 hr (yellow) and

t = 168 hr (purple). From these plot§? is largest low down. Its value then decreases rapidly
with height, in each case having decreased by more than anafrchagnitude by = 2 Mm. By
definition, j x B = 0 within a force-free field, hencgis parallel toB and we can express it as
j = aB, whereq is a scalar representing the twist of the field with respec¢héocorresponding
potential field (see Chapter 1, Section 1.3.3). Thereforaakes sense th§t is at its largest
near the magnetic sources. We would also expect to find isece@alues of? at locations where
the magnetic field is non-potential, i.¢x| > 0. As discussed previously, the magnetic field is
furthest from potential low down in the corona, as this is vertle evolution of the field is being
driven by photospheric motions. Note that the averjigis not at its largest at exactly = 0
Mm, but slightly above. This is because any non-potenyialitses fromA,, which sits a half grid
point up (see Chapter 4). Considering the plots of the aegjags a function of height at larger
z (e. g. z > 10 Mm), the averagg?® increases with increasing time throughout the simulation
(t = 128 — 168 h). Higher up in the 1 G and 3 G simulations, connections doreath high
enough to perturb the overlying field significantly, so itystaoughly at its uniform value. The
overlying field does change weakly with time however; thesalkscale perturbations B lead

to an increase ijf (= |V x B|? x %) at greater heights. Therefore non-potentiality is propedja
upwards within the coronal volume as the simulation progges As a consequence, we would
also expect the value df| at greater heights to be increasing. Indeed, if we consitigs pf
the average value af as a function of height (Figure 5.21(c) for the 1 G and (d) fug 8 G

simulation), where
j-B
B2’
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Figure 5.21: (a) and (b) average normaligéds a function of height for the (a) 1 G and (b) 3 G
simulations. (c) and (d) average normaliseds a function of height for the (¢) 1 G and (d) 3 G
simulations. (e) and (f) zoomed in plots of the regior 10 Mm, for (e) average normalisgd as
a function of height and (f) average normaliseds a function of height, in the 3 G simulation. In
each plot, the curves show the quantify ¢r ) att = 128 hr (black),t = 136 hr (blue),t = 144
hr (red),t = 152 hr (green)t = 160 hr (yellow) andt = 168 hr (purple).
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we see that this is the case. Increasing valuegxpican be seen particularly clearly in Fig-
ure 5.21(c) at around = 20 Mm. Figure 5.21(e) shows a zoomed in section of Figure 5)21(b
the averagg? as a function of height, while Figure 5.21(f) shows a zoomedection of Fig-
ure 5.21(d), the average value®ts a function of height, both far> 10 Mm. In Figure 5.21(f),
the peaks and trough of averageroundz = 19, 20.5 and22 Mm match very well to the peaks
in averaggj? at the same locations in Figure 5.21(e).

Figure 5.22 shows six images pf summed inz in thexz — y plane. This is computed as
follows:

nz—1
3§07 = 50,1 k)%

k=0
Contours ofB, at z = 0 Mm and ofvgg are overplotted at the same levels as in Figure 5.8.
The images are spaced 8 hr apart from 128 — 168 hr. On comparison with the — y plane
images of free magnetic energy density in Figure 5.8, thations of highj? and of positive free
energy density seem to match very well. The regions of ljighppear to be strongest in the
magnetic network, as this is wheReis strongest and the field is most non-potential, but we also
see fainter bands gF stretching across supergranules, often in the same placstsomg bands
of positive free magnetic energy density are seen. It makasesfor regions of stronif to be
co-located with regions of positive free magnetic energysitg, as free magnetic energy is built
up at locations of high non-potentiality (large which arise due to non-zeip(j = aB). The
evolution ofj? integrated inz in the z — y plane can be seen in the movie included on the CD,
magnet48h _xy_bz.mpg for the 3 G simulation, with contours @&, atz = 0 Mm overplotted as
in Figure 5.22.

Figure 5.23 shows images §t in the z — z plane. Very little difference is seen between
images ofj? for different strengths of the overlying field, thereforelypimages from the 3 G
simulation are shown here. The left-hand column shows ismage = 128 hr, the right-hand
column shows images at= 160 hr. Figure 5.23(a) and (b) shoj¥ aty = 25 Mm. The regions
of increased? appear to be quite structured, and to follow the shape of thgnetic field (ag is
parallel toB). Figure 5.23(c) and (d) shoj? integrated iny, whilst (e) and (f) show the logarithm
of the images in (c) and (d). As we would expect, the strongestribution fromj? is seen low
down. In the logarithmic images, a wider ranggo€an be seen, and hence structures further up in
the corona wher§ is weaker. Againj? is seen to follow the shape of the magnetic field, including
higher in the corona along overlying field lines. The evalatof the logarithm ofi? integrated
in y and inx can be seen in the movies included on the @lagnet48L _xz log nulls.mpgand
magnet48h_yz_log_nulls.mpgrespectively, for the 3 G simulation. Again, null points aight
z > 0.5 Mm are overplotted as yellow stars. Later on in the simufgtjd can be seen following
curved overlying field lines in the — 2 plane between = 10 — 14 Mm.
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Figure 5.22: Normalise§f integrated inz, for the 3 G overlying field simulation. The images are
shown in ther — y plane. Contours ofdg = 0.1 km® 572 andwvgg = 0.19 km* s~2 are shown,
coloured as in Figure 5.6. Contours Bf at z = 0 Mm are also overplotted, where red contours
represent positive magnetic field and green contours reptasegative, at the same levels as in
Figure 5.8. The images are shown at{a} 128 hr, (b)t = 136 hr, (c)¢t = 144 hr, (d)t = 152

hr, ()t = 160 hr and (f)t = 168 hr. A movie of the full time seriesnagnet48lj xy_bz.mpg is
given on the CD.
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Figure 5.23: (a) and (b) normalisg#lin the z — z plane aty = 25 Mm. (c) and (d) normalisegjf
integrated iny in thexz — z plane. (e) and (f) logarithm of the images in (c) and (d). lesg),
(c) and (e) are shown at= 128 hr, (b), (d) and (f) are shown at= 160 hr. A movie of the full
time series for images (e) and (f) is given on the CD, nameadnet48h _xz_log_nulls.mpg
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5.7 Discussion and Conclusions

The aim of this chapter was to carry out a preliminary analgéa set of non-linear force-free field
simulations driven by synthetic magnetograms producedhbyntodel described in Chapter 3.
Four simulations were run, each driven by the same lower @ayndata, with four different
strengths of overlying field: 0 G, 1 G, 3 G and 10 G. The lowerruary data consisted of a
48 hr series of synthetic magnetograms of a@@a< 50 Mm? and of cadence 1 min. The initial
condition for each simulation was a potential field. The oaidield was then evolved through a
series of quasi-static, non-linear force-free equilipvia a magnetofrictional relaxation technique,
in response to photospheric boundary motions. As desciib&hapter 4, the continuous nature
of this coronal evolution technique means that currentesystand connectivity are maintained
within the corona from one step to the next. This allows fa tuild-up and storage of free
magnetic energy- one of the quantities studied within this chapter. The pres®f free magnetic
energy within our model shows a significant departure froevimus models for the magnetic
carpet coronal field, which use potential fields (ChaptefT2e other quantities considered were
the energy dissipated, the magnetofrictional velocity tnadelectric current density.

For each simulation, both the free magnetic energy and gngiggipation rate initially
rapidly increase, before levelling off and oscillating ab@a mean value. The mean free mag-
netic energy for each simulation 1s09 — 1.96 x 10%” ergs, whilst the mean energy dissipation
rate is0.8 — 1.1 x 10** ergs s'!, resulting in1.43 — 1.89 x 10?° ergs being cumulatively dissipated
over each 48 hr simulation. For both the free and dissipatetigées, a stronger overlying field
results in higher values, although the effect is more sigaiifi for the free energy. It is also clear
that the evolution of both the free and dissipated energiégghly dependent upon the evolution
of the photospheric magnetic field.

In Chapter 4, the energy dissipation rate for each of thechageractions was found to be
1.95 — 4.95 x 10* ergs cnt? s~!. It was hypothesised that for the correct number of magnetic
elements in a given area, the energy dissipation rate caukhborder of magnitude higher. We
find that this is not the case for the simulations in this cbaftowever, as each simulation results
in an energy dissipation rate 8f30 — 4.36 x 10* ergs cnt? s~!. There are several reasons for
why this could be the case. One possible reason is that oues#brn, are not the same in both
studies 4 = 4.715 x 10° km* s~1 in Chapter 4, while), = 7.579 x 10> km* s~ in Chapter 5).
From earlier simulations, it is known that decreasing thieievaf ), leads to an increase in the
rate of energy dissipation (and in fact an increase in the fragnetic energy). An additional
simulation will be run using the same setup as in Chapter Btaking 7, = 4.715 x 10° km*
s~ ! as in Chapter 4, to determine whether this has a significéettesn results. Another possible
reason that the energy dissipation rate is not found to bedar of magnitude higher than that of
the simulations in Chapter 4 is that most of the magnetic eteain the simulations in the present
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chapter are much smaller than those in Chapter 4. The two etiagelements in Chapter 4
were of absolute flux0'® Mx, whereas the average size of a magnetic element in theeymt

magnetograms used in Chapter 5 is juist x 10’7 Mx (as calculated by Equation 3.15 from
Chapter 3).

While there are similarities between the evolution of the types of energy integrated over
the volume, they are seen to be less alike when we considetdbation within each simulation.
The bulk of the free magnetic energy is located above thegspbere, between = 0.5 — 0.8
Mm. This is stored along closed connections between mage&tments. Regions of positive
free energy density can be seen both in the magnetic networkeross supergranular cells; such
regions may also be long-lived. In contrast, the largestiarmof energy dissipation is found low
down, near the magnetic sources, and values decreaseyrafillincreasing height. Regions of
increased energy dissipation are seen predominantly imtmgmetic network, although weaker,
fine-scale strands are also seen above the photospheresabkithanging magnetic topology.
Also unlike the free magnetic energy density, the largeargjiof energy dissipation seen in the
x — y plane are much more rapidly evolving (compare moviesgnet48hbree xy_bz.mpgand
magnet48bg_xy_bz.mpg. From the analysis in this chapter, regions of increasedlggndissipa-
tion do appear to be related to the various flux evolution @sses that occur at the photosphere.
However, a more in-depth analysis would be required to diyatfitis. The amount of free mag-
netic energy built up and stored in each simulation is seffitio account for such small-scale
transient phenomena as nanoflares and XBPs. The energpatiigsirate is not high enough to
be able to explain the heating of the quiet corona, but pess/acontribution of arountdl — 15%
to the required3 x 10° ergs cnt? s~! of Withbroe and Noyes (1977).

The location and evolution of increased magnetofrictiordbcities and electric current den-
sity are also examined in this chapter. There is a backgra@entribution tov? throughout the
corona due to the relaxation of the magnetic field, howevefimgthat regions of increased veloc-
ities can be related to sites of changing magnetic topolagyforced by the fact that coronal null
points tend to lie within such regions. Regions of increag&dre seen both at the magnetic net-
work and within supergranular cells. The averageaapidly decreases with height in the presence
of an overlying field, and the stronger the overlying fielde taster this fall-off is. This is unsur-
prising due to theBl—2 factor in the equation for the magnetofrictional velocigg(ation 5.4). If
no overlying field is present, locations of increasédcan be seen throughout the coronal volume.

Locations of increasegf are found to be co-located with regions of positive free netign
energy density, as both are dependent on the magnetic figld hen-potential. The averagé
is largest near the magnetic sources, and decreases rapidlincreasingz. Visually, j° is seen
to follow the shape of the magnetic field wheres non-zero. Small-scale perturbations in the
overlying magnetic field causg at greater heights to gradually increase with time. Indreps
the strength of the overlying field causisto be larger in total, a8 is larger in total. Table 5.5
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Quantity Location Increasing Increasing O/L
Height Field Strength
Free Magnetic network and  Mostly stored= 0.5 — 0.8 Mm Significant
Energy across s/g cells. then rapid decrease increase in
with increasingz. total.
Q Magnetic network and Rapid decrease. Slight
sites of changing increase in
magnetic topology. total.
v? Sites of changing Rapid decrease in presence Decrease.
magnetic topology. of overlying field. Suppressed to

lower heights.

j? Magnetic network and Rapid decrease. Slowly Slight
non-potential regions. propagates higher with increase in
Follows field lines. increasing time. total.

Table 5.5: Summary of results for free magnetic energy;gndissipated(); magnetofrictional
velocity, v2 and current density?.

gives a summary of results for each of the four quantitiedistliin this chapter, indicating their
locations and the effect of increasing the strength of thexlging field.

There are several avenues for future work using the nomdlif@rce-free coronal modelling
technique described here. The simulations presenteddichigipter will be studied in more detail.
For example, a more in depth study of the connectivity of tlagnetic field could be conducted,
similar to the study of Close et al. (2003), who analysed mitge coronal fields. It would also
be of interest to investigate in more detail the effect ofheatthe photospheric flux evolution
processes on the evolution of the coronal field and each afubetities discussed in this chap-
ter. We already know the flux, location and time of occurreateach of the processes within
the synthetic magnetogram series. Were we to run additsinallations using different sets of
synthetic magnetograms, there are several aspects ofrthiasions that we could investigate.
Within the synthetic magnetogram series used in this cihaghie total absolute flux was slightly
decreasing during the simulation. If we were to model a sehafnetograms where the abso-
lute flux was gradually increasing, would the free magnetiergy be greater? As suggested in
Chapter 3, a more complex supergranular flow profile withi 2D model would have implica-
tions for the 3D model. In particular, vortical motions aetphotosphere would introduce twist
and non-potentiality within the corona. The magnetofoictl technique can also be applied to
real magnetogram data, such as from Hinode/SOT or SDO/HMtully could be carried out
to compare regions of interest within a simulated non-linfeace-free coronal field driven by
observed magnetograms to events occurring in correspgratironal images (e.g. using various
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wavelengths of SDO/AIA). What is clear is that within thisgle, relatively ‘simple’ simulation,

a wide range of processes and dynamics is occurring. A daaetudetailed analysis of these and
other non-linear force-free field simulations of the magnearpet coronal field will be carried
out in future.



Chapter 6

Conclusions and Future Work

The aim of this thesis was to produce a realistic non-paéntiagnetic field model for the pho-
tospheric and coronal evolution of the solar magnetic darpés a two-component model: a 2D
model for the photospheric evolution of the magnetic caf@étapter 3) produced synthetic mag-
netograms. These were used as the lower boundary conditidnive the continuous evolution of
the full 3D non-linear force-free coronal magnetic field &pkers 4 and 5). We now summarise
the main results of each of the chapters.

Chapter 2 provided a literature review of previous magnfetid models for magnetic carpet,
both in the photosphere and in the corona. The purpose otlt@pter was to determine from
these models which properties of the magnetic carpet woellanportant to include in our own
model, and how we could improve on the models that alreadst.eXirom this review, we de-
cided to incorporate the following features in our 2D modelthe magnetic carpet, described in
Chapter 3. We included a mathematically specified, steaggrguanular flow profile. We also
included random motions representing granulation, a aprexgce of which was that magnetic
elements were prevented from becoming stationary at thadasies between supergranules. In
addition to this, we built into the model the flux evolutioropesses of emergence, cancellation,
coalescence and fragmentation; where flux emergence wasrdeéd by the observationally de-
termined probability distribution of Thornton and Parn@011).

In Chapter 3 we concluded that we had successfully producedlistic model for the pho-
tospheric evolution of the magnetic carpet. Having expenitad with varying the range of fluxes
that a newly emerging bipole may take, we determined thatrtbst realistic results were pro-
duced for the largest range of fluxesx 10'® — 10! Mx. For each case, the model quickly
reached a steady state, in which the rates of emergence aodlleéion of magnetic flux (Mx
cm~2 day ') were roughly equal. For the most realistic simulation,dlierage value of the mean
field was6.6 G, in agreement with what is observed. Visually, we saw then&tion of a magnetic
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network around the boundaries of our modelled supergraceils. Since the supergranular flow
profile was not time evolving, the general shape of the ndiwiat not vary, however the exact
distribution of magnetic elements changed significantlighdugh a steady flow profile was used,
this did not lead to the formation of unphysically large metimelements. The model was found
to be highly dynamic, with the two most realistic simulasarsulting in a photospheric recycle
time of 1.48 hr and1.75 hr, in agreement with the observed recycle timd ef 2 hr determined
by Hagenaar et al. (2008). We also found that the mean age @gmetic element within our
models wa¥) — 20 min, which is typical of an internetwork feature (de Wijn ét 2008; Zhou
et al., 2010), while the maximum age of a magnetic elemenuimwodels was — 4 hr, as may
be observed for an ephemeral region (Harvey and Martin, 1973

In Chapter 4, we introduced the magnetofrictional methdugctvwas used to produce a con-
tinuous evolution of a non-linear force-free coronal fiaidréesponse to photospheric boundary
motions. This is in contrast to the coronal models describe@Ghapter 2, which used poten-
tial fields and independent extrapolations of the coronddl fier each frame. We applied the
magnetofrictional method to study the coronal interacionthree basic photospheric processes
between two magnetic elements of equal flux but oppositeipol@ancellation, emergence and
flyby. Each interaction was simulated in the presence of amlying field of varying strength
— 1G,5Gorl0 G, and at three different angles of interactiothefmagnetic elements with
respect to the overlying field parallel, anti-parallel or perpendicular. We studied thergy built
up and stored in the field in the form of free magnetic energy emergy dissipated within the
coronal volume in response to the relaxation processesmgu It was found that, in general,
a stronger overlying field led to a greater amount of store@ fenergy and energy dissipated.
The simulation resulting in the most free energy was a petigetar cancellation with a 10 G
overlying field, the simulation that resulted in the gret®ergy dissipation was a parallel flyby
with a 10 G overlying field. For each case, the free energyestdny the end of the simulation
was0.2 — 1.9 x 10%° ergs. The average energy dissipation rate for each sironlaginged from
2.1 — 6.2 x 10?2 ergs s, leading to a cumulative energy dissipationiof — 3.2 x 10?6 ergs
over the whole 48 hr simulation. The exact amount of energsedtand dissipated at the end of
each simulation depended upon several factors: the sktremgt orientation of the overlying field,
the volume of the overlying field that was disturbed, the ant@ifireconnection that occurred and
the total flux connecting from one magnetic element to thertit was found that the energy
dissipation was greatest low down in the corona, near thenetaggsources and where the field is
most non-potential. An increased rate of energy dissipatias also found at sites of changing
magnetic topology. A similar study was conducted in Chaptevhere we considered the coronal
evolution of a larger region, involving many hundreds of meiic elements.

In Chapter 5, we chose 48 hr time series of synthetic magnetograms produced from the
model in Chapter 3. This series was used as the lower bourdadition to drive the continuous
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evolution of a non-linear force-free coronal field, using thagnetofrictional method described
in Chapter 4. The results presented in Chapter 5 are very rayateliminary analysis of the
complex 3D simulations of the magnetic carpet coronal fialdithin this chapter, we studied
four simulations that used the same lower boundary dath, faitr different strengths of uniform
overlying coronal field- 0 G, 1 G, 3 G and 10 G. In patrticular, the four quantities stuidiere
the free magnetic energy, the energy dissipated, the sgfigne magnetofrictional velocity?,
and the square of the current densjfy, In agreement with Chapter 4, we found that a stronger
overlying field led to a greater amount of free energy storatienergy dissipated. The mean free
magnetic energy stored in each simulation varied betwle@h — 1.96 x 10?7 ergs, whilst the
mean dissipation rate wass — 1.1 x 10%* ergs s'!, leading to a cumulative energy dissipation
of 1.43 — 1.89 x 10% ergs by the end of each simulation. When viewed inthe y plane,
regions of positive free magnetic density energy were sexh im the magnetic network and
across supergranules. Many of these regions were lond;llasting for several hours. The free
magnetic energy within the volume was found to be storedgaldosed connections between
magnetic elements, with most of the free energy being stbetdbeenz = 0.5 — 0.8 Mm. In
contrast to the free energy density, regions of dissipatedgy were much more rapidly evolving,
and were predominantly seen in the magnetic network whemeden thex — y plane. As in
Chapter 4, the energy dissipation term was at its largestdown near the magnetic elements
and at sites of changing magnetic topology. It was also faandpidly decrease with increasing
height. From the analysis in Chapter 5, there was a cleaiagr&hip between the flux evolution
processes occurring in the photospheric model and the fatiessgy dissipation occurring in the
corona above. However, further analysis is required tyfgllantify this. In both Chapters 4 and
5, the free magnetic energy built up and stored was more thangh to account for small-scale
transient phenomena such as XBP and nanoflares. The enesgjyation obtained was not high
enough to entirely explain the heating of the quiet coromaydver, from Chapter 5, each of the
simulations could provide a contribution df — 15% to the required3 x 10° ergs cnt? s~! of
Withbroe and Noyes (1977).

Locations ofv? andj? were also considered within Chapter 5. Rér, a background con-
tribution was always present throughout the coronal volulae to the relaxation processes, in
addition to regions of enhancad. Regions of enhanced? are of interest as they can be related
to sites of changing magnetic topology, as well as the rélaxaof the coronal magnetic field
towards an equilibrium state. When viewed in the y plane, such regions were seen both in the
magnetic network and within the supergranule cells. Theamevalue of> was found to rapidly
decrease with height in the presence of an overlying fieldigver spikes in the maximum value
of v2 were seen up to heights of a few Mm due to changing magnetaidgyp occurring in this
region. If no overlying field was present, locations of irasedv? were seen throughout the coro-
nal volume. Considering the current density, when vieweti@x — y plane, regions of increased
j? were found to be co-located with regions of positive free nadig energy density. This is due
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to the dependence of both quantities on the field being neengial. The averag§ was found
to be largest low down, near the magnetic elements, and asleapidly with increasing height.
At greater heightsj? was seen to gradually increase with time, indicating that-potentiality
was slowly being propagated upwards as the simulationgg@ssgd.

6.1 Future Work

There are many possible future projects that could extermh tooth the 2D and 3D models pre-
sented in this thesis, as well as many improvements thatldmiimade to both models. For the
2D model presented in Chapter 3, it would be of interest talooha feature tracking study (e.g.
DeForest et al. (2007); Lamb et al. (2008, 2010)) on the stitimagnetograms produced. This
would allow us to more accurately compare our results with ribsults of studies of observed
magnetograms (e.g. Hagenaar et al. (2008); de Wijn et @d82@arnell et al. (2009); Zhou et al.
(2010)). Another project that could be conducted with theri2@del is to allow a flux emergence
range that extends down to flux values much lower than carewtlyrbe observed, for example
G min = 101 Mx or ¢ min = 10'® Mx. This would allow us to test whether extending the flux
emergence probability distribution down to such valuel stirrectly reproduces the observed
distribution of magnetic fluxes, as well as other propenteshave considered in Chapter 3, such
as the photospheric recycle time. There are many improvesrteat could be made to our 2D
model in the future. One such improvement would be to incladevolving supergranular flow;
this could easily be taken from observed data using therbelitmethod of Potts et al. (2004).
Even if the flow profile were not time evolving, a more complexflprofile in the photospheric
model could have interesting implications for the evolntf the coronal model. For example,
as discussed in Section 3.3, a flow profile that included eitytiwould introduce twisting and
braiding into the coronal magnetic field. Also discussed &cti®n 3.3, the fragmentation pro-
cess is a limitation of our model. It is currently artifickaiimposed, however, it could instead be
modelled to be dependent upon underlying granulation, akldme the case on the Sun (Parnell,
2001). In addition to this, the 2D model can be continuallgated as observational instruments
are improved and new observational results are obtainefditure, the 2D model will be extended
to cover the whole surface of the Sun. This would allow us tapce global simulations of an ex-
tremely quiet Sun, such as may arise during a grand minimwsular activity (e.g. Eddy (1976)).
With the global simulation a key feature would be the inadasof a non-steady supergranular
flow.

For the 3D model presented in Chapters 4 and 5 there are masippities for future projects
using the magnetofrictional method as it is now, and for iowprg it. For the simulations dis-
cussed in Chapter 5, a more in-depth analysis will be caoigd We will study the connectivity
of the magnetic elements; topological features such asebrulls and the magnetic skeleton
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(e.g. Parnell et al. (2008)); and consider the coronal retinag of our model (Close et al., 2004).
We will also investigate in more detail how the flux evolutiprocesses occurring in the photo-
spheric model influence the evolution of the coronal magrfigdid. In the future, the magnetofric-
tional technique will be applied to real magnetogram dabaeoved using a magnetograph such as
SDO/HMIL. Initially we will consider the ‘global’ evolutiof quantities with the simulations, for
example the free energy and energy dissipated integratectioy volume. Subsequently, a more
in-depth analysis of these simulations will also be cardet It would be of particular interest to
compare locations of free energy storage and energy digsipaithin the simulated coronal field
to corresponding coronal images taken for example by SD®/Ai addition to this, we intend
to extend the present magnetofrictional model to conta@isrpk by including the pressure and
density terms in the equations of MHD.



Appendix A

Parameters, Arrays and Subroutines
for 2D Model

This appendix details the parameters, arrays and some stitireutines within our 2D model for
the photospheric evolution of the magnetic carpet.

A.1 Parameters

The following are parameters that are read in by the codaiirdhe ‘modelnamgaram’ file.

nz, ny, nz: These are the number of grid cells in they andz directions respectively. Normally
they are a power of 2.

rmax Currentlyymax = tmax andymin = *min = 0. These parameters are specified in Mm.

nminor: The number of minor time steps per major time stepmadly set to 10. This is the
basic time step for the model. The length of one minor timp 8taminutes is given by the
parameter stepength.

nmajor: The number of major time steps that the simulatidhram for. In general, 1 major time
step equals 10 minor time steps. If 1 minor step representsidte; 1 major time step then
represents 10 minutes.

¢o: The smallest unit of flux. All magnetic elements within tlegle have an absolute flux that is
an integer multiple of. In generalgpy = 10'6 Mx.

fmin/fmax The minimum and maximum values of flux for emerging bipoled/ix. Since each
emerging magnetic element will have an absolute flux of éxdetlf that of the bipole, the
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radl +rad2

Figure A.1: Bipoles emerge within the regifal!) Rsg, (2911292 Rl of a supergranule, where
Rsg = AoRo(rmax— Zmin)-

minimum valuefyin can not be less thakyy. In addition, bothfyy,;, and fmax should be
integer multiples ofh.

steplength: The number of minutes that one minor time step remtss The default value is 1
minute, which means that a major time step represents 10tesnu

radl, rad2: These represent the region within a supergeaseil in which emergence can occur.
Soifrad14.0 and rad29.5, emergence of new bipoles occurs in the range
(89 Rsg, (129241202 Regl = [0.5Rsg, 0.75Rsg], whereRsg = 240 Ro(zmax — Tmin) (Se€
Figure A.1). The initial position of a newly emerging bipaeestricted to this range. How-
ever, the individual elements of each bipole may travel dhtithis range as they separate
during the emergence process.

1. Parameter involved in determining whether fragmentatidlhoccur for a magnetic element
of absolute fluxp. 1) = 8 x 10'® Mx is chosen to be the same as that of Parnell (2001), with
the result that, within the simulations discussed in ChaBtell magnetic elements with
absolute fluxp > 0.25¢ = 2 x 10'® Mx are guaranteed to fragment within a given time,
unless some other process takes over their evolution btfere

frag rate: This parameter determines the frequency at whichhfesgation occurs. If fragate
= R = 1.5 x 10~* s~! then a magnetic element will fragment roughly once evefi; =
6667 seconds= 1 hour 50 mins. Parnell (2001) suggests that a fragmentedierof greater
than1.2 x 10~* s~! is required to reproduce the correct absolute flux density fiux
distribution.

erad: The two magnetic elements within a bipole will continue tova apart along their tilt axis
until they reach a certain separation from each other, geted by this value. Once this
separation distance has been reached, the supergranwasréitile takes over the motion
of each feature. We sef,q = 1.5, so that a magnetic elemeptmust reach a distance
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of 1.5d(¢;) from its original emergence point before supergranular $léake over, where
d(¢;) is the width of an element of flux ¢;, defined by Equation (3.3). This is equivalent
to a separation di.75(d(¢;) + d(¢x)) sincej andk are of equal width.

crag- This value determines the separation distance that twaetagelements must be within
before they will cancel or coalesce. We sgiy = 0.5, so that if the separation of two
elements; andk, is less than or equal @5(d(¢;) + d(¢x)), they will move towards one
another and cancel or coalesce. It is important that thiarsgipn distance is less than the
separation achieved by emergence or fragmentation so dlirat@f elements that have just
undergone these processes do not immediately cancel @scealith one another once
more.

frag- Determines the distance that a magnetic element will bfaom its original fragmentation
point before the fragmentation process no longer detersrniisenotion. fy;q = 1.5, which
means that a magnetic elemgnwill travel a distance ofl.5d(¢;) from the point at which
it fragmented before supergranular flows take over. Howesiace fragmentation is not a
dominant process, it may be determined thatill cancel or coalesce with another element
before it reaches this distance. (An element is forbidderolesce with the element it has
just split from until after they have reached a separation®f(¢) from their fragmentation
point, however.)

fpush: When an element fragments, depending on the processiundergoing beforehand it
may take on the same velocity as the underlying supergrafiola at the fragmentation
location, as described in Section 3.1.4. However, in theort supergranular flows tend to
be small. If this is the case, the two elements resulting fileensplit may be given a ‘push’
to help them separate. A typical value for fpush is 0.2 krh.s

maxsg: This parameter specifies the peak value that ariskes gsupergranular flow pattern. After
the initial flow pattern is computed as in Section 3.1.2, gdaled so that the maximum is
maxsg. From observations, a typical value is max$gs km s~ 1.

A.2 Arrays

The following is a summary of the arrays used within the code.

emergestep: This array has length equal to nmajomminor. Each entry emerggtefi) is
an integer that corresponds to the number of bipoles thatewikerge in minor time step
1. Clearly, the number of individual magnetic elements enmgrgluring stepi will be
2xemergestei). A new set of parameter arrays is generated eveliyne_step steps (nor-
mally n_time_step= 200) to keep arrays from becoming too large in long simulatidagery
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n_time_step steps the emergtep array is updated with the nextime_step entries as a new
set of emerging bipole parameters is computed.

The following six arrays are randomly generated before tlagnrevolution program is run:
xcl, yel, fluxl, widl, signl, and tiltl. The coordinates for all newlyerging magnetic elements
are stored in the arrayscl andycl. Their absolute flux, sign, width and tilt angle for emergenc
are similarly stored in the appropriate arrays of label 1.

So that this information is not lost, identical copies ofd¢berrays are created and named
xzc3, yc3, etc. The arrays of label 3 will be edited as the magnetic elgmevolve. New entries
are added to the arrays in the appropriate positions whemieatation occurs, and entries are
removed from the arrays in the case of coalescence or catioall This prevents indices from
being confused when newly emerging magnetic elements &naluced. Every time a new set
of arrays of label 1 is created, they are added to the end cduttags of label 3 as a new set of
emerging bipoles. A third set of arrays of label 2 containitifermation for only those magnetic
elements that exist within the current minor time step. il 2 arrays are updated every minor
time step with new coordinates, fluxes, widths and signs eshppropriate.

At the end of each minor time steépentries for newly emerging magnetic elements are added
to the arraysece2, yc2, flux2, etc. The way that we do this is to set

ny = n_elements(xc2) and ny = n; + 2 x emergesteft).

Then
zc2 = [ze2,xe3(ny i ng — 1)),
yc2 = [yc2,yc3(ny : ng — 1)],
flux2 = [flux2, flux3(n; : ny — 1)],
and so on.

When an element must be removed from the arrays due to catioelor coalescence, we
simply remove the same index from all the arrays of label 2 labél 3 (see Section A.5). The
fragmentation case is slightly more complicated. We addva element onto the end of all the
arrays of label 2, but this element must most likely be addedesvhere in the middle of the arrays
of label 3, at thex;th index (see Section A.4).

Below is a description of the parameter arrays of label 2 and 3

xc2lzed: xc2 contains thec—coordinate for every magnetic element within the simulataring
the current minor time step. The entries are updated evenpmtime step as the mag-
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netic elements move due to various processes. At the endcbf r@or time step, the
x-coordinates of all newly emerging magnetic elements nbesadded on to the end of
the z¢2 array. These values are taken from the arra$. The value in each entry in
xc3 does not change throughout the simulation unless fragri@mtaccurs. In the case of
fragmentation, entryj is replaced with the: coordinate of the point where fragmentation
took place. This means that3 can be used along withc2 to keep track of the distance
that a magnetic element has travelled from its emergenceagnientation point. This is
important, since the processes of emergence and fragrieengae determined to end once
a magnetic element has travelled a certain distance.

yc2lyc3: These arrays work in exactly the same way as is describegedborc2 andzc3, except
for they—coordinate of each magnetic element.

flux2/flux3: These arrays contain the absolute flux valueg&mh magnetic element. The values
in flux3 do not change throughout the simulation, but theyaisdengthened and shortened
due to cancellation, coalescence and fragmentation. ¥aluiin flux2 do change, how-
ever, due to the same three processes. Flux values for nemdygéng magnetic elements
are added on to the end of flux2 from flux3.

wid2/wid3: As above, widths for newly emerging magneticneémts are added to wid2 from
wid3, and the values within wid3 do not change throughoustimilation. Elements within
wid2 are assigned a new width when their flux changes due tetiation, coalescence or
fragmentation.

sign2/sign3: Values within sign3 do not change throughbetdimulation. The only time that
a value within sign2 will change is in the case of a partialcediation. During a partial
cancellation, the element with the highest index is remdkad all of the arrays, while the
element with the lower index is updated with the new combiveddes from both magnetic
elements. If the lower index element has a smaller absolutetfian the higher index
element, the resulting flux will be of the same sign as thahefdriginal higher element but
will take the place of the lower element in the sign2 array.

tilt2/tilt3: The only time the values within these arraysadige during the simulation is when an
emerging element fragments. The two resultant elementinc@to evolve according to the
emergence process, but in different directions determiryetie tilt angle. The array lengths
change due to cancellation, coalescence, fragmentattbtharemergence of new elements.
The tilt angle is only required in the first stage of a newly ety magnetic element’s
lifetime, to determine the angle with respect to thdirection of its axis of emergence.

sgcell: This array is created before the main program is along with the six parameter arrays
described above. Its length is the same as thatbfand it is used to keep note of the index
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of the supergranule cell in which each magnetic element g@aseiWhen the main program
begins, an identical array sgcell3 is created, whose lengtbe edited along with the other
arrays of label 3 due to cancellation, coalescence and &atation. When cancellation or
coalescence occur, the new element is assigned the samgrampée cell as the original
element of lower index. When fragmentation occurs, both e&ments have the same
supergranule index as the original element.

vz, vy: These arrays store the- andy—components of the velocity for every magnetic element

type:

that currently exists within the simulation. Every minang stepi, new arraysvx anduvy
are created of length_elements(xzc2). A loop over all magnetic elemengsdetermines
each element’s velocity in turn depending on the variousgsses described in Section 3.1,
to givevz(j) andvy(j) in kms!.

This array contains an integer entry for every magrelg@ment, to keep track of which pro-
cess is currently determining that element’s evolutione Trtegerd), 1, 2 and3 represent
supergranular flows, emergence, cancellation/coalescand fragmentation respectively.

lifetime: This array keeps track of how long each magnet@rant’'s evolution has been deter-

mined by the current mechanism. Every time an elememgins a new process, we set
lifetime(j) = 0. Every minor time step we update the lifetime array by addiramto every
entry just before the positions of the magnetic elementsipdated. This is used to keep
track of how long magnetic elements live for. It is also usethie fragmentation process,
where older elements are more likely to fragment (see Se&tib.4).

c_array: This array keeps track of pairs of magnetic elemdmds @are cancelling or coalescing.

The default value for all entries within this array4sl. When it is determined that two
elementsj andk will cancel/coalesce, we setarray(j) = k£ and carray(k) = j.

cancind: This array is the same length as2, and indicates when two magnetic elements cancel

or coalesce together. The default value for entries withis &rray is 0. Wherj andk are
determined to meet and cancel/coalesce we seticali¢) = 1 and candnd(k) = 1. At
the end of each time step, pairs of elements with this laletambined into one element
or completely removed if full cancellation has occurred.

f_array: When two elementsandk initially split from one another during fragmentation, wet s

f_array(j) = k and farray(k) = j to indicate that they should not immediately be allowed
to coalesce with one another.

frag vx/frag.vy: The z— andy—components of a fragmenting magnetic element’s velocigy ar

determined at the point where it initially fragments. Thegaties are stored in the arrays
frag_vx and fragvy so that the element’s velocity remains constant througtiee fragmen-
tation process.
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Figure A.2: Separation velocity;sep as a function of time, for newly emerging magnetic ele-
ments. A curve is fitted to the separation velocities witlia tode, and is overplotted as a red
dashed line.

A.3 Emergence Velocities

A magnetic element will undergo emergence until it has ttadea certain distance from its initial
position, defined to be g4 x d(¢) = 1.5d(¢), whered(¢) is the width of an element of flux
¢, defined by Equation (3.3). During emergence, the featwelscity depends upon its age, tilt
angled and sign. If an element’s age in minutes ishen its velocity in km st is:

e 0<t<15minsivsep= 3.0 kms,

15 <t < 20 mins:ivsep= 2.2 kms™*,

20 <t < 30 minsivsep= 1.7 km s,

30 <t < 60 minsivsep= 1.3 km s,

60 < t < 90 minsivsep= 1.0 km s,

90 < t < 150 mins:vsep= 0.8 km ™!,

150 < t < 300 mins:vsep= 0.7 km s™*,

t > 300 mins:vsep= 0.5 km s~

A plot of vsepas a function of time is shown in Figure A.2. The curve

In(vsep = —0.0131n(¢)* — 0.305In(t) + 1.603
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is fitted to the velocities fot in min, and is overplotted as a red dashed line. Having defined
separation velocities, for a positive magnetic elementhvea have

Uy = Use[ﬁos(e + 7T),

Vy = ’Use[ﬁin(e + 7T),

and for a negative magnetic element
Vg = ’UseFfJOiH),

Vy = vsepsin(ﬁ).

This ensures that a pair of emerging magnetic elements widys move in the opposite direction
to one another, along the axis given by their tilt angle.

A.4 Adding an Element to an Array

If a magnetic feature is determined to fragment, we add a neex to all of the arrays in prepa-
ration. This new index is added to the end of the array, and all other arrays of the same length.
The index will be added to the middle of the arrays of lengthlements(xc3) if they are longer
thanzc2; in this case, the index is added to the positiaalements(zc2).

An element of index is added to an array in the following manner:

k = n_elements(xc2)
first=10

last= n_elements(array) — 1
casek of

first: array = [element, array]
last: array = [array, element]

else:array = [array(first : k|, element, arrayk + 1, last]]

endcase

Parameters are assigned to the new magnetic element, spekitien and flux, as each array
is updated.
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A.5 Removing an Element from an Array

When cancellation or coalescence occurs between two meagrementsj and k£, we must re-
move either one or both of them from all of the parameter aralepending on whether full
cancellation has occurred. We remove an inddsom an array as follows:

first=0
last= n_elements(array) — 1

casek of

first: array = array[l : %
last: array = array|first : last — 1]

else:array = [array(first : k — 1], arraylk + 1, last]]
endcase
If partial cancellation or coalescence has occurred, thanpeters for the remaining magnetic

element are updated for its new combined flux value. If fullcelation has occurred then index
j is also removed from all of the arrays.
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Calculations for the Magnetofrictional
Code

B.1 Staggered Grid

For the 3D coronal field model in Chapters 4 and 5, we use aastadgrid in order to achieve
second order accuracy when differentiating variables mioaky. Figure B.1 shows a cartoon
indicating where each of the variables is located in a grld d&ve components oB are located
on the cell faces, while the components of the vector pakmi, are located on the ribs, so that
B = V x A may be computed to second order accuracy. Similarly, thepcoments ofj are
located on the ribs, as= V x B. So that we may compute= V x B to second orderB
must be extended beyond the boundaries of the numericahbibbe iform of ghost points. This is
illustrated in thex — y plane in Figure B.2, where

e B, islocated on the cell faces (blue dots),

e A, andj, lie on thex—ribs (red dots),

e A, andj, lie on they—ribs (red dots),

e v,, v, andv, are located at cell corners (black dots).
We extendB beyond the boundaries of the box as follows. If the boundaglosed, then the
ghost values of3, beyond the boundary are set equal to the adjacent valuBs ifside the box
(Figure B.3(a)). If the boundary is periodic, then the gh@stes of B, beyond the boundary are

set equal to the values &, inside the box at the opposite boundary (Figure B.3(b)).example,
considerB, in the model in Chapter 4, where the numerical box is closaten—direction and
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Bz

A v

* 'AleZ
/ —p Bx
] By b g
z 2 B
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Figure B.1: A cell in the computational box for the 3D coronaddel, indicating the locations of
variables.

[ ] [ ] [ ] [ ] [ ] [ ] [ ]
Ymax _
[ ] [ ] [ ] [ ] [ ] [ ] [ ]
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| | | | | |
I I I I I I
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Figure B.2: The computational grid in the— y plane, withB, extended beyond the boundaries.
Blue dots in the cell faces represéast; red dots on the ribs represeat, or j, on the horizontal
x—ribs andA, or j, on the verticaly—ribs; black dots at the cell corners represeptv, or v..
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(@) e . (b)

Ymax --- Ymax ---
I I I I I I I I I I I I
I I I I I I I I I I I I
I I I I I I I I I I I I
Ymin - Ymin o
Tmin Tmax Lmin Lmax

Figure B.3: (a) For a numerical box that is closed in ghedirection, B, is extended beyond the
y—boundaries into ghost cells. The top row of red ghost valsexjual to the row of red values
immediately beneath, within the numerical box. Similathg bottom row of blue values is equal
to the row of blue values immediately above, within the nun#ibox. (b) For a numerical box
that is periodic in thez—direction, B, is extended beyond the-boundaries into ghost cells. The
left-hand column of red ghost values is equal to the colummedfvalues on the right, within the
numerical box. The right-hand column of blue ghost valuetherright is equal to the column of
blue values on the left, within the numerical box.

periodic in thexr—direction. Viewed in the:—y plane,B, is located on the cell faces, as illustrated
by the blue dots in Figure B.2. The numerical box has dimemsgioz) x (ny) x (nz); therefore
the variableB, has dimensiongnz +2) x (ny+2) x (nz + 1) - this comes from having two rows
of ghost values in both the— and y—directions, and thexz cells in thez—direction resulting
in nz + 1 faces in thez—direction. B,(1 : nx,1 : ny,0 : nz), which is contained within the
numerical box, excluding the ghost cells, is known. Sineelibx is closed in thg— direction,
we extendB, outside they—boundaries as follows:

B.(1:nz,0,0:nz) = B,(1:nz,1,0 : nz)

and
B.(1:nx,ny+1,0:nz)=B.(1:nz+ 1,ny,0: nz),

i.e. theOth row equals the first row and they + 1)th row equals thény)th row (Figure B.3(a)).
To extendB,, in the x—direction, which is periodic, we compute:

B.(0,0 : ny+ 1,0 : nz) = B,(nz,0 : ny+ 1,0 : nz)

and
B.(nz+1,0:ny+1,0:nz) = B,(1,0 : ny + 1,0 : nz),

i.e. theOth column equals thénz)th column and thénx + 1)th column equals thést column
(Figure B.3(b)). Once the componentsBfhave been extended beyond the boundaries of the
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numerical box, we can compute the componenty efg.

) B.,(0:nzx+1,1:ny+1,0:nz) — B,(0: nx+ 1,0 : ny,0 : nz)
Jz =
Ay

By(0:nz+1,0:ny,1:nz+1)— B,(0:nx+1,0:ny,0: nz)
Az ’

and similarly forj, andj.. The components of are located on the cell corners. In order to
computev, the components dB andj must first be moved to the cell corners by averaging, then
1jxB
v =

v B2

If we wish to compute the integral of a variable over the nuo@rvolume, that variable
must first be moved to the centres of the grid cells, and witideeoccupy an array of siZex) x

(ny) x (nz).

B.2 Calculating Energy Dissipation

The energy dissipation terny), is discussed in Chapters 4 and 5. This section describeshow
is derived from the equation for magnetic energy. We comfheeate of change of the magnetic

B2
W:/—dV,
V87T
d 2
UGy EQ %
dt 4 th 2

d (B2 OB
(2 )\=B. =
dt<2> ot

We expand this out by substituting in the coronal field inghrcequation,

energy as follows:

A
aa—t:va+e,

and using the equations for hyperdiffusion

B
€= ?V - (mB?*Va),

the magnetofrictional velocity
1jxB
vV =—

v B2’
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16t

wherej = V x B, anda

(VxB)-B
B? )

We also make use of the following vector identities:

o =

B-VxA = V- (AxB)+A -VxB,
(AxB)-C = —(CxB)-A,

fV-A = V-fA—A-V/f

whereA, B andC are vectors ang is a scalar. This gives

d [ B?

£<?> = B-Vx(vxB+e)

= V- [(vxB+4+e)xB] + (vxB+e€) (VxB)

= V- [(vxB+e)xB] — [([VxB)xB] v

B 2
+(VxB): 25V (mB*Va)
= V-[(vxB+e€) xB] — vB’|v]’ + aV - (mB*Va)

= V. [(vxB+e) xB] — vB*v|]” + V- (nuB*aVa)

— mB*Va - Va

AW 1 )
S 47T///“/|:V'[(VXB+E)XB+T]4BO£VO&]

— vB?v|]? — 774BQ\Va|2] av.
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We now apply the Divergence Theorem:

///V(V-B)dV://SB-dS,

whereS is the surface bounding the volunire Within the simulations discussed in this thesis, all
boundaries other than the lower boundary are either clospéridic. Hence magnetic flux may
only enter or exit the box through the lower boundary surfaoel we may take to represent
only the lower boundary surface. Therefore

W 1
aW = _ _//[(va+6) x B + nB%aVa] dS
dt 47T S

_ ///VBQ(V\V|2 + m|Val?) av
_ //SIdS— //Vde,

1
IE4—[(V><B+€) ><B+774B2aVa]
7

where

and
2

= T v + mlVol).
The first term inl describes energy that is injected or removed through thedtwundary surface,
due to surface motions, emergence and cancellation. Tlhaedéerm describes energy injected or
removed through the lower boundary due to hyperdiffusioithiwthis thesis, we do not compute

I in our simulations.

The rate of energy dissipatio), may be separated into terms due to magnetofriction and

hyperdiffusion
B? B?
erc - —1/|V|2 and th = —7’]4|V06|2
47 47

Q is discussed in more detail in Chapters 4 and 5.

B.3 Dimensional Values

This appendix describes some of the calculations requmecbhvert dimensionless quantities
from the magnetofrictional FORTRAN code into dimensionalues.
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B.3.1 Time Steps

Within the magnetofrictional code, there are three typetinoé step. These are

major. Major time steps are the largest time steps within the codearReters within the code are
normalised so that one major time step is one unit of time.
— Chapter 4: one major time step represe3®s min = 2000 s.
— Chapter 5: one major time step represelttsnin =600 s.
minor: There are 10 minor time steps to one major time step. ThesrtayA, and A, are written
out to a file every minor time step.
— Chapter 4: one minor time step represehsmin =200 s.
— Chapter 5: one minor time step represehtain =60 s.
nrep: The smallest time steps are nreps, these are the time stepafmetofrictional relaxation
between each analytically specified photospheric boundestyibution. Theres00 nreps
per minor time step.
— Chapter 4: one nrep representd s.

— Chapter 5: one nrep represents2 s.

B.3.2

The hyperdiffusivity constanty,, is dependent on numerical resolution. Within the FORTRAN

code it is given by
(Az)!

Ny =Moo, >
Atnrep

wheren, g is a value we choosé\x is the size of the grid spacing, adxtnrepis the size of one
magnetofrictional step in terms of major time steps.

nmajor
5000

Atnrep=

In both Chapters 4 and 5, we have assumed that one unit ofidésteithin the code represents
1 Mm. The scalings for major and minor time steps are given ab®hnerefore we have:

Chapter 4:

mo = 0.001 (B.1)
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30
Ar = — =0.117Mm
x 556 0.117
nmajor = 2000 s
(117 km)* x 5000 504 1
= 0.001 =471 10° km* s
14 0.001 x 50005 715 x 10
Chapter 5:
mo = 0.001 (B.2)
50
Ar = — =0. Mm
x 713 0.098
nmajor = 600s
ki 4
m = 0.001 x OBKMZXB000 ;oo 105 ket 571

600 s

B.3.3 Magnetofrictional Velocity v

The magnetofrictional velocityy, is computed in terms of Mm per major time step within the
code. Therefore, in order to convert to km'svelocities must be multiplied by

103
2000
in Chapter 4, and by
108
600
in Chapter 5.
B4 Q

Within the FORTRAN codey andn, are both calculated per major time step. @ calculated
in ergs per major time step. The quantity must therefore Wieledl by2000 s in Chapter 4 0600
s in Chapter 5 to convert it to ergs's
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List of Movies

Several movies are included with this thesis and are helchertwo accompanying CDs. The
following is a short description of each of them. For a fullisscription, see the corresponding
chapters.

C.1 CD1: Chapter 3

For each of the movies, red contours represent positive etaygield and blue contours represent
negative magnetic field. Ten contour levels are shown foh gasarity, with absolute values
spaced evenly between 5 G and 95 G, unless stated otherwise.

e sgflow.mpg
The steady supergranular flow profile used in each of the sitiounls in this chapter, with
random granular contributions added on.

e mag2em.mpg
Examples of newly emerging bipoles. Twenty contour leveésshown for each polarity,
with absolute values spaced evenly between 1.8 G and 68.3 G.

e mag3frag.mpg
Examples of fragmentation of magnetic elements. Fifteernao levels are shown for each
polarity, with absolute values spaced evenly between 2.8d3%6&.7 G.

e maglcanc.mpg
Examples of cancellation and coalescence of magnetic elsmigifteen contour levels are
shown for each polarity, with absolute values spaced eveetiyeen 2.3 G and 67.7 G.
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e maglstart.mpg
Synthetic magnetogram series with a flux emergence rang'6f- 1012 Mx, shown from
t=0-—20hr

e maglmid.mpg
Synthetic magnetogram series with a flux emergence rang'6f- 1012 Mx, shown from
t =50 — 60 hr.

e mag4start.mpg
Synthetic magnetogram series with a flux emergence range<af0'6 — 10'? Mx, shown
from¢ =0 — 20 hr.

e mag4mid.mpg
Synthetic magnetogram series with a flux emergence range<af0'6 — 10'® Mx, shown
from¢ = 50 — 60 hr.

e magem4mid.mpg
Synthetic magnetogram series where emergence is switdhatto= 50 hr, shown from
t =50 — 60 hr.

C.2 CD2: Chapter 5

All movies listed below are for the 3 G simulation, unlesgexaotherwise. Where null points
are included, only nulls of height = 0.5 Mm or above are shown. Where contoursi®f are
included, red contours represent positive magnetic fieldl green contours represent negative
magnetic field. Contours are shown at levelsHjT, 13,27, 53, 106] G, unless stated otherwise.

e magnet48bz.mpg
48 hr series of synthetic magnetograms used as the lowerdaopicondition for the 3D
simulations, from = 120 — 168 hr. Red and blue contours respresent positive and negative
magnetic field, with ten contour levels for each polarityasgd evenly between 7.5 G and
1425 G.

e magnet48hfree_.ht.mpg
Free magnetic energy (integratedizirandy) as a function of height.

e magnet48bfree xy.mpg
Free magnetic energy density (integrated:)rnviewed in thex — y plane. The movie is
saturated at=1.9 x 10?2 ergs.
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e magnet48hiree xy_bz.mpg
Free magnetic energy density (integrated)rviewed in thex — y plane, with contours of
B, atz = 0 Mm. The movie is saturated atl1.9 x 10?2 ergs.

e magnet48hfree xy_nulls.mpg
Free magnetic energy density (integrated)rviewed in thex — y plane, with null points
(yellow stars). The movie is saturated-at.9 x 10?2 ergs.

e magnet48bfree xz.mpg
Free magnetic energy density (integratedy)rnviewed in thex — z plane. The movie is
saturated at=4.8 x 10?2 ergs.

e magnet48bfree.yz.mpg
Free magnetic energy density (integratedcjnviewed in they — z plane. The movie is
saturated at=4.8 x 10?2 ergs.

e magnet48bfree xz nulls.mpg
Free magnetic energy density (integrated;)rviewed in thex — z plane, with null points
(yellow stars). The movie is saturateddat.8 x 10?2 ergs.

e magnet48hiree.yz nulls.mpg
Free magnetic energy density (integrated:)rviewed in they — z plane, with null points
(yellow stars). The movie is saturated4at.8 x 10?2 ergs.

e magnet48bg_ht.mpg
Energy dissipation, (integrated in: andy) as a function of height.

e magnet48bg_xy.mpg
Energy dissipationg), (integrated irz) viewed in ther — y plane. The movie is saturated
at1.5 x 10° ergs cnm? s,

e magnet48bg_xy_bz.mpg
Energy dissipationg), (integrated inz) viewed in thex — y plane, with contours oB, at
z = 0 Mm. The movie is saturated at5 x 10° ergs cnt2 s~ 1.

e magnet48bg_xy_nulls.mpg
Energy dissipationg, (integrated irr) viewed in thex — y plane, with null points (yellow
stars). The movie is saturatediaf x 10° ergs cnr? s,

e magnet48bg xy-3.10.mpg
Energy dissipationg, integrated between= 3 — 10 Mm, viewed in ther — y plane. The
movie is saturated &t x 102 ergs cn? s~
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e magnet48bg_xy_3.10_nulls.mpg
Energy dissipation), integrated between = 3 — 10 Mm, viewed in ther — y plane, with
null points (yellow stars). The movie is saturated at 10® ergs cnm? s—1.

e magnet48bg_xy_6.10.mpg
Energy dissipation, integrated between= 6 — 10 Mm, viewed in ther — y plane. The
movie is saturated dt x 10% ergs cnm? s~

e magnet48bg xy_6.mpg
Energy dissipationg), viewed in thexr — y plane atz = 6 Mm. The movie is saturated at
146 ergs cnr? s,

e magnet48bg_xz.mpg
Energy dissipationg), (integrated iny) viewed in thex — z plane. The movie is saturated
at1.5 x 10° ergs cn? s,

e magnet48bg.yz.mpg
Energy dissipationg), (integrated inr) viewed in they — z plane. The movie is saturated
at1.5 x 10° ergs cn? s~ 1,

e magnet48bg_xz nulls.mpg
Energy dissipation, (integrated iry) viewed in ther — z plane, with null points (yellow
stars). The movie is saturatediaf x 10° ergs cnt? s,

e magnet48bg_yz nulls.mpg
Energy dissipationg, (integrated inz) viewed in they — z plane, with null points (yellow
stars). The movie is saturatediaf x 10° ergs cnr? s,

e magnet48bg xz log.mpg
Logarithm of energy dissipationd), (integrated iny) viewed in thex — z plane.

e magnet48bg.yzlog.mpg
Logarithm of energy dissipationd), (integrated inx) viewed in they — z plane.

e magnet48bg xz log_nulls.mpg
Logarithm of energy dissipatior), (integrated iny) viewed in thex — z plane, with null
points (yellow stars).

e magnet48bg_yzlog_nulls.mpg
Logarithm of energy dissipatiorg), (integrated inz) viewed in they — z plane, with null
points (yellow stars).
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e magnet48bv_xy_nulls.mpg
Magnetofrictional velocity squared;?, (summed inz) viewed in thex — y plane, with null
points (yellow stars). The movie is saturated®at km? s=2 ((9.2 km s1)2).

e magnet48bv_xzlog_nulls.mpg
Logarithm ofv? (integrated iny) viewed in thex — z plane, with null points (yellow stars).

e magnet48bv_yz log_nulls.mpg
Logarithm ofv? (integrated inr) viewed in they — z plane, with null points (yellow stars).

e magnet48v_xy_nulls.mpg
For the 0 G simulation: Magnetofrictional velocity squaled) (summed inz) viewed in
the z — y plane, with null points (yellow stars). The movie is satachft85.3 km? s—2
(9.2 km s 1)2).

e magnet48v_xzlog_nulls.mpg
For the 0 G simulation: Logarithm of? (integrated iny) viewed in thex — z plane, with
null points (yellow stars).

e magnet48v_yzlog_nulls.mpg
For the 0 G simulation: Logarithm of? (integrated inz) viewed in they — z plane, with
null points (yellow stars).

e magnet48h_xy_bz.mpg
Current density squaregf, (integrated irz) viewed in ther — y plane, with contours oB,
atz =0Mm.

e magnet48h _xzlog_nulls.mpg
Logarithm ofj? (integrated iny) viewed in ther — z plane, with null points (yellow stars).

e magnet48_yz log_nulls.mpg
Logarithm ofj? (integrated inx) viewed in they — z plane, with null points (yellow stars).
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Carrot Cake

For the cake:

e 10 0z/315 g caster sugar

e 8 fl 0z/250 ml sunflower oil

e 3 eggs

e 60z/185¢

e 11 tsp baking powder

e 11 tsp ground cinnamon

e 1 tsp ground cloves

e 1 tsp seasalt

e 8 0z/250 g carrots, grated finely

e 4 0z/ 125 g walnuts, finely chopped

1. Preheat oven tb80°C/350°F/Gas 4. Line a round cake tin with buttered greaseproofipape
2. Mix the sugar and oil together in a large bowl, beating witvooden spoon.
3. Break in the eggs, one at a time, beating each until it idganzated.

4. Sift the flour into another bowl with baking powder, cinmamcloves and salt. Add spoon-
ful by spoonful to the first mixture, continuing to beat.

173



Appendix D. Carrot Cake 174

5. Finally, stir in the carrots and nuts.

6. Spoon the mixture into the cake tin and bake7or 80 min until cooked.

For the cream cheese frosting:

e 3 0z/90 g cream cheese
e 11 0z/45 g unsalted butter

e 3 tbsp caster sugar

1. Beat the cream cheese until smooth.

2. Add the butter, cut into small bits at room temperaturesiay into the cheese until
blended.

3. Stirin the sugar, beating until smooth.

4. When the cake has cooled, spread the frosting over the top.
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