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ABSTRACT

Discourse coherence relates to the way that a monologue or dialogue is organized
so that it is a coherent entity, instead of a random collection of clauses or sentences.
As such, coherence represents an important aspect of text quality.

Existing discourse frameworks differ considerably in discourse segmentation,
discourse relation taxonomies, and assumptions about structural representation.
Despite superficial discrepancies, the frameworks may be related. How existing
discourse frameworks are related with each other has been an open research
question.

Discourse-level analysis is typically concerned with discourse relations. These
relations describe the link with which two textual segments are associated with
each other and they form an integral part in discourse frameworks, such as the
Rhetorical Structure Theory (RST) and the Penn Discourse Treebank (PDTB).
The present research begins by addressing the problem of discourse relation
alignment. Existing empirical studies face the challenge of differences in discourse
segmentation. To overcome the hurdle, a neural approach is proposed, which is
based on label embedding techniques, and the relationship between discourse
relations can be obtained automatically by comparing the learnt label embeddings.
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1CHAPTER ONE

INTRODUCTION

1.1 Background

Discourse relates to the way that a monologue or dialogue is organized so that it
is a coherent entity, instead of a random collection of isolated clauses or sentences.
As such, coherence represents an important aspect of text quality:

John took a train from Paris to Istanbul. He likes spinach.1

Jane took a train from Paris to Istanbul. She had to attend a conference.

Although the two texts appear similar and contain sentences that are both
syntactically correct and semantically sound, the first text is more difficult to
comprehend than the second.

Different from conventional tasks in natural language processing (NLP), such as
syntactic parsing or semantic parsing, discourse processing focuses on information
beyond single sentences. The information can be utilized as a complement to
sentence-level processing, such as clarifying a pronoun, or for combining sentence-
level units into larger chunks (Stede, 2012), yielding a whole that is greater than
the sum of its parts (Fetzer, 2014).

Discourse typically involves the interplay of multiple information sources. Posi-
tion, order, adjacency and context of linguistic units all contribute to the formation
of coherence (Webber and Joshi, 2012). Similar to other linguistic phenomena,
ambiguity is not rare at the level of discourse. In many cases, more than one

1An example illustrating the role of discourse, from Hobbs (1979).
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1. INTRODUCTION

interpretation is possible for the same textual segment, as in the following
example2:

Small businesses say a recent trend is like a dream come true: more-
affordable rates for employee-health insurance, initially at least. But
then they wake up to a nightmare.3

With the explicitation of ”but“, it does not take much effort to infer that a
comparison relation exists between the two sentences. However, with the word
”then“, a temporal relation is also perceivable.

Apart from the ambiguity of language, a text is often used for a particular purpose
of communication, such as for illustration, for persuading readers, or for informing
readers of the development of an event, which may influence the way that text
segments are ordered and structured. One can easily notice the differences
between an argumentative essay and a user manual for a product. Moreover,
under different genres, information is typically unfolded in different ways in
conformance with stylistic conventions. For instance, a news article tends to show
the most important message at the beginning and give background information
later, which stands in contrast with a novel, which generally places background
information in the beginning.

Considering all these factors, discourse is a linguistic phenomenon that is intricate
and challenging to capture. The elusive nature of discourse gives rise to varied
assumptions and models of discourse, ranging from the model by Grosz and Sidner
(1986), which is characterized by three separate but interrelated components of
discourse: linguistic structure, intentional structure and attentional structure, the
Linguistic Discourse Model (LDM) by Polanyi (1988), which takes a rule-based
approach to discourse parsing, the lexicon-based cohesion model by Halliday
and Hasan (1976), the entity-based local coherence model by Barzilay and Lapata
(2008), the Centering theory (Grosz et al., 1995), to various coherence-relation-
based discourse models, such as the Rhetorical Structure Theory (RST) (Mann and
Thompson, 1988), the Penn Discourse Treebank (PDTB) (Webber et al., 2003)4, and
the Segmented Discourse Representation Theory (SDRT) (Asher and Lascarides,

2Inspired by Webber and Joshi (2012) and Webber (2019).
3wsj_0518, following the way of representing IDs of Wall Street Journal articles in PDTB, which

will be introduced later.
4The name of the corpus is conventionally used to refer to the PDTB framework.
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1.1. Background

2003), and the Question Under Discussion (QUD) framework (Roberts, 2012; Onea,
2016), where discourse structure is organized based on the implicit questions
answered by discourse units5, and so on6.

Discourse-level analysis is typically concerned with discourse relations (Ruther-
ford and Xue, 2015). These relations describe the semantic or logical links with
which two textual segments are associated with each other. Consider the example
at the beginning of this chapter. In the text about Jane’s activities, one can easily
infer a logical connection between the two sentences. In contrast, it is far-fetched
to relate the two statements “John took a train from Paris to Istanbul” and “He
likes spinach”, because no plausible relations seem to exist between them.

Discourse relations form an integral part of coherence-relation-based discourse
models. Even though discourse models may have different assumptions and
focus on different aspects of discourse, they could come to similar findings in
terms of discourse relations. The following example shows RST-style annotation
and PDTB-style annotation for the same text (The original text is “the acquisition
should be completed by December after a definitive agreement is completed and
regulatory approval is received”, a segment taken from a news article):

5A detailed introduction to this framework is shown in Chapter 5.
6Chapter 2 gives a detailed account of these discourse theories, models or frameworks, which

are terms used interchangeably in this thesis.
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1. INTRODUCTION

Figure 1.1: RST-style annotation for a part of the article from wsj_0635. The boxes
around the textual segments are for illustrative purpose, showing the boundaries of
elementary discourse units (EDUs). The horizontal line over the two lowest EDUs
indicates a span/complex discourse unit (CDU) formed by two EDUs, which is further
connected with an EDU (leftmost textual segment) through a temporal relation. The list
relation is symmetric, which means that both EDUs are equally important, while the
temporal relation is asymmetric, with the arrow head pointing to the nucleus EDU, i.e.,
the semantically more important EDU.

The PDTB-style annotation for the same text is7:

• the acquisition should be completed by December after a definitive agreement
is completed and regulatory approval is received. (explicit, sense label:
Temporal.Asynchronous.Succession)

• a definitive agreement is completed and regulatory approval is received.
(explicit, sense label: Expansion.Conjunction)

The two relations in RST-style annotation, temporal and list, resemble the two
relations identified in PDTB-style annotation, Temporal.Asynchronous.Succession
and Expansion.Conjunction, even though the labels assigned under the two
frameworks are not the same.

The intuition that different discourse frameworks are related despite surface
differences has been applied to computational experiments on RST parsing (Braud

7Interpretation of the annotation: The label explicit denotes that the relation is explicitly marked.
In the example, the first relation is marked by the word after and the second is marked by and.
The two arguments are shown in different styles. The sense label Temporal.Asynchronous.Succession
means that the Level-1 sense is Temporal, the Level-2 sense is Asynchronous, and the Level-3 sense is
Succession, following the sense hierarchy in PDTB 3.0 (Webber et al., 2019).

4



1.1. Background

et al., 2016) and PDTB Level-1 (L1) implicit relation classification (Liu et al., 2016).
These two studies use multi-task learning to incorporate data annotated under
different frameworks, so that the main task can benefit from the training signals of
a related task, which represents a way of increasing training data for discourse
relation classification. An issue with this approach is that the systematic correlation
between relation taxonomies of different discourse frameworks remains poorly
understood.

As discourse annotation is a demanding task, discourse corpora are generally
small, which is challenging for developing computational means for discourse
processing. Since different discourse frameworks provide distinctive but not
incompatible perspectives of discourse phenomena, the interoperability and
integration of different discourse models has been a topic of interest for a long
time (Bunt and Prasad, 2016; Benamara and Taboada, 2015; Sanders et al., 2018;
Chiarcos, 2014). Research in this direction can be used to improve understanding
of discourse phenomena and discourse models. For example, in the enhanced
version of RST proposed by Zeldes et al. (2024), more relations are added based
on studies of signals of discourse relations and insights from PDTB. Moreover,
annotations from other frameworks may provide a reference for checking the
quality of annotation under a certain framework. For example, the PDTB-style
annotation for two consecutive sentences from wsj_0641 is:

The company said it will move the storage and cross-blending operations to a
site 23 miles northeast of Las Vegas to distance the operations from residential
areas. Ammonium perchlorate is an oxidizer that is mixed with a
propellant to make rocket fuel used in the space shuttle and military
rockets. (NoRel)

The label NoRel means that no relations can be inferred between the two sentences.
However, as shown by Figure 1.2, it can be seen that there is a relation Reason
connecting the last infinitive verb phrase of the first sentence with the second
sentence in RST annotation, which is an error, because the infinitive verb phrase
follows the preceding sentence more closely. The incorrect attachment of the EDU
may influence the interpretation of the relation between the two sentences in
RST-style annotation.
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Figure 1.2: RST-style annotation for a PDTB instance of NoRel relation.
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1.1. Background

Moreover, if systematic relationship between discourse frameworks can be
uncovered, it is possible to integrate discourse corpora effectively to increase
the data amount for developing automatic systems. However, in contrast with
the multi-task learning approach, most of the studies in this strand are theoretical,
although it is believed that a good way to test the usefulness of the proposed
methods is to merge different corpora based on the methods and apply the data
in computational experiments to see whether the increased size of data improves
the performance (Benamara and Taboada, 2015). Demberg et al. (2019) try to
validate existing proposals for integrating discourse frameworks against annotated
data. One of their research purposes is to enable joint usage of discourse corpora
annotated under different frameworks for computational purposes.

This thesis continues with this research question and explores ways of using
existing discourse corpora annotated under different frameworks together, with a
focus on computational approaches. Integration of different discourse representa-
tions is a broad topic. Apart from the investigation of the relationships between
discourse relations of different frameworks, there are other research questions,
such as exploring ways to improve one framework with the insights offered by
another framework. An example is the study by Zeldes et al. (2024). Motivated by
the insights from the PDTB framework, the empirical study by Liu et al. (2023) and
studies on relation signalling (Das and Taboada, 2018), more relations are added
to RST representation, and a graph structure is constructed, which represents a
theoretical development of the RST framework. Other frameworks for discourse
representation can also be investigated, such as the QUD approach, which receives
increasing attention over the years (Ko et al., 2022; Westera et al., 2020; Ko et al.,
2023; Wu et al., 2023b, 2024) owing to its potential in converting discourse parsing
into a question answering task, making it easy for large language models (LLMs)
to process discourse information. Riester et al. (2021) investigate the possibility of
using this framework for combining different discourse representations.

Among coherence-relation-based discourse models, RST, PDTB and SDRT are
widely used for annotating discourse corpora in different languages. SDRT focuses
on the role of rhetorical relations in enriching dynamic semantics, and it has been
applied to annotate discourse structure of multi-party dialogues, such as the STAC
corpus (Asher et al., 2016) and the Molweni corpus (Li et al., 2020), where discourse
structure is too complex to be covered by trees. RST and PDTB have been primarily
used to annotate monologues, represented by the RST Discourse Treebank (RST-
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DT) (Carlson et al., 2001) and the Penn Discourse Treebank (PDTB) (Prasad et al.,
2008, 2018), respectively. The two discourse corpora have an overlapping section
of the Wall Street Journal articles from the Penn Treebank (Marcus et al., 1993). As
the focus of this thesis is computational means, RST and PDTB are chosen in all
the computational experiments to reduce the confounding effect of domain shift
caused by differences in language and genre.

1.2 Research Questions

As outlined in the previous section, within the broader topic of integrating
discourse frameworks, this thesis focuses on exploring approaches to enable
the joint use of data across different frameworks and addressing some limitations
identified in existing mainstream discourse frameworks based on insights from
the other frameworks.

The research questions can be summarized as follows:

1. As discourse relations play a pivotal role in mainstream discourse frameworks,
previous research efforts on understanding the relationships between dis-
course frameworks are directed towards the alignment of discourse relation
taxonomies. The availability of corpora annotated in different frameworks in
parallel spurs data-driven methods to investigate the research question (Dem-
berg et al., 2019; Bourgonje and Zolotarenko, 2019; Scheffler and Stede,
2016). However, different criteria in discourse segmentation hinder systematic
studies, as shown by the semi-automatic algorithm proposed by Demberg
et al. (2019). Even if the strong nuclear hypothesis (Marcu, 2000)8 can be used to
alleviate the problem, there are still many ambiguous cases and the method
works on limited data. Moreover, despite the claim of testing the methods for
aligning relation taxonomies extrinsically (Benamara and Taboada, 2015), no
empirical results have been reported.

—Can the relationship between different relation taxonomies be learnt auto-
matically? How could the alignment of discourse relations be used?

2. If relabeling data based on alignment rules and simply combining data from
different frameworks does not work effectively for enabling joint use of
data across different frameworks, are other approaches possible? Existing
8A detailed explanation is provided in section 2.6.1.4.
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literature contains a number of studies that provide theoretical analysis of the
relationship between relation taxonomies. Are these studies useful?

—What are efficient ways of discourse processing across different frameworks?

3. RST captures deep discourse structure, while PDTB focuses on local discourse
relations. An emerging approach in discourse parsing is based on the QUD
framework. Although each framework has its advantages, they also present
challenges and theoretical limitations.

—Is it possible to combine the advantages of the frameworks while addressing
some of their limitations?

1.3 Research Statements and Contributions

An important strand of research on the interoperability of discourse frameworks
focuses on the relationships between discourse relation taxonomies employed by
different frameworks (Hovy and Maier, 1992; Bunt and Prasad, 2016; Benamara
and Taboada, 2015; Chiarcos, 2014). As can be seen from the examples of RST-
style and PDTB-style annotations shown in section 1.1, while the two frameworks
differ considerably in structural organization9, the relations that connect pairs of
discourse units may be related.

Building on this line of work and considering the central role that discourse
relations play in mainstream frameworks such as RST, PDTB and SDRT, this
thesis begins by investigating the relationships among relation taxonomies
across different discourse frameworks. Thanks to the availability of discourse
corpora annotated in different frameworks in parallel, researchers have been able
to validate theoretical insights on real data (Demberg et al., 2019). However, some
challenges remain. For instance, these data-driven methods tend to be limited,
as they often rely on string matching to align discourse units before identifying
potentially related discourse relations. Different frameworks adopt varying rules
for discourse segmentation; for example, RST and SDRT typically treat clauses
as basic discourse units, while PDTB considers semantically motivated abstract
objects (such as propositions, events, or claims) as discourse units. As a result,
aligning discourse units can be challenging and is feasible only on a limited

9RST uses trees to represent discourse structure, while PDTB does not annotate high-level
discourse structure. The differences are highlighted in Chapter 2.
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amount of data. The study by Demberg et al. (2019) presents a method to address
this challenge by leveraging the notion of nuclearity in RST, enabling coverage of
discourse units that are not adjacent in the original text but can be connected along
the nuclearity path over RST trees. However, their work also reveals numerous
cases where discourse unit alignment is uncertain, and even when alignment of
discourse units is achieved, manual inspection is needed to identify correct relation
mappings. This is because in PDTB, more than one relation can be annotated for
the same pair of discourse units, whereas RST, owing to its theoretical constraint
of using trees to represent discourse structure, allows only one relation to be
annotated. This thesis tries to overcome the challenges posed by different
criteria of discourse segmentation and proposes an automatic method to learn
the alignment of relation taxonomies. Experimental results show that the method
achieves slightly higher performance than that based on the approach proposed
by Demberg et al. (2019).

One aim of mapping discourse relation taxonomies across different frameworks
is to increase the amount of data available for discourse processing. This thesis
presents experimental results demonstrating how to use relation mapping for data
augmentation and the performance that can be achieved based on the alignment
of discourse relations. The results indicate that, even when relation taxonomies
are aligned, simply relabeling data based on alignment rules and combining data
from different frameworks does not yield performance gains over using data from
a single framework. This finding highlights the need for research on more effective
methods for data augmentation across frameworks.

In existing studies, another approach to facilitating interoperability among dis-
course frameworks is to decompose discourse relations into primitive dimensions,
forming a platform-agnostic basis for representing discourse relations across
frameworks (Sanders et al., 1992). Although different frameworks use varied
relation taxonomies, this decompositional approach allows for the joint use of
data from different frameworks to train these primitive dimensions. The predicted
dimensions can then be applied for discourse relation classification. The UniDim
proposal proposed by Sanders et al. (2018) represents a theoretical effort to expand
the Cognitive approach to Coherence Relations (CCR) framework (Sanders et al.,
1992, 1993) as an interlingua for representing discourse relations. Following
this line of thought, this thesis explores methods for applying the UniDim
proposal in cross-framework discourse relation classification. Experimental

10



1.3. Research Statements and Contributions

results suggest that the UniDim proposal is effective in facilitating discourse
processing across different frameworks.

While mainstream discourse frameworks are generally grounded in discourse
relations and are widely used for creating corpora and developing computational
systems, they are subject to theoretical limitations. For example, RST conflates
intentional, semantic and textual relations into a single tree representation (Stede,
2008b), while PDTB focuses solely on local semantic relations (Webber, 2004).
Compared with RST and PDTB, where discourse relations are encoded by senses
such as “Contrast” and “Elaboration”, the QUD framework assumes that discourse
units provide answers to some implicit questions, with discourse structure shaped
by the relationships between these questions. By encoding discourse relations
in free-form questions, this approach allows annotators to bypass the need to
familiarize themselves with fixed-term representations of discourse relations
predefined by experts in discourse annotation projects. Moreover, as question
answering is a widely studied NLP task (Kamalloo et al., 2023), the QUD frame-
work has the potential to transform discourse parsing into a question-answering
(QA) task, which may explain its increasing prominence in the computational
linguistics community, especially with the advent of large language models (Raffel
et al., 2020; Brown, 2020). However, incorporating discourse structure within the
QUD framework remains challenging, as evidenced by the low inter-annotator
agreement in annotating QUD trees (De Kuthy et al., 2018). This thesis explores
how the QUD framework can be leveraged to integrate different perspectives of
discourse representation, probably beyond mainstream discourse frameworks,
aiming to overcome some of the limitations identified in existing frameworks.
The model proposed by Van Kuppevelt (1993) is implemented, and high inter-
annotator agreement is achieved on naturally occurring texts, which suggests that
the model can be applied reliably. As sentences are taken as the basic discourse unit
for which a topic can be identified, to develop a full QA approach for discourse
processing, the method proposed by Pyatkin et al. (2020) is implemented for
intra-sentential level processing.

To sum up, the main contributions of the thesis include:

1. An automatic approach for learning the alignment of discourse relation tax-
onomies employed by different frameworks, for which intrinsic and extrinsic
evaluations are performed (Chapter 3).

11
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2. A platform-agnostic approach for discourse relation classification, which is
based on the theoretically motivated UniDim proposal (Chapter 4).

3. A new QUD model for integrating different perspectives of discourse represent-
ing, incorporating topic segmentation in discourse processing and arguably
achieving the multi-level analysis advocated by Grosz and Sidner (1986)
(Chapter 5).

1.4 Overview of the Dissertation

A short description of each chapter in this thesis is given below.

Chapter 1 provides the background of the research and introduces the topic of
the thesis, outlining the research questions to be addressed.

Chapter 2 reviews existing studies about discourse frameworks and research on
the relationship between discourse frameworks.

Chapter 3 focuses on the experiments of developing a fully automatic means of
learning the alignment of relation taxonomies for RST and PDTB.

Chapter 4 presents the experiments of applying the UniDim proposal in cross-
framework discourse relation classification.

Chapter 5 presents a study on combining deep discourse structure with shallow
discourse annotation.

Chapter 6 provides a general discussion and concludes the thesis.

12



2CHAPTER TWO

CHAPTER 2
LITERATURE REVIEW

2.1 Chapter Overview

As has been introduced briefly in Chapter 1, a text is not a simple collection of
isolated sentences. Sentences generally appear in a certain order and are connected
with each other through logical or semantic means to form a coherent whole. In
recent years, information beyond the sentence level has been attracting increasing
attention, and various studies have shown the benefits of incorporating discourse-
level information or coherence-related training objectives in NLP tasks, such as
text generation (Bosselut et al., 2018), language modelling (Iter et al., 2020; Lee
et al., 2020; Stevens-Guille et al., 2022), and summarization (Xu et al., 2020).

While Chapter 1 demonstrates the existence of various discourse frameworks, the
complex theoretical background of these frameworks necessitates a more detailed
description to provide sufficient foundational knowledge for the research topic.
This chapter presents an overview of discourse frameworks and previous studies
on the relationship between different discourse frameworks. The categorization of
discourse frameworks in Jurafsky and Martin (2023, Chapter 27) is adopted, but
reference may be made to other studies, such as Webber (2006), which analyzes
discourse frameworks from the perspective of the source of discourse relations in
terms of constituency and anaphoric dependency.

The review starts with some influential discourse frameworks other than the dis-
course frameworks in focus in this thesis, i.e. coherence-relation-based discourse
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frameworks represented by RST (section 2.6.1) and PDTB (section 2.6.2), with
the purpose of fostering a better understanding of the central issues discussed
in the thesis. Different from Jurafsky and Martin (2023), frameworks focusing
on global coherence are excluded, because greater text segments may involve
multiple discourse relations linked to items outside the textual segments, giving
rise to a different structure than discourse structure. Additionally, at the global
level of discourse, other factors such as genres and communicative purposes are
at play (Taboada and Mann, 2006), and analysis from these perspectives is more
informative than from the perspective of coherence relations.

2.2 Grosz & Sidner’s Model

The theory by Grosz and Sidner (1986) is one of those theories whose linguistic
claims about discourse are also computationally significant (Mann and Thompson,
1987). With this theory, it is believed that discourse structure is composed of three
separate but interrelated components: linguistic structure, intentional structure
and attentional structure.

The linguistic structure refers to the level of discourse segmentation. Words
or clauses may work together as a single textual unit to achieve a function in
discourse. These textual units are discourse segments. Two consecutive utterances
can be in the same discourse segment, but it is also possible that they belong
to different discourse segments, and non-consecutive utterances can belong to
the same discourse segment. Moreover, discourse segments can be embedded to
reflect the requirements of the intentional structure, which is to be explained below.
These observations are shared in later discourse models, such as RST and SDRT,
and later studies also show that discourse segmentation influences inferences and
relations that can be attached (Demberg et al., 2019; Carlson et al., 2001; Asher and
Lascarides, 2003).

The intentional structure captures the purposes of discourse segments and the
purpose of discourse, the former being referred to as discourse segment purposes
(DSPs) and the latter being called discourse purpose (DP). In Grosz and Sidner
(1986), it is believed that although discourse participants may have more than one
aim in engaging in a discourse, only one of these purposes is foundational, and
one intention can be specified for a discourse segment. This position is also taken
in RST. Grosz and Sidner (1986) notice that this assumption may be too strong, but
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they take it to be a convenient step to formulate the theory. DSPs contribute to the
achievement of DP, and DSPs may be structurally related to each other: if DSP1
provides partial satisfaction of DSP2, then DSP1 contributes to DSP2 or DSP2
dominates DSP1, thus giving rise to a hierarchy of intentions. If the order in which
the DSPs are satisfied is important for discourse participants, when DSP1 must be
satisfied before DSP2, it forms a case that DSP1satisfaction-precedes DSP2. Grosz
and Sidner (1986) mention explicitly that no finite lists of discourse purposes exist,
but they give some broad categories of such intentions.

The attentional structure records the salience of entities, properties or relations
during the development of discourse and therefore, it is a dynamic structure,
with different entities gaining prominence at different periods. It is modeled by
associating each discourse segment with a focus space, which contains the salient
entities, properties, relations and DSP of that segment. A stack can be used to
simulate the functioning of this structure: when the DSP for a new discourse
segment contributes to the DSP of an immediately preceding segment, the focus
space of the new discourse segment is pushed on the stack of the discourse,
and when the DSP contributes to some DSP higher in the dominance hierarchy,
for instance, DSPn of a discourse segment n contributes to DSPn-2 of a discourse
segment n-2, the focus spaces of the top two discourse segments need to be popped
before the focus space of the new discourse segment n is pushed on the stack.
From the way the attentional structure operates, it can be seen that the attentional
structure is closely related to the intentional structure, but Grosz and Sidner (1986)
take pains to show that these two types of structure should not be conflated in an
adequate description of discourse structure.

These three aspects capture discourse phenomena in a systematic way, and other
discourse theories may be related to this theory in some way. For instance, the
Centering Theory (Grosz et al., 1995) (section 2.3) relates to the attentional state,
and RST (section 2.6.1) deals with the intentional structure.

2.3 Centering Theory and Entity-Grid Model

At different points of discourse development, different entities come into focus
and become salient, and this process influences the choice of referring expressions
in linguistic realizations. The Centering Theory studies the relationships between
focus of attention, choice of referring expressions and perceived coherence within a
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discourse segment, which suggests that the Centering Theory is built on the work
of Grosz and Sidner (1986) and studies the linguistic and attentional structures
and how the two levels constrain interpretation at separate levels.

With this theory, centers are defined as entities that link one utterance with other
utterances in the same discourse segment (Grosz et al., 1995). Each utterance
has a set of forward-looking centers and a single backward-looking center. For
a sequence of utterances, represented as U0, U1, U2, ..., Un, under a discourse
segment, the backward-looking center of U2 is connected with one of the forward-
looking centers of U1. The forward-looking centers are partially ordered based on
their relative prominence and the most highly ranked one, if it is realized in the
next utterance U2, becomes the backward-looking center of U2.

If the backward-looking center of an utterance U2 is the same as that of U1 and
this center is the most highly ranked element in the forward-looking centers of
U2, it forms a case of center continuation, because the center will likely be the
backward-looking center of U3. However, if the backward-looking center of U2

is the same as that of U1 but this center is not the most highly ranked element
in the forward-looking centers of U2, it forms a case of center retaining, because
although the backward-looking center of U1 is the same as that of U2, it is not
the most probable candidate as the backward-looking center of U3. The case of
center shifting refers to the situation where the backward-looking center of U2 is
not identical to that of U1.

As can be seen here, the ordering of forward-looking centers is important. It is
found from empirical data that the grammatical role is a relevant indicator, with
the subject being most likely to be the highest ranked forward-looking center of an
utterance, followed by object, and then other constituents. Grosz et al. (1995) show
that lower-ranked elements in forward-looking centers cannot be pronominalized
before higher-ranked ones, which reflects the constraint of centers on linguistic
realization.

Another important part of the theory concerns constraints on the movement of
centers. Two rules are proposed in Grosz et al. (1995). The first rule stipulates that
if any of the forward-looking centers of an utterance is realized with a pronoun
in the next utterance, the backward-looking center of the next utterance should
also be realized with a pronoun. This rule constrains the pronominalization of
utterances. The second rule specifies that center continuation is preferred over
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center retaining, which is preferred over center shifting. This rule reflects the
intuition that smooth transition between centers is conducive to local coherence1.

Inspired by the Centering Theory, Barzilay and Lapata (2005) propose the entity-
grid model for local coherence. The model is based on similar intuitions as the
Centering theory, for instance, entity distribution follows some regular patterns,
the salience status of an entity is often signaled by its grammatical function, and
continuation of entity is preferred over shifts of entity mentions when building
discourse coherence. However, different from the Centering Theory, which studies
transitions of centers inside a discourse segment, the entity-grid model captures
distributions of entities across the whole discourse and computes a coherence
metric for the whole discourse, even though the type of coherence it tries to
capture is still local coherence. The idea of the model is to represent entity
transitions in a text as a two-dimensional array, called entity grid, with the
rows representing sentences of a text, and columns representing entities, which
are classes of coreferent noun phrases. If an entity appears in a sentence, its
grammatical role is recorded in the corresponding cell of the grid. Similar to Grosz
et al. (1995), three grammatical roles are distinguished: subjects, objects and others,
and a probability is computed for transition between different roles in the corpus
based on the frequency of a role over the overall count of transitions from the role
to other roles.

2.4 Linguistic Discourse Model

The Linguistic Discourse Model (LDM) proposed by Polanyi (1988) represents a
formal model for discourse parsing. In this model, discourse is represented with a
tree structure, which is built recursively through sequencing and embedding of
discourse units, similar to RST. The basic discourse unit, or elemental discourse
unit, is generally a clause or one-word utterance, such as a false start in speech.
Different combinations of these elemental discourse units form varied types of
discourse constituent units (DCUs). A structural category discourse operator is defined
in LDM, which is a term referring to linguistic mechanisms that do not have
propositional content but serve to modify the force of discourse constituents, such
as connectives that link DCUs together. As LDM is intended to be a general
discourse model, linguistic phenomena of dialogues are taken into account, and

1Local coherence can be loosely interpreted as the coherence established between consecutive
or neighboring discourse segments.
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some discourse operators function to accommodate special features of speech
communication.

There are four types of DCUs: Sequence, where a DCU is created from arbitrarily
many constituents of the same type; Expansion Unit, where a DCU is constructed
by a clause and a subordinate clause that expands on it; Binary Structure, where
a DCU is formed by joining two DCUs with an explicit connector operator, such
as “because”; and Interruption, where one DCU is interrupted by intervening
materials. These patterns of combining clauses to form DCUs resemble schemas in
RST (section 2.6.1.2) but RST schemas are applicable to all the levels of tree nodes
while the types of DCUs here only describe how elemental discourse constituents
are combined to form a DCU.

With LDM parsing, these DCUs are processed incrementally, a record is kept at all
times, specifying which discourse units have been processed, which have been
interrupted, and which are open for attachment for incoming new discourse units.
The Right Frontier Constraint (RFC) forms the structural constraint for LDM. With
RFC, a new DCU is attached to the parse tree as the rightmost constituent, and
the rightmost nodes at all the levels of the tree are nodes on the right frontier and
open for new attachment, irrespective of whether the nodes have been attached
to the tree with a coordination or subordination relation2. This principle restricts
access to previously parsed DCUs. An illustration of RFC is shown in Figure 2.1.

For the derivation of discourse relations, each DCU is designed to have a context
frame, which is a semantic frame that contains propositional information and
context information for interpreting a DCU. It provides a mechanism for deriving
relations between an incoming DCU and open nodes on the parse tree.

In addition, LDM takes communication purposes into consideration, and incorpo-
rates discourse structuring conventions for different types of communication as
constraints for discourse tree construction.

2A coordinating relation means that the segments connected by the relation are equally
important, and typical connectives include “and” and “in contrast”. In a subordinating relation,
one segment plays a central role while the other provides subsidiary information. A typical
connective is “because”.
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Figure 2.1: RFC illustrated, originally from Polanyi (1988). The rightmost nodes at all the
tree levels are open for attachment of new discourse units and the rest are closed.

2.5 Lexicon-Based Discourse Model

The theory proposed by Halliday and Hasan (1976) focuses on how various lexical
means are used to achieve cohesion3. These lexical means include:

1. reference: Reference is achieved by some words or phrases that cannot be
interpreted without reference to something else. Based on the entities that are
involved, it can be divided into different types, such as personal (e.g., “I”, “me”,
“my”), or demonstrative (e.g., “this”, “here”, “the”).

2. substitution: Substitution is similar to reference but the major difference is that
substitution is a relation in wording, rather than in meaning. Some words are
used to replace content words or clauses mentioned in the previous context to
avoid repetition. Based on the grammatical categories of the replaced items,
substitution may be divided into nominal (generally using “one”, “ones”, and
“same” for replacing a noun/nouns or a pronoun/pronouns), verbal (using
“do” to replace a verb, for example, “(a) Does she like the fruit? (b) I think she
does.”) and clausal (using “so”, “not”, etc. to replace a clause or sentence, for
example, “(a) Is your sister happy? (b) I think so.”).

3. ellipsis: Ellipsis means leaving a structural slot to be filled by the readers
3Loosely speaking, cohesion refers to links established through surface-level lexical or

grammatical devices, without involving deep inference.
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through inference, because the content inside is assumed to be known (Halliday
and Hasan, 1976, p. 143), for example, “The first article is about politics, and
the second, finance”.

4. lexical cohesion: Lexical cohesion is mainly achieved through reiteration,
including repetition of a lexical item, using a general word to refer to a
lexical item in the preceding context, and using synonyms, near-synonyms, or
superordinate terms for referring to lexicons in the preceding context.

5. conjunction: Conjunctions can be divided into additive, adversative, causal,
and temporal types.

As pointed out by Webber (2006), cohesion realized through the first four lexical
means is in essence anaphoric dependency, and conjunction is the only type that
can be related to discourse relations. Except for the last type, the lexicon-based
discourse framework remains under-explored. Studies that apply the intuitions of
the framework include those by Mesgar and Strube (2016) and Lei et al. (2021).

Mesgar and Strube (2016) focus on the fourth type of lexical cohesive device. For
two sentences S1 and S2, S1 followed by S2, they compute cosine similarities of
lexical items of the two sentences and take the highest value of cosine similarity
between words in S2 and words in S1 as the weight of semantic connection
between the two sentences. In this way, a text is modeled as a directed graph, with
sentences as nodes and the weights computed above as strengths of edges, and
the edges are directed to represent sentence order. A threshold may be set for edge
strengths to remove some edges. Larger subgraphs, i.e. subgraphs with a greater
number of nodes, can better capture structural relationships between sentences,
but they tend to suffer from sparsity. To tackle this challenge, the Kneser-Ney
smoothing method (Kneser and Ney, 1995) is adopted in their experiments. As is
pointed out by Lei et al. (2021), their method is based on cosine similarity of static
word embeddings and contextual information of words is not considered.

Lei et al. (2021) focus on identifying contrastive word pairs as a way of testing a
language model’s capability of capturing lexical coherence. A corpus is created
for this purpose. They compare the capabilities of static word embeddings and
contextualized word embeddings in this task. It is shown that contextualized
embeddings are more powerful. Bidirectional Encoder Representations from
Transformers (BERT) (Devlin et al., 2019) yield the best performance for this task,
but the overall accuracy only exceeds 70%, indicating that it is challenging to detect
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contexual contrastive word pairs. Furthermore, they compare the performances on
detecting contrastive word pairs that appear in the same sentence but in different
clauses and identifying contrastive word pairs from two adjacent sentences. Their
results indicate that the task is much easier when the word pairs are inside the
same sentence, and the advantage of BERT over static embeddings is greater in
this setting. Further experiments reveal that the improvement of BERT over static
embeddings is mainly attributed to its ability of recognizing repetitive patterns
that serve as clues for identifying such contrastive word pairs, for instance, “...lives
in happiness, ...lives in misery...”. The capability of BERT in modelling lexical
coherence is still limited.

2.6 Coherence-Relation-Based Discourse Models

Discourse models that are based on coherence relations derive the source of
coherence from the relations between textual segments.

2.6.1 RST

The main thesis of RST is presented in Mann and Thompson (1988) and Mann and
Thompson (1987), which can be summarized with three components: relations,
schemas, and structures.

2.6.1.1 Relations

Relations refer to links between two non-overlapping textual spans. Based on the
relative semantic salience of the two spans, relations can be symmetric, if both
spans are equally salient, or asymmetric, if one span provides central information
while the other plays a subordinate role. For an asymmetric relation, the span of
greater importance is called the nucleus and the other span is called the satellite.
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Figure 2.2: RST analysis of wsj_0624 from RST-DT. elab means elaboration, and conseq
denotes consequence. These are names of RST discourse relations.

An example of RST analysis of a text is shown in Figure 2.2. The RST graphic con-
vention introduced in Mann and Thompson (1988) is used, where the horizontal
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lines indicate intermediate textual spans formed by composition of lower-level
spans, and the vertical bars highlight the nuclei. The leaf nodes in the boxes are
EDUs and the arcs are discourse relations, with the arrowheads pointing to the
nuclei for asymmetric relations. Thus, the whole text is the span denoted by the
top horizontal line, which suggests that RST analysis aims at full coverage of the
text. The two spans of the relation same-unit4 are equally important, hence the
absence of arrowheads in the depiction of the relation.

The relations in RST are specified by four types of constraints: constraints on the
nucleus (N), constraints on the satellite (S), constraints on the combination of
the nucleus and the satellite (N+S), and constraints on the effect of the relation.
When a particular relation is determined, nuclearity analysis is also performed
as a natural by-product of this process, which is considered questionable in later
studies (Stede, 2008b; Taboada and Mann, 2006). Mann and Thompson (1988) show
that nuclearity forms a text structure organizing principle with deletion tests: if
the satellite parts are deleted, the gist of the text can still be captured, while if the
nuclei are deleted, the text becomes unintelligible.

Each relation must be defined in terms of constraints on the effect, which specify
why each span should be included and what function is to be achieved with this
relation. This focus on functions in the definition of relations forms one of the
differences between RST and PDTB. Mann and Thompson (1988) provide a list
of relations and their definitions with these four constraints. For instance, the
definition of the relation background is shown in Table 2.1:

constraints on N:
R won’t comprehend N sufficiently
before reading text of S.

constraints on
the N+S combination:

S increases the ability of R
to comprehend an element in N.

the effect: R’s ability to comprehend N increases.

Table 2.1: Constraints of background. R represents the reader of the text, as opposed to the
writer, which are roles deemed necessary for the analyst to make RST analysis of an text,
as described in Mann and Thompson (1988).

In Mann and Thompson (1988), it is believed that relations are not determined
based on morphological or syntactic signals, because no unambiguous signals
can be identified, which makes another difference between RST and PDTB. The

4Strictly speaking, same-unit is not a typical discourse relation, because the purpose of
introducing this relation is to link some embedded discourse units. The example here is merely for
illustrating the notion of symmetric relations.
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proposed RST relations are grouped based on their resemblance, and the relations
can be further grouped into two broad classes: subject matter relations and
presentational relations, the former concerning the semantic or ideational relations
and the latter focusing on intended effects. Moore and Pollack (1992) elaborate on
this division and propose parallel annotations of these two types of relations.

Although the order of N and S for the relations is not specified in the definitions,
some patterns emerge, for example, for the background relation, S normally appears
before N, while for the purpose relation, N typically appears before S. Mann and
Thompson (1988) point out that if a non-canonical order happens to appear, i.e. N
before S for background, the text quality can be improved by reversing the order
most of the time.

The relations proposed by Mann and Thompson (1988) are not meant to be a fixed
set and they can be extended and modified to suit the needs for analyzing specific
data. Nevertheless, later studies tend to treat these relations as a fixed taxonomy.

2.6.1.2 Schemas

Schemas are abstract patterns defined by textual spans, relations that apply to the
spans, and how the textual spans form a structure, outlining how textual spans
co-occur with each other. Figure 2.3 shows the five schemas in RST. The other
schemas not shown follow the circumstance schema, where two textual spans are
connected by one relation, characterized by a nucleus and a satellite. The schemas
are named based on the relations applied. The contrast schema has two and only
two nuclei, the joint schema contains two or more nuclei, the sequence schema has
two or more nuclei and a succession relation holds between adjacent nuclei, and
the motivation+enablement schema is characterized by a shared nucleus between
two sets of adjacent span pairs.

2.6.1.3 Structures

To make RST analysis, the text is first segmented into basic units. Mann and
Thompson (1988) choose clauses as basic units to keep this step theory-neutral.
Following this step, the analyst has to determine which relation holds, and then
applies the schema. Schema application yields complex discourse units. The
step of analyzing text structure is constrained by four principles: completedness,
which means that the entire text should be covered in the analysis; connectedness,
which specifies that except for the span covering the whole text, each span should
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circumstance
contrast

joint

motivation enablement
sequence sequence

Figure 2.3: Five schemas in RST, originally from Mann and Thompson (1988).

be either a terminal or a constituent of a schema; uniqueness, which means that
a single schema application is applied to a set of textual spans; and adjacency,
which requires that the textual spans of each schema application form a continuous
textual span. With these constraints, the final product of RST analysis is guaranteed
to be a single tree.

Mann and Thompson (1988) stress that the adjacency requirement can be relaxed so
that texts of different genres can be analyzed, and like the other types of linguistic
analysis, multiple RST analyses of a text are possible. Although this point of
view is endorsed in the development of computational means for RST parsing,
only the discourse tree with the highest probability is retained (Marcu, 1997).
Additionally, discourse markers are used extensively for identifying discourse
relations in Marcu (1997), which deviates from the original assumption in Mann
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and Thompson (1988) but yields high accuracy.

2.6.1.4 Strong Nuclearity Hypothesis

Marcu (1996) finds that the four principles for constraining text structure are
not sufficient, because compositionality of textual spans is not specified, which
gives rise to ambiguity at higher levels of span aggregation during the process of
constructing an RST tree. Inspired by the observation of using nuclearity as a text
organization principle in Mann and Thompson (1988), Marcu (1996) proposes the
strong nuclearity hypothesis, which means that for a large span with two composite
spans, the relation that holds between the two composite spans should also hold
between the nuclei of the two spans. Take the example from Marcu (1996) for
illustration:

[No matter how much one wants to stay a non-smoker,]1[the truth is
that the pressure to smoke in junior high is greater than it will be any
other time of one’s life.]2[We know that 3,000 teens start smoking each
day,]3[although it is a fact that 90% of them once thought that smoking
was something that they’d never do.]4

Suppose a set of relations, Rs, which hold between spans [1]-[4], can be identified
(the nuclearity of each relation is shown as (N(ucleraity): span id):

• justification (1, 2) (N: 2)

• justification (4, 2) (N: 2)

• evidence (3, 2) (N: 2)

• concession (3, 4) (N: 4)

• restatement (4, 1) (N: 1)

As adjacent EDUs 1 and 2 are linked by a relation, the two EDUs can be aggregated,
and similarly, adjacent EDUs 2 and 3, and EDUs 3 and 4 can be aggregated into
larger spans. Thus, multiple structures are possible, which are shown in Figure 2.4.

The structure in d) involves a schema evidence+concession, which is not possible
based on Mann and Thompson (1988), hence discarded in further analysis. In
a), for a span S1-4 formed by the aggregation of two spans S1-2 and S3-4, if the
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Figure 2.4: Possible structures, originally from Marcu (1996).

nucleus of S1-2 is EDU 2 and the nucleus of S3-4 is EDU 4, the relation that holds
between S1-2 and S3-4 should also hold between EDU 2 and EDU 4. Therefore, the
relation that links S1-2 and S3-4 should be justification, and the analysis shown in
a) is correct. In b), the structure is similar to a). However, the relation evidence
that holds between EDU 3 and EDU 2 cannot be applied when S1-2 and S3-4 are
aggregated into S1-4, because EDU 3 is not the nucleus of S3-4.

When the tree is built recursively from the bottom up, the nucleus of each span
is recorded with a property called promotion set to facilitate span aggregation at
higher levels. The promotion sets of leaf nodes, i.e. EDUs, are EDUs themselves,
and the promotion sets of intermediate spans are formed by the union of the
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promotion sets of their immediate nuclei spans/EDUs. Hence, a span can be
characterized by three properties: a promotion set, a relation, and a nuclearity
status.

Span Promotion set Relation Nuclearity
1 1 leaf S
2 2 leaf N
1-2 2 justification N
3 3 leaf S
1-3 2 justification N
4 4 leaf S

Table 2.2: Illustration of span properties with the case shown in Figure 2.4 c).

An example is shown in Table 2.2, which is based on the structure shown in
Figure 2.4 c). The leaves, i.e. EDUs have themselves as promotion sets. The span
1-2 has EDU 2 as nucleus, and it is aggregated with EDU 3 to form a larger span
1-3. To determine the promotion set of span 1-3, one first identifies its nucleus, i.e.
span 1-2, and takes the promotion set of this span.

The notion of strong nuclearity hypothesis is employed in later studies (Demberg
et al., 2019), which is a related work in Chapter 3 and will be discussed in greater
detail in section 2.7.

2.6.1.5 Controversy over Nuclearity

The strong nuclearity hypothesis is even questioned by Marcu (1998) himself when
nuclei are used for summarization. Marcu (1998) shows that the nuclei alone are
insufficient to create high-quality summaries and importance weighting based
on tree-depth and span adjacency is needed. For some relations, satellites are as
important as nuclei, and for some multi-nuclear relations, only the first nucleus is
important. In some cases, the satellites are considered more important than nuclei
by human judges in the extractive summarization task.

Similarly, Stede (2008b) discusses problematic cases with the notion of nuclearity.
He points out that nuclearity assignment is determined not only by semantic
salience but also by referential and/or thematic continuity, because when a clause
introduces an entity that becomes a referent in the next clause, it is reasonable for
the clause to be assigned a nucleus status. As a result, although some relations
tend to have a canonical order of nucleus and satellite, this is often only a pattern,
and when the linear order of textual spans is changed, because of the need for
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thematic continuity, the result of nuclearity assignment may be different for the
same relation. Moreover, if nuclearity assignment is deemed a must in choosing a
relation, when more than one relation is possible, the annotators may choose the
one whose nucleus assignment makes it easy to build the tree structure, rather
than the most suitable coherence relation. Based on established observations that
coherence is created from multiple sources of information (Grosz and Sidner,
1986), Stede (2008b) proposes multi-layer annotation so that a comprehensive
picture of discourse can be obtained for further studies.

2.6.1.6 Controversy over Single Layer Representation

As discussed above, Stede (2008b) represents one of those proponents of multi-
layer discourse annotation to ameliorate the issues of RST analysis. When working
on a project on creating a dialogue system, Moore and Pollack (1992) find that
generating answers to follow-up questions cannot be sufficiently addressed by
RST representations. They take issue with the single tree representation postulated
in RST and suggest simultaneous representation of informational and intentional
relations, which correspond to subject matter relations and presentational relations
in RST, respectively. However, there is no fixed one-to-one mapping between these
two types of information, and structures at the two levels are isomorphic. These
reasons make simple fixes to RST, such as representing each relation with two types
of relation labels, futile. However, as indicated in Stede (2008b), the assumption
of coexistence of two types of information is too strong, and under-specification
for one type of information may be needed when another type of information is
clearly more pronounced. Furthermore, Stede (2008a) points out that systematic
ambiguity at these two levels does not occur so frequently as to warrant full
annotation at both levels.

When tackling a task of generating descriptive texts that are characterized by a
sequence of entities introduced one after another and elaborated on later5, Knott

5An example is given in Knott et al. (2000):

• (1) In the women’s quarters the business of running the household took place.

• (2) Much of the furniture was made up of chests arranged vertically in matching pairs (. . . ).

• (3) Female guests were entertained in these rooms, which often had beautifully crafted
wooden toilet boxes with fold-away mirrors and sewing boxes, and folding screens, painted
with birds and flowers.

• (4) Chests were used for the storage of clothes . . . .

The “chests” are introduced in (2) but elaborated on in (4).
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et al. (2000) identify some cases where the properties of RST analysis, i.e.
compositionality, continuous constituency and single-tree representation, cannot
be supported. They attribute the problem to the elaboration relation, which is
essentially an entity-based relation and does not allow any embedding. They find
that the special case with elaboration can be accounted for by an entity-chain model
interleaved with RST trees minus the elaboration relation, where the entity-chains
represent the global focus structure and RST trees encode local rhetorical relations.
Figure 2.5 shows the model.

Figure 2.5: The RST model based on entity-chains proposed by Knott et al. (2000). ECn
denotes the entity-chains. The rectangles represent atomic RST trees and the triangles
represent non-atomic RST trees. If an entity is introduced first and elaborated on later,
a directed arc is used to show this relationship. These arcs do not have to link adjacent
segments, as shown by the arc linking EC4 and EC2, and edge crossings are allowed.

Different from Stede (2008b) and Moore and Pollack (1992), the approach taken
by Knott et al. (2000) does not assume the simultaneous effects of multiple sources
of information. Another distinctive feature of the model proposed by Knott et al.
(2000) is that coherence at higher levels is achieved by reiteration of the proposition
in focus, or normalization of the proposition, or discourse deixis, diverging from
RST, which posits that the same set of relations can be applied to textual spans of
arbitrary sizes.

2.6.1.7 Controversy over Tree Structure

If there is a need for multi-layer annotation, it may suggest that a tree structure is
inadequate for discourse representation. Webber (2006) and Knott et al. (2000) sug-
gest combining trees with other mechanisms, allowing some non-tree structures
to be accommodated.

Wolf and Gibson (2005) propose using a chain graph for discourse representation.
In this structure, directed arcs represent asymmetric discourse relations and
undirected arcs represent symmetric relations. They annotate a corpus with
texts collected from the Wall Street Journal (WSJ) and the AP Newswire, with a
total of 135 texts, known as the Discourse Graphbank and released on Linguistic
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Data Consortium6. They choose clauses as basic discourse units. Adjacent basic
discourse units are allowed to be grouped based on two criteria: having the
same attribution source, and being about the same topic. These groupings allow
hierarchical structures to be formed, but compared with RST, the hierarchical
structures are limited since only specific kinds of groupings are allowed.

In their experiments, the relation set proposed in Hobbs et al. (1985) is adopted,
with some modification, and the relations include asymmetric relations, such
as cause–effect, condition, violated expectation, elaboration, example, generalization,
attribution, and temporal sequence, and symmetric relations, including similarity,
contrast and same. When determining a relation, a procedure of explicitating
relations is adopted to facilitate the process, and if no conjunctions can be found to
explicitate relations, it is considered that no discourse relations are applicable. This
procedure restricts the inferences that can be made. In the created corpus, they find
a large number of cross-dependencies and multi-parent nodes, which, they believe,
provide strong evidence that trees are not adequate for discourse representation.
They examine the relations involved in these cases, and identify elaboration
and similarity as the major sources of violations of tree constraints. However,
they argue that if these relations are removed from the corpus, the representation
is impoverished.

The evidence against using trees for discourse representation in Wolf and Gibson
(2005) is questioned by Egg and Redeker (2010) and in the discussion by Marcu
(2003). They argue that the elaboration relation in Wolf and Gibson (2005) is
essentially not a coherence relation but a lexical cohesive device, which is not
necessary in the representation of discourse structure, and the multi-parent
structures can be done away with the strong nuclearity hypothesis in the text
structuring processes. Webber (2006) attributes the case with the elaboration relation
to a different type of discourse, i.e. coherence created from anaphoric dependency.
Her account with respect to the multi-parent structures suggests that the extra
complexity introduced in the model by Wolf and Gibson (2005) is not necessary.

Lee et al. (2006) present some non-tree constructions when building PDTB (Prasad
et al., 2008), which will be discussed in section 2.6.2. These constructions include
shared arguments, properly contained arguments, pure crossings, and partially
overlapping arguments, shown in (a), (b), (c) and (d), respectively, in Figure 2.6.
The structures in (a), (b) and (d) contain nodes with more than one parent and (c)

6https://catalog.ldc.upenn.edu/LDC2005T08
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Figure 2.6: Non-tree like constructions in Lee et al. (2006). “CONN” means “connective”.

shows a case of edge crossing. These structures depart from tree constraints and
cannot be represented by trees.

However, they find that only shared argument structure and a subset of properly
contained argument structures are valid discourse structures, while the rest can
be attributed to anaphoric dependency or attribution relations, which belong to a
different type of discourse information. Their approach is questioned by Egg and
Redeker (2010), who suggest that the discourse framework employed by them
only focuses on individual local coherence relations and it is not valid to analyze
discourse structure by juxtaposing such independently annotated structures.

2.6.1.8 RST-DT

The best known English corpus annotated according to RST is RST-DT. The
corpus contains 385 Wall Street Journal articles that are also included in the Penn
Treebank. The corpus annotation process is presented in Carlson et al. (2001). The
original theoretical formulation in Mann and Thompson (1988) specifies that no
syntactic or morphological clues can be used. However, to achieve high annotation
consistency, Carlson et al. (2001) allow the use of syntactic clues and adopt clauses
as the basic discourse units, with the exception of clauses that act as subjects,
objects or complements of main verbs. Moreover, a relation same-unit is used
to link discourse segments that are separated by intervening segments. A few
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discourse markers that introduce phrasal clauses, such as “because of”, “owing
to”, and “as a result of”, are considered as signals introducing discourse segments.

A protocol is created to help the annotators to make choices in ambiguous cases.
The protocol defines an order of relations so that annotators can choose the
most specific one when more than one relation is possible for connecting two
segments (Marcu et al., 1999). Recall that for an RST tree, the leaves are EDUs
and they are recursively aggregated to form greater spans, where only adjacent
EDUs can be aggregated and no edge-crossings are allowed. The final tree forms
a full-coverage of the text. Each node is characterized by a nuclearity status and
the relations linking the segments can be mononuclear or multinuclear, with the
former referring to relations that hold between two segments characterized by a
nucleus and a satellite and the latter denoting relations that hold between multiple
segments of equal salience.

There are 53 mononuclear and 25 multinuclear relations in RST-DT. These 78
relations can be grouped into 16 classes based on semantic similarity. The grouping
improves inter-annotator agreement considerably and is typically employed in
later studies for developing computational systems. Figure 2.7 shows the relation
set used in RST-DT. Based on Carlson et al. (2001), the relations can be intentional,
semantic or textual.

It is mentioned in Carlson et al. (2001) that nuclearity assignment and relation
selection are straightforward at the inter-clausal level, but are challenging at
the inter-sentential level and rather difficult when large spans are linked. Stede
(2008a) also indicates difficulties in determining span boundaries higher up the
tree when they annotate the Potsdam Commentary Corpus (PCC) (Stede, 2004),
which suggests that it is difficult to define the scopes of relations at higher levels
of the tree clearly. Therefore, it is questionable whether the relations at higher
levels of RST trees can be reliably annotated and whether they are semantically
meaningful, except for their function in maintaining a connected tree structure.

Another property of the corpus is the tendency of sentence-boundedness (Fu, 2022).
Although RST does not enforce well-formed discourse sub-trees at the sentence
level, it is found that 95% of the discourse trees in RST-DT have sentence-level
well-formed sub-trees (Soricut and Marcu, 2003). This observation forms the basis
of the research by Joty et al. (2015) and Soricut and Marcu (2003). Zhang et al.
(2021a) and Guz et al. (2020) explicitly model this property in developing RST
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Figure 2.7: The relation set used in RST-DT (Carlson and Marcu, 2001).

discourse parsers.

2.6.1.9 Other RST Discourse Corpora

The Georgetown University Multilayer Corpus (GUM) (Zeldes, 2017b) features
multiple layers of annotation, where one layer focuses on RST discourse an-
notation. The texts are selected from four genres: interviews, news articles,
instructional texts, and travel guides. In determining the relation set, Zeldes
(2017b) refers to relation taxonomies adopted in existing discourse corpora,
discarding less frequent relations and adopting more general types when some
relations are similar to each other, for instance, multi-nuclear relations including
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list, joint, conjunction and disjunction are merged under the general joint relation
to ease the annotation process. 20 relations in total are used. As annotators are
students, the corpus does not include Wall Street Journal articles like RST and
PDTB, which may be challenging for them to finish within limited time. This
corpus represents a multi-genre English discourse corpus annotated based on RST
and it is still growing.

The Georgetown Chinese Discourse Treebank (GCDT) (Peng et al., 2022) is a
Chinese discourse corpus annotated in the RST framework. It follows the design
of GUM and contains texts of different genres. The focus of this corpus is discourse
annotation of documents of medium lengths and long documents. Hence, the
corpus is still small, with 50 documents evenly distributed in five genres.

Similar to GUM, PCC is also a multi-layer corpus, but the texts in the corpus only
cover German newspaper commentaries. In Stede (2004), no formal annotation
guidelines are developed for the annotation of rhetorical structures, because
such analysis in German suffers from some open problems, such as ambiguities
in span boundary determination and relation selection, and the author treats
this annotation process as a qualitative study of these problems. In Stede and
Neumann (2014), connectives and arguments are annotated additionally, following
the annotation of explicit relations in PDTB. However, implicit relations are not
covered, and the connectives are restricted to a predefined set, and sense labels
are not attached. Overall, the corpus features multi-layer annotation of a total of
176 German newspaper commentaries, which are short texts with a typical length
of 8 to 10 sentences7.

Redeker et al. (2012) annotate a discourse corpus of 80 Dutch texts from expository
and persuasive genres. The corpus is also multi-layer, containing annotations of
RST structure, genre analysis and lexical cohesion analysis.

Corpora that feature RST-style annotation also exist for other languages, such as
Basque (Iruskieta et al., 2013), Bangla (Das and Stede, 2018), Russian (Toldova
et al., 2017), Spanish (da Cunha et al., 2011), and so on.

2.6.1.10 Extensions of RST

Veins Theory The Veins Theory is proposed by Cristea et al. (1998), which
combines RST with the Centering Theory (Grosz et al., 1995), so that the Centering

7https://angcl.ling.uni-potsdam.de/resources/pcc.html
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Theory can be applied at the global level. The model defines the scope of referential
accessibility for each discourse segment based on the nuclei of RST trees. It
restricts the referential accessibility of entities so that the entities in two nuclei
that are in a structural relation can refer to each other, and satellites can refer to
entities within their respective nuclei. In this way, reference is not limited within
a single discourse segment, and long-distance reference is possible. Different
from the Centering Theory, which specifies the preferred movement of centers
to create smooth transitions in a sequential order of utterances, the Veins Theory
assigns scores to different types of center movement across referential accessibility
domains. In Cristea et al. (1998), discourse relation types are considered irrelevant,
while Zeldes (2017a) shows the influence of relation types on domains of referential
accessibility.

RST Signaling Corpus Das and Taboada (2018) focus on how discourse relations
are signaled. Apart from discourse markers, they assemble other possible signals
from existing studies, such as referential, lexical, semantic, syntactic, graphical
and genre features. These signals are organized into a three-level hierarchy. The
top level contains three approaches of signalling: single, combined and unsure,
where single means that a relation is signaled by only one feature, combined means
that a relation is signaled by two features in combination, one feature being an
independent signal and the second feature being dependent on it, and unsure
indicates that no signals can be identified. Under each class, more specific types
can be identified, for instance, the single class has nine types: discourse markers,
lexical, morphological, syntactic, semantic, genre, graphical, numerical and reference.
Furthermore, for each type, some more specific features can be discriminated. For
example, reference can be categorized into personal, demonstrative, comparative and
propositional reference, which can be traced to the lexicon-based discourse model
by Halliday and Hasan (1976) (section 2.5). Zeldes and Liu (2020) propose an
automatic approach for quantifying the signaling strength of instances.

RST and Grosz & Sidner’s Model Moser and Moore (1996) investigate the
relationship between RST and Grosz & Sidner’s Model. They argue that the
dominance relation of DSPs (note: discourse segment purposes) in the model
proposed by Grosz and Sidner (1986) is similar to the notion of nuclearity in RST.
Although RST does not claim explicitly that nuclearity encodes intentionality, a
nucleus expresses an action or a belief that the speaker who initiates the discourse
intends the hearer to take or adopt, and a satellite is intended to facilitate the
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achievement of the purpose. Based on this observation, as nuclearity represents
a property of intentional relations, Moser and Moore (1996) propose removing
nuclearity in informational relations in RST to resolve the issue indicated in Moore
and Pollack (1992) (discussed in section 2.6.1.6), where two types of discourse
information, informational and intentional, compete with each other when only
one relation is represented in the annotation. Furthermore, they point out that
RST and Grosz & Sidner’s model both make some claims on the orderings of
segments. In RST, some relations tend to have a canonical order in terms of
nucleus-satellite combination, while in Grosz & Sidner’s model, the satisfaction-
precedence relation specifies an ordering of segments but no claim is made about
the ordering of segments for dominance relations. In addition, Moser and Moore
(1996) indicate that the attentional structure in Grosz & Sidner’s model constrains
referential accessibility for pronouns, while RST does not give any account of this
structure.

2.6.1.11 RST Parsing

Bottom-Up Approach For a text D formed by a sequence of tokens t0, t1, ..., tn, the
bottom-up approach of RST parsing includes the following tasks:

1. EDU segmentation: segment the token sequence t0, t1, ..., tn into EDUs, i.e.
EDU0, EDU1, ..., EDUm

2. parsing: link EDU pairs in the set formed by EDU0, EDU1, ..., EDUm and build
trees recursively from the bottom up.

3. nuclearity assignment: For each of the EDU/(intermediate) span pairs deter-
mined, assign a nuclearity status to each component. Possible combinations
include N + S, S + N, and N + N.

4. relation attachment: determine which relation holds between each EDU/span
pair from a predefined relation set R = {r0, r1, ..., rz}.

Marcu (1999) develops the first transition-based RST parser. The step of EDU
segmentation is separated from the rest, and EDU segmentation is performed
with a binary classifier to identify EDU boundaries. For the parsing step, the
input is an empty stack and a list of elementary discourse trees, one elementary
discourse tree for each EDU. The relation, nuclearity status and promotion set
of the elementary discourse trees are initialized first. The discourse parsing
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process is characterized by a sequence of SHIFT-REDUCE operations. By a SHIFT
operation, the next elementary discourse tree is pushed onto the top of the stack
and a REDUCE operation replaces the top two discourse trees by a single tree.
Combining discourse trees modifies the values of the relations, nuclearity statuses
and promotion sets of the trees. There are six types of REDUCE operation: NS,
NS-below, SN, SN-below, NN, NN-below, which means that for each possible
nuclearity status (task 3 above), there are two possible ways of attaching the
discourse tree at the top of the stack to the discourse tree immediately below it. If
the two discourse trees are to be combined as child nodes of a new binary tree, NS,
SN and NN REDUCE operations will be applied, and if the discourse tree at the
top is to be attached to the one below it as a child node, creating a non-binary tree,
the NS-below, SN-below and NN-below REDUCE operations will be applied. To
mitigate data sparsity, Marcu (1999) clusters the relation labels into 17 groups, and
therefore, there are 17*6+1 operations, where 1 refers to the SHIFT operation.

Soricut and Marcu (2003) incorporate syntactic information into EDU segmenta-
tion, and employ syntactic and lexical features for identifying links between EDUs
in the parsing step. Their model is based on two components, one for computing
structural probabilities and one for computing probabilities of combinations of
relations and nuclearity status. A dynamic programming algorithm is used
to find the most probable parse tree. Their method improves the method
shown in Marcu (1999) to a large margin. Sagae (2009) applies a transition-
based constituent syntactic parsing algorithm to RST parsing, and their model
takes a whole document for processing, and this method yields even higher
performance. Hernault et al. (2010) use support vector machines (SVMs) (Cortes,
1995) for discourse segmentation and relation labelling. Similarly, they employ
a binary classifier for discourse segmentation. They adopt a binary classifier
for structural labelling and a multi-class classifier for determining relation and
nuclearity combinations. Discourse tree construction is performed with a recursive
bottom up process, where all pairs of consecutive elements are read left to right,
and the pair with the highest probability is chosen and treated as child nodes
of a subtree. This process is repeated until only one element is left, which is the
discourse parse tree for the whole document. Similar to Marcu (1999), Subba
and Di Eugenio (2009) employ a shift-reduce parser for RST parsing, but they
adopt the RFC principle for determining the possible attachment points of an
incoming segment. To incorporate more information for improving the accuracy
of relation identification, they utilize inductive logic programming based on
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first-order logic to learn rules from a variety of sources of information, such as
compositional semantics, structural information, WordNet, and linguistic cues for
relations. Feng and Hirst (2012) adopt the approach proposed by Hernault et al.
(2010) but refine the features. Joty et al. (2013) argue that previous approaches
ignore sequential dependencies between the constituents of discourse trees, and
they use a conditional random field (CRF) model (Lafferty et al., 2001) as a
remedy. They also notice that discourse relations are distributed differently at
intra-sentential and inter-sentential levels, and implement two parsers to handle
parsing at the two separate levels. Two ways of combining the results at the
two levels are investigated. To find the best discourse tree, they implement a
CKY-like bottom-up algorithm based on dynamic programming. Their model
achieves notable performance gains over the baseline model by Hernault et al.
(2010). Ji and Eisenstein (2014) propose a method for learning a lower-dimensional
projection of input features for discourse parsing. To learn a classifier for shift-
reduce operations, they adopt a max-margin learning objective.

Wang et al. (2017) believe that in transition-based algorithms, if an action encodes
too much information simultaneously, i.e. Relation-(Shift/Reduce)-Nuclearity,
data sparsity is likely to occur. Therefore, they adopt a two-stage pipeline
approach. First, they use a transition-based system to construct naked discourse
trees, without predicting relations. Similar to Joty et al. (2013) and Feng and
Hirst (2012), they distinguish different levels of spans in relation classification.
Apart from intra-sentential and inter-sentential relation classifiers, they include
a paragraph-level relation classifier. Post-order traversal of the naked trees is
performed and for each internal node, the system determines if its left and right
subtrees are in the same sentence or not and in the same paragraph or not. The
action classifier of the transition-based system and three relation classifiers are all
based on SVMs.

Li et al. (2014) propose to convert hierarchical RST tree structures into dependency
structures to reduce structural complexity. For a mononuclear relation, the nucleus
is treated as the head, and the satellite is the dependent, and for a multinuclear
relation, the leftmost nucleus is treated as the head. They apply graph-based
syntactic dependency parsing techniques to discourse dependency parsing. Hirao
et al. (2013) propose another method for converting RST trees into dependency
structures, and their method differs from that of Li et al. (2014) in the handling
of multinuclear relations. Morey et al. (2018) address the issue of ambiguity in
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converting RST trees into dependency structures. Zhang et al. (2021a) adapt
unsupervised syntactic dependency parsing methods to discourse dependency
parsing. Following Wang et al. (2017), Zhou and Feng (2022) take a two-stage
pipeline approach to discourse dependency parsing. They apply a transition-based
system for discourse tree construction in the first step. Different from previous
studies, they use contextualized embeddings and obtain different representations
at intra-sentential and inter-sentential levels. At the step of relation classification,
they use sequence labelling to incorporate greater context.

Top-Down Approach Bottom-up parsers tend to make local greedy choices in the
tree construction process. There has been a move towards top-down approaches
for RST parsing in recent years.

Koto et al. (2021) adopt a sequence labelling approach to top-down RST parsing.
Given a sequence of EDUs, a sequence labelling model determines where to split
the EDU sequence, and this process is performed iteratively, until a single binary
RST tree is formed. As errors close to the root have greater influence on tree
construction than errors close to the leaves, they introduce a penalty factor in-
versely proportional to tree depth. Moreover, to prevent errors in the segmentation
step from influencing the following steps, they adopt a dynamic oracle, which
compares the current structure with the gold structure and decides the next step
on this basis to minimize deviation from the gold structure. Kobayashi et al. (2020)
employ a deep biaffine attention model (Dozat and Manning, 2018) to learn the
splitting points, but different from Koto et al. (2021), they apply the top-down
splitting procedure at three granularity levels, and merge the outputs at the three
levels into one parse tree.

RST Parsing with Transformer-Based Language Models Inspired by the training
mechanism of BERT, Yu et al. (2022) propose an EDU-level pre-training stage to
enhance RST parsing, which includes two objectives: next EDU prediction (NEP),
and discourse marker prediction (DMP). For NEP, they sample continuous EDUs
as positive examples and non-adjacent EDUs as negative examples and train a
model to predict which are positive examples and which are negative examples.
For DMP, they mask discourse connectives of EDUs and train the model to predict
them.

Xiao et al. (2021), Huber and Carenini (2019) and Huber and Carenini (2022)
explore extracting RST trees from attention matrices of transformer-based lan-
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guage models fine-tuned on tasks that require high-level understanding, such
as summarization. Built on this line of research, Huber and Carenini (2020)
present an RST-style discourse corpus with nuclearity annotated but without
discourse relation annotation, created using distant supervision from sentiment
analysis. Using distant supervision from another NLP task for RST parsing forms
an approach to addressing the data shortage problem of RST parsing (Huber et al.,
2022).

Shared Task The Discourse Relation Parsing and Treebanking (DISRPT) Shared
Task (Braud et al., 2023; Zeldes et al., 2021, 2019) includes EDU segmentation,
connective detection, and relation classification tasks, with a focus on evaluating
systems developed for these separate tasks across different languages, where
differences in discourse frameworks are marginalized.

2.6.2 PDTB

PDTB is another mainstream discourse framework that has been widely used in
discourse annotation projects and discourse parsing. The theoretical foundation of
PDTB is the lexicalized Tree Adjoining Grammar for discourse (D-LTAG) proposed
by Webber (2004).

D-LTAG is proposed as a way to extend syntactic processing to discourse.
Specifically, it applies the lexicalized Tree Adjoining Grammar (LTAG) (Joshi,
1987) to discourse modelling. In an LTAG, syntactic structures are tied to specific
words, for instance, the word “enjoy” can have a set of tree structures that
feature a predicate of “enjoy” connecting two arguments, “enjoyer” and “enjoyee”.
The word “like” has a similar structure as “enjoy” but it can also function in a
prepositional phrase to modify a verb or noun, such as “work like a horse” or “a
teacher like Jane”, which is discussed in Webber (2004).

A Tree Adjoining Grammar (TAG) can be defined as: G = (N,T, I,A,S), where N

is a finite set of non-terminal symbols, T is a finite set of terminal symbols, I

denotes a finite set of initial trees, A denotes a finite set of auxiliary trees, and S

is a distinguished non-terminal symbol (Joshi and Schabes, 1991). The union of I

and A forms a set of elementary trees.

For both initial trees and auxiliary trees, interior nodes are labeled by non-
terminal symbols, and frontier nodes can be labeled by terminal or non-terminal
symbols. The major difference between the two types of elementary trees is that
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for initial trees, non-terminal symbols on the frontier are marked for substitution,
conventionally denoted by a ↓ symbol, and for auxiliary trees, non-terminal
symbols on the frontier are marked for substitution, with a node as an exception,
whose label is identical to that of the root node, and the node is called foot node,
which is denoted by a ∗ symbol by convention. A lexicalized TAG means that at
least one terminal symbol must appear on the frontier of all the elementary trees.
In other words, each lexical item is associated with a finite number of structures
for which the lexical item is the anchor (Joshi and Schabes, 1991).

Figure 2.8 illustrates elementary trees for the word “like”. Trees shown by (a), (b)
and (c) are initial trees, whose root nodes are labeled S, and trees shown by (d)
and (e) are auxiliary trees, whose root nodes are labeled NP and VP respectively.
The linguistic realizations are (a) “liker” like “likee”; (b) “likee” “liker” like; (c)
“likee” like by “liker”; (d) NP like NP; (e) VP like NP.

Figure 2.8: Initial and auxiliary trees that “like” can appear in, originally from Webber
(2004).

With two operations, substitution and adjoining, elementary trees can form derived
trees. A substitution operation refers to substituting a non-terminal on the frontier
of a tree, such as the two NP↓s in Figure 2.8 (a). Given the initial tree shown in (a),
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Figure 2.9: Three more trees to form a complete parse tree for the sentence “The dogs like
bones”.

with three more trees shown in Figure 2.9 (from left to right: α1, α2, α3), a parse
tree can be derived for the sentence “The dogs like bones” with the following
steps:

• substitute D in α1 with α2, yielding a derived tree γ1;

• substitute the leftmost NP↓ in (a) with γ1;

• substitute the rightmost NP↓ with α3.

Figure 2.10: Additional trees involved in the adjoining operation.
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Figure 2.11: Illustration of tree γ .

An adjoining operation involves an auxiliary tree and an elementary or derived
tree. Take the auxiliary tree (β ) shown in Figure 2.8 (d) for example. Additional
trees (left: α1, right: α2) are given in Figure 2.10 for illustration. An adjoining
operation cannot be applied to a node that is marked for substitution, such as the
node NP indicated by ↓ in α1. α2 can substitute this node, forming a new tree γ ,
which is shown in Figure 2.11. As the root of the auxiliary tree β has the label NP,
it can replace the node with the same label on tree γ , yielding the tree shown in
Figure 2.12.

An LTAG requires a variety of elementary trees to describe possible structures
for different words. In comparison, a D-LTAG only treats conjunctions, discourse
adverbials and adjacency as anchors. Owing to the limited categories of anchors,
it requires only a few elementary trees. For D-LTAG, initial trees can be divided
into four types. The first type concerns subordinating conjunctions, such as “since”
and “when”, and subordinators, which are lexical items that introduce a clause,
such as “in order to”, “to...” (to introduce a purpose), or “by...” (to show the
means).

The possible structures are shown in Figure 2.13, where Dc denotes a discourse
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Figure 2.12: Tree formed with the adjoining operation.

Figure 2.13: Initial trees with subordinating conjunctions as anchors, originally from Web-
ber (2004).

clause, as in Webber (2004). In (a), they appear in the middle of two arguments,
for example, “I was not caught in the rain, because I had an umbrella with me”.
In (b), they appear before the first argument, for example, “When it rains, the area
could be flooded”.

The second type of initial trees are characterized by using parallel constructions as
anchors, such as “not only...but also...”. Figure 2.14 shows an example using “on
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the one hand...on the other hand...” as an anchor to convey a contrast relation.

Figure 2.14: Initial trees with parallel constructions as anchors, originally from Webber
(2004).

The third type of initial trees are anchored by coordinating conjunctions. Fig-
ure 2.15 shows an example with “so” as an anchor to convey a result relation.

Figure 2.15: Initial trees with coordinating conjunctions as anchors, originally from Webber
(2004).

Some verbs form special cases, such as the imperative “suppose”. While these
verbs might anchor auxiliary trees in LTAG, as shown in Figure 2.16 (a), they are
anchors of initial trees in D-LTAG, as in Figure 2.16 (b). An example is: “Suppose
you leave earlyDc1 , you might be able to avoid a traffic jamDc2”.

Figure 2.16: The case with the imperative “suppose”, originally from Webber (2004).
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Recall that auxiliary trees are used to derive more complicated structures through
adjoining operations. In D-LTAG, they are used to accommodate cases where
descriptions of objects, events, situations and states extend over several clauses.
Figure 2.17 shows an auxiliary tree anchored by a coordinating conjunction.

Figure 2.17: An auxiliary tree anchored by a coordinating conjunction, originally
from Webber (2004).

Discourse adverbials, such as “instead” and “in contrast” are also taken as anchors
of auxiliary trees. However, this type of auxiliary trees requires one discourse
clause, as shown in Figure 2.18.

Figure 2.18: An auxiliary tree anchored by a discourse adverbial, originally from Webber
(2004).

2.6.2.1 Corpora

PDTB is based on the idea that discourse relations are anchored by sentence
adjacency or a finite set of discourse connectives, which are generally easy
to identify. This relatively simple conceptualization lends itself to large-scale
discourse annotation (Prasad et al., 2018). PDTB 3.0, which is the newest version,
contains 53631 tokens of annotated relations for 2162 Wall Stree Journal articles
(PDTB 2.0 contains 40600 tokens) (Webber et al., 2019). Similar to RST-DT and the
Discourse Graphbank, it is distributed through the Linguistic Data Consortium8.

8https://catalog.ldc.upenn.edu/LDC2019T05
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PDTB and RST-DT are both built on texts chosen from the Wall Street Journal
section of the Penn Treebank. The corresponding PDTB annotations for the
example of wsj_0624 shown in Figure 2.2 are:

1. the agreement “an important step forward in the strengthened debt strategy”,
that it will “when implemented, provide significant reduction in the level
of debt and debt service owed by Costa Rica.” (implicit, given, Contin-
gency.Cause.Reason)

2. that it will provide significant reduction in the level of debt and debt service owed by
Costa Rica., implemented, (explicit, when, Temporal.Asynchronous.Succession)

3. that it will provide significant reduction in the level of debt and debt service owed by
Costa Rica., implemented, (explicit, when, Contingency.Cause.Reason)

As can be seen from this example, the annotations are independent from each
other, and no higher-level structural constraints are imposed. Thus, PDTB-style
annotation is shallow discourse annotation, focusing on local semantic/pragmatic
relations and not all the textual elements are covered.

Argument Identification By convention, Argument 1 (Arg1) is shown in italics
and Argument 2 (Arg2) is in bold. As explicit relations involve lexical anchors
that can be identified first, the arguments of explicit relations do not have to
be adjacent or continuous (Prasad et al., 2008). The argument spans of explicit
relations are determined based on the Minimality Principle9, which means that as
many clauses and/or sentences should be considered as part of an argument as are
minimally required but necessary for understanding the relation. As shown in the
first annotation above, Arg1, i.e. “the agreement “an important step forward
in the strengthened debt strategy”, is taken from the original text “Treasury
Secretary Nicholas Brady called the agreement ‘an important step forward in
the strengthened debt strategy’ ” and the part “Treasury Secretary Nicholas Brady
called” is not covered in Arg1 because it does not contribute to the reason relation
here. If the remaining part is relevant, it can be annotated as supplementary
information to Arg1 or Arg2. Since implicit relations are anchored by positional
adjacency between two sentences or clauses, the arguments are naturally the
adjacent sentences or clauses.

9See the annotation manual of PDTB 2.0 (Prasad et al., 2008) (https://www.cis.upenn.
edu/~elenimi/pdtb-manual.pdf).
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A set of rules are defined for the assignment of Arg1 and Arg2. In PDTB 2.0, Arg2
is the argument that is syntactically related to the connective and the other one is
Arg1. For implicit relations, Arg1 goes before Arg2, by linear order in the text. In
PDTB 2.0, implicit relations are annotated mainly between adjacent sentences, but
in PDTB 3.0, a large number of intra-sentential implicit relations are annotated. To
accommodate new types of intra-sentential relations annotated in PDTB 3.0, the
convention of assigning Arg1 and Arg2 is changed. For inter-sentential relations,
the position of the arguments is used as the criterion, by which Arg1 is the first
argument followed by Arg2. The same rule applies to intra-sentential coordinating
relations. For intra-sentential subordinating relations, Arg2 is the argument that is
subordinate to the other argument (Arg1).

Relation Types The annotations inside the brackets represent relation types,
connectives, and sense labels, respectively. An implicit relation holds when no
conjunctions or discourse adverbials that link Arg1 and Arg2 can be found in the
text, and the annotators have to rely on inference to determine a sense label, as
in the first annotation. The connective “given” is inserted by annotators as they
think that the connective can be used to link the two arguments and explicitate
the relation. When no such connectives can be inserted, there are three labels to
consider: AltLex, EntRel and NoRel.

AltLex is applied when adding a connective makes the expressed relation
redundant, as in the following example:

Profit from continuing operations has soared to $467 million from $75 million. Mr. Hahn
attributes the gains to the philosophy of concentrating on what a company
knows best. (wsj_0100, AltLex, Contingency.Cause.Reason)

Since the expression “attributes the gains to...” already implies the relation,
additional connectives would cause redundancy.

EntRel is used when an entity-based relation is inferred:

An exhibition of American design and architecture opened in September in Moscow and
will travel to eight other Soviet cities. The show runs the gamut, from a blender to
chairs to a model of the Citicorp building. (wsj_0102, EntRel)

In this example, Arg2 is connected with Arg1 by the entity the show, which refers
to an exhibition of American design and architecture.
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When neither discourse relations or entity-based relations can be inferred, NoRel
is applied:

In 1989, home purchase plans have ranged monthly from 2.9% to 3.7% of respondents.
In October, 30.6% said they will buy appliances in the coming six months,
compared with 27.4% in September and 26.5% in October 1988. (wsj_0141,
NoRel)

In PDTB 3.0, two new relation types are added: AltLexC and Hypophora. AltLexC
is used when lexico-syntactic expressions can be identified as signals of discourse
relations:

His wife also works for the paper, as did his father. (wsj_0114, AltLexC, Compari-
son.Similarity)

The construction “as did” is treated as a signal for the relation Comparison.Similarity.
A list of this kind of constructions and the relations they signal is given in Webber
et al. (2019).

Hypophora is a relation type for Question-Answer pairs, with one argument being
the question and the other providing the answer:

The target of their wrath? Their own employer, Kidder Peabody. (wsj_0118,
Hypophora)

Sense Hierarchy In PDTB 3.0, a sense hierarchy of three levels is adopted, as
shown in Figure 2.19.

The first level comprises four broad senses (L1 senses), and beneath each L1 sense,
there are finer distinctions, resulting in a total of 22 L2 senses, and the third level
(L3) is used to encode the directionality of asymmetric L2 senses.

Apart from English, PDTB has been applied for annotating discourse corpora in
other languages, such as Chinese (Zhou and Xue, 2015), Hindi (Oza et al., 2009),
Turkish (Zeyrek and Webber, 2008), French (Danlos et al., 2012), Czech (Poláková
et al., 2013), German (Bourgonje and Stede, 2020) and so on. A multi-lingual
parallel discourse corpus in PDTB-style, TED-MDB (Zeyrek et al., 2018), was
created. Prasad et al. (2017) show how cross-paragraph implicit relations can be
annotated reliably, which forms a new development of the framework.

Crowdsourcing Some studies explore the possibility of crowd-sourcing discourse
annotations in PDTB style. Scholman and Demberg (2017) ask annotators to choose
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Figure 2.19: Sense hierarchy in PDTB 3.0, originally from Webber et al. (2019).

from a fixed list of connectives, which are representative of some selected discourse
relations in texts from the overlapping section of PDTB 2.0 and RST-DT, and these
connectives can be used for inferring sense labels. Yung et al. (2019) extend their
method and adopt a two-step connective insertion method to enable more relations
to be covered. Annotators can first insert connectives freely. If the connectives
inserted at the first step are ambiguous, the annotators can choose from a fixed
list of connectives at the second step, and these connectives are less ambiguous
for determining the target sense labels. With this approach, Scholman et al. (2022)
create a corpus named DiscoGeM, which contains 6,505 implicit discourse relations,
with data from three genres. They conclude that sense labels are better represented
as probability distributions because of their ambiguous nature, and genre has
considerable influence on sense label distributions.

2.6.2.2 Studies on PDTB-Style Annotation

Hierarchical and Shallow Annotation Feng et al. (2014) express doubts about
PDTB-style annotation. They show that deep hierarchical discourse structures are
more powerful than shallow discourse representation in sentence ordering and
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essay scoring tasks.

Reasons for Explicitness/Implicitness Torabi Asr and Demberg (2012) investigate
reasons for the explicit/implicit distinction of discourse relations, and test the
continuity hypothesis (Segal et al., 1991; Murray, 1997)10 and the causality-
by-default hypothesis (Sanders, 2005)11 based on the relative frequency of ex-
plicitness/implicitness of some specific relations. According to the Uniform
Information Density (UID) hypothesis (Frank and Jaeger, 2008), information is
expressed evenly across a text, and redundant signals are avoided. Therefore,
relations that are more predictable are more likely to be expressed implicitly.
This assumption is supported by the frequency distributions of different types of
relations in PDTB. Westera et al. (2020) explore the relationship between the QUD
framework (Roberts, 2012; Von Stutterheim and Klein, 1989) and PDTB. Implicit
questions are annotated on a corpus of TED-talks, which has been annotated in the
PDTB framework. They compare evoked questions and the part of questions that
are actually answered later in discourse. Annotators are asked to give evaluation
on the degree to which the questions are answered, which is taken as a quantitative
measure of question predictability. They find that questions evoked where implicit
relations are identified are more likely to be answered than questions evoked where
explicit relations are annotated, which suggests that implicit relations encode more
predictable relationship between consecutive textual segments. This finding is
consistent with the study by Torabi Asr and Demberg (2012). Although Torabi Asr
and Demberg (2012) show correlations between specific relations, which are used
to test the continuity hypothesis and the causality-by-default hypothesis, and the
distinction between implicit and explicit relations in PDTB, Westera et al. (2020)
fail to observe strong correlation between specific question types and question
predictability in their data, except for the correlation between why-questions and
causal relations. This result may be partly attributed to the high variability in
question formulation with the QUD framework. They also find that where the
NoRel PDTB relation class is identified, the corresponding evoked questions have
lower consistency in human annotations and these questions have a lower rate of
being answered.

Dependency Between Labels PDTB focuses on local discourse relations, and the
annotations are not assumed to be related. However, Pitler et al. (2008) show that
the relations have patterns of inter-dependence, for instance, an explicit Comparison

10Readers expect consecutive sentences to be continuous in order and focus.
11Consecutive sentences are expected to be causally related.
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relation tends to be followed by an implicit Contingency relation. Based on this
intuition, Lin et al. (2011) add transitions of discourse relations into the entity-
grid model proposed by Barzilay and Lapata (2005) (section 2.3). Entries of the
entity transition matrix are enriched with roles of entities in discourse, including
discourse relations they are involved in and their role as Arg1 or Arg2. In Lin et al.
(2011), only PDTB L1 sense labels are used.

2.6.2.3 Shallow Discourse Parsing

The availability of large discourse corpora spurs studies on developing computa-
tional systems for discourse processing.

Lin et al. (2014) propose the first end-to-end shallow discourse parser. The pipeline
consists of four components:

1. Connective classification: All the connectives of the input text are identified
first, and then a discourse connective classifier is used to determine which are
discourse connectives12.

2. Argument labelling and explicit relation classification: If a connective functions
as a discourse connective, the spans of its Arg1 and Arg2 will be labeled. After
this step, triples of (connective, Arg1, Arg2) will be fed to an explicit relation
classifier so that an explicit relation label is assigned.

3. Non-explicit relation classification: For each paragraph, if two adjacent
sentences are not assigned any explicit relations, then possible labels will
be EntRel, NoRel, AltLex or an implicit relation.

4. Attribution span labelling13: The input text is split into clauses first. If a clause
is involved in a relation annotated in step 2 or step 3, then an attribution span
labeler is used to determine if the clause is an attribution span or not.

This pipeline is adopted in later studies (Xue et al., 2015, 2016; Wang and Lan, 2015),
although most of the time, only some subtasks are addressed and modifications
may be introduced. In the shared task for the 19th Conference on Computational

12Not all the connectives function as discourse connectives. For instance, in the sentence “Apples
and oranges are different fruit varieties.”, the connective “and” is not a discourse connective, but in
the sentence “I went to the theatre, and the play was very interesting.”, it is a discourse connective.

13An attribution span is the textual span indicating an agent making a belief or assertion (Prasad
et al., 2006), such as “...said” or “...argued”. Attribution is annotated for explicit relations, implicit
relations and AltLex relations.
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Natural Language Learning (CoNLL-2015) (Xue et al., 2015), exact match is
required for argument span extraction. In both the shared tasks of CoNLL-
2015 and CoNLL-2016, identification of connectives focuses on the heads of the
connectives, for instance, in the connective “three minutes before”, “before” is the
head. A predicted explicit relation is considered to be correct if its connective is
identified correctly, its sense label is correct, and its arguments are correct both in
span extraction and Arg1/Arg2 assignment. Since implicit relations are mostly
identified between adjacent sentences in PDTB 2.0, which is used in the shared
tasks (Xue et al., 2015, 2016), the requirement for correct identification of implicit
relations is that the sense labels are correct (the same rule goes for AltLex and
EntRel relations).

Biran and McKeown (2015) propose using separate classifiers for intra-sentential
and inter-sentential relations. An intra-sentential tagger only focuses on explicit
relations, and an inter-sentential tagger deals with all the possible relations for
two adjacent sentences, including explicit, implicit, EntRel and AltLex relations.
Moreover, relation parsing is implemented as a sequence labelling task with
CRFs. Compared with the pipeline adopted in Lin et al. (2014), their two-
tagger approach may reduce the error propagation problem and better capture
dependency between discourse relations.

Discourse connectives are generally strong signals of discourse relations. For
instance, “because” is a typical indicator of a causal relation. Pitler et al. (2008)
show that most of the discourse connectives are unambiguous signals of discourse
relations and good performance can be achieved for explicit relation classification
with these connectives. Therefore, research efforts on shallow discourse parsing
are directed towards implicit relation classification.

Inspired by the effectiveness of discourse connectives in explicit relation classifica-
tion, researchers propose various methods to convert implicit relation classification
into explicit relation classification.

Rutherford and Xue (2015) notice that simply removing discourse connectives
for some instances of explicit relations changes the relations that can be inferred.
Moreover, if discourse connectives are dropped, some explicit relation data still
cannot be considered as instances of implicit relations and assigned counterpart
implicit relation labels. Therefore, not all the explicit relation data can be used for
data augmentation by simply dropping their discourse connectives. To measure
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how suitable explicit relation data are for data augmentation in implicit relation
classification, they identify discourse connectives and compute the percentages of
instances where the discourse connectives are omitted in the corpus. Explicit
relation data, which contain connectives with higher rates of omission, are
considered suitable for data augmentation in implicit relation classification. As
annotations of implicit relations contain manually inserted connectives, contextual
similarities of the connectives in implicit relations and explicit relations are
computed as a measure of closeness of the discourse connectives appearing in
explicit and implicit relation data, which forms another metric of the suitability of
using explicit relation data for data augmentation.

Qin et al. (2017) adopt an adversarial approach through which an implicit relation
classifier is trained to resemble a classifier that is trained on connective-augmented
implicit relation data. A discriminator is configured to distinguish the latent
features learnt by the two modules, and the implicit relation classifier has two
training objectives: maximizing the performance for implicit relation classification
and reducing the accuracy of the discriminator.

Kishimoto et al. (2020) adapt the training procedure of BERT for implicit relation
classification. They add a task of predicting discourse connectives of explicit
relations in the pre-training stage and integrate an objective of implicit connective
prediction in the fine-tuning stage.

Liu and Strube (2023) develop a model which is trained on two tasks: discourse
connective prediction, and implicit relation classification based on the concatena-
tion of predicted discourse connectives and argument pairs. They find that using
predicted connectives as a part of input for relation classification is beneficial,
contrary to previous studies which treat discourse connective prediction only as a
subsidiary task for implicit relation classification.

Some studies focus on the influence of context in implicit relation classification.
During the annotation process, annotators typically have access to the full text, but
data for training classifiers of implicit relations are generally limited to argument
pairs. Atwell et al. (2022) study the effect of context in implicit relation annotation.
Annotation accuracy and annotator confidence with respect to different contexts
are reported. They show that greater context is most of the time helpful for
discourse relation annotation. They also explore how annotators’ confidence
scores can be added to the training and evaluation of neural models to achieve

55



2. CHAPTER 2 LITERATURE REVIEW

higher performance and better model calibration. Zhang et al. (2021c) develop
a graph-based model to incorporate context for implicit relation classification.
The graph contains three types of edges between sentences: edges that encode
linear order of sentences; edges that represent co-reference relations between two
sentences; and edges that link sentences based on lexical chains. Therefore, their
method tries to capture the relationship between sentences based on co-reference
and lexical relatedness. Dai and Huang (2018) develop a hierarchical representation
model, the lower level being per discourse unit representation and the higher
level modelling sequential dependency between discourse units. To enrich the
representations of discourse units, they concatenate part-of-speech (POS) tags and
named entities with word embeddings. To better represent contextual information,
they take a whole paragraph containing discourse units as input and employ a
CRF model on the predicted relations to model dependency between discourse
relations.

As large language models (LLMs), such as LLaMA (Touvron et al., 2023) and
Generative Pre-trained Transformer (GPT) models (Radford, 2018), show impres-
sive performance on various NLP tasks (Achiam et al., 2023; Brown, 2020), some
studies explore how LLMs can be used for implicit relation classification.

Similar to previous supervised methods, which focus on discourse connective
prediction and try to convert implicit relation classification into explicit relation
classification, Xiang et al. (2022) introduce a method under the prompt learning
framework. Based on the intuition that English connectives are frequently inserted
between clauses or at the start of a sentence, they design different templates, which
differ in where the predicted connectives are placed. Probability distributions
over a set of predefined connectives can be obtained from a pre-trained language
model, and predicted connectives are then mapped to sense labels. When more
than one prompt template is used and multiple results are aggregated, they adopt
majority voting to improve the performance. In their experiments, connectives
with only one word are produced and compound connectives such as “thanks
to” are not considered. Wu et al. (2023a) adopt a knowledge-distillation approach
based on the method proposed in Xiang et al. (2022). They first train a teacher
model to predict connectives when (Arg1, Arg2, sense label) is given, and then
train a student model to predict connectives when only (Arg1, Arg2) is given.
The KL-divergence loss between the probability distributions over connectives
produced by the student model and the teacher model and the loss of predicting
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the target sense label are to be minimized.

Chan et al. (2023) stress interaction between label information at different levels of
the sense hierarchy and design a template to elicit joint probabilities of labels at
different levels from T5 (Raffel et al., 2020), an encoder-decoder model pre-trained
on a mixture of tasks, where the tasks are converted to a text-to-text format, and
the path of sense labels with the highest joint probability along the sense hierarchy
is chosen. Different from other studies that utilize the original sense hierarchy of
PDTB (Long and Webber, 2022; Wu et al., 2022), Chan et al. (2023) replace the third
level with discourse connectives that are representative of the discourse relations,
which is shown to be beneficial for the task.

Following the study by Chan et al. (2023), Yung et al. (2024) try to update the
results on PDTB 3.0 with GPT-4 (Achiam et al., 2023), the fourth generation of
auto-regressive GPT models. They adopt three prompting strategies. The first is
based on the two-step connective insertion method proposed in Yung et al. (2019),
and the second strategy breaks down the task of predicting one sense label from all
the possible choices into a per-class binary yes-or-no question. With this approach,
n questions are generated for each instance, n denoting the total number of sense
labels. The third strategy differs from the second one in that the binary yes-or-no
question is replaced by a question that is a paraphrase of the second-level sense
label. For instance, instead of asking “Is this an Asynchronous relation?”, the
question is phrased as “Which argument describes an event occurring before the
other?” and the answer is chosen from (Arg1, Arg2 or None). Their experiments
show that even carefully designed prompting techniques fail to enable LLMs to
achieve results comparable to existing supervised approaches.

2.6.3 SDRT

The Segmented Discourse Representation Theory (SDRT) (Asher and Lascarides,
2003) introduces rhetorical relations into traditional studies on dynamic semantics,
represented by the Discourse Representation Theory (Kamp and Reyle, 1993), and
focuses on the role of rhetorical relations in constraining semantic interpretation.

Under this framework, discourse structure is represented by directed acyclic
graphs (DAGs). EDUs may be combined recursively to form complex discourse
units (CDUs), which can be linked with other EDUs or CDUs (Asher et al., 2017).
Similar to LDM, discourse structuring in SDRT follows RFC. However, greater
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scope of nodes on the right frontier can be observed in SDRT, including the last
rightmost constituent, complex discourse units that include the last rightmost
constituent, and units super-ordinate to the last rightmost constituent through
a series of subordinating relations (Afantenos and Asher, 2010; Afantenos et al.,
2012).

An example of analysis in this framework is shown in Figure 2.20, from which
it is clear that SDRT features full-coverage of text and a hierarchical structure
of text organization, similar to RST. The vertical arrow-headed lines represent
subordinating discourse relations, and the horizontal lines represent coordinating
relations. The textual units in boxes are EDUs and π ' and π '' represent CDUs.
Discourse relations are shown in bold.

a. Max had a great evening last night.

Elaboration

π'

b. He had a great meal. e. He then won a dancing competition.
Narration

Elaboration

π''

c. He ate salmon. d. He devoured lots of cheese.
Narration

Figure 2.20: SDRT representation of the text “(a) Max had a great evening last night. (b)
He had a great meal. (c) He ate salmon. (d) He devoured lots of cheese. (e) He then won a
dancing competition.” The example is taken from Asher and Lascarides (2003).

It is stressed in Asher and Lascarides (2003) that more than one relation is possible
between two textual spans. When there are multiple possible interpretations, the
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Maximize Discourse Coherence (MDC) principle can be used to choose the best
interpretation of discourse. Based on this principle, the more rhetorical relations
are possible between two units, the more coherent an interpretation is, and the
more anaphoric expressions whose antecedents become clear, the more coherent
an interpretation is.

With SDRT, the STAC corpus (Asher et al., 2016) and the Molweni corpus (Li
et al., 2020) are created for analyzing multi-party dialogues. The ANNODIS
corpus (Afantenos et al., 2012) is one of the few corpora built on formally written
texts and annotated in SDRT style, but the texts are in French. The DISCOR
project (Reese et al., 2007) aims at creating an English discourse corpus under the
SDRT framework, but based on the account in Reese et al. (2007), only 60 articles
taken from the MUC6 corpus (Chinchor and Sundheim, 2003) are annotated, and
the corpus may be too small to be useful in computational experiments.

2.7 Integration of Discourse Frameworks

A review is given on theoretical proposals for integrating discourse frameworks,
followed by a review on studies that empirically explore the relationship between
different frameworks in discourse structure and in relation taxonomies.

2.7.1 Theoretical Proposals for Integrating Discourse

Frameworks

Hovy (1990) is the first to try to unify discourse relations proposed by researchers
from different areas who may have different perspectives on definitions of
discourse relations. He suggests adopting a hierarchy of relations, with the top
level being more general (categorized from functional perspective as ideational,
interpersonal and textual), and no restrictions are imposed on adding fine-grained
relations, as long as they can be subsumed under the existing taxonomy. The
number of studies that propose a specific relation is taken as a vote of confidence
for incorporating the relation into the taxonomy. Similar to Hovy (1990), Benamara
and Taboada (2015) propose a hierarchy of discourse relations when they try to
unify the relation taxonomies of RST and SDRT, where the top level is general and
fixed, and the lowest level is more specific, accommodating variations according
to genre and language.
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Three systematic theoretical proposals have been made to integrate different
discourse frameworks: (1) ISO DR-Core (ISO 24617-8) (Bunt and Prasad, 2016); (2)
discourse extension of the Ontologies of Linguistic Annotation (OLiA) (Chiarcos,
2014); and (3) the unified dimension (UniDim) approach by Sanders et al. (2018).

ISO DR-Core The ISO DR-Core proposal is based on the understanding that a
set of core relations are shared by existing frameworks. As such, the proposal
is not aimed at providing a comprehensive and fixed set of discourse relations,
and only a set of 20 most common relations are identified, which are based on
theoretical analysis of definitions of discourse relations of different frameworks,
covering written, spoken and multi-modal domains. The proposal is similar
to PDTB in adopting a distinction between implicit and explicit relations and
allowing connectives to be added if possible, focusing on informational relations
and ignoring the intended effects of discourse relations on the reader/hearer,
and being concerned solely with local discourse relations, without considering
higher-level text structure. However, different from PDTB, the core set of relations
is flat. This design is based on the consideration that different frameworks show
divergent understandings of semantic closeness of discourse relations, which
forms the criteria for grouping fine-grained discourse relations into broader classes.
The set of relations are extensible and open to accommodate the results of other
studies. Figure 2.21 shows the 20 discourse relations of ISO DR-Core.

OLiA The OLiA approach is to provide an ontological intermediary representation
of discourse phenomena, including discourse structure and discourse relations,
coreference and bridging, and information structure. As the focus of this thesis
is on discourse structure and discourse relations, a brief introduction is given to
these two parts of the model.

The OLiA model is characterized by a layered organization. The top-level category
contains some abstract concepts, including: (1) DiscourseCategory for non-relational
structures and entities; (2) DiscourseRelation for relations between Discourse-
Categories; and (3) DiscourseFeature for annotations of DiscourseCategories and
DiscourseRelations.

To generalize over structural assumptions of discourse frameworks, the OLiA
model introduces a distinction between DiscourseRelation and DiscourseStructural-
Pattern, the former capturing relation types and the latter distinguishing discourse
relations in terms of coordination/subordination. The DiscourseSegment concept
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Figure 2.21: 20 discourse relations considered to be common in existing discourse
frameworks, originally from Prasad and Bunt (2015). The last two relations are applicable
to dialogues.

denotes discourse units.

Figure 2.22 shows an example of the OLiA approach in representing discourse
structure and discourse relations. The representation of coherence relations
follows a hierarchical structure, with the top level being similar to L1 of the
PDTB sense hierarchy: Comparison, Contingency, Expansion, TemporalRelation and
TopicContinuityRelation. If a discourse relation is an instance of concept A, and
A ∈ B along the hierarchy, then the discourse relation is considered to be ∈
B automatically. With this kind of operations, discourse relations in different
frameworks can be compared with each other.
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Figure 2.22: An example of ontological representation of discourse structure and discourse
relations with the OLiA approach, originally from Chiarcos (2014).

UniDim Under the TextLink Action14, which aims at unifying existing linguistic
resources on discourse, Sanders et al. (2018) propose a set of unifying dimensions
(henceforth UDims) as an interface for different discourse frameworks to be
related with each other. The UDims originate from four cognitive primitives—basic
operation, source of coherence, order of segments (called implication order in Sanders
et al. (2018)) and polarity, which are used to define coherence relations in Sanders
et al. (1992), where a different approach towards representing discourse relations
is taken, forming the CCR framework. Compared with other coherence-relation
based discourse frameworks such as RST and PDTB, the CCR framework treats
discourse relations as cognitive entities that can be analyzed from different
dimensions, and a relation is thus described from four dimensions, such as causal,
objective, basic order, positive, rather than with a single label, such as cause in RST.
Each of these dimensions functions as an attribute that has a number of possible
values, for example, the polarity dimension has three values: positive, negative or
under-specified in ambiguous cases. To make the taxonomy of CCR more expressive,
additional dimensions are added, including temporality, and specificity, lists and
alternatives for additive relations, and conditionals and goal-orientedness for causal

14http://textlink.ii.metu.edu.tr/
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relations. Recall that additive and causal fall under the source of coherence dimension.
With these UDims, discourse relations from different discourse frameworks can
be decomposed and compared systematically. Roze et al. (2019) employ the
UniDim proposal to identify the aspects of discourse relations that are challenging
for computational systems. Additionally, they introduce a novel approach to
discourse relation classification, which involves first classifying the UDims and
then using the predicted UDims for classifying discourse relations. A direct
mapping from predicted UDims to target relation labels is adopted, representing
a potentially framework-agnostic approach to discourse relation classification,
although the study focuses on PDTB. Fu (2023) shows that the upper limit for
using UDims for discourse relation classification is high for RST and PDTB.

Demberg et al. (2019) compare results of relation mapping based on the three
theoretical proposals and they find that different proposals agree on a part
of the mappings but also show discrepancies, which arise from differences
in the granularity of relation definitions, innate differences between discourse
frameworks in defining discourse relations, and different interpretations of relation
definitions given in the guidelines. Therefore, Demberg et al. (2019) claim that
validation of theoretical proposals on annotated data is required.

2.7.2 Empirical Investigation of Integration of Discourse

Structures of Different Discourse Frameworks

Stede et al. (2016) investigate the relationship between RST, SDRT and argumenta-
tion structure. The purpose is to investigate if discourse parsing can contribute
to automatic argumentation analysis. The authors exclude the PDTB framework
because it does not provide full discourse annotation. They add annotations of
RST and SDRT to an existing corpus on argumentation structure. For the purpose
of comparing the three layers of annotation, EDU segmentation in RST and SDRT
is harmonized, and an “argumentatively empty” JOIN relation is introduced to
address the issue that the basic unit of argumentation structure is coarser than
the other two layers. The annotations are converted to a common dependency
graph for calculating correlations. To transform RST trees to dependency structure,
the method introduced by Li et al. (2014) is used. The RST trees are binarized
and the left-most EDU is treated as the head. In the transformation of SDRT
graphs to dependency structure, the CDUs are simplified with a head replacement
strategy, which means that CDU nodes are removed from the original graphs and
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any incoming or outgoing edges of these nodes are attached to the heads of the
CDUs. The authors compare the dependency graphs in terms of common edges
and common connected components. The relations of the argumentation structure
are compared with those of RST and SDRT, respectively, through a co-occurrence
matrix. Their research suggests that there is a systematic relationship between
argumentation structure and the two discourse frameworks.

Yi et al. (2021) try to unify two Chinese discourse corpora annotated in PDTB style
and in RST style, respectively, under the dependency framework. A small corpus
annotated with discourse dependency structure is taken as reference. To convert
the corpus annotated under the RST framework, the method proposed by Li et al.
(2014) is used, and some of the EDUs are revised because EDU segmentation of
the RST-style corpus is coarser. In the step of constructing dependency trees, it
is required that each basic discourse unit should have one and only one head,
and only one relation is labeled between a head and a dependent. To convert the
corpus annotated in PDTB style, a pre-trained segmenter is used to re-segment the
texts and the outputs are checked manually. Typical discourse connectives for each
relation type are summarized and then used as clues to add some relations to form
a complete dependency tree. These added relations are also checked manually. As
the three corpora use different relation sets, the original relations are kept during
the conversion, and then mapped to 17 predefined relations, which are derived
mainly from the RST-style discourse corpus. Their experiments show that data
obtained through unification of resources boost performance for parsing under
the dependency framework, but without much benefit to discourse parsing under
the other frameworks.

2.7.3 Empirical Investigation of Integration of Discourse

Relations

Thanks to the availability of corpora annotated with different types of discourse
information in parallel, the correlation between discourse relations of different
frameworks can be investigated directly on data.

Scheffler and Stede (2016) focus on mapping between explicit PDTB discourse
relations and RST relations. PCC, which contains annotations of both frameworks,
is used. It is found that the majority of PDTB discourse connectives are associated
with exactly one RST relation, and mismatches are caused by different segmenta-
tion criteria and focuses, i.e. PDTB is concerned with local/lexicalized relations
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and RST focuses on global relations.

Poláková et al. (2017) try to uncover the relationship between implicit relations
in PDTB 2.0 and RST relations using the RST Signaling Corpus (RST-SC) (sec-
tion 2.6.1.10). The PDTB and RST-SC data are converted to the Prague Markup
Language (PML) format, which makes it possible to browse, edit and query data
with a specialized editor and a query system developed for treebank annotation
and data processing. Annotations in RST-SC and PDTB 2.0 are thus transformed
into a uniform format, and comparison can be performed based on text matching.
An intersection between PDTB 2.0 and RST-SC is found, where the arguments of
an implicit relation match the two discourse units of an RST relation exactly. It
is found that more than half of the relations in RST-SC that have matched PDTB
implicit relations are of semantic type, which originate from loosely defined lexical
chains. Syntactic signals, which form the strongest signalling cue of discourse
relations in RST-SC, play only a restricted role in signalling implicit relations in
PDTB. With a corpus annotated with signals of discourse relations, the study
provides a new perspective on interpreting underlying differences in discourse
relations of different discourse frameworks.

As PCC only contains annotations of explicit relations for PDTB, Bourgonje and
Zolotarenko (2019) try to induce implicit relations for PDTB from RST annotations.
Since RST trees are hierarchical and PDTB annotations are shallow, RST relations
that link complex discourse units are discarded. Only RST relations that are
signaled by explicit discourse connectives are considered in their experiment
to improve the accuracy of identifying matched relations. It is shown that
differences in segmentation criteria and partially overlapping relations are two
major challenges for the task.

RST-DT and PDTB have an overlapping section of annotated texts. On this basis,
Demberg et al. (2019) propose a method of mapping RST and PDTB relations. Since
the number of PDTB relations is much smaller than RST relations for the same text,
PDTB annotations are used as the starting point for the mapping process. They
aim for mapping as many relations as possible while making sure that the relations
connect the same discourse units. As RST and PDTB adopt different criteria in
segmentation, they use the strong nuclearity hypothesis (section 2.6.1.4) to identify
alignable relations of the two frameworks, which may differ in the exact spans
of discourse segments. They manage to analyse 76% of the relations in PDTB 2.0,
among which 52% have corresponding arguments with RST relations, and 48%
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have at least an argument mapped to multiple EDUs. Their results indicate that
mapping results based on theoretical proposals diverge from those identified in
annotated texts, and empirical mappings show higher consistency with theoretical
mappings for explicit relations (70% of cases) than implicit relations (less than
50%). Rehbein et al. (2016) compare discourse relations of PDTB and CCR on
the basis of a spoken corpus annotated in the two frameworks. They find that
differences in annotation operationalisation and granularity of relation definition
lead to many-to-many mappings. Similar findings are suggested in Demberg
et al. (2019). Liu et al. (2024) add a layer of PDTB-style annotations on the GUM
corpus and show experimental results on converting the existing layers of RST and
eRST relation annotations to PDTB relations to allow cross-formalism comparison,
similar to the study by Demberg et al. (2019).
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CHAPTER 3
AUTOMATIC

ALIGNMENT OF
DISCOURSE RELATIONS

OF DIFFERENT
DISCOURSE

FRAMEWORKS

3.1 Chapter Overview

As can be seen from Chapter 2, existing discourse corpora are annotated based
on different frameworks, which show significant dissimilarities in definitions
of arguments and relations and structural constraints. Despite surface differ-
ences, these frameworks share basic understanding of discourse relations. The
relationship between these frameworks has been an open research question,
especially the correlation between relation sets utilized in different frameworks.
Better understanding of this question is helpful for integrating discourse theories
and enabling interoperation of discourse corpora annotated under different
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frameworks. However, studies that explore the relationship between discourse
relation inventories are hindered by different segmentation criteria, and expert
knowledge and manual examination are typically needed. Some semi-automatic
methods have been proposed, but they rely on corpora annotated in multiple
frameworks in parallel. In this chapter, a fully automatic approach is introduced
to address the challenges. Specifically, the approach is built on the label-anchored
contrastive learning method introduced by Zhang et al. (2022b) to learn label
embeddings, which are then utilized to map discourse relations from different
frameworks. Experimental results on RST-DT and PDTB 3.0 are shown. In
addition, extrinsic evaluation is performed, and mapping results obtained with
the proposed method are applied to a discourse relation classification task in
comparison with results based on the state-of-the-art (SOTA) method proposed
by Demberg et al. (2019).

3.2 Motivation

Discourse relations are an important means for achieving coherence. Previous stud-
ies have shown the benefits of incorporating discourse relations in downstream
tasks, such as sentiment analysis (Wang et al., 2012), text summarization (Huang
and Kurohashi, 2021) and machine comprehension (Narasimhan and Barzilay,
2015). Automatic discourse relation classification is an indispensable part of
discourse parsing, which is performed under some frameworks, notable examples
including RST and PDTB1.

As discourse annotation has a high demand for knowledge about discourse and
high-level understanding of texts, discourse corpora are costly to create. Existing
discourse formalisms typically share similar understanding of discourse relations
and their role in discourse construction. Thus, an option to enlarge discourse
corpora is to align existing discourse corpora so that they can be used jointly. This
line of work starts as early as Hovy and Maier (1992), but it remains challenging to
uncover the relationship between discourse relations used in different frameworks.

An example of RST-style annotation has been shown in Figure 2.2 in section 2.6.1.
It is shown again in Figure 3.1 to illustrate the challenges of mapping discourse

1The experiments focus on RST and PDTB because the method requires a large amount of data
and these two frameworks have been applied to annotation of corpora that overlap in selected
texts, thus mitigating the effect of domain shift in the results. However, the method itself does not
require corpora built on the same texts.
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relations of different frameworks. Recall that the textual spans in boxes are EDUs
and the arrow-headed lines represent asymmetric discourse relations, pointing
from satellites to nuclei. The labels elab(oration) and attribution denote discourse
relations. As the two spans connected by the relation same-unit are equally salient,
the relation is represented by undirected lines. The spans are linked recursively
until full-coverage of the text is formed, as shown by the uppermost horizontal
line. The vertical bars highlight the nuclei.

The text above is also included in PDTB, where the annotation is:

1. the agreement “an important step forward in the strengthened debt strategy”, that it will “when
implemented, provide significant reduction in the level of debt and debt service owed by
Costa Rica.” (implicit, given, Contingency.Cause.Reason)

2. that it will provide significant reduction in the level of debt and debt service owed by Costa Rica.,
implemented, (explicit, when, Temporal.Asynchronous.Succession)

3. that it will provide significant reduction in the level of debt and debt service owed by Costa Rica.,
implemented, (explicit, when, Contingency.Cause.Reason)

where Argument 1 (Arg1) is shown in italics and Argument 2 (Arg2) is in bold. The
annotations in parentheses represent relation type, which can be implicit, explicit
or others, connective, which is identified or inferred by annotators to signal the
relation, and sense label, which is delimited with dots, with the first entry showing
the sense label at level 1 (L1 sense), the second entry being the sense label at level
2 (L2 sense) and so on.

One of the challenges may be attributed to distinctive assumptions about higher-
level structures and discourse segmentation. PDTB focuses on semantic relations
between arguments, and argument span identification is performed following the
Minimality Principle, which means that only those parts that are necessary and
minimally required for understanding a relation are annotated (Prasad et al., 2008).
In comparison, EDUs in RST are typically clauses. It has been shown repeatedly
that segmentation criteria affect the scope of discourse relations and influence
the type of relations that can be attached (Demberg et al., 2019; Benamara and
Taboada, 2015; Rehbein et al., 2016).

In the first annotation of PDTB, Arg1, i.e., the agreement “an important step
forward in the strengthened debt strategy”, is taken from the original text “Treasury
Secretary Nicholas Brady called the agreement ‘an important step forward in the
strengthened debt strategy’ ” and the part “Treasury Secretary Nicholas Brady
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Figure 3.1: RST-style annotation (wsj_0624 in RST-DT).

called” is not covered because it does not contribute to the interpretation of the
relation here. In contrast, this part is kept in an EDU in RST.

Another major difference between the two frameworks is that RST enforces a tree
structure, and all the EDUs and CDUs (larger spans formed by adjacent EDUs
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or CDUs) should be connected without crossings, while PDTB only focuses on
local relations without commitment to any higher-level structure, as exemplified
by the three independent annotations shown above. Previous studies (Lee et al.,
2006, 2008) suggest that edge crossings and relations with shared arguments are
common for PDTB. This distinction adds to the difficulty of exploring correlations
of relations between the two frameworks, even if the two corpora are built on the
same texts.

In addition, in RST-DT, an inventory of 78 relations is used, which can be
grouped into 16 classes. These relations can be divided into subject matter relations
(informational relations in Moore and Pollack (1992)), which are relations whose
intended effects are to be recognized by readers, and presentational relations
(intentional relations in Moore and Pollack (1992)), which are intended to increase
some inclination in readers (Mann and Thompson, 1988). For each relation, only
one sense label can be attached. In contrast, PDTB adopts a three-level sense
hierarchy, and more than one sense label can be annotated for a pair of arguments.
As shown in the example, items 2 and 3 represent annotations for the same
argument pair, but different sense labels are assigned. In previous studies that
explore the alignment of RST and PDTB discourse relations, these cases typically
require manual inspection to determine the closest matching PDTB relation to an
RST relation (Demberg et al., 2019). Moreover, PDTB does not take intentional
relations into account but focuses on semantic and pragmatic relations.

The combination of these factors makes it challenging to investigate the rela-
tionship between discourse relations of different frameworks. Even in empirical
studies that make use of corpora annotated in multiple frameworks in parallel,
expert knowledge and manual examination are still required. To tackle the
challenge caused by differences in discourse segmentation, Demberg et al. (2019)
employ the strong nuclearity hypothesis to facilitate the string matching process
of aligning PDTB arguments and RST segments. While this method alleviates
the limitation of exact string matching of arguments/EDUs, it relies on a corpus
annotated with multiple frameworks in parallel. Furthermore, it is conceivable
that relations discarded because they violate the principle of the strong nuclearity
hypothesis are not necessarily irrelevant for the goal of enabling joint usage of
RST and PDTB data.

In this chapter, a fully automatic method is proposed, inspired by advances in label
embedding techniques and an increasing body of research endeavors to harness
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label information in representation learning, such as supervised contrastive
learning (Khosla et al., 2020; Gunel et al., 2021; Suresh and Ong, 2021). Instead
of relying on string matching to identify the closest matching PDTB arguments
and RST segments with the aim of discovering potentially analogous relations,
the method enables label embeddings of relations to be learnt and the learnt label
embeddings are compared directly. Although the method is primarily used for
mapping discourse relations of different frameworks, it is potentially useful for
mapping labels of other types of datasets, such as datasets for human activity
recognition (Ye, 2021).

The main contributions of this chapter can be summarized as follows:

• A label embedding based approach is proposed to explore correlations
between relations of different discourse frameworks. The method is fully
automatic and eliminates the need for matching arguments of relations.

• Extensive experiments on different ways of encoding label embeddings are
conducted on RST-DT and PDTB 3.0.

• A metric for evaluating the learnt label embeddings intrinsically is proposed
and experiments on extrinsic evaluation of the proposed method are per-
formed.

3.3 Related Work

Mapping discourse relations Existing research on mapping discourse relations of
different frameworks can be categorized into three types (Fu, 2022): a. identifying
a set of commonly used relations across various frameworks through analysis
of definitions and examples of discourse relations (Hovy and Maier, 1992; Bunt
and Prasad, 2016; Benamara and Taboada, 2015); b. introducing a set of inter-
mediary concepts for analyzing and comparing discourse relations of different
frameworks (Chiarcos, 2014; Sanders et al., 2018); and c. empirical studies on
mapping discourse relations based on corpora annotated in multiple frameworks
in parallel (Rehbein et al., 2016). A detailed review of these studies has been given
in section 2.7.

Label embeddings Label embeddings have been proven to be useful in computer
vision (CV) (Akata et al., 2016; Palatucci et al., 2009; Zhang et al., 2022a) and
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NLP tasks (Wang et al., 2018; Zhang et al., 2018; Miyazaki et al., 2019). In
existing studies, one-hot encoding is conventionally used to represent labels,
which suffers from three problems: lack of robustness to noisy labels (Gunel
et al., 2021), high possibility of overfitting (Sun et al., 2017) and failure to capture
semantic correlations between labels. Incorporating label representations into
model training is helpful for mitigating these problems and semantics of labels can
be used as additional information to improve model performance. It is shown that
label embeddings can help to overcome challenges in data-imbalanced settings
and zero-shot learning (Zhang et al., 2022b).

Label embeddings can be representations initialized from BERT representa-
tions (Xiong et al., 2021) or randomly initialized (Zhang et al., 2022b). Another
approach of obtaining label embeddings is to learn label embeddings during model
training. Akata et al. (2016) propose a method of learning label embeddings from
label attributes in a classification task. Wang et al. (2018) introduce an attention
mechanism that measures the compatibility of embeddings of input and labels,
with which input-label-joint embedding is learnt for improving the performance on
a text classification task. Additional information can be incorporated for learning
label embeddings, such as label hierarchy (Chatterjee et al., 2021; Zhang et al.,
2022a; Miyazaki et al., 2019) and textual description of labels (Zhang et al., 2023).

3.4 Proposed Method

Problem statement Given a corpus annotated in one discourse framework
D1 = {X (1)

m ,Y (1)
m } and another corpus annotated in a different framework D2 =

{X (2)
m ,Y (2)

m }, where each X denotes an input sequence formed by a pair of argu-
ments of the form A(1)

1 ... A(1)
a , A(2)

1 ... A(2)
b , and Y represents relation label sets of the

two frameworks, Y1 = {y(1)1 ,y(2)1 , ...,y(k)1 } and Y2 = {y(1)2 ,y(2)2 , ...,y(c)2 }. The objective is
to learn a correlation matrix R between Y1 and Y2, which is a 2d matrix of shape k

× c. To achieve this purpose, the label embedding technique is used to learn the
embeddings for the members of Y1 and Y2, and the widely used cosine similarity
metric can be used as a measure of distance between embedding vectors. The
label embedding learning method is the same for D1 and D2, and D1 is taken as an
example for illustration in the following.

The vanilla model for label-anchored contrastive learning in Zhang et al. (2022b) is
utilized as the backbone. For an input sequence X , a pre-trained language model
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can be used as an input encoder fInEnc. Without losing generality, the popular bert-
base-uncased model from the Huggingface transformers library (Wolf et al., 2020)
is employed in implementation. For X , which is pre-processed as [CLS] A(1)

1 ...

A(1)
a [SEP] A(2)

1 ... A(2)
b [SEP], the representation of the [CLS] token is used as the

representation of the input sequence:

EX = fInEnc(X) (3.1)

where the input sequence representation EX is of shape (a+b+3)×dim, where
dim is the dimension of the output from the pre-trained language model and a

and b are the maximum lengths that the argument pairs are padded to. It is found
empirically that removing the non-linear transformation to EX in Zhang et al.
(2022b) yields better performance for the task of this chapter.

There are several possible options of configuring label encoders, including: using
representations from a BERT model (Devlin et al., 2019) (LbEncBert); using a
RoBERTa model (Liu et al., 2020), which is trained without the objective of next
sentence prediction (LbEncRoberta); randomly initializing from a uniform distribu-
tion (LbEncRand); adding textual description of the labels (LbEncDesc), where the
label and the description are arranged in the form [CLS]label[SEP]description[SEP],
and the representation of [CLS] is used as the label representation; and adding
sense hierarchy information, where the hierarchical contrastive loss proposed
by Zhang et al. (2022a) can be used and different penalty strengths are applied to
losses at different levels (LbEncHier). As language models or trainable layers are
used as label encoders, the label embeddings are learnable.

With a label encoder gLbEnc, and k being the number of relations, a table T of
shape k×lbDim can be obtained, where lbDim is the output dimension of the label
encoder. Thus, for a label yl , its label embedding vector Eyl is the lth row of T, if
the starting index is 1.

Instance-centered contrastive loss The method proposed in Zhang et al. (2022b)
is applied to compute instance-centered contrastive loss LICL:

LICL =− 1
N ∑

Xi,Yi

log
eΦ(EX ,EY )/τ

∑1≤l≤K eΦ(EX ,EYl )/τ
(3.2)

where N denotes batch size, Xi is an instance in a batch, and Yi is its label, Φ
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represents a distance metric between the representations of the input and label
embeddings, and cosine similarity is used in the experiment. τ denotes the
temperature hyper-parameter, and lower values of τ increase the influence of hard-
to-separate examples in the learning process (Zhang et al., 2021b). By minimizing
this loss, distance between instance representations and label embeddings of the
corresponding label is reduced, resulting in label embeddings that are compatible
with input representations.

Label-centered contrastive loss The purpose of this loss is to reduce the distance
between instances that have the same labels. For a batch with a set of unique
classes C, c represents a member, Pc denotes the set of instances in a batch that
have the label c and Nc represent the set of negative examples for c. A member in
Pc is represented by Xp and a member in Nc is denoted by Xn. The label-centered
contrastive loss LLCL can be computed with:

LLCL =− 1
C ∑

c∈C
∑

Xp∈Pc

log
eΦ(EXp ,Ec)/τ

∑Xn∈Nc eΦ(EXn ,Ec)/τ
(3.3)

As indicated in Zhang et al. (2022b), LICL and LLCL mitigate issues with a small
batch size typical in other types of contrastive learning, which makes them suitable
for scenarios with limited computational resources.

The following two supervised losses are incorporated in the training objective,
which is shown to be effective empirically.

Label-embedding-based cross-entropy loss As shown in equation 3.4, a soft-
max function is applied to the k label embeddings in T, yielding a probability
distribution over the k classes:

p(yl) =
eEyl

∑
K
l=1 eEyl

(3.4)

Let tyl denote the categorical encoding of the target yl . The cross-entropy loss of
classification based on label embeddings, denoted by LLEC, can be obtained with:

LLEC =−
K

∑
l=1

tyl log p(yl) (3.5)
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The purpose of adding this loss is to make the label embeddings better separated
from each other.

Canonical multi-class cross-entropy loss A canonical cross-entropy loss is used,
which amounts to multi-class classification loss with input representations:

LICE =−
N

∑
i=1

K

∑
l=1

ci
l log p(ci

l) (3.6)

where N is the batch size, K is the total number of classes, and p(ci
l) is the

probability predicted for a class ci
l . With this loss, the input representations are

learnt to be effective for the classification task.

The total loss Ltotal is the sum of the four losses:

Ltotal = LICL +LLCL +LLEC +LICE (3.7)

During inference, only vector matching between the representation of an input
sequence EX and the k learnt embeddings Eyl is needed, with cosine similarity as
a distance metric:

ŷ = argmax
1≤l≤k

(Φ(EX ,Eyl)) (3.8)

Baseline for relation classification The BertForSequenceClassification model from
the Transformers library is used as the baseline for discourse relation classification,
which is trained with cross-entropy loss only, i.e. equation 3.6.

Baseline for label embedding learning Label embeddings are generally used for
improving model performance in classification tasks in previous studies (Wang
et al., 2018; Zhang et al., 2018; Xiong et al., 2021; Zhang et al., 2022b). To compare
with a method targeted at learning meaningful label embeddings, a baseline
method is implemented, which is a combination of equation 3.4 and 3.5, but the
softmax function is applied over the cosine similarities of an input EX and each
label embedding Eyl in T here, similar to the approach adopted in Zhang et al.
(2018) and Wang et al. (2018).

Metric After the model training stage, as the representations of the input sequences
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have been learnt for the relation classification task, the average of the representa-
tions of input sequences X that belong to a class yl can be considered as a proxy
for the class representation, denoted by Hyl :

Hyl =
1
C

C

∑
i=1

EX (3.9)

where C represents the number of instances in X .

Due to inevitable data variance, the learnt label embeddings Eyl for a class yl may
not be the same as Hyl , but it should have a higher correlation with Hyl than label
embeddings of the other classes. Hence, the correlation matrix M between the k

learnt label embeddings Ey j and the k class representation proxies Hyi is computed,
where 0 ≤ j, i ≤ k−1, with cosine similarity as the metric of correlation:

Mi j = Φ(Hyi,Ey j) (3.10)

For each class representation proxy, its correlation scores with the k learnt label
embeddings are normalized to a range of [0, 1]. The average of values at the main
diagonal of M is adopted as an overall measure of the quality of the learnt label
embeddings:

L E Q =
1
K

K−1

∑
i=0

M̃ii (3.11)

Figure 3.2 shows the above method of intrinsic quality estimation for learnt label
emebeddings.
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Figure 3.2: Illustration of the correlation matrix M. E1...k represents the k learnt label
embeddings and H1...k denotes the k class representation proxies. After normalization, the
average of the values at the diagonal (colored) is the overall measure of the quality of the
learnt label embeddings.

3.5 Experiments

3.5.1 Data Preprocessing

For the purpose of the research, it would be ideal to learn label embeddings for
all the relations. However, label embeddings are trained together with input
representations in a multi-class classification task, and data imbalance poses a
challenge. Therefore, the experiments focus on 16 relations for RST and PDTB
L2 senses with more than 100 instances, following the suggestions of Kim et al.
(2020).

RST trees in RST-DT are binarized based on the procedure in Ji and Eisenstein
(2014) and span pairs and relations are extracted. The 78 relations are mapped to
16 classes based on the processing step in Braud et al. (2016)2. 20% of the training
set of RST-DT is taken for validation purposes.

For PDTB, sections 2-20 are used as the training set, sections 0-1 as the development
set, and sections 21-22 as the test set, following Ji and Eisenstein (2015).

3.5.2 Hyperparameters and Training

Each model is run three times with different random seeds, and the mean and
standard deviation of the results are reported. The AdamW optimizer (Loshchilov
and Hutter, 2019) is used and L2 norm of gradients is clipped to 1.0. The learning

2https://bitbucket.org/chloebt/discourse/src/master/
preprocess_rst/code/src/relationSet.py
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rate is set to 1e−5, and the batch size is set to the maximum that the GPU device
can accommodate. The total training epoch is set to 10 and early stopping is
adopted, with patience of 6 epochs on performance improvement on the validation
set.

The temperature τ for instance-centered contrastive loss and label-centered
contrastive loss is set to 0.1 based on empirical results. For the experiment with
LbEncHier label encoder, the penalty factor is 21/2 for L1 loss and 2 for L2 loss,
which is set based on layers on the sense hierarchy.

The learning rate for the baseline BertForSequenceClassification model is set to 5e−5
based on manual tuning.

The implementation is based on the PyTorch framework (Paszke et al., 2019) and a
single 12GB RTX3060 GPU is used for all the experiments.

3.5.3 Details for Label Encoder Configuration

As has been noted in section 3.4, different ways of setting up label encoders
are explored in the experiments. The approach with LbEncDesc requires textual
description of the sense labels, and the details for PDTB are shown in Table 3.1.

Labels Description

Synchronous temporal overlap.

Asynchronous one event preceding the other.

Cause causally influenced but are not in a conditional rela-

tion.

Cause+Belief evidence is provided to cause the hearer to believe a

claim.

Cause+SpeechAct a reason is provided for the speaker uttering a speech

act.

Condition one argument presents a situation as unrealized (the

antecedent), which (when realized) would lead to

the situation described by the other argument (the

consequent).

Condition+SpeechAct the consequent is an implicit speech act.
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Negative-condition one argument (the antecedent) describes a situation

presented as unrealized, which if it doesn't occur,

would lead to the situation described by the other

argument (the consequent).

Purpose one argument presents an action that an AGENT

undertakes with the purpose of the GOAL conveyed

by the other argument being achieved.

Concession an expected causal relation is cancelled or denied by

the situation described in one of the arguments.

Concession+SpeechAct the speech act associated with one argument is can-

celled or denied by the other argument or its speech

act.

Contrast at least two differences between Arg1 and Arg2 are

highlighted.

Similarity one or more similarities between Arg1 and Arg2

are highlighted with respect to what each argument

predicates as a whole or to some entities it mentions.

Conjunction when both arguments bear the same relation to some

other situation evoked in the discourse.

Disjunction the two arguments are presented as alternatives, with

either one or both holding.

Equivalence both arguments are taken to describe the same situa-

tion, but from different perspectives.

Exception one argument evokes a set of circumstances in which

the described situation holds, and the other argument

indicates one or more instances where it doesn't.

Instantiation one argument describes a situation as holding in a set

of circumstances, while the other argument describes

one or more of those circumstances.

Level-of-detail both arguments describe the same situation, but in

less or more detail.

Manner presents the manner in which the situation described

by other argument has happened or been done.

Substitution exclusive alternatives, with one being ruled out.

Table 3.1: Textual description of PDTB L2 labels, which is mostly taken from the
annotation manual of PDTB 3.0 (Webber et al., 2019). The labels and their descriptions are
prepared in the form [CLS] synchronous [SEP] temporal overlap [SEP], for instance, before
being fed to the label encoder.
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Details of textual descriptions for RST labels are shown in Table 3.2.

Labels Description

Background or circumstance

Cause cause, result, consequence

Comparison comparison, preference, analogy, proportion

Condition condition, hypothetical, contingency, otherwise

Contrast contrast, concession, antithesis

Elaboration additional, general-specific, part-whole, process-step,

object-attribute, set-member, example, definition

Enablement purpose, enablement

Evaluation interpretation, conclusion, comment

Explanation evidence, explanation-argumentative, reason

Joint list, disjunction

Manner-Means manner, means

Topic-Comment problem-solution, question-answer, statement-

response, topic-comment, comment-topic, rhetorical-

question

Summary summary, restatement

Temporal before, after, same-time, sequence, inverted-sequence

Topic-Change topic-shift, topic-drift

Textual-organization used to link elements of the structure of the text

Table 3.2: Textual description of the 16 classes in RST-DT, which is mainly formed by
the more detailed relations that each broad class contains. The labels and their textual
descriptions are prepared in the same format as PDTB. However, since a broad class
may encompass multiple fine-grained relations that differ in certain ways, providing
descriptions for broad classes is more challenging compared to PDTB L2 senses, for
which definitions are available from the annotation guidelines (Webber et al., 2019). In
comparison, in the annotation guidelines of RST-DT (Carlson and Marcu, 2001), definitions
of discourse relations are provided for the 78 fine-grained relations. As labels of these
fine-grained relations are largely descriptive, detailed explanations, similar to those given
for PDTB, are not provided for the 16 classes.

For the label encoder LbEncHier, sense hierarchy is required. Different from PDTB,
RST does not have a three-level sense hierarchy. In the experiments, due to the
small size of RST-DT, using the 78 end labels may aggravate data sparsity, and
therefore, L1 and L2 sense labels are used in this set of experiments. As indicated
in Chiarcos (2014), the top level of the PDTB sense hierarchy is the most coarse-
grained classification of coherence relations applied to annotated data. Therefore,
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PDTB L1 sense labels may be applicable to annotate RST data. Table 3.3 shows the
corresponding PDTB L1 sense labels for the 16 RST relations.

RST Relations PDTB L1 Labels
Contrast Comparison
Textual-Organization RST-Specific
Manner-Means Expansion
Cause Contingency
Explanation Expansion
Evaluation Expansion
Background Expansion
Condition Contingency
Elaboration Expansion
Enablement Contingency
Summary Expansion
Topic-Comment Expansion
Topic-Change Comparison
Joint Expansion
Temporal Temporal
Comparison Comparison

Table 3.3: PDTB L1 labels for the 16 RST relations. The PDTB L1 labels for RST-DT
relations are determined with reference to Pu et al. (2023). As Textual-Organization is
specific to RST, the L1 sense is denoted by RST-Specific.

3.5.4 Results

Since only small discrepancies are observed in data distributions between the
training and test sets, the test set is chosen for generating class representation
proxies necessary for the computation of the metric.

Table 3.4 shows the experimental results for PDTB and RST, including the
classification accuracy (Acc.) and F1 scores of discourse relations, as well as the
scores of the corresponding label embeddings (Label emb.) for different options of
label encoders (Label enc.), computed based on the method shown in equation 3.11.
Even though the focus is on label embedding learning, the performance on the
classification task may provide useful insights for interpreting the results. Note
that PDTB explicit and implicit relation data are combined. After the preprocessing
step, 16 relations remain for both PDTB and RST.

It can be observed that the performance of label embedding learning on RST
is lower than PDTB. Moreover, adding label embeddings generally lowers F1
compared with training with cross-entropy loss only. The decrease in F1 might
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Data Label enc. Acc. F1 Label emb.

PDTB total

LbEncBert 69.45(± 0.18) 57.80(± 0.85) 93.84(± 0.37)
LbEncRoberta 69.34(± 0.46) 58.10(± 0.15) 94.23(± 0.74)
LbEncRand 69.87(± 0.80) 59.00(± 0.62) 89.32(± 0.01)
LbEncDesc 69.16(± 0.26) 57.53(± 0.14) 93.58(± 0.42)
LbEncHier 69.21(± 0.45) 56.70(± 0.14) 93.67(± 0.23)
Baseline 69.42(± 0.46) 58.73(± 0.78) 79.15(± 2.06)

RST

LbEncBert 64.62(± 0.90) 44.86(± 1.85) 78.64(± 1.02)
LbEncRoberta 65.20(± 0.07) 45.39(± 0.60) 76.56(± 0.85)
LbEncRand 65.09(± 0.70) 45.53(± 4.82) 69.98(± 3.10)
LbEncDesc 64.62(± 0.21) 43.69(± 1.20) 74.18(± 0.91)
LbEncHier 63.66(± 0.50) 41.30(± 0.39) 74.54(± 0.77)
Baseline 63.55(± 0.23) 48.57(± 0.73) 48.21(± 1.27)

Table 3.4: Results over three runs are collected. The Pearson correlation coefficient
between classification accuracy and label embedding scores is 0.5814 and it is 0.8187
between f1 and label embedding scores, both with p < 0.05, which shows that the learnt
label embeddings are closely related to F1 scores.

be related to data sparsity when more learning objectives are added but the data
amount is the same, which is visible when supplementary information of labels is
added, as shown by the cases of LbEncDesc and LbEncHier. This phenomenon is
rather pronounced for RST, which has a much smaller data amount. Additionally,
although the label encoder LbEncRand works best for the classification task, the
learnt label embeddings rank the lowest among the different setups. Further
examination suggests that with this approach, the label embeddings of different
classes are not close to the class representation proxies. It may be the case that
during training, the label embeddings are mainly used as anchors, as in Zhang
et al. (2022b), but the input representations are better learnt, hence the higher
classification accuracy and F1 score. Zhang et al. (2022b) did not report results
using other options of label encoders besides random initialization, and their focus
was on classification accuracy.

3.5.5 Data Augmentation for RST

To improve the performance on RST, data augmentation is performed. Back
translation (BT) is a well-studied data augmentation technique in NLP (Yaseen and
Langer, 2021; Feng et al., 2021). To create more training data, texts in one language
are translated into another language and then translated back into the original
language. With an intermediate translation step, linguistic variation is introduced,
yielding new instances that preserve the original context and meaning (Beddiar
et al., 2021). If machine translation (MT) systems are well-trained on the language
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pair involved in the intermediate translation step, the quality of the generated
data may be high. As French is widely used by international organizations, the
Europarl corpus (Koehn, 2005), a large parallel corpus commonly used for training
MT systems, contains a large amount of French data. Therefore, French is chosen as
the intermediate language. However, other languages are potentially valid choices,
which is subject to empirical investigation. All the files containing EDUs in the
training set (only) are translated into French and the French texts are translated
back into English, with Google Translate3. As machine translation is performed at
the EDU level, which is influenced by syntactic rules, syntactic differences between
English and French make errors inevitable in the BT step. Future research may be
conducted to propose more sophisticated data augmentation techniques, such as
combining paraphrasing with BT to introduce greater linguistic variations (Beddiar
et al., 2021). The choice of the intermediate language and MT system does not
preclude the other valid options. Note that data augmentation is not performed
for Elaboration and Joint, which are the two largest classes in RST-DT, to achieve a
more balanced data distribution.

Based on the results shown in Table 3.4, LbEncRoberta is chosen in the following
experiments because of its good performance but results with LbEncBert are
comparable.

Table 3.5 shows the results. The F1 scores and label embedding scores are improved
to a large margin. As back translation is performed at the EDU level, it is
unavoidable that errors are introduced, and given that data augmentation is
not performed for the two largest classes, their influence on the results is reduced,
hence the lower classification accuracy.

Acc. F1 Label emb.
+aug. 62.75(± 0.79) 50.76(± 0.94) 92.96(± 0.90)
-aug. 65.20(± 0.07) 45.39(± 0.60) 76.56(± 0.85)

Table 3.5: Results for RST with data augmentation (+aug) and without data augmentation
(-aug).

Figure 3.3 and Figure 3.4 show the T-SNE visualization plots of the learnt label
embeddings together with the class representation proxies for the test set of RST-
DT. The label embeddings learnt with data augmentation are shown in Figure 3.3 in
comparison with Figure 3.4, where no data augmentation is performed. It is visible

3https://translate.google.com/
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that in Figure 3.3, more label embeddings fit into the class representation proxies
while in Figure 3.4, label embeddings of only six classes are close to the class
representation proxies, and the rest form a nebula, which suggests that the label
embeddings cannot be distinguished clearly from each other. In Figure 3.3, label
embeddings for five relations including Explanation, Textual-Organization, Topic-
Comment, Evaluation and Topic-Change show such behavior. Textual-Organization,
Topic-Comment, and Topic-Change are classes with a small amount of data and it is
difficult to obtain good performance on these classes in a classification task. The
reasons for Explanation and Evaluation are not clear.

3.5.6 Separate Experiments on PDTB Explicit and Implicit

Relations

Previous studies (Demberg et al., 2019; Sanders et al., 2018) indicate that it is much
easier to obtain consistent results on aligning PDTB explicit relations with relations
from the other frameworks, while implicit relations are generally ambiguous and
the consistency is much lower. Therefore, experiments are also performed on
PDTB explicit and implicit relations separately. LbEncRoberta is used in this set of
experiments. After the data preprocessing step outlined in section 3.5.1, 12 explicit
relations and 14 implicit relations remain in the experiments.

Data Acc. F1 Label emb.
explicit 88.98(± 0.41) 79.19(± 0.64) 99.15(± 0.60)
implicit 56.05(± 0.56) 40.56(± 0.81) 82.21(± 0.85)

Table 3.6: Experimental results on PDTB explicit relations and implicit relations.

The classification results and label embedding learning results indicate that the
learnt label embeddings for PDTB explicit relations are representative of the classes
while the performance on implicit relations is sub-optimal.

3.5.7 Ablation Study

In this set of experiments, LbEncRoberta is chosen, and ablation studies are
performed on the combination of PDTB explicit and implicit relation data, similar
to the experimental settings in Table 3.4. The impact of each loss can be seen in
Table 3.7.

As shown, the label-centered contrastive loss (LLCL) is of paramount importance
for the model’s performance, followed by the instance-centered contrastive loss
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Figure 3.3: Label embeddings learnt with data augmentation.
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Figure 3.4: Label embeddings learnt without data augmentation. For visualization, the
label embeddings with the highest score from the three runs are selected.
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Loss Acc. F1 Label emb.
-LICL 68.22(± 0.44) 53.65(± 1.13) 91.36(± 0.73)
-LLCL 65.02(± 0.47) 51.23(± 1.62) 80.37(± 1.42)
-LLEC 69.32(± 0.30) 57.57(± 0.87) 94.36(± 0.37)
-LICE 69.88(± 0.09) 56.94(± 0.36) 90.79(± 0.76)
Total 69.34(± 0.46) 58.10(± 0.15) 94.23(± 0.74)

Table 3.7: Effect of each loss on model performance.

(LICL) and canonical cross-entropy loss (LICE). This differs from the findings
in Zhang et al. (2022b), where LICL is the primary contributing factor to their
results, indicating the distinct nature of their task and the task of this chapter.
LLEC has some effect on F1 score of the classification task.

3.6 RST-PDTB Relation Mapping

3.6.1 Mapping Results

Table 3.8 shows the mapping results of 11 RST relations, with the five relations
discussed in section 3.5.5 excluded, and 12 PDTB explicit relations discussed in
section 3.5.6. Two relations with the highest values in cosine similarity (greater
than 0.10) are presented.

The table on the left shows the mapping results from RST’s perspective. For most of
the RST relations, a PDTB relation can be identified as having a much higher value
than the others. However, it is noticeable that the differences between the matched
PDTB relations are small for RST relations Contrast and Comparison. RST’s Contrast
relation class subsumes contrast, concession and antithesis, which are also mapped
mainly to these two PDTB relations in the statistics shown in Demberg et al. (2019,
Table 3). RST’s Comparison is defined as not involving contrastive elements in the
annotation manual (Carlson and Marcu, 2001). Except for Similarity, no PDTB
relations correspond to this relation4. These kinds of relations are innately difficult
to align. In terms of definition, the RST Summary relation can be mapped to PDTB’s
Level-of-Detail, but in the results, the PDTB Contrast relation ranks the highest. Since
PDTB’s Contrast is meant to highlight at least two differences between contents
presented in the arguments, it might be difficult for the model to capture its nature
and RST’s Summary relation generally spans multiple EDUs.

4Similarity is not included in the experiments on PDTB explicit relations because of small data
amount.
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RST Relations in PDTB

Contrast
Concession(0.25),
Contrast(0.24)

Manner-Means
Manner(0.30),
Purpose(0.25)

Cause
Cause(0.40),
Level-of-Detail(0.17)

Background
Synchronous(0.23),
Manner(0.16)

Condition
Condition(0.39),
Purpose(0.18)

Elaboration
Concession(0.19),
Disjunction(0.14)

Enablement
Manner(0.24),
Purpose(0.18)

Summary
Contrast(0.35),
Level-of-Detail(0.23)

Joint
Disjunction(0.25),
Synchronous(0.20)

Temporal
Asynchronous(0.24),
Purpose(0.20)

Comparison
Purpose(0.17),
Level-of-Detail(0.16)

PDTB Relations in RST

Conjunction
Contrast(0.22),
Elaboration(0.13)

Concession
Contrast(0.25),
Elaboration(0.19)

Cause
Cause(0.40),
Manner-Means(0.20)

Level-of-Detail
Manner-Means(0.25),
Summary(0.23)

Synchronous
Background(0.23),
Joint(0.20)

Disjunction
Joint(0.25),
Temporal (0.16)

Manner
Manner-Means(0.30),
Enablement(0.24)

Condition
Condition(0.39),
Summary(0.15)

Substitution
Manner-Means(0.17),
Summary(0.17)

Asynchronous
Temporal(0.24),
Joint(0.19)

Contrast
Summary(0.35),
Background(0.13)

Purpose
Manner-means(0.25),
Temporal(0.20)

Table 3.8: Mapping between 11 RST relations and 12 PDTB explicit relations. The values
in brackets represent cosine similarity scores.

The table on the right shows the mapping results from PDTB’s perspective. As
relation distributions are different, it is understandable that perspectives from
RST and PDTB are not symmetric. For the alignment of PDTB relations onto RST
relations, similar patterns can be found, but the differences between matched RST
relations for Level-of-Detail, Synchronous and Substitution are not large, indicating
ambiguity in the results. RST’s Manner is less “goal-oriented”, and it describes
the way in which something is performed (Carlson and Marcu, 2001), which may
be the reason for the higher similarity between PDTB’s Level-of-Detail and RST’s
Manner-Means. The commonly used discourse connectives such as “as” and “when”
may cause RST’s Background to be similar to PDTB’s Synchronous relation in the
results, while RST’s Temporal relation is mainly mapped to PDTB’s Asynchronous
relation. The PDTB’s Substitution relation has no directly corresponding RST
relations and similar to the case of RST’s Comparison, it is difficult to align this
relation with RST relations.
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3.6.2 Extrinsic Evaluation

As indicated in Benamara and Taboada (2015), a way to test the proposed mapping
method between frameworks is to merge annotated data based on the mapping
results and check if the increased data amount leads to performance improvement.
Thus, the obtained mapping results are compared with those provided by Costa
et al. (2023), which is the most recent work on this topic, where the approach
proposed in Demberg et al. (2019) is adopted but results are updated to PDTB
3.0. Since label embeddings learnt for PDTB explicit relations are more reliable,
as shown in section 3.5.6, this set of experiments focus on the mapping between
PDTB explicit relations and RST relations. Based on Table 3.8, PDTB’s Substitution
relation is excluded in the experiments, because no RST relations with higher
similarity are observed, and 11 PDTB explicit relations are relabeled with RST
labels based on Table 3.9. While the corresponding RST labels are chosen mostly
based on the cosine similarity values shown in Table 3.8, distribution of relations
is taken into account. For example, PDTB’s Conjunction relation is not mapped
to RST’s Contrast relation but to Elaboration, because Conjunction is a large class
in PDTB, similar to Elaboration in RST, and relabelling in this way may keep the
label distribution of the training set close to the test set. Meanwhile, in preliminary
experiments, mapping PDTB’s Contrast relation to RST’s Summary relation yields
poor performance. Therefore, PDTB’s Contrast is relabeled as RST’s Contrast
relation based on the results from RST’s perspective.

Similarly, PDTB explicit relations are to be relabeled based on the mapping results
shown in Costa et al. (2023, Table 5). As their results provide a mapping of 12
fine-grained RST relations (the taxonomy of 78 relations) and seven PDTB L2
relations, their results are not directly comparable. To overcome this issue, for a
PDTB relation, if there are multiple mapped RST relations that fall under a broad
class (based on the taxonomy of 16 relations), the corresponding RST relation from
the 16 classes is chosen, and the average of the percentages for the mapped classes
is taken as mapping strength, similar to cosine similarity used in the proposed
method in this chapter. For instance, in their results, PDTB’s Concession relation is
mapped to Contrast (61.0%), Antithesis (84.0%), and Concession (88.0%), which are
fine-grained relations under RST’s Contrast relation, and the mapping strength is
the average of the three percentages, i.e., 0.78.

Based on the results of the method proposed in this chapter, 14964 instances of
PDTB explicit relations are relabeled, and with the results in Costa et al. (2023),
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Original PDTB
—Sense Labels

RST Labels
—Proposed method

RST Labels
—Costa et al. (2023)

Concession Contrast (0.25) Contrast (0.78)
Contrast Contrast (0.24) Contrast (0.26)
Conjunction Elaboration (0.13) Joint (0.84)
Manner Manner-Means (0.30) —
Cause Cause (0.40) Explanation (0.69)
Synchronous Background (0.23) Temporal (0.98)
Condition Condition (0.39) Condition (0.84)
Disjunction Joint (0.25) —
Asynchronous Temporal (0.24) Temporal (0.94)
Level-of-Detail Manner-Means (0.25) —
Purpose Manner-Means (0.25) —

Table 3.9: Relabelling rules of PDTB explicit relations. Similarity scores are shown in
brackets.

13905 PDTB instances are relabeled.

Adding PDTB data to RST data causes a marked performance drop. The best
result is obtained using an ensemble model, which is formed by a model trained
with a target of minimizing a supervised contrastive loss, a model trained to
minimize a label embedding loss, the label embeddings being randomly initialized,
and a model that takes the input for relation classification. The outputs of the
three models are averaged and used for model prediction, and a cross-entropy
loss is to be minimized in addition to the supervised contrastive loss and label
embedding loss. Figure 3.5 shows the model architecture. The losses in orange
are to be minimized through model training. The input representations from
the encoder are scaled by the similarity scores shown in Table 3.9 before being
passed to the three modules. In the module for computing supervised contrastive
loss, the input representations are fed to a linear layer and transformed to a
lower dimensional space, and in the module for computing label embedding loss,
the input representations are fed to a feed-forward network with LeakyReLU
activation function, and the third module is formed by a simple linear layer.
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Figure 3.5: The ensemble model.

As shown in Table 3.10, the performance with the proposed method is slightly
higher, although it is also noticeable that the standard deviation across three runs
is larger than the results with Costa et al. (2023). Less PDTB data is used in the
experiments with Costa et al. (2023). At higher levels of RST trees, spans can be
rather large, which are typically not covered in PDTB-style annotation. This could
be a reason for the performance drop compared to the case without using data
augmentation with PDTB data.
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3.7. Interim Summary

Acc. F1
Costa et al. (2023) 62.13 ± 0.34 46.96±0.43
Proposed method 63.13 ± 1.12 47.95± 1.07
-PDTB aug. 63.82± 1.07 48.72± 0.11

Table 3.10: Results of extrinsic evaluation.

3.7 Interim Summary

A method for automatically aligning discourse relations of different frameworks
is proposed in this chapter. By employing label embeddings that are learned
concurrently with input representations during a classification task, it is possible to
circumvent the challenges posed by segmentation differences, a significant hurdle
encountered in prior studies. Intrinsic and extrinsic evaluations are performed.
Similar to the other empirical studies, the proposed method is sensitive to the
amount of data, and some relations are excluded because there is not enough
training data for learning reliable label embeddings. The method may extend
beyond mapping discourse relations of different frameworks to alignment of any
label sets, leaving the possibility of application to a variety of scenarios, which is
subject to further investigation in future work.
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6CHAPTER SIX

CONCLUSIONS AND
FUTURE WORK

6.1 Summary of Contributions

This section outlines the hypotheses, reiterates the research questions and discusses
the approaches proposed to address them.

6.1.1 Hypotheses

The research of the thesis is based on the following hypotheses:

1. Despite superficial dissimilarities, discourse relations of different frameworks
are related, making the relation taxonomies used by these frameworks
alignable. By aligning the relation taxonomies effectively, data from different
frameworks can be used together, offering a method to alleviate data scarcity
in computational discourse processing.

2. Existing theoretical proposals for mapping discourse frameworks are useful
for computational discourse processing, enabling data augmentation that goes
beyond merely aligning relation taxonomies and relabeling data based on the
alignment rules.

3. ******

To investigate these hypotheses, three research questions are proposed and
presented in section 1.2. The first question concerns whether discourse relation

99



6. CONCLUSIONS AND FUTURE WORK

taxonomies employed by different frameworks can be aligned automatically.
Existing studies primarily rely on theoretical analyses of discourse relations.
Although Demberg et al. (2019) introduced a semi-automatic approach, differences
in discourse segmentation continue to pose a challenge. A neural approach is not
yet developed. To test the effectiveness of the alignment, data can be relabeled
according to the alignment rules and then combined. If increasing the amount
of data improves performance in computational experiments, the alignment is
considered effective. Different methods for aligning relation taxonomies can be
compared in this way.

The second research question deals with how existing theoretical proposals for
aligning relation taxonomies across different frameworks can be leveraged in
computational experiments, potentially leading to platform-agnostic approaches
for discourse relation classification and novel methods for data augmentation
across frameworks. The application of this line of research remains under-
explored.

The third research question focuses on whether a new scheme for integrating
hierarchical and local discourse representations is feasible while addressing some
limitations of existing mainstream frameworks.

6.1.2 Proposed Approaches

In order to answer the research questions, three studies are performed.

6.1.2.1 A Neural Approach for Aligning Discourse Relations Across Different
Frameworks

This approach is discussed in detail in Chapter 3. The method is based on label
embedding techniques, where label embeddings are learned for relation sets
adopted across different frameworks. The similarity of discourse relations is
then automatically computed using cosine similarity scores of these embeddings.
Unlike previous studies that employ label embeddings to enhance model per-
formance in discourse relation classification, this method focuses on learning
label embeddings that accurately represent discourse relations and encode the
distances between them. Two contrastive learning objects are incorporated in
model training for learning label embeddings: one aims to separate instances
with different target labels, and the other seeks to minimize the distances between
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instance representations and their corresponding label embeddings. The label-
centered contrastive loss is more important for this task, different from existing
studies that focus on discourse relation classification. While randomly initial-
ized label embeddings are shown to enhance model performance on discourse
relation classification in previous studies, the experimental results indicate that
initializing label embeddings with pre-trained language models achieves superior
performance in learning label embeddings.

A metric is proposed to measure the quality of the learnt label embeddings: class
representation proxies, obtained by averaging instance representations for each
class after model training, are compared with the learned label embeddings for
those classes. The cosine similarity of the class representation proxy and the class
label embeddings should be the highest among all.

The effectiveness of label embedding learning is influenced by the amount of data
available. Thus, while the method does not require parallel corpora annotated with
different frameworks, it necessitates large corpora to achieve optimal performance.

Through extrinsic evaluation, the method demonstrates a modest improvement
over the state-of-the-art approach based on Demberg et al. (2019). It is worth
mentioning that adding PDTB data to RST causes a performance drop. With the
proposed approach, the step of aligning discourse segments can be bypassed, and
thus, more discourse relations are aligned. This could be a reason for the small
increase compared with the SOTA method. Further investigation is needed to
explore more effective usage of the learned alignment.

Moreover, discourse relation classification is influenced by the context (Liu and
Zeldes, 2023). Similar to existing studies on this question, this aspect is not
considered in the research and the results represent general patterns of discourse
relation alignment across different frameworks. Admittedly, more fine-grained
results on relation alignment may improve the performance in extrinsic evaluation,
but it is foreseeable that to learn such patterns automatically, a larger amount of
data is needed.
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6.1.2.2 A Computational Approach for Applying a Theoretical Proposal for
Mapping Discourse Relations Across Different Frameworks

6.1.2.3 ******

6.2 Outstanding Issues and Future Work

Based on the summary above, certain challenges in existing studies and proposed
approaches are readily identifiable. The following discussion may reiterate some
of the points mentioned earlier.

Alignment of Discourse Relations The proposed method still requires a large
amount of data to obtain reliable results. An even greater amount of data is needed
to learn fine-grained alignment of discourse relations across different frameworks.
Moreover, compared with methods based on string matching, the results are not
straightforward to interpret or verify, which is common for neural approaches.
In future work, synthetic data generated from LLMs may be used to increase the
data amount, although other challenges may exist with this approach. Meanwhile,
more research is needed to investigate efficient ways of applying the results of
discourse relation alignment.

Platform-Agnostic Discourse Relation Classification Since different frameworks
have varying assumptions about discourse structure, a common task across these
frameworks is discourse relation classification, which now has a benchmark
provided by Braud et al. (2024). In future work, studies can be performed on
this benchmark in order to be comparable.

As the dimensions in the UniDim proposal are conceptually simpler, large-scale
annotation of these dimensions is potentially feasible with LLMs. If sufficient
data can be collected, more experiments can be conducted on building a universal
classifier for discourse relations across different frameworks. However, the success
of this approach calls for further studies on the CCR framework so that the
dimensions can be mapped to discourse relations unambiguously.

Apart from the UniDim proposal, experiments can be conducted on the application
of other theoretical proposals. Although the results of the UniDim proposal are
closer to the empirical findings reported by Demberg et al. (2019), comparing the
major theoretical proposals in terms of their utility in computational settings may
be a beneficial supplement to existing research.
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E. (2013). Introducing the Prague discourse treebank 1.0. In Mitkov, R. and
Park, J. C., editors, Proceedings of the Sixth International Joint Conference on Natural
Language Processing, pages 91–99, Nagoya, Japan. Asian Federation of Natural
Language Processing.
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A. APPENDICES FOR CHAPTER 3

A.1 T-SNE Visualization Plot for RST-DT

(a)

(b)

Figure A.1: (a) Label embeddings learnt with data augmentation. (b) Label embeddings
learnt without data augmentation.
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A.2. Appendix: T-SNE Visualization Plot for PDTB

A.2 Appendix: T-SNE Visualization Plot for PDTB

(a)

(b)

Figure A.2: (a) Label embeddings of PDTB explicit relations. (b) Label embeddings of
PDTB implicit and explicit relations combined in the training process.
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A.3 Appendix: Alignment of RST-DT relations and

PDTB Explicit Relations

Figure A.3: Heatmap for full results of mapping between RST-DT and PDTB explicit
relations.
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