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Abstract

The demand for distributed machine learning (DML) systems, which distribute training
workloads across multiple nodes, has surged over the past decade due to the rapid growth of
datasets and computational requirements. Additionally, executing ML training at the edge
has gained importance for data privacy and reducing communication costs associated with
sending raw data to the cloud. These trends have motivated a new ML training paradigm:
DML at the edge.

However, implementing DML systems at the edge presents four key challenges: (i)
Hardware limited and heterogeneous resources at the edge result in impractical training times;
(ii) The communication costs of DML systems at the edge are substantial; (iii) On-device
training cannot be carried out on low-end devices; (iv) There is a lack of a comprehensive
framework that can tackle the aforementioned challenges and support efficient DML systems
at the edge.

This thesis presents four techniques to address the above. First, it proposes an adaptive
deep neural network (DNN) partitioning and offloading technique to address limited device
resources with cloud assistance. This DNN partitioning-based federated learning (DPFL)
system is further optimized by a reinforcement learning agent to adapt to heterogeneous
devices. The thesis then introduces the techniques of pre-training initialization and replay
buffer to reduce gradient and activation communication, identified as bottlenecks in a DPFL
system. Additionally, a dual-phase layer freezing technique is proposed to minimize the on-
device computations. Finally, a holistic framework is developed to integrate these techniques,
maximizing their application and impact.

The proposed framework supports the building of a new DPFL system that is more
efficient than classic DML at the edge. Experimental evaluation on two real-world testbeds
across various datasets and model architectures demonstrates the improvements of the
proposed DML system on a range of quality and performance metrics, such as final accuracy,
training latency, and communication cost.
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Chapter 1

Introduction

In recent decades, machine learning (ML) has achieved significant success across many
domains [146, 73, 68]. Notable milestones include achieving human-level performance
in image classification tasks [27], solving highly complex tasks in gaming and scientific
discovery [157, 74], and developing promising solutions for language processing, such as
ChatGPT [124]. Concurrently, interest in ML research and applications has surged within
both the research and industry communities.

To further expand the usage of ML, research has explored building ML systems for various
tasks, domains, and application scenarios, making ML ubiquitous in our daily lives [146, 33].
However, a single measurement of learning performance, such as accuracy in a classification
task, cannot comprehensively evaluate the overall performance of an ML system across
various applications. Other factors, such as system deployment requirements, must also be
considered, as they can be crucial for specific ML systems. For instance, when building ML
systems on resource-constrained devices, such as smartphones and sensors, factors such as
execution latency, memory cost, and energy consumption are critical [138]. Another example
is building an ML system that handles sensitive data, such as medical records, where privacy
must be considered [183].

An application of such an ML system is federated learning (FL), which has gained
popularity in recent years [190]. FL is a distributed machine learning (DML) paradigm
for training a global model on the sensitive data of end-users using their own devices. The
global model is an ML model constructed by aggregating models that are trained on multiple
end-user devices using locally generated datasets. End-user devices typically reside on
the network edge and have limited resources compared to those in a cloud data centre [6].
A natural question arises: why has FL become increasingly popular in recent years, and
what advantages does it offer compared to traditional ML training paradigms? Section 1.1
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addresses this question and motivates the central topic of this thesis, which is building a
DML system that can be deployed at the edge.

1.1 Motivation

This section initially motivates the emergence of DML from traditional centralized machine
learning (CML) on a single machine or computing node. It then discusses the transition of
DML from the cloud to the edge, explaining the need to build a DML system at the edge.

1.1.1 The Emergence of DML

Advancements in ML in recent years can be attributed to three key factors: data, algorithms,
and hardware. The availability of large datasets (e.g., ImageNet [27]) has enabled ML
algorithms to achieve better performance by learning from a large corpus of training samples.
Along with large datasets, more advanced ML algorithms, such as deep learning models (e.g.,
convolutional neural networks [92] and transformers [49, 41]), enhance the capabilities of
ML models. Additionally, the upgrading of underlying hardware, such as central processing
units (CPUs), graphics processing units (GPUs), and tensor processing units (TPUs), supports
the efficient training processes of these advanced ML algorithms on large datasets.

Efficiency is a term often used ambiguously, particularly in discussions of system per-
formance. In many cases, it is treated as a synonym for speed or overall throughput, when
in fact, true efficiency refers to the optimal use of resources—such as energy, memory,
or computational power—to achieve a desired outcome. Speed alone does not equate to
efficiency; a system can be fast but wasteful in terms of energy or resource consumption.
Therefore, it’s essential to distinguish between raw performance and efficiency, which should
be understood as performance per unit of resource. Clarifying this distinction allows for a
more accurate evaluation of system design, especially in contexts like deep learning, where
both speed and resource efficiency are critical considerations.

However, the rapidly increasing size of datasets and the complexity of models present
significant challenges for the traditional training paradigm, which relies on single-machine or
single-node ML training [32]. Specifically, building an ML system to train a complex model
on large datasets using a single machine or computing node becomes impractical due to the
substantial resources required [21]. For instance, training a GPT-3 model would take 3 years
on a single V100 GPU device and require 700 GB of memory to store the parameters [22].
This results in impractically long training times or hardware requirements being insufficient
on a single machine or node.
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To address this issue, DML has been proposed to scale the size of training resources. In
a typical DML system, multiple computing nodes are connected to support DML training,
with each node executing individual training workloads in parallel. Additionally, these nodes
are periodically synchronized to collaboratively contribute to the training of a global model.
By distributing the training workloads across multiple nodes and enabling them to work in
collaboration, DML systems can support ML training with large datasets and more complex
models [170].

DML use cases. In general, DML can support the training of various types of ML
algorithms, including supervised learning, unsupervised learning, semi-supervised learning,
and reinforcement learning, as well as applications such as computer vision, natural language
processing, and recommendation systems. It typically serves as an infrastructure system
supporting training tasks for ML models. Some well-known DML platforms include Apache
Spark [112], Horovod [149], and Ray [117], which are frequently used in the ML community.

1.1.2 Moving DML from the Cloud to the Edge

Early research on DML focused on building systems on multiple computing nodes within
a cloud data center. Additionally, the datasets used for training were commonly stored in
the cloud. These datasets may be generated within the cloud or uploaded from various
sources, such as end-user devices. Cloud-based DML systems enhance ML performance by
accelerating training times and reducing single-node memory consumption.

Two practical challenges have led to new requirements for DML systems. First, the
widespread proliferation of Internet of Things (IoT) devices has significantly increased
data generation on end-user devices [110]. This surge results in substantial communication
costs for transferring distributed data to the cloud for DML training [111]. Second, privacy
concerns have risen in relation to end-users transferring raw data generated on their devices to
the cloud [175]. Additionally, regulations such as GDPR [23] mandate that certain sensitive
user data must remain on the user’s own devices.

The need to address the transmission costs of decentralized data and the privacy of end
users has driven the development of new DML systems that reduce data communication and
protect user privacy. In this context, several privacy-preserving DML paradigms at the edge
have been proposed over the past decade [111, 113]. Among these paradigms, FL stands out
as one of the most popular privacy-preserving DML paradigms. An FL system is typically
built across both the cloud and the edge, ensuring that raw data remains in its original location,
thereby mitigating privacy concerns. Consequently, FL requires orchestrating distributed
workloads across both the cloud and the edge, unlike traditional cloud-only DML systems.
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This fundamental difference in system architecture presents new challenges for FL compared
to classic cloud-only DML systems.

1.2 Research Questions

This section discusses four challenges of building DML systems at the edge: limited resources
and device heterogeneity, communication costs, on-device training costs, and the lack of
a holistic solution. Based on these challenges, four key research questions are identified
that will be addressed in this thesis. The research questions correspond to the objectives
of Chapter 3, Chapter 4, Chapter 5, and Chapter 6, where the challenges will be further
explored.

1.2.1 Limited and Heterogeneous Resources

One of the fundamental differences between building DML in the cloud and at the edge
lies in the computational resources available. Modern cloud servers are equipped with
high-end CPUs and GPUs, whereas computational capabilities on end devices or edge nodes
are more constrained. Table 1.1 illustrates the varied computational capabilities of end
devices at the edge compared to server GPUs in the cloud. Despite recent advancements in
computational resources for end-user devices, such as the Jetson series (embedded GPUs)
and high-end smartphones, a significant gap still exists between end-user devices and server
GPUs. Contemporary ML models, such as deep neural networks (DNNs), are primarily
designed for executing training on cloud infrastructure, leveraging server GPU acceleration.
However, at the edge, the limited resources of end-user devices become a bottleneck, resulting
in impractical training times for these computation-intensive ML models. In some cases,
it is even infeasible to train these models due to hardware limitations, such as memory
constraints [34].

Deploying DML at the edge presents the challenge of increased heterogeneity compared
to the cloud environment. This is due to the variety of devices at the edge, rather than relying
solely on GPU resources in the cloud. As shown in Table 1.1, the available floating-point
operations per second (FLOPS) and random-access memory (RAM) of end-user devices can
vary significantly, ranging from 105 to 1012 FLOPS, and from 0.5 MB to 100 GB RAM,
respectively. This heterogeneity makes training more complex for DML at the edge. For
example, the training time of DML can be significantly extended by the slowest devices,
commonly referred to as the straggler in synchronized DML [119, 184].
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Table 1.1 Computational resources (FLOPS and available memory) of end devices and cloud
GPU [132]. This table is based on Table 2a which is presented by Pfeiffer et al. (2023) [132].

Device FLOPS RAM
Microcontroller Unit (MCU) 105–108 0.5–512 MB

Single-board Computers (SBC) 108–1010 512 MB-8 GB
Low-End Smartphones 1010–1011 1-2 GB

Embedded GPUs 1011–1012 2-4 GB
High-End Smartphones 1011–1012 4-8 GB

Server GPUs 1013–1014 32-100 GB

Mitigating resource constraints and device heterogeneity when implementing DML at
the edge raises the first research question of this thesis: RQ1: How can techniques that
surmount the challenges of limited resources and device heterogeneity be developed to
effectively deploy DML at the edge?

1.2.2 Communication Cost

Reducing communication costs is a significant research topic in classic DML within cloud
environments [170, 82, 87]. The transfer of data between DML nodes is crucial to ensure
that all nodes maintain consistent and up-to-date training data, typically including gradients
generated by models. Efforts to reduce communication costs have been extensively explored
in traditional cloud-only DML settings [82, 87, 35]. However, achieving efficient communi-
cation in DML at the edge is both more essential and challenging compared to DML in the
cloud.

Unlike the high-bandwidth communication infrastructure in cloud environments, edge
deployments often have constrained communication capabilities among end-user devices,
such as mobile networks or Wi-Fi, rather than high-speed inter-node networks. Consequently,
the overhead of communication becomes more critical when implementing DML at the edge.
Furthermore, DML at the edge encompasses various system implementations, each incurring
different communication overheads. For example, FL requires the regular exchange of model
parameters. In contrast, another DML paradigm referred to as Split Learning (SL) [169]
involves additional transfer of intermediate activations and gradients between devices and the
server1. For instance, the communication cost for one training round on a LeNet [81] model
using the FMNIST [181] dataset for FL and SL are 0.93 GB and 52.95 GB, respectively.

1For more information on the communication analysis of FL, SL, and other variants, please refer to Chapter 4
and Chapter 6.
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Table 1.2 Resources required for training DNNs using PyTorch [127] on CIFAR-10 [79] with
batch size 32 [132]. This table is based on Table 2b presented by Pfeiffer et al. (2023) [132].

DNN # MAC Memory
LeNet [81] 1.24⇥106 0.5 GB

ResNet18 [54] 1.12⇥109 0.8 GB
EfficientNet [164] 6.4⇥107 0.9 GB

MobileNetV2 [145] 1.92⇥108 1.4 GB
ResNet152 [54] 7.4⇥109 5.3 GB

To address this challenge, the second research question of this thesis is: RQ2: How can
we devise techniques to reduce the communication costs associated with deploying DML
at the edge?

1.2.3 On-device Training Cost

During DML training, computational workloads are distributed across nodes for parallel
execution, including both end devices and the server. Training modern DNNs requires
substantial computational demands, presenting a challenge for devices with limited resources
to manage or complete within a reasonable time.

Table 1.2 presents the number of multiply-accumulate (MAC) operations required and
the memory footprint when training different DNNs. It is important to note that the number
of MAC operations only accounts for the requirements of one batch of data and does not
consider other overheads, such as memory access costs. An illustrative example of training
time on end devices is the training of the MobileNet model [145] using a Raspberry Pi 3
on the CIFAR-10 dataset. 8 hours and 41 minutes are required for just one training round
of FL [39]. Therefore, the third research question posed in this thesis is: RQ3: What
techniques can reduce on-device training costs when deploying DML at the edge?

1.2.4 Lacking A Holistic Framework

Lastly, the aforementioned three research questions target different, but complementary
challenges in building DML at the edge. A natural question arises: Can the solutions to the
individual research questions be meaningfully combined to enhance system performance?
This underscores the need for a mechanism that integrates the solutions developed to address
the three research questions. Therefore, the final research question of this thesis is: RQ4:
How can the techniques developed to address RQ1 to RQ3 be integrated to collectively
address the challenges of deploying DML at the edge?
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1.3 Research Methods

This section briefly outlines four solutions proposed in this thesis to address the aforemen-
tioned research questions. These solutions are based on the FL training paradigm, a popular
DML approach that integrates end devices, edge nodes, and servers [75, 119, 11]. The
detailed description of the solutions will be presented in Chapter 3, Chapter 4, Chapter 5,
and Chapter 6, respectively.

1.3.1 Adaptive Offloading to Address Resource Limitations and Device
Heterogeneity

To address RQ1, this thesis proposes an adaptive DNN partitioning and offloading technique
to tackle the challenges of limited resources available on and computational heterogeneity of
end-user devices. Specifically, a portion of the DNN layers is offloaded from the device to
the server for execution. The specific layer after which the entire model is offloaded to the
server is referred to as the partitioning point (PP) in this thesis. For example, if a DNN has 10
layers and the first four layers are trained on the device and the remaining on an edge server,
then Layer 4 is the partitioning point. This approach alleviates the computational burden
on a device during training and utilizes the computational resources of a server, referred to
in this thesis as DNN partitioning-based Federated Learning (DPFL) training. Additionally,
using DNN partitioning offers a mechanism to customize the placement of partitioning
points for different devices with varying computational capabilities. To address device
heterogeneity, the PPs in the DNN are further optimized by using a reinforcement learning
(RL) agent to adapt to the computational capabilities of different devices. Moreover, changes
to network bandwidths are taken into account by the RL agent. This consideration is crucial
because network bandwidths can significantly influence the latency performance of the DNN
partitioning method 2. Consequently, the RL agent can adjust the PPs to accommodate
heterogeneous devices and varying network bandwidth during the training process. The DNN
partitioning and offloading technique, along with the RL optimization agent, are developed
as a set of modules named FedAdapt.

FedAdapt has been evaluated on a lab-based testbed consisting of computationally-
limited devices with diverse capabilities. Network bandwidths were manually adjusted
during the training process to simulate network fluctuations. The results demonstrate that
FedAdapt can reduce the training time of a typical IoT device by half compared to the
classic FL approach through DNN partitioning and offloading. Specifically, the training

2Please refer to Chapter 3 for further details
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time of extreme stragglers can be reduced by up to 57%. Moreover, when accounting for
variable network bandwidth, FedAdapt has been shown to decrease training time by up to
40% compared to the classic FL approach while maintaining accuracy.

1.3.2 Pre-trained Initialization and Replay Buffer to Reduce Commu-
nication Costs

To address RQ2, this thesis proposes the use of pre-trained initialization and replay buffer
techniques to specifically reduce communication costs in DPFL training. The FedAdapt
module incorporates DNN partitioning and offloading techniques to alleviate the computa-
tional requirements on end-user devices. Simultaneously, it mitigates communication costs
for classic FL by synchronizing only a subset of bottom-layer parameters between devices
and the server.

However, significant communication costs persist because DPFL introduces new over-
head for transferring intermediate activations and gradients between devices and the server.
This cost has been shown to be even more substantial than the communication costs in
classic FL (Chapter 4.1). This thesis introduces, for the first time, a communication-efficient
paradigm specifically designed for DPFL systems. Specifically, a pre-trained initialization
of the DNN model on the device has been developed to fundamentally eliminate the trans-
mission of gradients while maintaining high accuracy. Additionally, a new replay buffer
mechanism is proposed to further reduce the communication cost of activations. As a result,
the communication costs of model parameters, activations, and gradients are all considered
and mitigated in the proposed communication-efficient DPFL training paradigm. These
techniques are integrated into a set of modules named EcoFed.

The proposed EcoFed modules have been evaluated on a lab-based testbed under various
network bandwidth conditions to assess communication costs in terms of both size and
latency. Experimental results demonstrate that EcoFed can reduce communication costs
by up to 133⇥ and accelerate training by up to 21⇥ compared to classic FL. Moreover,
compared to vanilla DPFL, EcoFed achieves a 16⇥ reduction in communication and a 2.86⇥
speed-up in training latency.

1.3.3 Early-Stage and Accuracy-Guaranteed Layer Freezing to Accel-
erate On-device Training

To address RQ3, this thesis introduces early-stage and accuracy-guaranteed layer freezing
techniques to accelerate on-device training in FL. Layer freezing is employed to reduce
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the intensive workloads of DNN training by eliminating the need for gradient computation,
thereby decreasing overall on-device training costs. Specifically, the devices and the server
use two different layer freezing techniques. An aggressive early-stage layer freezing tech-
nique, based on layer regularization, is proposed to speed up on-device training. Additionally,
an accuracy-guaranteed layer freezing technique, based on convergence analysis, is adopted
to ensure high final accuracy. By combining the features of both early-stage and accuracy-
guaranteed layer freezing, the proposed techniques effectively reduce on-device training
costs in FL with minimal compromise to accuracy. These two layer freezing techniques are
integrated into a dual-phase layer freezing module named FedFreeze.

The proposed FedFreeze modules have been evaluated across various experimental
testbeds, DNN models, datasets, and initialization methods. Experimental results indicate
that FedFreeze achieves a training speedup of up to 1.3⇥ with an accuracy loss of no more
than 1.67% compared to classic FL. Furthermore, compared to state-of-the-art early-stage
and accuracy-guaranteed layer freezing approaches, FedFreeze demonstrates greater savings
in on-device training costs while maintaining superior accuracy performance.

1.3.4 EPFL: A Holistic Framework to Integrate FedAdapt, EcoFed and
FedFreeze

To address RQ4, an integration mechanism is proposed in Chapter 6, resulting in the devel-
opment of a holistic framework named EPFL. This framework incorporates the modules of
FedAdapt, EcoFed, and FedFreeze, embedding their core functionalities, such as adaptive
DNN partitioning and offloading, pre-trained initialization, replay buffer, and dual-phase
layer freezing. These functionalities interact with each other through the corresponding
interfaces of each module throughout the FL training process. Specifically, EPFL deploys
the adaptive DNN partitioning and offloading techniques during the deployment phase and
implements the pre-trained initialization, replay buffer, and dual-phase layer freezing tech-
niques during the runtime phase. Additionally, EPFL refines the design of the modules within
FedAdapt, EcoFed, and FedFreeze to facilitate their seamless collaboration.

The proposed EPFL framework was evaluated across two testbeds, three datasets, and two
models, demonstrating significant efficiency improvements over classic FL and vanilla DPFL.
For example, on a Raspberry Pi testbed, FL training for a VGG11 [158] model on the CIFAR-
10 [79] dataset takes 7,527.29 seconds of training time and 145.36 GB of communication. In
contrast, EPFL completes the task in only 1,798.5 seconds and 38.26 GB, achieving a 4.19⇥
speedup in training time and a 3.8⇥ reduction in communication. Similarly, on a Jetson
Nano testbed, vanilla DPFL training for ResNet12 [54] model on CIFAR-100 [79] requires
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7,524.83 seconds and 610.71 GB of communication. In comparison, EPFL accomplishes
this in just 1,350.26 seconds and 38.26 GB, representing a 5.57⇥ acceleration in training
time and an 15.96⇥ reduction in communication. These improvements are achieved with an
accuracy loss of up to 0.63%.

In this thesis, the term ‘efficiency’ has been used in the general sense as a state or quality
rather than the technical sense of speed or performance per unit of resource. It has been used
to describe the work presented in thesis where faster training and lower communication costs
are incurred compared to baselines that have been selected to compare the work against. The
thesis emphasizes optimizing model training speed and minimizing communication overhead
associated with data, while minimizing loss of accuracy. Consequently, the training time or
communication costs required to achieve the desired accuracy is minimized.

1.4 Research Contributions

The work presented in this thesis makes the following research contributions: :

• This thesis investigates the benefits of DNN partitioning and offloading from resource-
limited IoT devices to the server within the context of FL. Building on this, an adaptive
offloading technique utilizing clustering-based RL is proposed, designed to dynam-
ically adjust the partitioning point by considering the heterogeneity of devices and
varying operational conditions (e.g., network bandwidth).

• An in-depth analysis of the communication overhead in DPFL systems is presented.
The study underscores the necessity of reducing communication costs in DPFL sys-
tems. Based on these conclusions, a communication-efficient DPFL training system
is developed using the proposed communication reduction techniques, which include
pre-trained initialization, a replay buffer, and quantization.

• The convergence behavior of DNN models during on-device training in FL is further
examined, revealing a motivation to balance final accuracy with training speed. To
address this, a dual-phase layer freezing technique is introduced. Specifically, an early-
stage layer freezing technique is applied during local training to achieve acceleration,
while an accuracy-guaranteed layer freezing technique is deployed on the server to
maintain final accuracy.

• A holistic framework integrates the aforementioned techniques into a cohesive system.
This framework jointly combines adaptive offloading, pre-trained initialization, replay
buffer, and dual-phase layer freezing techniques to enhance the overall performance
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of FL at the edge. Additionally, empirical evaluations with real IoT devices and edge
nodes validate the proposed framework. The results demonstrate significant system
improvements compared to classic FL and vanilla DPFL.

1.5 Publications

The core techniques presented in Chapters 3 and 4 have been published in peer-reviewed
journals. A research article capturing the key techniques from Chapter 5 is currently under
preparation for submission to a journal. Additionally, four patents based on the above articles
have been filed and are currently under review. Furthermore, the aforementioned three
articles also contribute to the publication of two collaborative articles in closely related fields.
The articles and corresponding patents are listed below:

Research Articles.
As First Author:

• [IOTJ 22] D. Wu, R. Ullah, P. Harvey, P. Kilpatrick, I. Spence, B. Varghese, FedAdapt:
Adaptive Offloading for IoT Devices in Federated Learning, IEEE Internet of Things
Journal, vol. 9, no. 21, pp. 20889–20901, Nov. 2022.

• [TPDS 24] D. Wu, R. Ullah, P. Rodgers, P. Kilpatrick, I. Spence, B. Varghese, EcoFed:
Efficient Communication for DNN Partitioning-based Federated Learning, IEEE Trans-
actions on Parallel and Distributed Systems, vol. 35, no. 3, pp. 377-390, Mar. 2024.

• [TBD] D. Wu, L. Wong, B. Varghese, FedFreeze: Early-Stage and Accuracy-
Guaranteed Layer Freezing in Federated Learning, Under preparation for future sub-
mission.

As Co-author:

• [UCC 22] G. Cleland, D. Wu, R. Ullah, B. Varghese, FedComm: Understanding Com-
munication Protocols for Edge-Based Federated Learning, IEEE/ACM International
Conference on Utility and Cloud Computing, pp. 71-81, Dec. 2022.

• [CM 22] R. Ullah, D. Wu, P. Harvey, P. Kilpatrick, I. Spence, B. Varghese, FedFly: To-
ward Migration in Edge-Based Distributed Federated Learning, IEEE Communications
Magazine, vol. 60, no. 11, pp. 42–48, Aug. 2022.



12 Introduction

Patents Filed.
As Primary Inventor:

• [US Patent] Adaptive Offloading of Federated Learning, D. Wu, R. Ullah, P. Harvey,
P. Kilpatrick, I. Spence, B. Varghese, US20230016827A1.

• [US Patent] Collaborative Training with Compressed Transmissions, D. Wu, B. Vargh-
ese, P. Rodgers, R. Ullah, P. Kilpatrick, I. Spence, PCT/US2022/052496.

• [US Patent] Collaborative Training with Buffered Activations, D. Wu, B. Varghese, P.
Rodgers, R. Ullah, P. Kilpatrick, I. Spence, PCT/US2022/053601.

• [US Patent] Accelerating Local Training and Achieving a Highly Accurate Global
Model for Federated Learning (FL), D. Wu, L. Wong, B. Varghese.

As Co-Inventor:

• [US Patent] Cooperative Training Migration, R. Ullah, D. Wu, P. Harvey, P. Kilpatrick,
I. Spence, B. Varghese, PCT/US2022/021587.

1.6 Thesis Outline

The remainder of the thesis is organized as follows:
Chapter 2 - Literature Review. This chapter presents the literature relevant to this thesis,

providing the necessary background. Specifically, it discusses two key shifts: from CML to
DML and from cloud computing (CC) to edge computing (EC). The natural convergence
of DML and EC is then examined, followed by an introduction to three foundational DML
training paradigms in the context of EC.

Chapter 3 - Offloading Workload from IoT Devices to Edge Nodes. This chapter
presents the initial work in this thesis, focusing on the adaptive offloading of FL training
workloads from IoT devices to the server. The chapter details the techniques used to
achieve adaptive partitioning and offloading of DNN models in FL using RL techniques.
This includes the implementation of DNN partitioning, the clustering of devices, and the
development of an RL agent. Additionally, it describes how these techniques are assembled
into the FedAdapt framework and discusses the performance improvements achieved through
FedAdapt compared to traditional FL approaches.

Chapter 4 - Reducing Communication between IoT Devices and Edge Nodes. This
chapter presents the second study in this thesis, focusing on mitigating communication
overheads in a DPFL system. It introduces techniques such as pre-trained initialization,
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replay buffer, and quantization to reduce communication overheads between IoT devices
and the edge server, thereby enhancing the system’s communication efficiency. These
techniques are integrated into modules within the EcoFed framework. Detailed evaluations
and comparisons with state-of-the-art baselines are provided to demonstrate that EcoFed can
minimize communication costs, accelerate training latency, and maintain accuracy.

Chapter 5 - Accelerating On-Device Training by Layer Freezing. This chapter
introduces the third study in this thesis, presenting a new approach to further reducing the on-
device training workload by employing dual-phase layer freezing techniques on both devices
and servers. The chapter details two components: regularization-based and convergence-
based layer freezing. These two types of layer freezing techniques are then integrated into
modules within the FedFreeze framework. The proposed FedFreeze technique is evaluated
on two testbeds, across three training tasks, using two initialization methods to showcase the
impact of FedFreeze on training speed and accuracy performance.

Chapter 6 - Integrating FedAdapt, EcoFed, and FedFreeze into EPFL. This chapter
describes the integrated framework EPFL, which orchestrates the functionalities of FedAdapt,
EcoFed, and FedFreeze. It outlines the system architecture of EPFL, the overall training
workflow, and the redesigns of modules. The chapter also provides an evaluation of EPFL,
including its end-to-end performance compared to classic FL and vanilla DPFL. Additionally,
the breakdown of individual module performance is discussed to highlight the benefits of
integration.

Chapter 7 - Conclusion. This chapter discusses the insights and broader impact of this
thesis. Additionally, it presents the limitations of the current work and suggests directions
for future research. Finally, it summarizes and concludes the thesis.





Chapter 2

Literature Review

This chapter provides a review of the literature relevant to the research considered in this
thesis. Firstly, an overview of the areas considered in the literature is provided, as illustrated
in Figure 2.1. Two shifts in the computing landscape relevant to building ML systems for
real-world applications are noted: (i) transitioning from CML to DML, and (ii) moving from
utilizing CC infrastructure to employing EC nodes. These highlight two crucial factors when
building an ML system: whether the system is centralized or distributed, and whether the
infrastructure resides in cloud data centers or spans across cloud and edge nodes. Section 2.1,
and Section 2.2 consider these shifts, including the background, techniques and challenges.
These two shifts naturally lead to the central topic of this thesis: the convergence of DML
and EC. Specifically, Section 2.3 discusses the background, motivation, and challenges of
this convergence. Finally, three prominent DML methods in EC are introduced that are
foundational to the work of this thesis. In particular, Section 2.3 introduces three techniques,
namely FL, SL, and DPFL.

The literature review in this chapter provides a high-level background for the thesis.
Comparisons between existing research and the individual techniques proposed in this thesis
are presented in the technical chapters (refer Section 3.5, Section 4.6, and Section 5.5).

2.1 From Centralized ML to Distributed ML

In this section, CML is first introduced along with its background and technical details, such
as its pipeline and challenges. Then, DML is introduced with a discussion on the challenges
of traditional CML. In addition, two types of DML parallelism are discussed, and the major
challenge of communication overhead in DML is highlighted.
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Fig. 2.1 Overview of the areas considered in the literature review.

2.1.1 Centralized ML

ML has achieved remarkable success in recent decades. For example, in the ImageNet
competition [27], ML algorithms have achieved human-level performance in image clas-
sification tasks [54]. Another example is AlphaGo [157], which utilized RL to defeat the
number one Go player in the world in 2017. More recently, OpenAI presented an AI software
named ChatGPT [124] that leverages ML generative algorithms [14]. ChatGPT demonstrates
human-level proficiency in certain natural language processing and coding tasks [124].

The success of ML can be attributed to three reasons. First, significant progress has been
made in ML algorithms, particularly in developing deep learning algorithms for complex
tasks [33, 155, 28]. Secondly, advancements in computational capabilities, such as the rapid
upgrade of modern GPUs, has facilitated the training of these advanced ML algorithms. The
third reason is the availability of large datasets, such as CCMatrix [148] or ImageNet [27],
which have provided the data required for training ML models to a high accuracy.

CML pipeline: CML is a key training paradigm for many ML algorithms. Specifically,
ML training is typically conducted on a centralized server located in a cloud data center,
where data are stored and processed. In this training paradigm, the training data is pre-
processed and stored on the cloud server. The preparation of data often requires human effort,
including data collection, calibration, and labeling. In addition, a central server is responsible
for aggregating, processing and, storing the data. The centralized collection of data offers
advantages for data management, as all data is available in one location.

Figure 2.2 illustrates the detailed steps involved in a typical CML pipeline. The CML
pipeline starts with data collection, where data is sent from devices to a central server. After
the data collection, the server will execute the step of data pre-processing, including data
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Fig. 2.2 CML pipeline.

cleaning, augmentation, and transformation to eliminate noise and inconsistencies in the data.
Subsequently, the server will train ML models on the pre-processed data. These ML models
are typically designed by ML engineers to achieve high learning performance, measured by
metrics such as accuracy.

After completing the training of the ML model, the model needs to be deployed for
providing ML services. There are two ways to deploy the ML services using the trained
models. The first approach involves distributing the trained models back to the devices.
However, this approach presents challenges because the training environment on the server
differs from the deployment environment on the devices, potentially rendering the model
unsuitable for deployment. Therefore, in the majority of CML paradigms, an alternative
approach is to maintain the model on the cloud as a remote service. In this case, when a
device requests the ML service, the cloud utilizes the trained model to compute and send the
results back to the device. This deployment method is more practical since both the training
and deployment of ML models occur on the cloud. Notably, the process mentioned above
can be restarted. As new data is generated on devices over time, the CML steps need to be
re-executed to ensure the model remains up-to-date.

The challenge of training large ML models on large datasets: To improve the per-
formance of ML models, large-scale datasets comprising millions of data samples [27] are
required. In addition, more advanced ML algorithms require larger models to be trained.
These requirements can only be met by substantial computational resources. However, tradi-
tional single-machine training or single-node training cannot meet the requirements easily
for training computationally-intensive ML models on large-scale data [170]. This poses an
obstacle to traditional CML training of large ML models using large datasets.

2.1.2 Distributed ML

To address the above challenge, DML was proposed to distribute the training workloads
across different computational nodes [186]. The DML training system is developed across
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multiple computation nodes instead of a single machine. The advantage of DML lies in its
ability to facilitate parallel training across multiple computation nodes, thereby enhancing
the efficiency of training computation-intensive models on large-scale datasets. For example,
Facebook [43] proposed a distributed synchronous Stochastic Gradient Descent (SGD)
algorithm to complete ImageNet training in less than an hour utilizing 256 GPUs.

Data and model parallelism: In a DML system, two types of parallelism are commonly
employed: data parallelism and model parallelism.

Data parallelism involves dividing the dataset across multiple computational nodes. Each
node independently processes its assigned portion of the data [151, 88] for training. The
parameters of a global ML model are replicated and distributed to each node. During the
DML training with data parallelism, gradients of the parameters are computed locally for
each batch of data on each node. These local gradients are then collected and averaged across
all nodes before updating the parameters of the shared global model. The advantage of data
parallelism lies in its efficiency in processing large datasets, as each node operates on a subset
of the entire dataset concurrently. Data parallelism can accelerate the training process and
enable the use of larger batch sizes for one global update step, leading to more stable and
faster convergence of the training. By using data parallelism the same training performance
as centralized training with a large batch size can be achieved.

Model parallelism, on the other hand, addresses the memory constraints of a single
node when a large model cannot entirely fit into the memory of the node [156]. In model
parallelism, different segments of the global model are allocated to separate nodes. During
the DML training with model parallelism, the data flows within the computation of the
model are distributed across nodes. Each node is responsible for processing specific layers
or components of the global model. Model parallelism enables the training of large models
that would otherwise be impractical due to memory limitations. By distributing different
parts of the global model across nodes, it becomes feasible to effectively train larger models.
By using model parallelism, the same training performance as in centralized training can be
achieved, as only the execution location of different parts of the model changes.

The challenge of communication overhead in DML: Communication overhead in
DML refers to the overhead for exchanging data, model parameters, and intermediate results
between multiple nodes during DML training. Although DML accelerates training and
reduces memory consumption on a single node, it incurs additional communication overhead
between nodes. This communication is essential to synchronize training updates (e.g.,
activations and gradients) among multiple nodes. However, the transfer of data in DML
systems often becomes a bottleneck due to the extensive volume of intermediate data that
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is generated. As a result, a DML system needs to balance acceleration performance with
communication costs.

2.1.3 Summary

Traditional CML is easy to implement because both the ML model and the data can be
accessed on a single node. However, driven by the demand for training more computationally
intensive models on larger datasets, DML has emerged as an effective solution to the challenge
of insufficient training resources on a single node. This shift from single-machine CML to
multi-node DML necessitates changes in system considerations when building DML, such as
managing the communication overhead.

2.2 From Cloud Computing to Edge Computing

This section first discusses the concept of traditional CC and the ML services provided on
the cloud. Then, EC is introduced with an additional emphasis on the benefits it provides.

2.2.1 Cloud Computing

Cloud computing refers to the computing paradigm where computational services are
executed in remote cloud centers using cloud infrastructure and accessed over the Inter-
net [109, 162, 143]. This approach enables users to access and utilize a vast array of
computing resources including servers, storage, databases, networking, and software without
the need for investments in physical hardware or infrastructure maintenance. Depending
on the offerings provided by cloud service providers, service models can be categorized as:
Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software as a Service
(SaaS) [115]. In a IaaS model, users gain access to virtualized computing resources such
as virtual machines, storage, and networking [115]. The PaaS model provides users with
ready-to-use platforms and tools for building, deploying, and managing applications [115].
In addition, SaaS solutions deliver fully functional software applications over the internet,
accessible via web browsers or APIs [115].

CC offers various services tailored to different phases of an ML pipeline. For example,
it provides IaaS and PaaS for training ML models and SaaS for deploying the trained
models [40, 129]. Specifically, during CML or DML training on the cloud, the cloud
provides essential computational resources for model training. Users only need to consider
the virtualized infrastructure and training APIs, without requiring in-depth expertise in
underlying ML or DML training systems [144]. Moreover, during the deployment phase
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with trained models, the cloud also offers mature solutions for deploying ML models as
services to handle requests from devices [90]. Cloud-native ML services encompass a range
of solutions, from fully managed platforms for developing and training to the deployment
of trained models and APIs for inference. With the help of elastic compute resources [130],
cloud-native ML services enable users to efficiently train and deploy ML models on datasets
of varying sizes and complexities, accelerating the development of ML applications.

2.2.2 Edge Computing

It is estimated that by 2025, more than 55 billion IoT devices will be connected to the internet
generating vast amounts of data at the network edge [65]. EC has emerged as a new computing
paradigm, aiming to bring computational resources and data storage closer to where they
are generated, rather than relying solely on traditional cloud data centers [168, 167, 154]. In
the traditional CC paradigm, data is sent from IoT devices to remote cloud data centers for
processing, analysis, and storage. However, sending all data from devices to the cloud can
lead to network congestion and raise privacy concerns, particularly when dealing with large
volumes of data containing sensitive user information. EC addresses these challenges by
moving computing resources closer to the data source. This approach enables faster response
times, reduces data communication requirements, and enhances privacy.

Implementing ML in EC environments offers two benefits: first, it can enhance system
performance in terms of both computation and communication. Second, EC can address
concerns regarding data privacy by keeping data processing closer to the devices.

EC for improving system performance. The EC paradigm serves as an intermediate
computation location between IoT devices and the cloud. This new computing paradigm
can be utilized to enhance the performance of an ML system in two ways. First, it enables
the migration of ML services from the cloud to edge nodes or even directly to end devices,
thereby reducing response time and communication overhead. Second, it facilitates the
transfer of the ML workload, including both training and inference tasks, from resource-
limited IoT devices to edge nodes that are equipped with relatively more computational
resources.

In the traditional CML paradigm, ML services are typically hosted in the cloud. However,
when millions of IoT devices simultaneously require these services or when there are high
network delays, the response times of the services become impractically slow. To overcome
this limitation, EC enables the deployment of ML services on edge nodes, bringing the ML
services closer to the devices. As a result, devices can access nearby ML services with lower
network delay, which is essential for time-critical applications [97, 59]. Additionally, the
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shift in deployment location reduces the volume of data transmitted to centralized servers,
thereby alleviating communication burdens on the network.

ML computations can also be offloaded to edge nodes, thereby providing support to
resource-constrained devices. Deploying ML services on resource-constrained devices is
challenging due to the heavy computational workload required by ML applications. To
address this issue, EC emerges as a valuable solution by offering edge nodes as offloading
locations for deploying ML services on resource-constrained devices [102, 93, 69]. By
leveraging the computation resources on the edge, the burden of ML computations on
resource-constrained devices is reduced, thereby mitigating the issue of heavy computation
requirements. Offloading ML computations from devices to edge nodes enhances the overall
performance of the ML system, especially in scenarios where IoT devices cannot afford the
computation cost of ML applications.

The motivation for running ML applications on millions of IoT devices stems from the
need for real-time processing and scalability in several critical applications. For instance,
in smart cities, IoT devices, such as traffic cameras and environmental sensors require
local ML computation to provide timely insights for managing traffic flow or monitoring
pollution [126]. Industrial IoT systems rely on edge-based ML for predictive maintenance
of equipment, where low-latency decision-making is critical [30]. Similarly, autonomous
vehicles and drones require on-device object detection in real-time to ensure safe navigation
and maintain necessary safety thresholds [91].

The examples chosen in this thesis are based on image classification, a fundamental task
in computer vision to support object detection and segmentation. In addition, by using image
classification as a demonstrator, this thesis follows a standard approach commonly seen in the
literature, specifically those at the intersection of distributed systems and machine learning
paradigms, such as FL [75]. The experiments conducted in this thesis offer a benchmark for
comparing the proposed techniques with existing works. However, it is worth noting that the
approaches proposed in this thesis are not necessarily limited to image classification. The
underlying principles can be applied to other tasks, such as object detection, segmentation,
and beyond.

EC for resolving privacy concerns. Another benefit of EC is its ability to enhance the
privacy of end-users. In traditional ML applications, both the training and deployment of an
ML model require the processing of raw data from end-users. In a typical CML system, this
raw data must be transferred from the devices to the cloud, which raises privacy concerns.
Users are sensitive about how their data will be utilized and stored, particularly in light of
the growing emphasis on privacy protection by both end-users and governments [23]. EC
addresses these concerns by eliminating the need to transfer raw data to the remote cloud.
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Instead, it brings the ML service or application to nearby edge nodes or even local end-user
devices. In EC, data is processed closer to its source, meaning sensitive information passes
through fewer third-party nodes over the network, which may alleviate some concerns around
data privacy. Additionally, since EC distributes the processing across multiple devices and
nodes, the risk of large-scale breaches can be potentially reduced compared to centralized
(cloud) systems, often subject to single points of failure. As a result, EC has potential benefits
for information-sensitive ML applications that makes it attractive as a paradigm for building
modern distributed systems.

2.2.3 Summary

CC provides a range of solutions for training and deploying ML services in the cloud.
However, managing ML applications with millions of IoT devices poses significant challenges
for CC. To address these scalability challenges, EC helps by executing computations on
end devices and edge nodes without sending them to the cloud, thereby enhancing the
performance of ML systems. Additionally, it alleviates users’ privacy concerns regarding
their data. The shift from CC to EC is natural due to the increasing number of IoT devices
and growing attention to data privacy.

2.3 The convergence of DML and EC

This section discusses the convergence of DML and EC, focusing on the implementation of
DML systems at the edge. In particular, we introduce a hierarchical DML system consisting
of two fundamental phases: DML training and DML inference. Additionally, we delve into
the primary challenges encountered when applying DML in EC environments and explore
existing techniques aimed at addressing these challenges.

Benefits from combining DML and EC. In recent years, the convergence of DML
and EC, also known as edge intelligence (EI) [29, 198, 182], has gained popularity. The
convergence of DML and EC is inherently beneficial in two ways. (i) DML brings ad-
vanced intelligence to EC, enabling smart AI applications on the edge, such as autonomous
driving [97], smart home [15], and the industrial Internet of Things (IIoT) [86]. (ii) EC
enhances the quality of DML applications by offering richer data and diverse application
scenarios. The massive IoT data generated at the edge provides opportunities to enhance the
performance of ML models.
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Fig. 2.3 An example of a hierarchical DML system built on devices, edge nodes, and the
cloud.

2.3.1 DML at the Edge

Traditional DML systems are built on the cloud with homogeneous computation resources.
For example, high-performance computing (HPC) clusters on the cloud are built with
multiple homogeneous devices (e.g., CPUs and GPUs) connected by high-bandwidth net-
works [170, 5]. However, building a DML system with end devices and at the edge is more
challenging [84, 198].

Figure 2.3 shows an example of a hierarchical DML system built on end devices, edge
nodes, and the cloud. A portion of the ML workload is deployed on the end devices, while
the remaining workload is distributed across edge nodes and the cloud. In this DML system
across devices, edge nodes, and the cloud, ML workloads (e.g., DNN training) are partitioned
into devices, the edge and the cloud. Devices, edge nodes, and servers collaborate to complete
a DML task with the transfer of model parameters, activations, and gradients between the
three tiers. Depending on the different phases of the ML pipeline, existing research on
DML systems can be divided into two categories: those built for training and those built for
inference [135].
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DML inference at the edge. Building a DML inference system has been previously
investigated by researchers and the industry community, as it primarily involves optimizing
the forward pass of an ML model. For example, to address the challenge of limited compu-
tational resources on end devices, researchers have developed a device-edge co-inference
framework. This framework offers a solution by partitioning the DNN into segments executed
on the device side and edge side [84, 100]. To further reduce communication overheads, as
intermediate activations need to be transferred to the edge server, research has focused on
compressing these activations by incorporating specific neural network architectures that
downsample the activations before transferring them to the server [36, 152]. However, these
works consider only the inference phase and assume that the model will be trained on the
cloud in advance.

DML training at the edge. In contrast to DML inference, orchestrating DML training
at the edge has been less investigated. This is primarily because training necessitates more
computational and communication resources and typically requires longer execution times.
FedAvg [111] was the first to propose the FL paradigm, which involves independently
training ML models on each end device and aggregating the global model in the cloud.
Building on the FL paradigm, further research has incorporated edge nodes to reduce the
computational workload of classic FL [53]. Additionally, a hierarchical FL architecture has
been proposed to optimize communication costs between end devices, edge nodes, and the
cloud [96]. However, research on orchestrating DML training at the edge has not been widely
adopted in the industry. Current studies have yet to comprehensively address the challenges
of implementing DML in edge computing, such as limited resources, device heterogeneity,
and communication overhead.

2.3.2 Challenges of Implementing DML in EC

There are several challenges when implementing DML in EC.
Limited resources. The first challenge encountered when implementing DML in EC is

the limited resources of EC systems compared to the cloud-only environment. Specifically,
the computational capabilities of IoT devices and edge nodes are limited in comparison
to cloud GPUs. The limited resources of EC systems pose a challenge when running
computation-intensive ML workloads, such as DNN training and inference [34]. This is
because the development of DNN algorithms typically assumes that training and inference
occur on the cloud rather than on edge nodes or IoT devices. Therefore, techniques aimed
at reducing the computational burden of these DNN algorithms are necessary to overcome
the challenge posed by limited resources [138]. This challenge relates to RQ1 and RQ3
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introduced in Chapter 1, and the corresponding solutions are discussed in Chapter 3 and
Chapter 5.

System heterogeneity. Another challenge encountered when implementing a DML sys-
tem in EC environments is system heterogeneity [62]. Unlike traditional cloud environments
where hardware and software configurations are relatively uniform, EC systems often consist
of heterogeneous devices with varying computational capabilities, storage capacities, network
bandwidths, and power constraints. This heterogeneity introduces additional complexities
in designing and deploying DML systems, as the DML algorithm needs to be adapted and
optimized across diverse devices in order to achieve optimal performance [61]. Moreover,
orchestrating DML training across heterogeneous edge nodes further complicates the devel-
opment of DML systems in EC environments [159]. This challenge relates to the device
heterogeneity of RQ1 introduced in Chapter 1, and the corresponding solutions are discussed
in Chapter 3.

Communication overhead. The communication overhead is the third challenge when
implementing DML in EC. This cannot be ignored because of two reasons. (i) The communi-
cation capacity of end devices and edge nodes is also limited compared to cloud nodes [108].
(ii) In some DML paradigms, the communication overhead is typically the bottleneck of
the system [78, 178]. Therefore, a detailed analysis of communication cost and effective
techniques for reducing the communication cost are required when implementing DML
in EC [78, 16]. The challenge of communication overhead relates to RQ2 introduced in
Chapter 1, and the corresponding solutions proposed by this thesis are discussed in Chapter 4.

2.3.3 Existing Solutions

To solve the above challenges when developing DML training and inference in EC, several
techniques have been proposed such as compression algorithms and framework optimiza-
tion. These techniques aim to reduce the total training workload (i.e., computation and
communication costs) of DNNs on resource-constrained devices and edge nodes. Examples
of model compression techniques include model pruning [99], quantization [51], reduced
synchronization, and DNN framework optimization [70].

Model pruning. Model pruning is a DNN model compression technique to reduce the size
and computations of DNNs without compromising performance significantly. In particular,
model pruning eliminates unimportant connections (weights) or entire neurons from the
DNN, effectively compressing the size of the DNN and reducing computations [199, 101].
Pruning methods can be categorized into two approaches: unstructured pruning and structured
pruning. Unstructured pruning, also known as weight pruning, involves removing individual
weights [38]. Structured pruning, on the other hand, aims to remove entire filters, channels,
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or even layers, resulting in more structured sparsity within the model. Model pruning not
only reduces the model size and memory footprint but also accelerates inference and training.
As a result, pruning can lower the requirements for deploying DML on resource-constrained
devices [94].

Quantization. Quantization is another model compression technique to reduce the preci-
sion of numerical values in a model [134]. The parameters of DNNs are typically represented
as 32-bit floating-point numbers both in the training and inference phases. In quantization,
the parameters are converted from high-precision 32-bit floating-point numbers into lower-
precision fixed-point numbers or integers. As a result, it reduces the memory footprint and
computational workloads of the model, making DML deployment on edge nodes and IoT
devices efficient. One popular category of quantization is post-training quantization [176],
where a trained model is transformed into a quantized model without re-training. This
technique has been widely adopted due to its simplicity of implementation, as it does not
require re-training with the original dataset. In a typical 8-bit post-training quantization,
weights and activations are quantized to 8 bits using various quantization schemes such as
uniform quantization [176], non-uniform quantization [7], or adaptive quantization [197].
In addition, the quantization-aware training technique can be further adopted to reduce
the accuracy degradation caused by post-training quantization [37]. However, it requires
adopting quantization during the training phase to get the final model.

Reduced synchronization frequency. To reduce the communication overhead, an
effective approach is to decrease the frequency of communication in the DML system.
Communication often occurs when the DML system synchronizes information between
nodes. Therefore, reducing the synchronization frequency is an efficient way to mitigate the
overall communication cost. For instance, in a typical DML training system, once the global
model is downloaded by multiple devices, each device starts to train locally. As each device
computes and updates the model, these updates are communicated back to a central node
for synchronization. The number of communication rounds between the devices and the
central node can be reduced through more efficient model updates [150]. However, reducing
synchronization frequency may slow convergence during training.

Optimizing DNN frameworks. Another technique to accelerate the training or inference
of DNN models on resource-constrained devices is to develop an optimized training or
inference framework that considers the hardware characteristics. For instance, Mobile Neural
Network (MNN), a highly efficient and lightweight DNN inference framework, can reduce
inference time on diverse mobile devices by approximately 30% [70]. However, current
research in this avenue mostly focuses on optimizations on the inference phase for a single
device.
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2.4 DML Training Paradigms in EC

This section introduces three popular DML training paradigms in EC, which are the founda-
tional blocks upon which this thesis is built. These include FL, SL, and DPFL.

2.4.1 Federated Learning

FL is a privacy-preserving DML technique that has recently gained popularity [185, 75, 12,
190, 52]. Using this DML paradigm, a global ML model (such as a DNN) is independently
executed on several end devices. The model on each device is trained without sending
raw data (which may be sensitive) from the device to a server. Instead, the server is sent
intermediate models generated by the devices, which are aggregated on the server to create
a global model. Thus, an ML model can be trained without exposing sensitive data from a
device to an external server. For instance, a successful application of FL is that Google has
applied FL on Android Gboard, the Google Keyboard, to train a next-word prediction model
using the daily typing history on user mobile devices instead of collecting the data on a cloud
server [186].

Typically, a round of FL comprises three key steps, as shown in Figure 2.4. In the first step,
a global model, W , is initialized on the server and distributed to all devices. In the second
step, each device independently trains the ML model using data generated by the device.
Typically, one epoch of local training utilizes the entire dataset from each device. After
independent training, the models trained on the local devices (updated model parameters, Wk)
are sent to the server. In the third step, a new global model is aggregated as follows [111]:

W =
N

Â
k=1

nk

n
Wk (2.1)

where N denotes the number of devices, nk is the number of data samples on the device k and
n = ÂN

k=1 nk is the number of all data samples across all devices. In subsequent rounds of FL
training, the aggregated model is distributed to all devices, and the above steps are repeated
until the training loss converges or a time limit is exceeded.

FL is efficient for scaling with a large number of devices since local training can be
carried out in parallel. However, FL is known to be less efficient for heterogeneous devices
that have different computational capabilities, as local training in the straggler will become a
bottleneck [39, 171, 177, 184]. In addition, the computationally intensive workload (training
of Wk) is solely executed on the device. An external server, located at the edge node of the
network or in the cloud, only aggregates the weights collected from the end devices, which
is relatively less computationally expensive. The majority of the computational workload
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Fig. 2.4 Steps in each round of FL training: Step 1 - The server initializes the parameters of
the global model and sends the parameters to each device, Step 2 - Each device completes
local training on its dataset and sends updated local parameters back to the server, and Step 3
- The server aggregates local models to generate a new global model for the next round.
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(local training) is allocated to the devices, which often have limited resources and energy
budgets [66]. In addition, each device simultaneously communicates with the server to
exchange updated weights through diverse network configurations, which further exacerbates
the burden. In general, the typical FL system is effortless to scale out due to the high degree
of parallelism, which is efficient when dealing with a large number of devices. However, it
also has a drawback that puts most of the computation workload individually on each device,
which has less computing capability than the server.

(a) Centralized FL (b) Decentralized FL

Fig. 2.5 An illustration of centralized and decentralized FL.

Centralized FL and Decentralized FL. FL can be categorized as centralized FL and
decentralized FL based on the network topology: These approaches share the common goal
of collaboratively training an ML model while keeping data generated on or available on
the participating devices private. However, they differ in how devices are connected to one
another and how communication occurs during training [161, 10]. As illustrated in Figure 2.5,
centralized FL coordinates model updates via a central server, whereas decentralized FL
relies on direct communication between devices.

In centralized FL, a central server is the orchestrator for training the global model
(as shown in Figure 2.5a). Each participating device trains the model locally on its data,
then sends model updates to the central server. The server aggregates these updates and
redistributes the global model to the devices for further training. The network is a star
topology in which all devices communicate with the central server but not with each other.
Centralized FL methods are useful in applications, such as Google’s Gboard for predicting
the next-word during typing on an electronic keyboard [186]. User data remains local, and
the global server in the cloud facilitates FL training. Additionally, centralized FL is the most
common architecture in current FL research [10], making it the primary focus of this thesis.
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Fig. 2.6 A typical SL architecture in an edge environment.

Decentralized FL, in contrast, eliminates the need for a central server (as shown in
Figure 2.5b). Devices communicate directly with each other in a peer-to-peer fashion,
sharing and updating model parameters collectively. The network topology resembles a
mesh, where devices interact with multiple peers. This paradigm is beneficial in scenarios
where relying on a single server is not desirable, such as in smart grid networks and and
autonomous vehicle networks [10, 141].

2.4.2 Split Learning

SL is another popular privacy-preserving DML paradigm proposed by MIT in 2018 [113]. It
was first used to collaboratively train a global model across the data from several hospitals,
which is quite sensitive and cannot be shared with each other [169, 133]. Recent research
also applies SL on end devices to formulate an efficient DML paradigm in EC [18].

A typical architecture of SL is shown in Figure 2.6 with a global server and 5 end devices.
At the beginning of the training, a global model (monolithic DNN) is partitioned into two
networks, namely a device-side model and a server-side model. On the device, the DNN
is trained up to the layer at which the DNN is partitioned. Then the activation feature map
(Activation) of the last layer on the device is sent to the server. The server continues training
until the last layer of the DNN. After the training loss is calculated and the gradient is updated,
the respective gradients are sent to the device so that the gradients on the device can be
calculated and updated. When training in SL with multiple devices, as shown in Figure 2.6,
the devices are trained in a sequential round-robin fashion, whereby only one device will
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be connected to the server at a time. After a given device completes training, the updated
weights are copied onto the next device to continue training.

SL could protect the privacy of data by sending only activations to the server to train
the server-side model, leaving the training of the device-side model on the local devices.
This avoids the need to transmit raw data from end devices to the server. An advantage
of SL is that collaborative training with the help of the server could significantly reduce
the computation workloads for the devices compared to FL, in which the entire DNN is
trained on the device. Considering the limited computation resources on end devices and the
impractical training time of classic FL training on end devices [39], partitioning the model
could move the majority of the training workload (most of the DNN layers) to the server.
However, when there are a large number of devices, it is inefficient for SL to scale out since
all participants need to sequentially connect with the central server and conduct training.

2.4.3 DNN Partitioning-Based FL

There is another line of research that combines FL with SL in the EC setting, namely DPFL.
The existing research on DPFL can be divided into two main categories: vanilla DPFL and
local loss-based DPFL. SFL [165] is the first work in DPFL, which takes a unique approach
by partitioning a DNN between the device and the server in FL. This method combines FL
and SL, where device-side models are trained independently by receiving gradients from the
server, while server-side models are trained by collecting activations from devices in parallel.
By doing so, SFL addresses the computational limitations of resource-constrained devices
and accelerates the training process. However, it’s worth noting that while SFL efficiently
handles the computational burden, it does not account for the additional communication
overhead introduced by the DNN partitioning.

Recently, improvements have been made in DPFL approaches, with a focus on optimizing
communication costs. These advancements involve computing the local loss on the device,
which helps reduce the need for extensive communication [47, 53]. In these methods, the
device-side model is trained using local error signals generated by an additional auxiliary
network, eliminating the requirement to transfer gradients from the server and utilize them on
the device. However, this approach of training the device-side model with local error signals
has its limitations, resulting in suboptimal performance and reduced accuracy. Additionally,
these local loss-based DPFL methods often overlook the communication costs associated
with transferring activations.

A drawback of DPFL methods lies in the vulnerability of activations to hacking, par-
ticularly concerning model inversion attacks that can potentially reconstruct the original
data [103]. To address this security concern, one potential solution is to incorporate homomor-
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phic encryption. By leveraging homomorphic encryption, the activations of the device-side
model can be encoded, ensuring secure communication within the DPFL framework [20].

2.4.4 Discussion

Comparison between classic DML, FL, SL and DPFL. Different DML paradigms have
unique characteristics influenced by the training algorithms they utilize and the computing
environments in which they usually operate in. Table 2.1 presents a comparison of various
DML paradigms, including classic DML, FL, SL, and DPFL. Specifically, classic DML
refers to the traditional DML system that uses a distributed stochastic gradient descent
algorithm [25] and is usually deployed in a cloud-only computing environment. In contrast,
FL, SL, and DPFL adopt the training algorithms described in previous sections and are
typically implemented across both the cloud and the edge.

As shown in Table 2.1, classic DML, FL, and DPFL can accelerate training, as training
on distributed data is carried out simultaneously on each computation node. This process
is referred to as data parallelism. However, SL trains the model sequentially, leading to
inefficient training, as the number of end devices increases. FL, SL, and DPFL train ML
models without the need to transfer the data of end users to servers. In contrast, classic
DML in the cloud requires collecting raw data from devices and sent to the cloud. Device
heterogeneity in classic DML is low in the cloud, as typically homogeneous devices are
deployed when building the cloud infrastructure. However, device heterogeneity in FL, SL,
and DPFL at the edge is high, as different end users may possess various types of end devices.

Classic DML in the cloud requires only pre-processing computations on each device
before sending the raw data to the server. SL and DPFL reduce computation on devices by
offloading the DNN training workload from the end devices to the cloud server. However,
FL encounters a bottleneck in on-device computation due to limited resources at the edge.
Regarding device-side communication costs, SL, and DPFL have significant communication
overhead, due to the need to send forward activations and backward gradients. In contrast,
classic DML in the cloud and FL are communication-efficient, since they only need to
communicate raw data once or updated weights at the beginning and end of each round,
respectively.

To summarize, classic DML executes training on the cloud without considering data
privacy. FL requires substantial training on devices with limited resources. SL and DPFL
incur significant communication overhead due to the need to send forward activations and
backward gradients.

Research gaps. Although FL, SL, and DPFL are emerging paradigms for training ML
models locally at the edge, three research gaps are identified as follows:
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Classic
DML FL SL DPFL

Execution Environment Cloud Cloud and
edge

Cloud and
edge

Cloud and
edge

Training speed up 3 3 7 3
Data privacy 7 3 3 3
Device heterogeneity Low High High High
Computational burden on de-
vices Low High Low Low

Communication overhead on
devices Low Low High High

Table 2.1 Comparison of classic DML, FL, SL and DPFL. Classic DML refers to the
traditional DML system that uses a distributed stochastic gradient descent [25] algorithm and
operates in a cloud-only computing environment. In contrast, FL, SL, and DPFL adopt the
training algorithms described in Section 2.4.1, Section 2.4.2, and Section2.4.3, respectively.
They are typically implemented across both cloud and edge computing environments.

1. Existing DML paradigms for the edge require further optimizations to be practical
for the edge. FL has impractical training times due to the computational burden
on resource-limited devices on which local models are trained [39]. SL and DPFL
reduce the device-side computational workload by offloading parts of it to the server.
However, SL does not scale well for a large number of devices, as it requires round-
robin style training between devices and the server [169, 133]. DPFL retains the
benefits of parallel local training similar to FL but introduces additional communication
overheads, such as the exchange of intermediate results between devices and the
server, creating a new bottleneck during training. Deploying DML paradigms at the
edge, therefore, necessitates further optimization to address the challenges related to
impractical training latency, inefficient parallelization, and large communication costs.

2. Existing solutions for optimizing DML paradigms are often limited in scope. For
instance, techniques of partial training are often adopted to reduce the computational
burden on devices in FL training [71, 3, 72, 101]. However, these techniques typically
result in significant accuracy degradation [19]. Additionally, while there is research
that combines FL with SL to leverage a higher degree of parallelism in classic SL, it
often overlooks the issue of device heterogeneity [165, 53]. Furthermore, in DPFL,
the communication cost between devices and the server is rarely considered. While
a few works [47, 53] adopt local loss to reduce communication costs, they do not
account for the communication cost of activations. In summary, existing efforts to
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optimize these three DML paradigms are still in their infancy and do not provide
effective solutions, as they typically focus on improving only one among many aspects
of system performance.

3. Evaluation on physical devices is necessary to verify the performance of DML paradigms
and the accompanying optimization techniques. Evaluating DML systems on real-
world prototypes is essential to identify real issues and to demonstrate the effectiveness
of different DML paradigms and the optimization approaches applied to them. For
example, lightweight DNN optimization techniques have been proven to effectively
reduce DNN inference time in the cloud and on devices [60, 193]. However, evalua-
tion on real IoT devices demonstrates that the optimization techniques within DML
have limited training performance on the edge. For instance, a lightweight convolu-
tional neural network (CNN), MobileNetV1 [60], required over 8 hours on Raspberry
Pi 3 single-board computers to complete one round of training in an FL training
paradigm [39]. Another example is local loss-based DPFL training, which theoretically
can reduce half of the communication in DPFL. However, evaluation on real-world
network conditions shows only marginal improvement in communication efficiency.
The reason is that the actual bottleneck, which is the communication of the activation
is not addressed in this approach [178].

The classic DML, FL, SL, and DPFL paradigms cannot be directly applied to build an
efficient DML system at the edge. Moreover, existing optimization efforts for these paradigms
are ineffective in enhancing overall system performance and are rarely evaluated on real
IoT testbeds. Therefore, this thesis proposes three techniques to address the drawbacks of
different DML paradigms and fill the gaps in existing work, which will be discussed in
Chapter 3, Chapter 4, and Chapter 5. Additionally, a holistic framework integrating the three
techniques is presented in Chapter 6 and evaluated on real-world testbeds to demonstrate the
overall improvement in system performance when building DML at the edge.



Chapter 3

Offloading Workload from IoT Devices to
Edge Nodes

This chapter explores the opportunity of employing DNN partitioning-based offloading
techniques to enhance the training speed of FL on IoT devices. Specifically, this chapter
addresses three questions: (i) Can DNN partitioning-based offloading accelerate the training
time of an FL system at the edge, and to what extent can acceleration be achieved? (ii)
How to manage device heterogeneity in the context of DNN partitioning-based offloading
(iii) What impact will dynamic operational conditions, such as network bandwidth, have on
offloading performance, and how can the DNN partitioning technique adjust to this?

This chapter introduces FedAdapt, a DNN partitioning-based FL framework to tackle
these questions. FedAdapt utilizes DNN partitioning to offload part of the DNN training
to the edge server, reducing the computation overhead on IoT devices. To address device
heterogeneity, FedAdapt integrates an RL agent and device clustering strategy to generate di-
verse offloading strategies. In addition, the RL agent in FedAdapt makes dynamic offloading
decisions in response to changes in network bandwidth during training.

A real-world testbed is built, which comprises five IoT devices and an edge server for
testing the performance of FedAdapt. The experimental studies highlight that FedAdapt
significantly reduces the total training time by up to 40% while achieving the same accuracy
and convergence speed compared to classic FL on two popular DNN models.

3.1 Motivation

In the recent decade, FL has emerged as a machine learning paradigm for privacy-preserving
distributed training utilizing private data generated on the network edge [185, 75, 12].
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As introduced in Chapter 2.4, in classic FL architecture, the computationally intensive
workload of training the DNN is independently carried out on individual devices, which may
include IoT devices with limited computational capabilities. In contrast, a server located at
the edge of the network or in the cloud is responsible for aggregating the weights sent from
these devices, a process that is relatively less computationally demanding. However, the
server has more computational resources compared to each IoT device. This naturally raises
the question: Can offloading the computational workload from IoT devices to the server
improve the performance of the FL system? To answer the above question, this thesis will
first explore three challenges associated with a typical FL system.

The classic FL architecture has limitations that hinder its widespread adoption and effi-
ciency in IoT settings. The first challenge involves the impractical training times encountered
on computationally constrained IoT devices. Due to the resource limitations of such devices
in comparison to large servers or specialized clusters designed for centralized ML model
training, the time taken to execute FL training on these devices can be prohibitively long,
rendering FL less practical for many real-world IoT applications [24, 171, 39]. For instance,
experimental studies have shown that training a lightweight convolutional neural network,
such as MobileNetV1 [60], on Raspberry Pi3 single board computers, can take over 8 hours
for a single round of FL training [39]. Moreover, a typical FL training usually requires
hundreds of rounds for the convergence, leading to impractical training times. Consequently,
there is a need for novel techniques that can accelerate the training process on IoT devices in
FL.

The second key challenge relates to the computational heterogeneity of IoT devices,
leading to straggler devices during FL. In an FL system, devices have diverse computation
capabilities, with some devices being faster and others slower. The slowest devices in the FL
system are called stragglers. In synchronous FL, the stragglers impede the overall training
speed since the aggregating server must wait for all devices to complete their training before
proceeding with model updates [85, 31, 18]. Stragglers will be commonly present during FL
on an edge computing system consisting of diverse IoT devices with varying computational
capabilities and heterogeneous hardware architectures. Asynchronous FL approaches have
been proposed as a potential solution to mitigate the straggler problem, allowing devices to
operate independently without synchronization. However, this approach adversely impacts
model accuracy, as not all devices contribute equally to training [184, 46]. As a result, there
is a need for innovative methods to minimize the impact of stragglers on FL efficiency and
model accuracy.

The third significant challenge lies in addressing the influence of varying operational
conditions, such as fluctuations in network bandwidth between devices and the server.
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The performance of FL depends on the communication conditions between devices and
the central server. Changes in network conditions can create communication bottlenecks
and substantially affect the training time and overall efficiency of FL [11, 85]. Adaptive
and context-aware strategies are required to dynamically respond to variations in network
conditions to optimize training and maintain robust performance across different network
conditions.

To address the aforementioned challenges and effectively enhance FL efficiency in
IoT environments, this thesis proposes the use of DNN partitioning-based offloading tech-
niques to alleviate the burden of executing computationally intensive workloads on resource-
constrained devices. Specifically, considering the challenges in FL systems mentioned above,
this chapter aims to present a framework, addressing the following research problems:

1. RP1: Can DNN partitioning-based offloading effectively accelerate FL training on
resource-constrained IoT devices?

2. RP2: How can the impact of computational heterogeneity among IoT devices be
identified and minimized automatically in the DNN partitioning-based offloading
strategy?

3. RP3: What adaptive strategies can respond and adapt to changing network conditions
during the FL training process in the DNN partitioning-based offloading technique?

In summary, FL provides an opportunity for enabling training machine learning models in
a privacy-preserving manner on IoT devices. However, it requires addressing the challenges
of impractical training times on resource-constrained IoT devices, minimizing the impact
of computational heterogeneity, and handling varying operational conditions for achieving
performance-efficient FL on IoT devices. One solution to this is DNN partitioning-based
offloading techniques where partial training workload is offloaded to the server with more
computation resources. Therefore, this chapter proposes FedAdapt- an efficient DNN
partitioning-based offloading framework for enhancing FL training performance on IoT
devices. The next section will provide an overview of FedAdapt and how it is incorporated
within the classic FL system.

3.2 FedAdapt Overview

This section presents an overview of FedAdapt and how FedAdapt is incorporated into the
conventional FL system. Figure 3.1 presents the overall architecture of FedAdapt, which
consists of four key modules: (1) Pre-processor, (2) Clustering Module, (3) Trained RL Agent,
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and (4) Post-processor. By combining these modules, FedAdapt can effectively accelerate
FL training on IoT devices with adaptive DNN partitioning-based offloading strategies.

In particular, following the completion of last FL round (Round t�1), the Pre-processor
on the server collects essential observations regarding the record of training performance of
the devices, denoted as the states of devices. This includes gathering information in terms of
the average training latency of each device (denoted as training time per iteration), such as
the training time for one batch of training samples, and measuring the network bandwidth
between each device and the central server. The training time per iteration is normalized
by the Pre-processor among devices with varying computation capabilities. The min-max
normalization [128] is used in the Pre-processor module.

After collecting normalized training times, the Clustering Module in FedAdapt groups
devices with similar training times into computationally homogeneous clusters. Devices
within the same cluster are considered to have comparable computational capabilities and
will be assigned the same offloading strategy during training. In addition, the Clustering
Module accounts for the network bandwidth between each device and the server, ensuring
that the grouping takes into consideration the communication time between devices and the
central server. The grouping reduces the complexity for training the RL agent since the RL
agent only needs to consider groups rather than individual devices. The number of clustering
groups is determined using heuristic algorithms, such as the elbow method [77]. For instance,
the number of groups is three using the elbow methods in the experiments of this chapter.

To optimize the offloading strategy for each cluster, the Trained RL Agent utilizes the
group information and observations obtained from the Pre-processor. The RL agent takes
the state information as input and employs a fully connected neural network to generate
offloading decisions (referred to as actions) for each cluster. The training process of the RL
agent is a critical aspect and will be conducted offline in advance of FL training, which will
be elaborated in Section 3.3.

The Post-processor plays a vital role in FedAdapt, as it effectively maps the offloading
decisions generated by the Trained RL Agent to the devices within each cluster. Consequently,
all devices within a cluster execute the same offloading strategy, leading to training speedup
of local device training. The offloading strategy indicates which layers of the DNN model
will remain on each device and which layers will be offloaded to the central server for the
current FL round (Round t).

Among all the aforementioned modules, FedAdapt incorporates three fundamental tech-
niques in the FL training process:

1. DNN partitioning-based offloading: FedAdapt adopts a DNN partitioning-based
offloading approach, where the DNN model used in FL is horizontally partitioned by layers.
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Fig. 3.1 FedAdapt framework and its positioning within FL.
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By identifying the PP, certain layers of the DNN can be offloaded from computationally
constrained devices to the server while the remaining layers are executed on the devices.
This approach accelerates FL training by offloading the computational workload to more
capable resources on the server, provided that the network bandwidth is sufficient to transfer
the intermediate results efficiently. This technique directly addresses the research problem
(RP1) mentioned in Section 3.1.

2. Reinforcement learning technique: FedAdapt employs RL as an automated tech-
nique to address the challenge of computational heterogeneity among devices, which often
leads to stragglers in FL, as mentioned in RP2 mentioned in Section 3.1. The RL-based
approach enables the Post-processor to identify the PP for each individual device before
the FL round commences. This results in an optimized offloading strategy being executed
for each device, thereby identifying diverse computation capabilities of devices, mitigating
the impact of stragglers and enhancing overall training efficiency. To be able to scale up
to handle a larger number of devices and determine offloading strategies for each of them,
FedAdapt employs a clustering-based approach to group devices with similar computational
performance, further aiding in the optimization of RL-based decision making.

3. Optimized RL for changing operational conditions: Operational conditions, such as
network bandwidth between devices and the server, can vary during the FL training process.
This variation can influence the optimal offloading strategy generated by the RL agent. To
account for such dynamic changes and generate optimal offloading strategies, FedAdapt
further optimizes the design of the RL agent techniques by considering changes in network
bandwidth. This ensures that the offloading decisions dynamically adapt to varying network
conditions, addressing RP3 initially raised in Section 3.1.

The benefits for adopting RL: RL is a widely adopted sequential decision optimization
technique in various domains, such as automated control and optimization tasks [44, 142,
153, 107]. In the context of FedAdapt, RL presents two advantages. Firstly, RL provides
an automated and data-driven mechanism to generate optimal offloading strategies for the
DNN partitioning of IoT devices. The objective of the optimization is to maximize the
reward, which, in FedAdapt, is represented by the reduction in training time. Unlike existing
research that assumes access to detailed hardware configurations of all devices in a white
box manner [85, 184], RL eliminates the need for explicit profiling of device hardware by
only using training records from the previous rounds. This is valuable in real-world FL
applications where obtaining hardware details for all devices might not be feasible. Moreover,
the one-time estimation of the training time of a device is often imprecise, as factors such
as resource availability and network bandwidth may fluctuate during the training process.
However, the RL agent in FedAdapt efficiently adapts to such dynamic conditions and
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optimizes the offloading strategy. Secondly, the use of a trained RL agent in FedAdapt offers
the advantage of reusability for similar FL tasks. This means that the trained RL agent can
be applied to multiple FL scenarios without the need for retraining specifically for each task.
Section 3.4.4 verifies the performance of reusing the RL agent without retraining. Without
the need for additional training tailored to a specific DNN model, the RL agent achieves
a 57% reduction in training time per round. Alternatives to RL in this context include
traditional optimization methods, such as rule-based algorithms and heuristic approaches.
These methods are computationally lightweight but have reduced flexibility and adaptability
compared to RL. Additionally, they require detailed device profiling to gather information of
each device participating in FL. In summary, FedAdapt is an adaptive framework designed
to optimize the DNN partitioning-based offloading strategy for FL in IoT environments. By
integrating DNN partitioning-based offloading techniques, RL-based decision making, and
optimized RL strategies for network bandwidth. FedAdapt addresses the challenges posed
by resource-constrained devices, computation heterogeneity, and varying network conditions,
leading to enhanced training efficiency, reduced straggler issues, and improved adaptivity.

3.3 FedAdapt Modules

This section presents the technical designs of the four key FedAdapt modules, namely, the
Pre-processor, Clustering Module, Trained RL Agent, and Post-processor considered in the
previous section.

3.3.1 Pre-processor

The Pre-processor is responsible for collecting essential observations and data regarding the
participating devices in the FedAdapt system. It records the training information of the last
FL round of each device and processes it to the group states required by the RL offloading
agent to inform the subsequent decision-making processes and optimization strategies. In
particular, the Pre-processor has the following functionalities:

Collecting and normalizing training speed data: The first task of the Pre-processor
is to record and gather training speeds of each individual device participating in the last
round of FedAdapt. Training speed is defined as the time taken by a device to complete
one iteration of training for a batch of training samples. This information gives insights into
the processing power and computation capability of each device during the last round of
training. Devices with more computational resources can complete iterations faster, while
resource-constrained devices may take longer. By collecting this data, the Pre-processor
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provides data for the RL agent to optimize the PP for diverse devices in the next round of FL
training.

Measuring network bandwidth: Another key function of the Pre-processor is to mea-
sure the network bandwidth between each device and the central server. The average available
network bandwidth is calculated at the end of each training round. Communication between
devices and the server is essential information for optimal DNN partitioning, as data exchange
and model updates also contribute to the overall training time. By assessing the network
bandwidth for each device-server pair, the Pre-processor gains a comprehensive understand-
ing of the communication time for devices. Devices with higher network bandwidth can
communicate faster with the server, facilitating faster data exchange and model updates. This
information is useful for devising offloading strategies and ensuring that communication
overhead is considered in FedAdapt.

Data preparation: Once the training speed and network bandwidth data are collected,
the Pre-processor prepares the data. First, data is normalized for consistently measuring
across devices. In addition, by normalizing the training time per iteration and network
bandwidth values, the Pre-processor can also ensure that these parameters are standardized
during each round of decision-making processes within the entire FL training. It is worth
noting that data is prepared at the beginning of each round by analyzing the training records
from the previous round.

3.3.2 Clustering

The Clustering Module within the FedAdapt framework provides information for the Trained
RL Agent. The integration of RL techniques and the clustering empowers FedAdapt to make
informed decisions regarding the offloading strategy for each device group.

Grouping devices based on training speed: The Clustering Module groups devices
based on their training speed. Devices that have similar training speeds are categorized into
the same cluster, reflecting their comparable computational performance. Specifically, by
considering the recorded training time per iteration and the network bandwidth collected by
Pre-processor, this module groups devices with similar training speed and network bandwidth
into a cluster to ensure that one group can capture the general characteristics of computation
and communication of a group of devices. In the experiments of this chapter, the number
of clustering groups is determined to be three using the heuristic elbow method [77]. The
adoption of clustering before the RL agent also significantly reduces the complexity of the
application of RL techniques to determine the optimal offloading strategies. This is because
the RL agent only needs to optimize the offloading strategies for each groups rather than for
each individual device.
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Accounting for network bandwidth: Beyond considering training speeds, the Clustering
Module also takes into account the network bandwidth between each device and the central
server. This additional information enables FedAdapt to adapt to the changes in network
bandwidth, as it incorporates the communication time of each device-server pair. In the case
of changes in network bandwidth during training, devices will be dynamically assigned to
different groups with diverse offloading strategies. For example, due to variable network
bandwidth, a device may experience a lower network bandwidth at round t. The original
partitioning and offloading decision may slow down the overall training time compared to
device-native training. To address this, at the end of round t, the Pre-processor will calculate
the training speed and network bandwidth using the training records from round t. The
Clustering Module will then reassign the device to groups that utilize device-native training
to adapt to the change in the available network bandwidth.

Execution, running frequency, and scalability of the Clustering Module: The Clus-
tering Module runs on the server, which has access to both the training speeds and network
bandwidths of all participating devices. Before training begins, the group center is calculated
by the Clustering Module on the server measuring the initial device training speed and
network bandwidth, and this step is performed only once. Following this, during FL training,
the Clustering Module reassigns devices to the most suitable group at the end of each round
to account for any changes in training speed and network bandwidth.

The information required by the Clustering Module is gathered by the Pre-processor,
which monitors and records the training time per iteration and the network bandwidth between
devices and the central server during each round of training. Although the computational
complexity increases with the number of devices, clustering is executed only once before
FL training. In addition, clustering has a low computation cost as it is based on only two
features: training speed and network bandwidth. Theoretically, it is anticipated that with
thousands of devices, the overhead in clustering would be low and acceptable in a typical FL
scenarios.

3.3.3 RL agent

This subsection details technical designs of the Trained RL agent by firstly discussing the
reasons why RL is adopted in FedAdapt, followed by the formulation of the RL optimization
goals, the method for training the RL agent, and the essential designs of the RL technique:
the input state, output action, and the reward function.

Problem Formulation and Optimization Objective: Before considering the details of
the design of the RL agent in FedAdapt, the optimization goals are first formulated for the
RL agent.
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Table 3.1 Notation used in FedAdapt

Notation Description
K Number of devices in a FL task
t Time step (index) of round t
k Denote a device participating in FL
W k Training workload of device k
Netk

t Network bandwidth at round t between device k and the server
Ck

t Training speed at round t of device k

L(µk
t )

Total volume of communication of device k at round t, including activa-
tions and gradients

s Server coordinating the FL task
Cs

t Training speed at round t of server s
µk

t Offloading strategy at round t of device k
µt The static offloading strategy at round t for all devices or groups
T k

t Local training time at round t of device k
Bk Training time of device k without offloading
Tt FL training time at t
St State at round t in RL
At Action generated by RL at round t
Rt Reward at round t
G Total number of groups
g A representative device in group g
W g Training workload of the representative device of g
Netg

t Network bandwidth of the representative device of g at round t
Cg

t Training speed of the representative device of g at round t
µg

t Offloading strategy of the representative device of g at round t
T g

t Training time of the representative device of g at round t
fnorm Normalization function used in RL to calculate Rt
g a discount factor balancing the short-term and long-term rewards in RL.
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In an FL training task, the network bandwidth between the device and server may vary
across rounds. However, it is assumed that the network bandwidth does not dynamically
change during a single FL round. Consider a scenario where FL training is conducted with K
devices, and each device has a training workload W k for each round. The FL task involving a
server s has a training speed of Cs

t at round t, while the set of participating devices {k}K
k=1

has training speeds denoted by Ck
t . Additionally, the network bandwidth between each device

and the server is represented as Netk
t . The offloading strategy for each device is denoted as

µk
t , indicating the proportion of computation that is executed on the device at round t. In

other words, for a round of FL training on device k, the proportion of workload executed on
the device is µk

t W k, while (1�µk
t )W k is offloaded to the server.

Let L(µk
t ) represent the size of the feature maps transferred between the device and server

during the training of round t. It is worth noting that L(µk
t ) depends on the offloading strategy

µk
t , as the strategy determines the size of the transferred feature map. Finally, the training

time for device k at round t can be calculated as follows:

T k
t =

µk
t W k

Ck
t

+
(1�µk

t )W k

Cs
t

+
L(µk

t )

Netk
t

(3.1)

where the µk
t W k

Ck
t

and (1�µk
t )W k

Cs
t

is the training time on the device and on the server, respectively.
L(µk

t )
Netk

t
is the communication time during training.

In round t, variables such as W k, Cs
t , Ck

t , and Netk
t are either constants or external variables

that are not controlled by FedAdapt. However, the offloading strategy µk
t for each device

is entirely controlled by FedAdapt. Here, µk
t represents the PP for each device, and the

collection of PPs for all K devices is denoted as µt = {µk
t }K

k=1. DNN partitioning has also
been explored in the literature of SL and SFL. Refer to the details of these techniques and
comparison with FedAdapt in Section 3.5. However, it is worth noting that, in these methods,
µk

t remains uniform across all devices and rounds, denoted as µ .
During synchronous training, the server waits for all devices to complete their training

before proceeding, resulting in an FL training time for round t denoted as Tt =max{{T k
t }K

k=1}.
Here, T k

t represents the training time required for one round of training on device k. A
summary of the computational workload for all K devices and the training time required for
one round using different methods is presented in Table 3.2. This table provides an overview
of the comparative computational complexity and training times for the various techniques.
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Table 3.2 Computational workload (on the device) and training time of FL, SL, SFL, and
FedAdapt for one round

Methods Computation Training Time
FL K

Â
k=1

W k max{{W k

Ck
t
}K

k=1}

SL K
Â

k=1
µW k

K
Â

k=1

µW k

Ck
t
+ (1�µ)W k

Cs
t

+ L(µ)
Netk

t

SFL K
Â

k=1
µW k max{{µW k

Ck
t
+ (1�µ)W k

Cs
t

+ L(µ)
Netk

t
}K

k=1}

FedAdapt K
Â

k=1
µk

t W k max{{µk
t W k

Ck
t

+ (1�µk
t )W k

Cs
t

+ L(µk
t )

Netk
t
}K

k=1}

To reduce the training time for all devices in a round, the optimization target is defined as
minimizing the average training time for K devices as follows:

minimize
µk

t

1
K

K

Â
k=1

T k
t

where T k
t =

µk
t W k

Ck
t

+
(1�µk

t )W k

Cs
t

+
L(µk

t )

Netk
t

(3.2)

The training time for round t, denoted as Tt , is determined by the maximum training time
among all participating devices. However, FedAdapt goes beyond optimizing the maximum
training time, which is constrained by the slowest devices (stragglers). Instead, FedAdapt
aims to reduce the training time for each individual device. By doing so, it effectively reduces
the computational workload on all devices.

In FedAdapt, the objective is to minimize the average training time across all K devices
to improve the overall training efficiency. To accomplish this, FedAdapt optimizes the
offloading strategy µt for each round based on various operational conditions, such as Cs

t ,
Ck

t , and Netk
t . By adapting µt to these dynamic conditions for each round, FedAdapt ensures

efficient and effective offloading decisions, ultimately resulting in reduced average training
times for all devices and enhanced performance across all FL rounds.

Optimization under clustering with RL: An initial design strategy could involve
generating an individual offloading action for each device. However, this approach has two
limitations. Firstly, if the number of participating devices changes during FL training, the
RL agent may face challenges in generating offloading actions due to fixed input and output
dimensions of the DNN used by the RL agent at the start of FL training. Secondly, as the
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number of devices K grows larger, training the RL agent becomes increasingly difficult due
to the exponentially expanding action space that needs to be explored.

To address these challenges, a clustering technique is employed at the beginning of each
FL round. The clustering process groups homogeneous devices based on training time per
iteration and network bandwidth between the device and server into G groups. The number
of groups G is determined using heuristic algorithms, such as the elbow method [77]. By
forming G groups, the input state and output action dimensions are reduced from K devices
to G groups, mitigating the issues arising from the increasing number of devices.

Therefore, the objective is formulated as:

minimize
µg

t

1
G

G

Â
g=1

T g
t

where T g
t =

µg
t W g

Cg
t

+
(1�µg

t )W g

Cs
t

+
L(µg

t )

Netg
t

(3.3)

where g is defined as a representative device in the group that has the maximum training time.
In other words, for each group, FedAdapt considers all devices in a group as homogeneous
devices which means that they have similar computation capability and network bandwidth.
The device with the longest training time is used to represent the group, and its corresponding
network bandwidth is also used to represent the group’s network bandwidth. Therefore, W g,
Netg

t , Cg
t , µg

t , and T g
t are bounded by the representative device in each group.

Optimizing training time per round or entire training rounds: In FedAdapt, both
Equation 3.2 and Equation 3.3 aim to minimize the average training time across devices for
each round, thereby reducing the total training time over all rounds T . However, to align with
the design of RL training, which typically seeks to maximize accumulated rewards throughout
FL, FedAdapt incorporates a reward mechanism based on a discounted cumulative reward,
as shown in Equation 3.4.

R =
T

Â
t=0

g t rt (3.4)

In this approach, future rewards are discounted using a factor g , which ranges between 0 and
1. This discounted reward allows the agent to prioritize immediate rewards over future ones.
The discount factor g controls the preference of the agent for short-term or long-term rewards.
A higher g places more weight on future rewards, while a lower g makes the agent more
short-sighted. Notably, when g = 0, the optimization focuses on minimizing the training
time per round, whereas when g = 1, it is equivalent to minimizing the total training time
over all rounds.
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Fig. 3.2 Training of the RL agent used in FedAdapt

Overall training approach: Given the optimization goal as shown in Equation 3.3,
the overall training approach of the RL agent in FedAdapt is firstly presented. Figure 3.2
describes one episode of training the RL agent. An episode in this context refers to the
entire FL training task, which includes R rounds. Each step represents one round of FL
training. The state used in the RL agent is obtained from the Clustering Module and consists
of normalized values for training time and action.

The RL agent in FedAdapt employs a DNN comprising three layers. It takes the current
input state (St) as input and produces the offloading action At . It is important to note that
the offloading action differs from the offloading strategy generated by the Post-processor.
The action generated by the RL agent is a value between 0 and 1, representing the proportion
of training workload executed on a group of devices. In contrast, the offloading strategy
produced by the Post-processor involves mapping this value to a PP for each device. A
trained RL agent is obtained at the end of training. Its objective is to maximize the cumulative
rewards over each round, aligning with Equation 3.3. Training commences after the first
round, where classic FL training (no offloading) is used to generate the initial state S0. Then
the RL agent iteratively learns and optimizes its offloading decisions based on observed
rewards and the accumulated experience throughout the training episodes.

State and action: The input state for the RL agent includes the maximum local training
time of the devices within a group. During each training round, the RL agent generates
offloading actions for each group. The Post-processor maps these actions to the corresponding
devices in the group, denoted as µg

t . For example, in a VGG5 [158] model with three
convolutional layers and two fully connected layers, there are five offloading actions. Each
output action for a group represented as µg

t is designed as a real value ranging from zero to
one. This design allows the RL agent to adapt to multiple DNN models. µg

t is then mapped
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to represent the percentage of the total computational workload of the DNN that should be
placed on the device.

Once µg
t is obtained, the number of Floating Point Operations (FLOPs) is calculated and

set as the target workload for the devices. The PP that is closest to the target workload is
selected as the final offloading decision for the group. Equation 3.5 illustrates the input state
and output action for the RL agent at round t. This enables the RL agent to dynamically
adjust the offloading strategy for each group of devices, taking into account the specific DNN
model architecture and workload distribution to achieve efficient and effective offloading
decisions.

St = {T g
t ,µ

g
t�1}

G
g=1

At = {µg
t }G

g=1

where µg
t 2 (0,1]

(3.5)

Reward function: At the end of each FL training round, the obtained reward is represented
as Rt . To achieve the objective outlined in Equation 3.3, one option is to use the average
training time as the reward. However, this approach may lead to biased rewards, as the device
with the longest training time could dominate the overall reward. To mitigate this issue, a
normalization function denoted as fnorm is employed to calculate the reward. The baseline
training time for each device when no DNN model is offloaded is denoted as Bk. The training
time of device k (T k

t ) is then normalized with respect to Bk using Equation 3.6.

Rt =
K

Â
k=1

fnorm(T k
t ,B

k)

fnorm =

8
><

>:

1� T k
t

Bk T k
t  Bk

Bk

T k
t
�1 T k

t > Bk

(3.6)

Choice of RL algorithm: For training the RL agent, various RL algorithms are available,
such as DQN [163, 114] and REINFORCE [125]. However, in this research, Proximal Policy
Optimization (PPO) [147] is chosen as the preferred method.

PPO is considered a popular RL algorithm that offers several advantages. Firstly, it is
relatively straightforward to use and has demonstrated superior performance on standard
RL benchmarks [147]. Unlike DQN, which determines the optimal action by evaluating all
possible actions using the Q-network [114], PPO generates explicit actions using a policy
network [147]. In FedAdapt, the action space is continuous, represented as µg

t 2 (0,1],
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making it impossible to enumerate all possible actions for each group if DQN were to be
adopted.

Furthermore, PPO is an off-policy RL algorithm, which utilizes trajectory data from
previous explorations (interactions between the agent and the environment) for training. This
feature improves training efficiency, especially considering that interactions between the
agent and the environment can be time-consuming. Thus, PPO is chosen as the RL algorithm
in FedAdapt, enabling the RL agent to efficiently learn and optimize offloading strategies
that minimize training time across all devices during FL training.

RL training methodology: Finally, the specific training methodology used in training the
RL agent in FedAdapt is described. The RL agent comprises two fully connected networks,
namely the actor and critic networks. Both networks have the same architecture comprising
three layers. When the RL agent is trained, the critic network is adopted to assist in the
training of the actor network. The actor network is trained to output the offloading action.
After completing training, only the actor network will be used to provide the offloading action.
Ideally, the RL agent should be trained online during an FL task. However, if the RL agent is
trained online during an FL task, the overall training time for the RL agent is the time for all
rounds of FL training. The RL agent will need to wait until the completion of each round
to obtain the training speed required for calculating the reward, which is time-consuming.
To address huge overheads in training the RL agent, it is trained in an offline manner before
FL tasks. In addition, to accelerate the training of the RL agent, the number of batches used
for each round in RL training is significantly reduced, referred to as truncated FL rounds in
Figure 3.2. The training time per batch for each device is recorded instead of the training
time of a round as an element of the input state. The FL model will be trained again with
normal rounds (beyond the truncated rounds) after the Trained RL agent is obtained.

3.3.4 Post-processor

The role of the Post-processor in the FedAdapt framework is that it takes the output of the
Trained RL agent, which consists of offloading decisions for each group, and effectively
maps these decisions onto the individual devices within each group. Since all devices in a
group are considered computationally homogeneous, they will execute the same offloading
strategy. This strategy specifies which layers of the DNN model will be placed on each
device for the specific FL Round t.

In detail, the Post-processor ensures that the offloading decisions generated by the
RL agent are translated into practical actions for each device. By implementing these
strategies, FedAdapt dynamically partitions and distributes the DNN model across the



3.4 Evaluation 51

devices, optimizing the computational workload on each device and adapting to changing
network conditions.

3.4 Evaluation

This section conducts a series of experiments to empirically validate the performance of
FedAdapt. The experiments are organized in response to the research problems posed in
Section 3.1 with each subsection addressing a specific aspect of FedAdapt.

Section 3.4.1 provides the results obtained from examining the acceleration performance
of applying DNN partitioning-based offloading in FL, addressing the first research problem
(RP1). The experiments in this section focus on evaluating how offloading certain layers of
the DNN model from devices to the server reduces the overall training time.

Section 3.4.2 presents the outcomes of applying the RL technique in FedAdapt, tackling
the challenge of identifying diverse IoT devices and minimizing the impact of computational
heterogeneity among devices (RP2). By grouping devices with similar computational capa-
bilities using the Clustering Module, FedAdapt optimizes offloading strategies tailored to
each group, thus reducing the impact of stragglers during FL training.

Section 3.4.3 analyzes the results obtained when optimizing the RL technique to account
for changing network bandwidth, addressing the third research problem (RP3). By adapting
offloading decisions based on varying network conditions for each round, FedAdapt further
enhances training efficiency.

To demonstrate the benefits of FedAdapt, this section conducts comparative analyses with
classic FL. In Section 3.4.4, experiments showing how FedAdapt outperforms traditional
FL approaches in terms of training time reduction and overall efficiency are conducted,
highlighting the effectiveness and practical applicability of the proposed framework.

3.4.1 Acceleration of DNN partitioning-based Offloading in FL

The validation of the assumption that DNN partitioning-based offloading can accelerate
FL training on computationally limited IoT devices, such as Raspberry Pi single-board
computers, is conducted through an empirical study. The Raspberry Pi device serves as
the testbed in this chapter due to its popularity as an IoT device and widespread usage in
existing works [39, 184, 48]. The study involves two shallow CNNs, namely VGG5 [158]
and VGG8 [158] which is similar to the existing works [173]. In addition, this subsection
carried out the experiments under various network bandwidth conditions, including Wi-Fi
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(75 Mbps and 50 Mbps with equal uplink and downlink bandwidth), 4G+ (25 Mbps uplink
and 50 Mbps downlink), and 4G (10 Mbps uplink and 20 Mbps downlink) connections 1.

The study aims to demonstrate the following key findings: (i) DNN partitioning-based
offloading from a device to a server leads to a significant reduction in FL training time when
compared to classic FL, where all layers of the DNN are executed on the device. Existing
research has already highlighted that computational time on resource-constrained devices is
a major bottleneck in FL [53, 171, 39]. By offloading certain layers to the server with more
resources, FedAdapt efficiently mitigates this computational limitation and enhances the
overall training performance on IoT devices.

(ii) The performance gain achieved through DNN partitioning-based offloading is sub-
stantial, effectively offsetting the communication overhead incurred during the transfer of
activation and gradient feature maps between the device and the server. Despite the additional
communication cost, the offloading strategy in FedAdapt proves highly beneficial in terms
of reducing the overall FL training time.

Concerns about information leakage by offloading: The partitioning and offloading
techniques used in FedAdapt require the transfer of intermediate activations and gradients,
which may expose hidden information about the raw data. However, as the partitioning
layer moves from the lower to the higher layers of the network, the information becomes
less sensitive due to the filtering effect of non-linear layers (e.g. ReLU layer), which retain
only high-level semantic details [63]. Therefore, to account for privacy, the potential for
information leakage should be taken into account when selecting the partitioning point. For
instance, sensitive data might be more vulnerable before a certain partition, and therefore,
it is important to choose partition points that not only improve training speed but also
align with privacy requirements set by a user. Furthermore, encryption techniques, such as
differential privacy, can be utilized to encode intermediate activations and gradients before
transmission [1, 195]. However, this area is not the focus of the thesis, but related differential
privacy techniques can be incorporated into FedAdapt.

Setup: An experimental testbed is built comprising an edge server equipped with a
2.5GHz dual-core Intel i7 CPU laptop and an IoT device, specifically a Raspberry Pi 4 Model
B featuring a 1.5GHz quad-core ARM Cortex-A72 CPU. To evaluate the performance gain
of FL training with DNN partitioning-based offloading, a single IoT device is employed
in this subsection. The Wi-Fi connectivity for the device is facilitated through the Virgin
Media Super Hub 3 router. To emulate different network bandwidths between the device and
the server, the Linux built-in network traffic control module tc is utilized. This enables the

1https://www.4g.co.uk/how-fast-is-4g/

https://www.4g.co.uk/how-fast-is-4g/
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simulation of various network conditions to assess the impact of changing bandwidth on FL
training performance.

For the experimental model, two popular DNN models are used, namely VGG5 [158]
and VGG8 [158] models as outlined in Table 3.3. To simplify the presentation, batch
normalization and non-linear layers (ReLU) are not explicitly shown in the table. The layers
indicated with PP represent the empirical PPs in this study, wherein all layers after the
PP can be offloaded to the server. Based on the literature on FL, the widely used CIFAR-
10 dataset [79] is employed for the experiments, and a batch size of 100 is maintained
consistently across all experiments.

Table 3.3 Architecture of the models used for evaluating FedAdapt. Convolution layers are
denoted by C followed by the number of filters; filter size is 3⇥3 for all convolution layers,
MaxPooling layer is MP, Fully Connected layer is FC with a given number of neurons, and
the PP is followed with index.

Model Architecture
VGG5 C32-MP(PP1)-C64-MP(PP2)-C64(PP3)-FC128-

FC10(PP4)
VGG8 C32-C32-MP(PP1)-C64-C64-MP(PP2)-C128-C128(PP3)-

FC128-FC10(PP4)

Table 3.4 and Table 3.5 present the training time per iteration of FL when using DNN
partitioning-based offloading for all PPs of VGG5 and VGG8. VGG5 and VGG8 both have
four possible PPs. In addition, the last PP in each model (PP4) corresponds to device native
execution of the DNN as in classic FL. The results are an average of five independent runs.
The best result for each value of network bandwidth is shown in bold.

Table 3.4 Training time per iteration when layer offloading is used in FL for VGG5 under
different network bandwidths.

PP 75 Mbps
(Wi-Fi)

50 Mbps 25 Mbps
(4G+)

10 Mbps
(4G)

PP1 2.38±0.18 2.7±0.03 3.52±0.08 6.07±0.21
PP2 3.61±0.4 3.9±0.48 4.36±0.27 5.31±0.24
PP3 5.24±0.45 5.26±0.19 5.42±0.38 6.73±0.71
PP4 (device native) 4.36±0.66 4.36±0.66 4.36±0.66 4.36±0.66

The optimal values for the training time per iteration for VGG5 and VGG8 models are
found to be 2.38 seconds and 4.75 seconds, respectively, compared to 4.36 seconds and
10.61 seconds for classic FL in a Wi-Fi network. These results demonstrate a significant
reduction in training time when employing DNN partitioning-based offloading into FL.
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Table 3.5 Training time per iteration when layer offloading is used in FL for VGG8 under
different network bandwidths.

PP 75 Mbps (Wi-
Fi)

50 Mbps 25 Mbps
(4G+)

10 Mbps (4G)

PP1 4.75±0.24 5.29±0.34 6.08±0.35 8.84±0.28
PP2 7.52±0.55 8.37±0.61 8.32±0.69 9.95±0.33
PP3 10.74±1.3 11.98±0.71 12±1.05 15.93±1.12
PP4 (device na-
tive)

10.61±1.47 10.61±1.47 10.61±1.47 10.61±1.47

In both VGG5 and VGG8 models, the best PP is PP1. This indicates that the most
efficient performance is achieved when the majority of layers are offloaded from the resource-
constrained device to the server. The training time is reduced by more than 45% for VGG5
and over 55% for VGG8 when compared to the classic FL approach. In addition, the best PP
for both models is the pooling layer, where all layers beyond the pooling layer are offloaded.
This choice is motivated by the fact that pooling layers are computationally less intensive
and can reduce the volume of data (activation feature maps) that needs to be transferred
between the device and the server. This strategy further contributes to the overall performance
improvement in FedAdapt.

(a) VGG5 (b) VGG8

Fig. 3.3 Comparing training time per iteration in FedAdapt and classic FL

The results of the best PP achieved for the VGG5 and VGG8 models under four different
network bandwidths are further presented in Figure 3.3a and Figure 3.3b, respectively. It is
observed that employing layer offloading in FedAdapt leads to a reduction in the training
time per iteration, with over 45% and 55% reductions achieved for the VGG5 and VGG8
models, respectively, in a Wi-Fi connection scenario.

However, as the network bandwidth decreases, the performance acceleration achieved by
offloading diminishes. For instance, with a network bandwidth of 25 Mbps, which represents
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the typical bandwidth of real-time 4G+ mobile networks, the training time is reduced by 19%
and 43% for the VGG5 and VGG8 models, respectively. At an even lower bandwidth of 10
Mbps, offloading negatively impacts the performance of the VGG5 model, and the best PP
is determined to be device-native execution. For the VGG8 model, offloading continues to
be effective, reducing the training time by 17% at 10 Mbps bandwidth. This indicates that
the effectiveness of offloading is influenced by the network bandwidth between the device
and the server since frequent communication takes place during training. For the VGG5
model, device-native execution is more efficient when the bandwidth is limited to 10 Mbps.
However, offloading the layers at PP1 from the device to the server becomes more effective
for higher bandwidths. In contrast, for the VGG8 model, offloading consistently outperforms
device-native execution across various bandwidths.

In summary, FedAdapt is envisioned to be highly beneficial in scenarios where distributed
IoT devices possess limited computational resources and need to offload the FL training
workload onto a server. Potential examples include home security cameras utilizing Wi-Fi
and leveraging computational resources on a home hub, as well as wearable visual auxiliary
equipment operating in both indoor and outdoor environments, utilizing both Wi-Fi and
mobile networks. Potential learning tasks for these applications include object detection for
security events in home cameras [104] or real-time scene recognition and object identification
for visually impaired users in wearable devices [95].

3.4.2 RL Optimization for Heterogeneity

The challenge of computational heterogeneity among devices in FL often results in the
presence of stragglers. Consequently, the straggler device can significantly impact the overall
training time. In contrast, some IoT devices with more computation resources (e.g., Jetson
Xavier) might not require the assistance of DNN partitioning-based offloading. To address
this challenge, FedAdapt incorporates an innovative offloading strategy that can effectively
account for device heterogeneity and minimize the impact of stragglers. The key feature
enabling this capability is the adoption of an RL agent, responsible for selecting different
PP for the participating devices in FL. The training process of the RL agent is guided by
a reward function, as shown in Equation 3.6. For this particular experiment, the focus is
solely on addressing device heterogeneity, and as such, changing network bandwidth is not
considered.

By utilizing the RL-based offloading strategy, FedAdapt aims to optimize the training of
each device, taking into account its computational capabilities. As a result, different devices
can be assigned diverse offloading strategies tailored to their computation capabilities.
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Setup: The IoT-edge server environment considered in this experiment consists of one
server and five IoT devices. The server is the same as the one used in Section 3.4.1, equipped
with a 2.5GHz dual-core Intel i7 CPU. The five devices include:

1. Two Raspberry Pi 4 devices denoted as Pi41 and Pi42, which have a 1.5GHz quad-core
ARM Cortex-A72 CPU each.

2. Two Raspberry Pi 3 devices denoted as Pi31 and Pi32 Model B, equipped with a
1.2GHz quad-core ARM Cortex-A53 CPU.

3. One Jetson Xavier NX device denoted as Jetson, featuring embedded GPUs for accel-
erated processing.

To create a straggler device for experimental purposes, the running CPU frequency of Pi42

is manually set to 0.7GHz. All Raspberry Pi devices run the Raspbian GNU/Linux 10
(Buster) operating system, with Python version 3.7 and PyTorch version 1.4.0. Both the
Jetson and the server have the same version of Python and PyTorch, and the Jetson also has
the CuDNN library installed to utilize the GPU during training. All devices are connected
to the server through a Wi-Fi network, using the router described in Section 3.4.1, with an
average available bandwidth of 75 Mbps.

The DNN model used for the experiments is the VGG5, and it will be demonstrated in
Section 3.4.4 that the RL agent trained for VGG5 can also be effectively employed for VGG8.
The CIFAR-10 dataset is used for training and testing, containing 50,000 training samples
and 10,000 testing samples. The training samples are evenly divided among the five devices
without any overlaps, while the entire test dataset is available on the server. The FL task
comprises 100 rounds, and the standard FedAvg [111] aggregation method is applied on the
server. For data augmentation, the horizontal flip technique is used with a probability of 0.5,
and SGD is utilized as the optimizer for updating the model parameters. The learning rate is
set to 0.01 at the beginning of the FL task and reduced to 0.001 at the start of the 50th round.
The experimental setup simulates a real-world environment with five IoT devices, reflecting
common testbed configurations used in peer-reviewed research on FL [39, 191, 171].

Results of training the RL agent: The RL agent used is first trained and then deployed
as a trained agent to generate offloading strategies during each round of FL training. To
reduce the number of iterations in one round of RL training, the iteration is reduced from 100
to 5 iterations as described in Section 3.3. The training schedule for the RL agent comprises
50 rounds, and the PPO algorithm is used as the RL algorithm. The RL agent consists of
two neural networks: an actor network and a critic network. Both networks share the same
architecture, consisting of fully connected layers with two hidden layers, containing 64 and
32 neurons, respectively.
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Table 3.6 Clustering devices into groups when using VGG5.

Devices Training time (s) Group number Group center
Jetson 0.07 1 0.07
Pi41 1.5GHz 3.58 2 3.7
Pi31 1.2GHz 3.75 2 3.7
Pi32 1.2GHz 3.77 2 3.7
Pi42 0.7GHz 5.14 3 5.14

During training, a discount factor of g = 0.9 is set for the RL agent to determine the
importance of using rewards from future states [147]. The learning rates for the actor and
critic networks are configured to be 10�4, which is a standard value used in the literature
for RL training [147]. The actor and critic networks are updated every 10 rounds. For each
update, the data collected in the previous 10 rounds are used for 50 times. To ensure a balance
between exploration and exploitation during training, the standard deviation of the actor
network is set as 0.5 at the beginning of the RL training and exponentially decayed with a
decay rate of 0.9 after 200 rounds of training. This allows the RL agent to have more freedom
to explore the action space in the first 200 rounds and then decreases the standard deviation
to encourage the agent to produce stable actions after 200 rounds. These hyperparameters
remain consistent throughout all the experiments, ensuring better generalization of FedAdapt
and consistent performance evaluation of the RL agent for various FL tasks and scenarios.

Clustering: The initial state S0 is gathered by Pre-processor under the execution without
any offloading. The results of the initial round are also used for calculating the group centers
for the subsequent FL rounds. Table 3.6 shows the results of clustering the five devices in the
testbed. The Jetson has a faster training speed due to GPU acceleration. Pi42 is the straggler
due to the lower CPU frequency (0.7GHz). Using the values of the training time per iteration
of each device the k-means clustering algorithm divides all devices into G groups based on
the results from the first round of training. It is assumed that the training speed of devices
will not change substantially in subsequent rounds. In this experiment, G is calculated using
the elbow method [77] and set to G = 3. The Jetson and Pi42 (0.7GHz) are individually
allocated to a group, whereas the Pi41, Pi31, and Pi32 are clustered into one group.

To verify the offloading actions produced by the RL agent in FedAdapt, an empirical
study is conducted with VGG5 using all potential PP for each device. The results are shown
in Table 3.7, and the best performance result is indicated in bold. The optimal offloading
actions for each group are determined to be [µG=1 > 0.96,µG=2 < 0.38,µG=3 < 0.38], and
the boundaries between adjacent PPs are identified as 0.38, 0.79, and 0.96. The proportion of
workload (FLOPs) on the device for each PP is calculated as 0.1, 0.66, 0.94, and 1. Therefore,
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the PP closest to the action generated by the RL agent is chosen as the selected offloading
strategy. The results indicate that the best performance is achieved when the layers after PP1
are offloaded to the server for all Raspberry Pis, while the Jetson performs optimally for
device-native execution.

Table 3.7 Training time per iteration in seconds for each device for all possible PPs in VGG5.

PP Jetson Pi41

1.5GHz
Pi31 and
Pi32

1.2GHz

Pi42

0.7GHz

PP1 0.51±0.02 2.38±0.18 2.99±0.06 2.63±0.07
PP2 0.28±0.01 3.61±0.4 3.97±0.04 4.68±0.29
PP3 0.27±0.02 5.24±0.45 4.93±0.05 5.88±0.3
PP4 (device native) 0.17±0.04 4.36±0.66 4.47±0.17 5.15±0.1

Given the optimal offloading strategies shown in Table 3.7, to validate if the RL agent in
FedAdapt can learn the optimal offloading strategies for VGG5, the action of the RL agent
over 500 rounds training is shown in Figure 3.4. The results represent the average of five
independent runs with different random seeds and are displayed for three different groups,
G1, G2, and G3. The horizontal lines represent the boundaries for each PP. At the start of
RL training, the RL agent produces similar offloading actions (around 0.5) for each group.
However, as the RL agent optimizes the offloading actions based on rewards, the mean actions
of G1, G2, and G3 become optimal after the 80th, 30th, and 40th rounds, respectively. After
these rounds, the mean actions of all three groups align with the optimal offloading actions,
indicating that the RL agent successfully learns to produce efficient offloading strategies.

Fig. 3.4 Actions produced for each group chosen by the RL agent during training for VGG5.
Action is the proportion of training workloads that remain on the devices within the group.
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Fig. 3.5 Total training time per round in seconds for different devices in FedAdapt and
classic FL using VGG5.

Once the training of the RL agent is completed, the trained actor network is deployed to
guide the offloading strategies during FL training. The average training time for one round on
each device using VGG5 is displayed in Figure 3.5. The training times for all Raspberry Pis
are reduced and any negative impact of offloading on the Jetson is minimized. The maximum
performance gain is observed for the straggler Pi42, with a 50% reduction in training time
per round. Overall, FedAdapt saves 40% of the total training time for one round compared
to classic FL. In this experiment, the network bandwidth remains unchanged during the FL
rounds.

3.4.3 Adapting to Changing Network Bandwidth

This section evaluates FedAdapt in terms of addressing RP3, which focuses on the impact of
changing network bandwidth on performance when DNN partitioning-based offloading is
employed (Table 3.4). This section investigates scenarios with devices that operate under
limited bandwidth conditions, such as 10 Mbps. This may lead to potential changes in the
optimal PPs and offloading strategies. The experimental setup is similar to that presented in
Section 3.4.2.

Clustering configuration: FedAdapt incorporates an additional grouping mechanism to
address the impact of low network bandwidth on training time. This approach is similar to
the clustering process described in Section 3.4.2, but it takes into account both the training
time per iteration and the network bandwidth. For instance, devices with a lower bandwidth
of 10 Mbps are treated as a separate group to minimize any negative effects on training time.

In this experiment, the upload bandwidth of Pi32 is manually set to 10 Mbps for the
entire RL training, while other devices are connected via the 75 Mbps Wi-Fi network. Three
groups (G = 3) are utilized. The grouping results are shown in Table 3.8 show the grouping
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Table 3.8 Example of clustering into groups for five devices with one low bandwidth device
when using VGG5.

Device Training time (s) Bandwidth Group num-
ber

Group center (s)

Jetson 0.07 75 Mbps 1 0.07
Pi41

1.5GHz
3.58 75 Mbps 2 4.16

Pi31

1.2GHz
3.75 75 Mbps 2 4.16

Pi32

1.2GHz
3.77 10 Mbps 3 3.7

Pi42

0.7GHz
5.14 75 Mbps 2 4.16

results after the first round of training in FedAdapt. The Jetson, Pi41, Pi42, and Pi31 devices
are clustered into two groups based on their training time. In addition, Pi32 is assigned to
another group since its network bandwidth is much lower than other devices.

Figure 3.6 presents the actions generated by the RL agent for each group (G1, G2, and
G3) over 500 rounds during the training of VGG5.

Fig. 3.6 Actions produced for each group chosen by the RL agent during training of VGG5
that accounts for devices with low network bandwidth to the server. Action is the proportion
of training workloads that remain on the devices within the group.

At the initial stages of training, the RL agent rapidly learns optimal actions for G1 and
G2. After the 20th round, the mean action of G1 becomes optimal, and similarly, after the
60th round, the mean action of G2 becomes optimal. However, finding the optimal action
for G3 requires more exploration, and it is only after the 240th round that the RL agent
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determines the best action for this group. This delay in optimizing the action for G3 is
because, initially, the rewards from G1 and G2 dominate the total reward, leading the agent
to focus on optimizing the actions for those groups first. Once the actions for G1 and G2

become optimal, the RL agent gradually shifts its focus to optimizing the action for G3. As
a result, the mean actions of all three groups eventually align with the optimal offloading
actions after the 240th round.

3.4.4 Comparing FedAdapt and Classic FL

The performance of FedAdapt is compared to classic FL in terms of training time and
accuracy. The evaluation is conducted on the same five devices used previously for FL
training on the CIFAR-10 dataset over 100 rounds. For the first 50 rounds, all devices are
connected with Wi-Fi, providing a network bandwidth of 75 Mbps. However, during the
remaining 50 rounds, the network bandwidth is intentionally lowered to 10 Mbps for specific
devices in a controlled manner. The network bandwidth for the devices will be reduced to 10
Mbps for 10 rounds, then recover to 70 Mbps. The sequence of devices is as follows: Jetson
(rounds 50 to 59), Pi41 (rounds 60 to 69), Pi42 (rounds 70 to 79), Pi31 (rounds 80 to 89), and
Pi32 (rounds 90 to 99.

The FedAdapt trained RL agent, trained as discussed in Section 3.4.3, is deployed to
generate the offloading actions for each device during the FL rounds using VGG5. On
the other hand, for classic FL, training on devices is conducted without any offloading.
The comparison between FedAdapt and classic FL is then performed based on the training
time and accuracy achieved during these 100 rounds among the heterogeneous devices and
changing network conditions.

Figure 3.7 presents the training time of VGG5 for each round of both FedAdapt and
classic FL. Up to the 50th round, FedAdapt demonstrates a significant reduction of 40% in
the average training time compared to classic FL.

For the last 50 rounds, the network bandwidth varies for different devices. FedAdapt
effectively responds to these changes by utilizing observations from the previous round
to determine a suitable offloading strategy for the current round. As a result, FedAdapt
adapts to the changing network conditions and reassigns devices to appropriate groups. For
instance, since the optimal action for the Jetson is PP4 (device native), there is limited
impact on training time from Round 50 to 59. However, for other devices, the change in
bandwidth makes their previous offloading action invalid. However, FedAdapt promptly
adjusts the offloading strategy in the subsequent round by reassigning the devices to G3.
Overall, throughout the 100 rounds, FedAdapt manages to reduce the training time by nearly
30% compared to classic FL.
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Fig. 3.7 Comparing the training time per round in FedAdapt and classic FL for VGG5.
Vertical lines define five time slots after the 50th round. At the beginning of each slot, the
highlighted device is limited to under 10 Mbps bandwidth.

Fig. 3.8 Test accuracy per round of FedAdapt and classic FL for VGG5.

Figure 3.8 compares the test accuracy of VGG5 using both FedAdapt and classic FL
over the 100 rounds. For image classification tasks, accuracy is the most commonly used
metric to evaluate the quality of a model [54, 158]. Test accuracy is defined as the ratio of
correctly classified images to the total number of images in the test dataset. It is observed
that both approaches achieve similar accuracy since FedAdapt also utilizes the same FedAvg
algorithm as classic FL, it attains the same convergence speed and final accuracy.

Regarding the overhead incurred by FedAdapt, which includes the time required to run
the actor network of RL agent and the time taken to redeploy models on each device, it was
measured to be an average of 1.6s per round (equivalent to 0.5% of the time for one round
of training). In terms of memory consumption, the majority of the memory used by the RL
agent is allocated to the actor and critic networks, which are lightweight networks. This is
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Fig. 3.9 Device and total training time per round in seconds in FedAdapt and classic FL for
VGG8 when using the RL agent trained for VGG5.

significantly smaller than the VGG5 model, accounting for only 0.92% of the size of the
latter.

Reusing the RL agent of FedAdapt: The performance of FedAdapt, utilizing the
RL agent that was originally trained for VGG5, was evaluated on VGG8 without custom
retraining. Figure 3.9 shows the average training time of one round for each device. The
maximum performance gain is achieved for the straggler Pi42, where a 57% reduction in
training time per round is observed.

However, it should be noted that as the network bandwidth changes, FedAdapt generates
sub-optimal offloading strategies for VGG-8 after the 70th round. The RL agent, which was
originally trained for VGG5, tends to select device-native strategies instead of offloading-
based strategies for devices with low bandwidth in the context of VGG8. As a result, the
overall performance gain is minimized due to the differences in model architectures.

Despite this limitation, the overall training time is still reduced by nearly 40% when
compared to classic FL, as shown in Figure 3.10. This highlights the effectiveness of
FedAdapt even when applied to a different model without custom retraining.

3.5 Existing Solutions

This section discusses the existing solutions related to FedAdapt and highlights the differ-
ences between these approaches and FedAdapt.

Split learning: SL [169] was introduced to address the challenges of training computation-
intensive DNN on resource-constrained devices. It involves partitioning the DNN into two
networks: a device-side network and a server-side network. The device-side network is
responsible for training the DNN up to the PP. The activation feature map of the partitioning
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Fig. 3.10 Comparing the training time per round in FedAdapt and classic FL for VGG8 when
using the RL agent trained for VGG5. Experimental setting is presented in Section 3.4.3.

layer on the device is then sent to the server, which continues training the rest of the DNN.
After calculating the training loss and updating the gradient, the respective gradients are
sent back to the device for further updates. When using SL with multiple devices, training
occurs in a sequential round-robin fashion, where only one device connects to the server at
a time, and the updated weights are then copied to the next device for continued training.
This approach reduces computation on the device compared to traditional FL, where the
entire DNN is trained on the device. However, SL becomes inefficient for a large number of
devices due to the sequential training process.

Splitfed Learning: Recent research has explored the combination of FL and SL to
overcome the limitations of each approach, giving rise to SFL [165]. SFL aims to achieve
both parallel training in FL and accelerated device training in SL. Additionally, the synergy
between SFL and knowledge distillation has been proposed to enhance the convergence rate
of large models (e.g., ResNet56) on resource-limited devices [53]. However, existing SFL
methods often lack optimal offloading strategies, and they may require hardware configuration
data to manually determine the PPs for all devices before training. Moreover, the use of
a static partitioning strategy may become suboptimal when operational conditions change
during the training.

Computation Offloading in Edge Computing: Computation offloading has been exten-
sively explored in the context of edge computing, where resource-constrained devices offload
computationally expensive tasks to nearby servers [196]. This approach helps alleviate the
computational burden on the devices. Research efforts have focused on optimizing the of-
floading strategy to maximize performance, such as reducing training time while minimizing
energy consumption [4]. While there has been research on determining optimal offloading
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Table 3.9 Comparison of FL, SL, SFL, and FedAdapt

FL SL SFL FedAdapt
Independent (parallel) training 3 7 3 3
Limited computational resources 7 3 3 3
Heterogeneous devices 7 7 7 3
Changing network bandwidth 7 7 7 3
Optimizing offloading strategy 7 7 7 3

for inference tasks, the application of computation offloading to training tasks such as FL
training is still in its initial stages. Specifically, determining an adaptable and dynamic
offloading strategy that can respond to changes in operational conditions is required, given
that FL training is computationally intensive and requires more time than inference queries
in machine learning applications.

How does FedAdapt differ from prior work? Table 3.9 presents a comparison of FL,
SL, SFL, and FedAdapt. As in FL, FedAdapt independently trains on the local device and,
similar to SL, accounts for the limited computational resources on the device. Although DNN
partitioning-based offloading is also utilized in SFL, the key differences are that FedAdapt
accounts for heterogeneous devices and adapts to the change of network bandwidth which is
not considered within classic SFL. In addition, FedAdapt requires no prior knowledge of
the devices but uses an automated approach based on RL to identify the optimal offloading
strategy for each device. It worth noting that most FL, SL, and SFL implementations in
current literature are simulation-based and do not focus on real testbeds. The benefits of
FedAdapt on the other hand are demonstrated on a physical lab-based testbed.

3.6 Summary

The limitations of classic FL in IoT-edge environments, such as limited computational
capacity on IoT devices, device heterogeneity, and varying network bandwidth between
devices and servers, make it impractical for efficient training. To address these challenges, this
chapter proposes FedAdapt, a comprehensive framework that incorporates three techniques
to accelerate FL, mitigate the impact of stragglers, and adapt to varying network bandwidth.

Through FedAdapt, the training time of straggler devices is significantly reduced by more
than 50% compared to classic FL. In addition, when facing both stragglers and changing
network bandwidth, FedAdapt outperforms classic FL by achieving up to 40% reduction in
training time while maintaining the same accuracy and convergence speed. The execution
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time overhead incurred by FedAdapt is negligible, making it a practical and efficient solution
for FL in IoT-edge environments.

It is worth noting that although FedAdapt employs DNN partitioning-based offloading to
accelerate classic FL training, the new communication overhead of transferring intermediate
results (both activation and gradient) cannot be ignored. In the worst-case scenario, the
communication time can offset the time savings gained by DNN partitioning-based offloading.
The next chapter will investigate this communication overhead and introduce methods to
mitigate it.



Chapter 4

Reducing Communication between IoT
Devices and Edge Nodes

Chapter 3 proposed using DNN partitioning-based offloading to accelerate DNN training
on IoT devices. The FedAdapt framework was presented to support an adaptive offloading
strategy and demonstrates the acceleration of training time. However, it is worth noting that
offloading also introduces new communication overheads, specifically the communication
of activation and gradient of the partitioning layer. This can be large since the data (i.e.,
activation and gradient) needs to be frequently transferred during training. As a result,
communication becomes a new bottleneck for training time when the network bandwidth is
low (e.g., 3G).

This chapter proposes techniques to reduce the communication overhead incurred, partic-
ularly in DNN partitioning-based offloading approaches, to further boost speedup. EcoFed
is introduced as a communication-efficient DNN partitioning-based framework. EcoFed
significantly reduces the communication incurred by DNN partitioning-based offloading
by considering both the reduction of volume and frequency for activation and gradient. In
particular, EcoFed eliminates the transmission of the gradient by developing pre-trained
initialization of the DNN model on the device for the first time. In addition, EcoFed incorpo-
rates a novel replay buffer technique and implements a quantization-based compression to
reduce the transmission of the activation.

Experiments on diverse datasets and models demonstrated that EcoFed can reduce the
communication cost by up to 133⇥ and accelerate training by up to 21⇥ when compared
to classic FL. Compared to vanilla DNN partitioning-based FL, EcoFed achieves a 16⇥
communication reduction and 2.86⇥ training time speedup.
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(a) VGG11 (b) ResNet9

Fig. 4.1 Computation and communication time in DPFL training under typical (upload/down-
load) network bandwidth. Numerical value above the bars is the percentage of communication
time.

4.1 Motivation

FL training on resource-constrained IoT devices poses significant challenges, especially
when training DNNs that are computationally intensive, as the burden of training the entire
DNN is on the device [66, 119, 39, 171, 184]. To address this challenge, DPFL has been
developed as a solution [177, 47, 53] to reduce the computation burden on IoT devices.

In DPFL, the DNN model is partitioned into two parts: a device-side model and a server-
side model. The initial layers of the DNN are deployed and trained on the device, while the
remaining layers are offloaded to a server with more computational resources. Chapter 3
verifies that these partitioning and offloading techniques can significantly reduce the training
time on resource-constrained devices as it only needs to train a subset of the entire DNN
model.

Huge communication cost in a vanilla DPFL system. Although DPFL reduces the
training time on devices, it introduces additional communication overheads between the
device and the server. This is because during training, the outputs of the activation generated
by the device-side model in a forward pass, and the corresponding gradient calculated
during backward propagation, need to be transferred between the devices and the server.
The communication overheads of vanilla DPFL systems are critical for the following three
reasons:

(i) Communication time becomes a new bottleneck in the DPFL system. Figure 4.1 shows
the computation and communication latency incurred with DPFL training for the PP with
minimum latency1. The communication overhead in DPFL is nearly 46% (58% for ResNet9)

1Please refer to Section 4.5 for the experiment configuration
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of the overall training time under 5G conditions and around 86% (90% for ResNet9) for 3G
bandwidth;

(ii) The volume of communication is substantial. The total volume of communication in
a DPFL system is not negligible since it is proportional to the sum of all training samples
across devices. Moreover, current DNN training uses stochastic gradient descent, which
continuously iterates through the dataset to compute gradients and update the model. This
results in the repeated traversal of the training dataset. In a DPFL system, this incurs
additional communication costs in each iteration for transferring activation and gradient.

(iii) The communication frequency is extremely high. Traditional FL only requires
communication twice per round, but DPFL requires communication twice for every batch
of sample inference. This works well in a controlled and stable network setting. However,
in real-world environments where network conditions can vary, such high communication
demands may become impractical, leading to potential performance issues due to unstable
connections or limited bandwidth.

Limitations of Local loss-based DPFL. Recent DPFL methods [47, 53], which are
denoted as local loss-based DPFL, use local loss generated by an auxiliary network to train
the device-side model instead of transferring and using the gradient from the server. Local
loss-based DPFL can reduce half of the communication cost since only the activation needs
to be sent from the devices to the server. However, these methods are ineffective due to two
issues (Section 4.5).

Firstly, the volume of communication required to achieve the target accuracy increases
due to poor learning performance, as indicated by lower final accuracy and convergence
speed. The poor learning performance of local loss-based DPFL methods is referred to
as ‘accuracy degradation’ and is caused by training using local loss instead of end-to-end
training. It is also demonstrated that the use of local error signals will lower the final accuracy
and convergence speed. As a result, the communication cost to achieve the target accuracy is
similar to or even higher than vanilla DPFL.

Secondly, under low network bandwidth conditions, the training time does not signifi-
cantly decrease since the upload bandwidth is usually lower than the download bandwidth.
Local loss-based DPFL methods do not consider the transfer of activation, which is signifi-
cant - half of the communication volume - and has a high frequency per iteration. Therefore,
when network bandwidth is limited, as typically seen in resource-constrained environments,
it is not feasible to accelerate training using current local loss-based DPFL methods.

To reduce the communication in the DPFL system, this chapter proposes EcoFed, a
communication-efficient framework for DPFL systems. Figure 4.2 illustrates the training
pipeline of classic FL, vanilla DPFL, local loss-based DPFL, and EcoFed. EcoFed signif-
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Fig. 4.2 The training pipeline of classic FL, vanilla DPFL, local loss-based DPFL, and
EcoFed for three rounds of training. Classic FL transfers the entire model from the devices
to the server at the end of each round. Vanilla DPFL only needs to upload the device-side
model at the end of each round. However, vanilla DPFL transfers the activation and gradient
for each batch sample. Local loss-based DPFL reduces the communication by half since
the gradient is computed locally. EcoFed reduces communication further as it transfers the
activation only periodically (for example, once in two rounds) and further compresses the
size of the activation.

icantly reduces the communication cost (shown as yellow blocks in Figure 4.2) by only
transferring the activation periodically (for example, once every two rounds) and further
reduces the size of the activation. Pre-trained initialization of the device-side model is
employed in EcoFed to reduce accuracy degradation caused by local loss-based methods.
The frequency and size of transferring activation are reduced by proposing a replay buffer
with a lightweight quantization technique. The next section will provide an overview of
EcoFed and how it is integrated into the DPFL system.

4.2 EcoFed Overview

This section presents an overview of EcoFed and how it is incorporated into the DPFL system.
Figure 4.3 provides an overview of the modules in the EcoFed framework, which operates
across resource-constrained devices and servers (cloud or edge servers). A brief description
of these modules is discussed below.

1. Initializer: This module is first configured on the server and, at the start of FL training,
it is sent to each device. It determines the initial training scheme, configures the DNN
models, and initializes the model weights.
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Fig. 4.3 EcoFed modules on the devices and server.

2. Activation Switch: The Activation Switch on the device side decides whether the
activation outputs of the device-side model need to be sent to the server.

3. Device Trainer: This is the training engine that resides on devices.

4. Compressor: The Compressor module is located on the device and compresses the
activation outputs before sending them to the server.

5. Replay Buffer: The Replay Buffer on the server is the cached activation so that devices
can reduce the frequency of sending activation to the server.

6. Decompressor: This module operates on the server-side and decompresses the com-
pressed activation.

7. Server Trainer: The Server Trainer is the training engine on the server.

8. Aggregator: The Aggregator module collects the updated weights from each device
and aggregates them using the FedAvg algorithm [111].

At the beginning of a DPFL training, the Initializer ( 1 ) determines the training configu-
rations (the configurations of the DNN models and partitioning deployments) and initializes
the weights. The device-side models are sent to the devices and the corresponding server-side
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models are kept on the server. Both vanilla DPFL and EcoFed require a similar initialization
phase. However, the training processes differ, as outlined below.

In vanilla DPFL, after initialization, the training starts on the device-side model inde-
pendently for each device. The Device Trainer ( 3 ) will first generate activation outputs of
the device-side model. The outputs and labels of the corresponding data samples are sent to
the server. The Server Trainer ( 7 ) trains the server-side model using the activation outputs
received from the device and generates corresponding gradients. The gradients are sent back
to each device to update the device-side model. The above steps are repeated for each batch
sample in vanilla DPFL training.

In contrast, in EcoFed, before generating and sending the activation outputs of the device-
side model to the server, the Activation Switch ( 2 ) will determine whether the outputs of the
device-side model are required to be sent to the server or if the server should use the buffer
with the cached activation to train the server-side model. This is accomplished in a period-
controlled manner in EcoFed, as detailed in Section 4.3. If the activation outputs are required
to be sent, then they will be further compressed using the quantization technique implemented
by the Compressor ( 4 ). The compressed activation and labels of the corresponding samples
will then be sent to the server. On the server, the compressed data will be firstly used to
update the Replay Buffer ( 5 ) and reconstructed by the Decompressor ( 6 ) for training the
server-side models. The Server Trainer only needs to calculate and update the gradients
of the server-side models without sending the gradient back to each device for training the
device-side models.

After completing the above steps, the Aggregrator ( 8 ) will collect updated weights from
each device for aggregation and for generating new global weights for next round using the
FedAvg algorithm [111].

In summary, the DPFL training in EcoFed differs from vanilla DPFL training in the
communication of activations and gradients. EcoFed eliminates the need for transferring
gradients from the server to devices by employing the Initializer module. Regarding activation
upload, EcoFed utilizes the Activation switch module to control communication frequency
and the Compressor module to further reduce data size. By integrating these modules,
EcoFed achieves a communication-efficient DPFL system that has lower communication
overheads.

4.3 Technical Design

This section presents two detailed techniques that support the implementation of modules in
EcoFed: pre-trained initialization and replay buffer.
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4.3.1 Pre-trained Initialization

The current local loss-based DPFL approach incorporates local error signals to train the
device-side model using an auxiliary network [47, 53, 48]. The benefit of this approach is
that it eliminates the need for transferring gradients from the server to the devices. However,
the decoupling of the device-side model and the server-side model, each trained by different
error signals (local and global error signals), adversely affects accuracy and convergence
speed. Section 4.5 empirically demonstrates this by showing higher loss in local loss-based
DPFL approaches. As a result, the reduction in communication required to achieve the target
accuracy is not effectively achieved and may even increase due to the lower accuracy and
slower convergence speed of local loss-based methods (Section 4.5).

To address this challenge, EcoFed proposes a solution that adopts pre-trained initialization
for the device-side model, denoted as wwwC. This means initializing the device-side models
with pre-trained weights that represent partial weights of the entire model previously trained
on a large dataset, such as ImageNet [27]. Furthermore, to investigate the impact of local loss
on generating activation outputs used to train the server-side model, empirical studies are
conducted to show the impact of pre-trained initialization (Section 4.5). The results indicate
that local loss alone is not sufficient to determine a “good” activation output for training the
server-side model, especially when pre-trained initialization is utilized. Therefore, during
FL training with EcoFed, the weights of the device-side model on device k, denoted as
wwwC,k, are frozen. The insight of pre-trained initialization in EcoFed is that the device-side
model handles the initial layers of the overall model, which learn general features that are
applicable to a range of tasks. This aligns with transfer learning, in which the initial layers
are task-agnostic, and the weights of a pre-trained model can be effectively transferred to
another model [188]. In transfer learning, the initial layers, which extract patterns such as
edges, textures, or simple shapes in the case of images, are considered task-agnostic. They
are not specific to the task the model was originally trained for and can be used on new tasks
that may have different objectives. For instance, a model pre-trained on a large dataset like
ImageNet can be used for another domain, such as object detection, by reusing the initial
layers and retraining only the later layers for the new task [188]. In EcoFed, this transfer of
weights is applied to initialize the device-side model, enhancing the training process.

Benefits of pre-trained initialization in EcoFed:

1. Reduced communication during training: By adopting pre-trained initialization and
freezing the weights of the device-side model wwwC,k, the need for devices to receive
gradients from the edge server is eliminated.
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2. Mitigated accuracy degradation using local error signals: The use of local error signals
in local loss-based DPFL approaches can negatively impact accuracy and convergence
speed. However, with pre-trained initialization, the device-side model wwwC,k starts with
knowledge gained from a larger dataset (e.g., ImageNet), leading to reduced accuracy
loss compared to using local error signals alone.

3. Reduced computational workload on resource-constrained devices: Pre-trained ini-
tialization allows the gradients of wwwC,k to remain frozen on the devices. As a result,
devices with limited computational capabilities do not need to calculate and update
these gradients during the training process, alleviating the computational burden on
such resource-constrained devices.

4. Staleness of cached activation: This refers to when the activation outputs that are stored
in the cache do not accurately reflect the current state of the model parameters since
they were updated. Since the device-side model wwwC,k and its corresponding activation
outputs remain relatively unchanged during each training round, it becomes feasible
to use cached activation from a buffer. The persistence in activation facilitates more
efficient training of the server-side models, as the cached activation can be utilized
effectively without frequent updates.

In summary, pre-trained initialization and freezing of the weights of the device-side model
offer multiple advantages in EcoFed, including reduced communication, improved accuracy,
lower computational demands on devices, and the ability to leverage cached activation for
more efficient server-side model training.

4.3.2 Replay Buffer

In EcoFed, a novel module called the Replay Buffer is introduced on the edge server. This
buffer stores activation outputs obtained from a previous training round. During the current
training round, the server utilizes these cached activation outputs to train the server-side
model, thereby reducing the need for transmission of activation from the devices to the server.

The buffer is periodically updated with the new activation, ensuring that the stored
information remains up-to-date. When the transmission of activation from devices to the
server is turned off in a particular round, EcoFed switches to using the cached activation
from the buffer. As a result, two distinct modes of training are implemented: one with the
buffer, where cached activation is utilized, and another without the buffer, where activation is
transmitted from devices in the current round.



4.3 Technical Design 75

Periodic transfer in Activation Switch: The Activation Switch module in EcoFed
controls the frequency of transferring activation outputs from the device-side to the server-
side model. The transfer frequency is determined by an interval denoted as r . For instance,
if r = 2, it means that activation outputs are transferred every second round, while during the
other rounds, the edge server uses cached activation from the buffer to train the server-side
models. It is worth noting that, when the devices participate in training, their activation
outputs (aaat

k) will vary in each round due to different data batches and data augmentations.
Thus, the buffer on the edge server needs to be periodically updated during the training.

The hyper-parameter r plays a crucial role in EcoFed as it affects both model performance
and communication cost. A higher value of r reduces the frequency of activation transfers,
leading to decreased communication between devices and the server. However, this may also
impact the learning performance of the model, as the server-side models will be trained using
cached activation that might be stale. The trade-off between communication cost and model
performance due to different values of r is further discussed in Section 4.5.

Reducing buffer size using compression: To address the potential issue of a large buffer
requirement due to the storage of activation, EcoFed implements strategies to efficiently
reduce the buffer’s storage. The maximum size of the buffer required will be the size of all
activations transferred from all devices. However, it is practical to establish a maximum
buffer size. Therefore, EcoFed sets a practical maximum buffer size determined based on
factors such as available storage resources and implements periodic updates to the buffer
to efficiently manage the size. In addition, instead of storing the original activation (aaat

k),
EcoFed further reduces the buffer size by storing compressed activation outputs (zzzt

k). The
compression is performed by the Compressor module of EcoFed using a lightweight 8-bit
linear quantization technique [176], represented as function Q(.). The original activation,
which is typically represented using 32 bits, is quantized to 8 bits before being sent to the
server. This quantization reduces the size of each activation, effectively reducing the memory
footprint required by the Replay Buffer.

Computational complexity of the buffer replay: The computational complexity of
using the buffer replay in EcoFed can be approximated as O(n), where n represents the
number of activations retrieved from the buffer. By employing 8-bit linear quantization to
compress activations, EcoFed reduces buffer storage, enabling efficient memory management.
Compression minimizes the overhead associated with storing large volumes of activations
while adding only limited overheads to decompression during replay. Setting a maximum
buffer size in EcoFed can also optimize memory usage and prevent overloads caused by an
increasing number of connected devices. This can improve buffer scalability over the current
implementation and is discussed in Chapter 7, Section 7.2.1.
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4.3.3 EcoFed Training Pipeline

Algorithm 1: DNN partitioning-based training in EcoFed
1 Input: Pre-trained www⇤C and data {Dk}K

k=1
2 Output: www⇤

3 for each device k 2 K in parallel do
4 Download www⇤C to device k;
5 Initialize and freeze www⇤C,k; //Pre-trained initialization
6 end
7 for each device and corresponding worker k 2 K in parallel do
8 Initialize wwwS,k on the server;
9 for each round t 2 T do

10 if Activation switch is on (t mod r == 0) then
11 Forward on www⇤C,k to get aaat

k;
12 zzzt

k Q(aaat
k); //Quantization

13 Send zzzt
k to the server;

14 update buffer with zzzt
k;

15 end
16 else
17 zzzt

k buffer; //Replay Buffer
18 end
19 âaat

k Q�1(zzzt
k); //Dequantization

20 Forward on wwwt
S,k;

21 Calculate loss `t
S,k and gradients —`t

S,k(www
t
S,k);

22 wwwt
S,k wwwt

S,k�h—`t
S,k(www

t
S,k);

23 end
24 wwwS,k wwwt

S,k;

25 wwwS SK
k=1

|Dk|
|D| wwwS,k; //FedAvg

26 end
27 www⇤S wwwS;
28 www⇤  {www⇤C,www

⇤
S}; //Concatenation of www⇤C and www⇤S

29 return www⇤

Algorithm 1 presents the DNN partitioning-based training process integrated with EcoFed,
specifically utilizing pre-trained initialization and a replay buffer with quantization.

The set of K devices is denoted as {k}K
k=1. Each device generates its data Dk, and the

combined data from all devices is denoted as D : {Dk}K
k=1. The number of samples in Dk is

represented as |Dk|, and the total number of samples is |D|. The entire model is denoted as www,
which is partitioned into the device-side model (wwwC) and server-side model (wwwS). The models
for the kth device are represented as wwwC,k and wwwS,k. The superscript t denotes the training
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round t out of a total of T rounds. aaak represents the intermediate activation generated by
wwwC,k, and `S,k(.) is the loss function of the server-side model of the kth device.

The training process with EcoFed starts by preparing the pre-trained weights of the
device-side model (www⇤C), which are then frozen to avoid transferring gradient from the server-
side to the device-side model wwwC (Lines 4 and 5). Subsequently, each server-side model
(wwwS,k) is independently trained with K parallel workers.

In each round t, if the activation transfer is switched on (i.e., t mod r == 0), the
activation output of www⇤C,k, denoted as aaat

k, is generated and compressed to 8 bits, represented
as zzzk

t . This compressed activation is then uploaded to the server and used to update the
corresponding buffer (Lines 10-15). Otherwise, the server retrieves zzzk

t directly from the
buffer (Line 17). EcoFed dequantizes zzzk

t to obtain âaat
k and provides this output to the server-

side model for the training of wwwS,k (Lines 19-22).
After each edge server completes a training round, it sends its respective wwwS,k to the cloud,

where the cloud aggregates a global server-side model (Lines 24-26). Finally, after T rounds
of training, the cloud obtains the optimal server-side model (www⇤S) and concatenates it with
www⇤C to create the complete model www⇤ (Lines 28-29). Table 4.1 lists the notations used in this
chapter.

4.4 Convergence and Cost Analysis

This section conducts a theoretical analysis of EcoFed focusing on two main aspects: conver-
gence behavior and computation and communication costs on the device, comparing it to
other relevant methods, namely classic FL, vanilla DPFL, and local loss-based DPFL.

4.4.1 Convergence Analysis

This section analyzes the convergence of EcoFed (Algorithm 1) following the convergence
analysis presented in the literature [47, 9, 172]. Several assumptions to facilitate the analysis:

Assumption 1 – The server-side objective functions are L-smooth, i.e., k—FS(uuu)�
—FS(vvv)k  Lkuuu� vvvk,8uuu,8vvv.

Assumption 2 – The squared norm of the stochastic gradient has an upper bound for the
server-side object function, i.e., k—FS(aaat

k;wwwt
S,k)k2  G,8k,8t.

Assumption 3 – The learning rate ht satisfies Ât ht = • and Ât h2
t < •.

Assumption 1 to Assumption 3 are the standard assumptions widely used in FL litera-
ture that can be applied when training DNN models. [47, 9, 172]. To analyze the impact
of Replay Buffer and quantization on the convergence, two types of errors are further
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Table 4.1 Notation used in EcoFed

Notation Description
K The total number of devices participating in the training
k Index of the k-th device, where k 2 {1,2, . . . ,K}

Dk The dataset generated on the k-th device
D The combined dataset from all devices, i.e., D : {Dk}K

k=1
|Dk| The number of data samples on the k-th device
|D| The total number of data samples from all devices
www The entire model to be trained

wwwC The device-side model
wwwS The server-side model

wwwC,k The device-side model on the k-th device
wwwS,k The server-side model on the k-th device
aaak The intermediate activation generated by the device-side model on the k-th device

`S,k(.) The loss function of the server-side model on the k-th device
zzzk

t The compressed activation from the k-th device at training round t
âaat

k The dequantized activation from the k-th device at training round t
t The index of the training round
T The total number of training rounds
r The frequency of buffer updates
dk Buffer error for the k-th device
ek Quantization error for the k-th device
H1 Upper bound on buffer error
H2 Upper bound on quantization error
ht Learning rate at round t

FS(.) The server-side objective function
G Upper bound on the squared norm of the stochastic gradient
L Smoothness constant of the server-side objective function

GT Sum of learning rates, i.e., GT = ÂT�1
t=0 ht

pt
k(aaa) Original distribution of activations at round t for the k-th device

qt
k(aaa) Buffer distribution of activations at round t for the k-th device
dt

k Distance between activation distributions pt
k(aaa) and p⇤k(aaa)

defined: buffer and quantization errors. Buffer error is defined as the distance of gradi-
ents between the original distribution pt

k(aaa) and buffer distribution qt
k(aaa), denoted as dk ,R ��—`(at

k;wwwS)
����(qt

k(aaa)� pt
k(aaa))

��da. The `(.) is the loss function (e.g. cross-entropy loss
for classification). Quantization error is defined as

R ���—`(ât
k;wwwS)�—`(at

k;wwwS)
���
��qt

k(a)
��da,

which is the sum of gradient errors over qt
k(aaa) due to quantization. A further assumption

specific to EcoFed is as follows:
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Assumption 4 – The buffer error and the quantization error have upper bounds, i.e.,
d t

k  H1 and e t
k  H2,8k,8t.

Convergence of device-side model: Since wwwC is fixed during training, its convergence is
not considered.

Convergence of server-side model: Let GT , ÂT�1
t=0 ht . Following on from Assumption 1,

Assumption 2, and Assumption 4, Algorithm 2 ensures the following:

1
GT

T�1

Â
t=0

htE[k—FS(wwwt
S)k2]

4(FS(www0
S)�FS(www⇤S))
3GT

+
1

GT

T�1

Â
t=0

✓
ht(
p

G+1)(H1 +H2)+
L
2

h2
t G
◆

(4.1)

where —FS(wwwt
S) , 1

K ÂK
k=1 —FS,k(wwwt

S). FS,k(.) is the objective function of the kth server-
side model. www0

S is the initial server-side weights and www⇤S is the optimal server-side weights.
Based on Assumption 3, it is noted that with increasing T , the right-hand side of Equation 4.1
converges to zero. Thus, Equation 4.1 guarantees that the proposed algorithm of EcoFed
converges to a stationary point with increasing T . The complete proof is provided in
Appendix A.

Differences between the convergence of local loss-based DPFL and EcoFed: Equa-
tion 4.1 is similar to the convergence analysis presented in the literature [47]. The server-side
model converges as follows:

1
GT

T�1

Â
t=0

htE[k—FS(wwwt
S)k2]

4(FS(www0
S)�FS(www⇤S))
3GT

+G
1

GT

T�1

Â
t=0

 
ht

1
K

K

Â
k=1

�
dt

k
�
+

L
2

h2
t

!
(4.2)

where dt
k ,

R
kpt

k(aaa)� p⇤k(aaa)kdaaa which is defined as the distance between the probability
distribution of activation aaat

k and aaa⇤k . It is worth noting that pt
k(aaa) keeps changing during

FL training since wwwt
C,k is updated by the local error signals. Therefore, in local loss-based

DPFL, the changing distance (dt
k) of the probability distribution of aaat

k caused by updating
wwwt

C,k affects the convergence of the server-side model as shown in Equation 4.2. However, in
EcoFed, dt

k = 0 since wwwt
C,k is fixed during training.

Impact of r and quantization error on convergence: The frequency of buffer updates,
r , and quantization error influence convergence by controlling the buffer and the errors
introduced by quantization (d t

k and e t
k), which are bounded by constants H1 and H2. A higher
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Table 4.2 Computation and communication costs on the device for each round.

Methods Computation Communication
FL |www| 2|www|

Vanilla DPFL |wwwC| 2|wwwC|+2|Dk||aaak|
Local loss-based DPFL |wwwC| 2|wwwC|+ |Dk||aaak|
EcoFed w/o buffer 1

2 |wwwC| |Dk||zzzk|
EcoFed w buffer 0 0

r (i.e., more frequent updates) reduces the value of H1, which results in faster convergence
but increases the cost of communication. Conversely, a lower r reduces communication costs
but allows errors to accumulate, which will slow convergence. Furthermore, the quantization
techniques employed by the Compressor module affect the value of of H2, where a larger
H2 results in slower convergence of EcoFed.

4.4.2 Cost Analysis

Table 4.2 presents a comparison of the computation and communication costs of EcoFed
against classic FL, vanilla DPFL, and local loss-based DPFL. The notation |.| represents
either the computation or communication workload of a given model or activation.

In classic FL, the entire model www is computed on each device (|www|). At the end of each
round, www is uploaded to the cloud, and then the newly aggregated www is downloaded to the
device (2|www|).

For vanilla DPFL, each device only needs to train the device-side model wwwC (|wwwC|). wwwC

is transferred at the end of each round (2|wwwC| for both uploading and downloading). In
addition, the activation and gradient of each data sample are communicated with an overhead
of 2|Dk||aaak|.

Similarly, for local loss-based DPFL, each device trains wwwC (|wwwC|). wwwC is uploaded and
downloaded at the end of each round (2|wwwC|), but only the activation is transferred during
each round’s training (|Dk||aaak|).

However, for EcoFed without using the replay buffer (indicated as EcoFed w/o buffer),
the device only computes the forward pass on wwwC (1

2 |wwwC|). Additionally, the communication
overhead is reduced to |Dk||zzzk|, where zzzk represents the compressed activation2. When using
the buffer in a given training round, there is no computation on device or communication
between the device and server.

2There is one exception in the first round of training, devices need to download wwwC. Therefore, the
communication cost for the first round is |wwwC|+ |Dk||zzzk|.
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In summary, the convergence of EcoFed is bounded by H1 and H2, representing the upper
bounds of the Replay Buffer and quantization error as shown in Equation 4.1. These bounds
are influenced by different r values and quantization techniques used by the Compressor
module. Regarding the device-side cost of EcoFed, when the buffer is not used, the device
only needs to compute the forward pass of wwwC, and the communication cost is reduced to
only transferring the compressed activation |Dk||zzzk|. When using the buffer, there are no
computation or communication costs during training.

4.5 Evaluation

This section evaluates EcoFed by comparing it against four baselines, using two sets of
metrics. It is demonstrated that EcoFed can achieve higher accuracy compared to the baseline
methods and mitigates the accuracy degradation caused by local error signals in local loss-
based DPFL. In addition, EcoFed significantly reduces the amount of data transmitted during
the training process and accelerates the training.

4.5.1 Test Environment

Datasets and Models: The evaluation utilizes two image classification datasets, CIFAR-
10 [79] and CIFAR-100 [79]. For data partitioning, a similar method is followed as in the
literature [111]. For an independent and identically distributed (I.I.D.) setting, the training
set is initially divided into 500 shards for CIFAR-10 and 5000 shards for CIFAR-100. Each
device is then randomly assigned 5 shards for CIFAR-10 and 50 shards for CIFAR-100. In
contrast to the dataset utilized in Chapter 3, we now incorporate a more complex dataset,
CIFAR-100, for further analysis. CIFAR-100 has 100 classes instead of the 10 in CIFAR-10.
The total number of training samples are the same for both CIFAR-100 and CIFAR-10. Since
these training samples are distributed across all 100 classes, each class has fewer samples than
in CIFAR-10. In terms of the non-independent and identically distributed (Non-I.I.D.) setting,
the dataset is first sorted based on their labels, dividing it into 500 shards for CIFAR-10
and 5000 shards for CIFAR-100. Then, each device is randomly allocated to 5 shards and
50 shards for CIFAR-10 and CIFAR-100, respectively. As a result, each device only has
non-I.I.D. training samples with up to half of all available classes. The test dataset remains
on the server and is used to evaluate model performance after each training round.

Two popular convolutional neural networks are trained, VGG11 [158] (a plain convo-
lutional neural network) and ResNet9 [54] (a residual convolutional neural network). In
this chapter, a deeper VGG model, namely VGG11, is selected as the benchmark model



82 Reducing Communication between IoT Devices and Edge Nodes

Table 4.3 Models used for evaluation. Convolution layers denoted as C followed by the no.
of filters; filter size is 3⇥3 for all convolution layers except for downsampling convolution
(filter size is 1⇥1); MaxPooling layer is MP; Fully Connected layer is FC; and Residual
Block is RB including two convolution layers, a max pooling, and downsampling convolution
layers; number followed is no. of output channels.

Model Device Server
VGG11 C64-MP-C128-MP C256-C256-MP-C512-C512-MP-C512-

C512-FC4096-FC4096-FC10
ResNet9 C64-MP-C128-MP RB256-RB512-RB512-FC10
Auxiliary
Network

FC10 N/A

compared to the VGG5 and VGG8 models in Chapter 3. This decision is driven by the
utilization of a cloud-simulated testbed, enabling us to assess the accuracy of a deeper model.
Moreover, for measuring communication and training latency, we solely need to report the
results for one round in this chapter. The architectures of VGG11, ResNet9, the auxiliary
network, and the device-side and server-side model partitions are shown in Table 4.3.

In terms of different DNN PPs, EcoFed does not optimize PPs in DPFL to minimize
training latency, but its efficient communication techniques can enhance the performance
over a vanilla DPFL system for all PPs. Table 4.4 shows four different PPs used in the
evaluation. In particular, a fixed PP is adopted, i.e., PP2, in the majority of experiments to
align with the configuration of LGL [47]. However, the latency performance of EcoFed for
all PPs is also investigated.

FL Training Hyperparameters: For each FL round, the server randomly selects 20
devices out of 100 devices, with a sampling ratio of 0.2, to participate in the current training
round. For the aggregation of model updates, the standard FedAvg [111] method is used,
which is employed by the Aggregator. The same data augmentation techniques and learning
schedules are adopted for all methods. Specifically, the horizontal flip with a probability of
0.5 and the SGD optimizer with a learning rate of 0.01 are used. The total number of training
rounds for all datasets is set to 500. These hyperparameters are consistent across all methods,
ensuring a fair comparison of EcoFed against other baselines.

Testbed: To evaluate the system performance, a prototype using an edge server and five
resource-constrained devices is developed. The edge server is equipped with a 2.5GHz Intel
i7 8-core CPU and 16 GB RAM. Five Raspberry Pi 4 Model B single-board computers,
each featuring a 1.5GHz quad-core ARM Cortex-A53 CPU, are used to represent resource-
constrained devices. All devices and the server run the same training engine, PyTorch. The
server and devices are connected to a router. To emulate different network conditions and
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Table 4.4 Different PP of VGG11 and ResNet9 used for evaluation. Convolution layers
denoted as C followed by the no. of filters; filter size is 3⇥ 3 for all convolution layers
except for the downsampling convolution where filter size is 1⇥1; Max Pooling layer is MP;
Fully Connected layer is FC; and Residual Block is RB including two convolution layers, a
max pooling layer, and downsampling convolution layers; number followed is no. of output
channels. Communication size is represented as channels⇥width⇥height

PP Device Server Communication size
VGG11 ResNet9 VGG11 ResNet9 Activation Gradient

PP1 C64-MP C64-MP C128-MP-
C256-

C256-MP-
C512-

C512-MP-
C512-
C512-

FC4096-
FC4096-

FC10

C128-MP-
RB256-
RB512-
RB512-
FC10

64⇥
16⇥16

64⇥
16⇥16

PP2 C64-MP-
C128-MP

C64-MP-
C128-MP

C256-
C256-MP-

C512-
C512-MP-

C512-
C512-

FC4096-
FC4096-

FC10

RB256-
RB512-
RB512-
FC10

128⇥
8⇥8

128⇥
8⇥8

PP3 C64-MP-
C128-MP-

C256-
C256-MP

C64-MP-
C128-MP-

RB256

C512-
C512-MP-

C512-
C512-

FC4096-
FC4096-

FC10

RB512-
RB512-
FC10

256⇥
4⇥4

256⇥
4⇥4

PP4 C64-MP-
C128-MP-

C256-
C256-MP-

C512-
C512-MP

C64-MP-
C128-MP-

RB256-
RB512

C512-
C512-

FC4096-
FC4096-

FC10

RB512-
FC10

512⇥
2⇥2

512⇥
2⇥2
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Table 4.5 Typical network bandwidths available in the UK.

Network type Upload bandwidths
(Mbps)

Download bandwidths
(Mbps)

3G 0.4 3
3G HSPA+ 3 6

4G LTE 5 20
4G LTE-Advanced 10 42

Home Broadband Wi-Fi 11 60
5G 20 200

evaluate the impact of varying upload and download bandwidths, the Linux tc command is
used to emulate different network bandwidths. In particular, real-world data is referred to
as shown in Table 4.5. Tests on network conditions of 3G HSPA+ (3G), 4G LTE-Advanced
(4G), and 5G are carried out.

A simulation-based test environment for evaluating the learning performance is also
employed. The simulation is conducted on a high-performance system equipped with a
2 GHz AMD EPYC 7713P 64-Core CPU, 252 GB RAM, and two Nvidia A6000 GPUs.
The reason for conducting simulations on high-end GPUs is due to practical considerations
for taking into account the time required for running the experiments. For each accuracy
experiment, tests with three different random seeds are needed to mitigate the impact of
randomness. This would take several months to complete all the tests. To expedite the
collection of results, accuracy-related experiments are conducted on the simulated testbed.

However, both test environments used the same code and experimental configurations. In
addition, it is verified that the accuracy of results obtained in the simulation environment is
the same as that of experiments conducted in the physical testbed.

4.5.2 Evaluation Setup

Baselines: The evaluation includes four DML baseline methods. The centralized ML method
is excluded from comparison because it requires transferring raw data from devices to the
cloud for training. These baselines are as follows:

1. Classic FL: This approach involves training the entire model locally on each device.

2. SFL (vanilla DPFL): SFL is the first DPFL approach. It partitions the model into
device-side and server-side models, which are trained on devices and the server,
respectively. The activation and gradient of the output of the device-side model are
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transferred between devices and the server for each data batch. SFL does not consider
any communication optimization.

3. Local generated loss (LGL): This method, proposed in [47], introduces locally
generated loss on devices to produce gradients for training the device-side model. This
reduces the need for transmitting gradients from the server.

4. FedGKT: FedGKT [53] also incorporates local loss on devices. In addition, probabilis-
tic predictions, known as soft labels [57], of the server-side models are periodically
transferred between the devices and the server. Soft labels are used to distill the
training of both device-side models and server-side models. A variant of FedGKT
based on vanilla DPFL is implemented to compare it with other baselines using the
same aggregation algorithm (FedAvg).

5. EcoFed: The proposed method, EcoFed, is implemented with the following configura-
tion. Pre-trained initialization is conducted from a pre-trained model on the ImageNet
dataset [27], and these weights are frozen during training. The Replay Buffer uses
r = 2, meaning the buffer is updated every two rounds. For the Compressor, a linear
8-bit quantization implementation is adopted.

Evaluation Metrics: The evaluation of EcoFed and the baseline methods consists of
two sets of metrics: Metrics on learning performance: Accuracy: The accuracy of each
approach is evaluated on the global test dataset. For each baseline, the highest test accuracy
achieved during the entire rounds of training is recorded. The results are averaged over three
independent runs with different random seeds.

Metrics on system performance: System performances in terms of communication
cost and training latency are reported: (i) Communication cost: This metric measures the
communication overhead for one round of training. In addition, the communication cost
versus test accuracy curve is generated to show the efficiency of communication to achieve
a target accuracy. (ii) Training latency: Training latency is defined as the wall-clock time
taken for one training round for each baseline under different network bandwidths.

4.5.3 Accuracy

The test accuracy curves for EcoFed and the four baseline methods, obtained using two dif-
ferent datasets (I.I.D. and Non-I.I.D. settings) and two DNN models (VGG11 and ResNet9),
are illustrated in Figure 4.4. In addition, Table 4.6 presents the highest test accuracy achieved
by each method.
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(a) VGG11 on I.I.D. CIFAR-10 (b) ResNet9 on I.I.D. CIFAR-10

(c) VGG11 on I.I.D. CIFAR-100 (d) ResNet9 on I.I.D. CIFAR-100

(e) VGG11 on Non-I.I.D. CIFAR-10 (f) ResNet9 on Non-I.I.D. CIFAR-10

(g) VGG11 on Non-I.I.D. CIFAR-100 (h) ResNet9 on Non-I.I.D. CIFAR-100

Fig. 4.4 Test accuracy curves of EcoFed and the baselines using VGG11 and ResNet9 in
I.I.D. and Non-I.I.D. settings for CIFAR-10 and CIFAR-100 datasets.



4.5 Evaluation 87

Table 4.6 The test accuracy of EcoFed compared to the baselines for VGG11 and ResNet9
on two datasets on I.I.D. and Non-I.I.D. distribution. The results are an average of three
independent runs with different random seeds.

Methods
CIFAR-10 CIFAR-100

I.I.D. Non-I.I.D. I.I.D. Non-I.I.D.
VGG11 ResNet9 VGG11 ResNet9 VGG11 ResNet9 VGG11 ResNet9

FL 88.29±
0.18%

88.95±
0.08%

82.01±
0.34%

84.52±
0.28%

58.48±
0.28%

65.87±
0.13%

56.79±
0.42%

64.29±
0.06%

SFL 88.31±
0.29%

88.81±
0.11%

81.38±
0.16%

84.56±
0.07%

58.5±
0.12%

66.32±
0.12%

56.47±
0.13%

64.42±
0.11%

LGL 85.76±
0.27%

85.65±
0.26%

79.66±
0.48%

82.18±
0.35%

57.22±
0.26%

63.01±
0.14%

54.88±
0.28%

61±
0.05%

FedGKT 81.09±
0.39%

79.82±
0.19%

66.39±
0.64%

68.71±
0.63%

52.03±
0.51%

55.92±
0.26%

47.74±
0.23%

51.81±
0.47%

EcoFed 88.87±
0.11%

88.81±
0.09%

84.47±
0.17%

85.82±
0.31%

62.81±
0.11%

67.61±
0.15%

61.1±
0.31%

66.08±
0.17%

The results demonstrate that EcoFed mostly outperforms all baselines across all datasets
and model architectures, except for FL on I.I.D. CIFAR-10 for ResNet9. Specifically,
EcoFed achieves a maximum improvement of 4.63% in accuracy on Non-I.I.D. CIFAR-100
for VGG11 compared to SFL (and 4.31% compared to FL). In addition, EcoFed improves
accuracy by up to 6.22% on Non-I.I.D. CIFAR-100 for VGG11 compared to LGL, and by up
to 18.08% on Non-I.I.D. CIFAR-10 for VGG11 compared to FedGKT.

SFL shares similar accuracy and learning curves as FL since they fundamentally have the
same training algorithm. On the other hand, LGL and FedGKT introduce local error signals
to reduce communication. However, this approach leads to a significant loss in accuracy and
slower convergence speed compared to FL and SFL. In contrast, EcoFed does not suffer from
the accuracy degradation observed in LGL and FedGKT while achieving a more substantial
reduction in communication costs compared to local loss-based DPFL methods.

Impact of pre-trained initialization and freezing weights on the device-side model:
To obtain a better understanding of accuracy achieved in Figure 4.4 and Table 4.6, accuracy
degradation in local loss-based DPFL methods and the effects of using pre-trained initial-
ization and frozen weights on wwwc in EcoFed are investigated to answer the following three
questions 3:

Can local error signals generated on the device degrade accuracy? From Table 4.6
and Figure 4.4, it is evident that local loss-based DPFL methods suffer a higher accuracy
loss compared to other methods. Even when compared to FL and SFL, LGL and FedGKT

3The same conclusions were observed for CIFAR-100.
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Table 4.7 The test accuracy of FedGKT (bi-direction) and FedGKT (uni-direction) on CIFAR-
10. The results are an average of three independent runs with different random seeds.

FedGKT I.I.D. Non-I.I.D.
VGG11 ResNet9 VGG11 ResNet9

Bidirection 81.09±
0.39%

79.82±
0.19%

66.39±
0.64%

68.71±
0.63%

Unidirection 83.18±
0.26%

83.42±
0.27%

75.89±
0.55%

77.68±
0.53%

consistently achieve lower accuracy. In addition, local loss-based DPFL demonstrates a
slower convergence speed, as shown in Figure 4.4, resulting from separately optimizing the
device-side and server-side models with inconsistent gradient signals.

It is also observed that FedGKT exhibits much lower accuracy compared to LGL. In
FedGKT, knowledge distillation is conducted on both device-side and server-side models.
The results demonstrate that distilling device-side soft labels during server-side training
negatively impacts accuracy. Table 4.7 presents the accuracy results of bidirectional FedGKT
and unidirectional FedGKT (where only server-side soft labels are used for distilling the
device-side model). An accuracy improvement is observed when removing distillation from
device-side soft labels during server-side model training, as shown in unidirectional FedGKT.
This further underscores that local training leads to accuracy degradation of the server-side
model.

Can pre-trained initialization on the device-side model also improve accuracy for other
baselines? The impact of pre-trained initialization on the device-side model for FL, SFL, and
local loss-based DPFL methods is investigated. Table 4.8 presents the highest test accuracy
achieved by each method when pre-trained initialization is applied to the device-side model.
The results indicate that pre-trained initialization can significantly improve the accuracy of
FL and SFL, particularly in the Non-I.I.D. setting. This finding has also been observed in
recent research [17, 120].

Surprisingly, the results demonstrate that pre-trained initialization can also mitigate
accuracy degradation caused by local error signals in local loss-based DPFL methods, which,
has never been reported before. When all methods adopt pre-trained initialization, EcoFed
still outperforms all local loss-based DPFL methods. Compared to FL and SFL, EcoFed
achieves competitive accuracy performance (less than 1% loss).

Does training device-side models with local loss in the context of pre-trained initialization
improve the accuracy of the server-side model? In LGL and FedGKT, the device-side model
is trained using local error signals to avoid receiving gradients. However, after applying



4.5 Evaluation 89

Table 4.8 The test accuracy of EcoFed compared to the baselines on CIFAR-10 with pre-
trained initialization on the device-side model. The results are an average of three independent
runs with different random seeds.

Methods I.I.D. Non-I.I.D.
VGG11 ResNet9 VGG11 ResNet9

FL 89.48±
0.1%

89.55±
0.17%

84.81±
0.17%

86.06±
0.22%

SFL 89.44±
0.04%

89.57±
0.14%

85.02±
0.39%

86.19±
0.09%

LGL 88.06±
0.06%

88.29±
0.16%

83.44±
0.03%

85.04±
0.22%

FedGKT 83.59±
0.16%

82.35±
0.19%

72.73±
0.58%

74.36±
0.41%

EcoFed 88.87±
0.11%

88.81±
0.09%

84.47±
0.17%

85.82±
0.31%

pre-trained initialization, it is not clear whether training the device-side model using local
loss can enhance the training of the server-side model.

To this end, the test accuracy of the device-side model (wwwc) and server-side model (wwws) of
LGL are recorded on CIFAR-10. The test accuracy of LGL (with pre-trained initialization)
with trainable wwwc (device-side model) and frozen www⇤c are compared. Table 4.9 shows that
the trainable wwwc has significantly higher test accuracy than the frozen www⇤c across I.I.D. and
non-I.I.D. settings. However, it is surprising that the server-side model (wwws), when the
device-side model is frozen (denoted as wwws under www⇤c), achieves higher accuracy compared to
the server-side model with a trainable device-side model (denoted as wwws under wwwc).

The results suggest that training the device-side model can significantly enhance its
accuracy, but it does not necessarily improve the accuracy of the server-side model and
may even degrade it. However, achieving high accuracy with the server-side model is the
ultimate goal. There is conjecture that local training on the device-side model is not necessary
for enhancing the accuracy performance of the server-side model. The local error signals
generated by the local auxiliary network may not be optimal for training the server-side
models. Therefore, given these observations, EcoFed freezes the device-side weights when
pre-trained initialization is adopted.

Impact of r and quantization on accuracy The accuracy performance of EcoFed under
different hyper-parameter settings is further investigated. In particular, two hyperparameters:
r are examined, which control the update frequency of the Replay Buffer, and quantization,
which is used to reduce the size of transferred data. The impact of r and quantization on
test accuracy for CIFAR-10 is shown in Figure 4.5. The accuracy gradually decreases as
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Table 4.9 The test accuracy of device-side model of trainable wwwc and frozen www⇤c in LGL (on
CIFAR-10) and the highest test accuracy of respective server-side models under wwwc and www⇤c .
The results are an average of three independent runs with different random seeds.

LGL I.I.D. Non-I.I.D.
VGG11 ResNet9 VGG11 ResNet9

Device Trainable wwwc 78.61±
0.06%

78.68±
0.1%

76.78±
0.37%

76.77±
0.1%

Frozen www⇤c 70.6±
0.2%

70.72±
0.06%

69.46±
1.35%

67.89±
0.59%

Server wwws under wwwc 87.82±
0.16%

88.04±
0.05%

83.05±
0.68%

84.9±
0.13%

wwws under www⇤c 88.97±
0.06%

89.34±
0.18%

84.4±
0.37%

85.77±
0.12%

(a) For VGG11 (b) For ResNet9

Fig. 4.5 Accuracy for different r values with or without quantization in EcoFed. The results
are an average of three independent runs with different random seeds.

r increases since the update frequency is reduced. However, accuracy is less sensitive to
quantization, as similar accuracy is achieved with or without quantization for the same r
value. It is worth noting that when r = 1, EcoFed updates the cached buffer every round.

Dynamic control strategy for r: The dynamic control of r due to its larger impact on
accuracy is further explored. A heuristic-based strategy to control the value of r is designed.
In detail, accuracy improvements after every 40 rounds are recorded, denoted by Dacc. The
value of r for the subsequent 40 rounds is then determined based on predefined heuristic rules
outlined in Table 4.10. Figure 4.6 presents the highest accuracy and the corresponding change
in r during training. In general, r gradually decreases as training accuracy approaches a
plateau in the later stages. The average value of r with dynamic control is r = 3.5 throughout
the entire training process. In addition, it is observed that the highest accuracy using dynamic
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Table 4.10 Heuristic rules for dynamic r .

Period Dacc 2
(10�1,•)

Dacc 2
(10�2,10�1]

Dacc 2
(10�3,10�2]

Dacc 2
(�•,103]

r 8 4 2 1

(a) Accuracy (b) Period

Fig. 4.6 Dynamic r values based on Table 4.10 in EcoFed. The results are an average of
three independent runs with different random seeds.

control is achieved between fixed periods with r = 2 and r = 4. The results show that the
dynamic control has a similar performance to the predefined r = 2.

Impact of pre-training dataset. Pre-trained weights for the device-side model, obtained
from large-scale datasets (e.g., ImageNet) can be readily downloaded from open-source
repositories such as Hugging Face4 and PyTorch Model Zoo5. This approach reduces pre-
training time when using pre-trained initialization in EcoFed. However, pre-trained models
on larger datasets are not always available for public access. Therefore, the impact on
accuracy when using pre-trained weights that are trained from scratch on a small pre-training
dataset, e.g., Tiny-ImageNet [80] is explored. In addition, given the challenges of collecting
user data for pre-training, synthetic data is used for pre-training, such as CIFAR-5m [118]
and SIP-17 [200].

Table 4.11 provides detailed descriptions of these datasets.

1. ImageNet [27] is a popular large-scale dataset (1.2M samples with 1000 classes) that
has been widely used for pre-training on various tasks [63].

4https://huggingface.co/
5https://pytorch.org/serve/model_zoo.html
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Table 4.11 Summary of pre-training datasets and training costs. The costs for pre-training the
VGG11 model as pre-training time in seconds and the proportion relative to the total training
time of EcoFed in brackets are reported.

Dataset #Class #Samples Visual examples Pre-training cost

ImageNet 1000 1.2M n/a

Tiny-
ImageNet

200 100K 1117s (8%)

CIFAR-5m 10 50K 684s (5%)

SIP-17 15 18K 463s (3%)
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Table 4.12 The test accuracy of EcoFed on CIFAR-10 with different pre-training datasets. L
and S are used to denote large-scale or small-scale datasets, respectively. Nat and Syn are
used to denote whether the data is natural or synthetic. The results are an average of three
independent runs with different random seeds.

Pre-training datasets I.I.D. Non-I.I.D.
VGG11 ResNet9 VGG11 ResNet9

ImageNet (L, Nat) 88.87±
0.11%

88.81±
0.09%

84.47±
0.17%

85.82±
0.31%

Tiny-ImageNet (S, Nat) 89.32±
0.08%

88.99±
0.15%

85.66±
0.4%

85.86±
0.17%

CIFAR-5m (S, Syn) 87.92±
0.18%

87.94±
0.05%

83.61±
0.43%

83.6±
0.38%

SIP-17 (S, Syn) 86.81±
0.01%

86.98±
0.08%

81.45±
0.11%

83.49±
0.24%

2. Tiny-ImageNet [80] is a sampled version of ImageNet, containing 100K images from
200 classes, each with 500 training images.

3. CIFAR-5m [118] is a dataset of 5 million synthetic images. It was generated by sam-
pling from the denoising diffusion probabilistic model (DDPM) [118]. 50K samples,
with 5,000 samples per class, are further sampled from the generated CIFAR-5m dataset
to construct a small-scale synthetic dataset that is equal to the size of CIFAR-10.

4. SIP-17 [200], consists of 15 individual objects and 2 assembly objects such as crosses
and gears, each with 1,200 synthetic images. All 15 of the single objects are used
for the pre-training. The SIP-17 dataset is not only synthetic but also exhibits greater
domain shift compared to CIFAR-10. The domain shift in the SIP-17 dataset refers
to the difference in data distribution between the training and testing sets, which is
more pronounced compared to CIFAR-10. The domain shift in SIP-17 compared to
CIFAR-10 is because it contains images of industrial components, which are different
to images of natural objects in CIFAR-10.

The pre-training cost in terms of the training time of VGG11 model using a single A6000
GPU is also reported. For instance, the CIFAR-5m dataset with the same size as CIFAR-10
took 684 seconds which is equivalent to 5% of the total training time of EcoFed on the
Raspberry Pi prototype.

Table 4.12 presents the accuracy results on CIFAR-10 when using pre-trained weights
from four different types of pre-training datasets. In general, EcoFed demonstrates robust
generalization across various pre-training datasets. It achieves a higher level of accuracy
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Table 4.13 Communication cost for one training round. It is worth noting that the communi-
cation cost is determined independently of different runs.

Methods Communication cost
VGG11 ResNet9

FL 5.13 GB 1.4 GB
SFL 0.62 GB 0.62 GB
LGL 0.33 GB 0.33 GB

FedGKT 0.33 GB 0.33 GB
EcoFed w/o buffer 0.077 GB 0.077 GB
EcoFed w buffer 0 GB 0 GB

on natural datasets and maintains similar accuracy, even on small-scale datasets like Tiny-
ImageNet. EcoFed has a slight decrease in accuracy compared to SFL (up to 0.96%) for
CIFAR-5m. However, it still outperforms local loss-based methods such as LGL (by up to
3.95%). When dealing with the more challenging SIP-17 dataset with domain shifts, EcoFed
still achieves high performance with a small accuracy loss (up to 1.83%) compared to SFL.
In addition, it outperforms local loss-based methods such as LGL (up to 1.79%).

4.5.4 Communication Cost

Communication cost for one training round: The communication overhead of EcoFed
and the four baseline methods are recorded and compared for one training round on the
CIFAR-10 dataset as shown in Table 4.136.

Compared to classic FL, other DPFL methods have a smaller communication overhead;
for example, the communication cost is reduced by 8.27⇥ (SFL) and 15.55⇥ (LGL and
FedGKT) when training VGG11. This reduction is attributed to the fact that DPFL methods
only need to transfer the device-side model between the devices and the server. EcoFed
(with buffer) achieves a further reduction in communication cost of 66.62⇥ on VGG11 and
18.18⇥ on ResNet9. When using the buffer, EcoFed eliminates the need for communication.
In terms of the overall communication costs for all rounds of FL, EcoFed (r = 2) can reduce
communication by 133.25⇥ on VGG11 and 36.36⇥ on ResNet9 compared to classic FL.

Compared to the other DPFL methods, EcoFed also significantly reduces the communi-
cation cost. EcoFed without buffer reduces the communication cost by 8.05⇥ and 4.29⇥ on
VGG11 and ResNet9, respectively. LGL and FedGKT can halve the communication cost
compared to SFL as they only require the activation to be transferred from devices to the

6For evaluation of communication cost and training latency of one training round, only results on the
CIFAR-10 dataset is reported as system performance is independent of datasets.
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server. However, due to the replay buffer technique in EcoFed, the average communication
per round is further reduced by a factor of r . For instance, in the experiments with r = 2, the
average communication per round is 0.0385 GB, which is 16.1⇥, 8.57⇥, and 8.57⇥ lower
than SFL, LGL, and FedGKT, respectively.

Communication cost vs test accuracy: The cumulative communication cost for all
training rounds on the two datasets is considered as the communication cost after each
training round is recorded. Figure 4.7 highlights the communication cost incurred to achieve
a target test accuracy.

Table 4.14 presents the communication costs incurred when achieving specific target
accuracies. For instance, given a test accuracy target of 80% on I.I.D. CIFAR-10 for VGG11,
FL, SFL, LGL, and FedGKT will require 729 GB, 90 GB, 71 GB, and 145 GB of data
transfers, respectively. Similarly, for a 50% test accuracy target on I.I.D. CIFAR-100 the
communication costs for VGG11 are 1121 GB, 139 GB, 110 GB, and 156 GB. However,
EcoFed will only require 4 GB on I.I.D. CIFAR-10 and 7 GB on I.I.D. CIFAR-100 to achieve
the same target test accuracy. For ResNet9, FL, SFL, and LGL will require 169 GB, 78
GB, and 67 GB of data to be transferred (150 GB, 65 GB, 64 GB, and 100 GB on I.I.D.
CIFAR-100), respectively. FedGKT fails to achieve 80% test accuracy on I.I.D. CIFAR-10
and requires 100 GB on I.I.D. CIFAR-100 for 50% test accuracy. In contrast, EcoFed has a
low volume of data transfer (4 GB on I.I.D. CIFAR-10 and 3 GB on I.I.D. CIFAR-100) to
achieve the same target test accuracy.

CIFAR-10 (I.I.D.) CIFAR-100 (I.I.D.)
VGG11 @
80%

ResNet9 @
80%

VGG11 @
50%

ResNet9 @
50%

FL 729 GB 169 GB 1121 GB 150 GB
SFL 90 GB 78 GB 139 GB 65 GB
LGL 71 GB 67 GB 110 GB 64 GB

FedGKT 145 GB N/A 156 GB 100 GB
EcoFed 4 GB 4 GB 7 GB 3 GB

Table 4.14 Communication costs incurred for different methods to achieve specific target
accuracies.

For the Non-I.I.D. setting on both datasets, EcoFed shows higher communication effi-
ciency in reaching a target test accuracy compared to all baselines. Notably, although LGL
and FedGKT reduce communication by half per round (due to eliminated gradient transfers)
compared to SFL, the cumulative volume of communication required to achieve the same
level of accuracy does not significantly decrease. In some cases, such as ResNet9 on CIFAR-
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(a) VGG11 on I.I.D. CIFAR-10 (b) ResNet9 on I.I.D. CIFAR-10

(c) VGG11 on I.I.D. CIFAR-100 (d) ResNet9 on I.I.D. CIFAR-100

(e) VGG11 on Non-I.I.D. CIFAR-10 (f) ResNet9 on Non-I.I.D. CIFAR-10

(g) VGG11 on Non-I.I.D. CIFAR-100 (h) ResNet9 on Non-I.I.D. CIFAR-100

Fig. 4.7 The cumulative communication costs versus test accuracy of VGG11 and ResNet9
for the I.I.D and non-I.I.D. settings on CIFAR-10 and CIFAR-100 datasets.
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(a) For VGG11 (b) For ResNet9

Fig. 4.8 Latency of one training round for VGG11 and ResNet9 under different network
conditions for PP2. The results are an average of three independent runs.

100, it even increases. This is because of accuracy degradation and slower convergence using
local error signals.

EcoFed reduces communication cost by 133.25⇥ on VGG11 (36.36⇥ on ResNet9)
compared to classic FL. Compared to SFL (vanilla DPFL), EcoFed improves communication
by up to 16.1⇥. In short, classic FL, SFL (vanilla DPFL), and local loss-based DPFL incur
substantial communication costs. In contrast, EcoFed has significantly lower communication
costs and higher communication efficiency.

4.5.5 Training Latency

EcoFed enhances communication efficiency and eliminates the computation of gradients on
the device, leading to a reduction of the overall training latency. The average training time
for one round of EcoFed is compared against the baseline methods to quantify this benefit.
Figure 4.8a and Figure 4.8b highlight that, under 5G conditions, EcoFed achieves a 9.33⇥
and 10.06⇥ speedup for VGG11 and ResNet9 without using buffer, respectively. In addition,
compared to SFL (vanilla DPFL), EcoFed achieves a speedup of 1.47⇥ and 1.9⇥ on VGG11
and ResNet9 without using the buffer. When compared to local loss-based DPFL methods
(LGL and FedGKT), there is an improvement of training latency of about 1.38⇥ and 1.91⇥
on VGG11 and 1.83⇥ and 2.62⇥ on ResNet9 without using the buffer.

The impact of network bandwidth is further considered, which will influence the training
latency for devices operating in environments with limited network capabilities (e.g. mobile
phones with 4G or 3G signal). Therefore, EcoFed and each baseline are evaluated under
different network bandwidth conditions. When the network bandwidth is limited to 4G (10
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(a) For VGG11 (b) For ResNet9

Fig. 4.9 Latency of one training round for VGG11 and ResNet9 under different PPs in 5G
conditions. The results are an average of three independent runs.

Mbps and 42 Mbps for upload and download) and 3G (3 Mbps and 6 Mbps for upload and
download), the training latency of FL, SFL, LGL, and FedGKT increases due to the higher
communication costs for transferring the model and intermediate activation and gradient.
It is worth noting that local loss-based methods (i.e. LGL and FedGKT) have a similar
training latency compared to non-optimized vanilla DPFL (i.e. SFL) since they still incur
large communication costs due to transferring activation. In particular, the upload bandwidth
for sending activation is typically much lower than the download bandwidth used for sending
gradient, and it has not been considered in local loss-based DPFL. This highlights the
importance of reducing communication costs when transferring activation.

In contrast, EcoFed shows only a marginal increase in training latency, resulting in a
21.08⇥ and 2.38⇥ speedup on VGG11 and 11.26⇥ and 2.86⇥ speedup on ResNet9 in a
3G network, compared to FL and SFL, respectively. In addition, when EcoFed employs the
buffer for training (half of the entire rounds with r = 2), the training latency is fundamentally
independent of network bandwidths. This highlights the minimal bandwidth requirements of
EcoFed.

Latency under different PPs: There exist variants of vanilla DPFL, which dynamically
adjust the PP to minimize training latency [30, 55, 177]. The impact on training latency for
different PPs in EcoFed is further investigated. Four PPs, i.e., PP1, PP2, PP3, and PP4 are
considered. EcoFed and SFL for different PPs using 5G network bandwidth are compared.
The overall latency and the components (computation and communication) that contribute to
the latency are reported.

Figure 4.9 illustrates the latency of SFL and EcoFed under different PPs. As the partition
point is placed deeper in the model, the overall training latency gradually increases since
more computations are performed on the device. In addition, the communication latency
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Table 4.15 The test accuracy of EcoFed on CIFAR-10 for different PPs using pre-trained
ImageNet weights. The results are an average of three independent runs with different
random seeds.

PPs I.I.D. Non-I.I.D.
VGG11 ResNet9 VGG11 ResNet9

PP1 88.36±
0.12%

88.59±
0.14%

83.26±
0.19%

84.34±
0.31%

PP2 88.87±
0.11%

88.81±
0.09%

84.47±
0.17%

85.82±
0.31%

PP3 92.6±
0.08%

92.26±
0.12%

90.74±
0.23%

90.42±
0.07%

PP4 92.34±
0.26%

91.96±
0.11%

90.88±
0.13%

89.44±
0.15%

becomes smaller as activation and gradient in the later layers are smaller in size. Overall,
EcoFed achieves significant acceleration across all partition points without using the buffer.
It results in speedups of 1.31⇥, 1.47⇥, 2.03⇥, and 2.83⇥ for VGG11 (and 1.8⇥, 1.9⇥,
2.6⇥, and 3.36⇥ for ResNet9) at PP1, PP2, PP3, and PP4, respectively. When the partition
point is at the initial layers of the model (PP1 and PP2), EcoFed minimizes latency by
reducing network communication latency. When the partition point is at the later layers of
the model (PP3 and PP4), EcoFed reduces latency by eliminating gradient computation on
the device. The lowest overall latency is achieved for PP1, where EcoFed achieves 1.8⇥
speedup compared to SFL. When the buffer is used there is no computation on the device. In
this case, the training latency of EcoFed is further reduced and gradually decreases when the
PP is set at later layers since less computation is offloaded to the server. In summary, EcoFed
can further accelerate training latency for different PPs.

The accuracy of EcoFed for different PPs as shown in Table 4.15 was considered. Overall,
EcoFed achieves high accuracy for different PPs. It is worth noting that there is a significant
accuracy increase with EcoFed when the partition point is moved to later layers (i.e., PP3
and PP4). This indicates that initializing and freezing more layers of pre-trained weights
significantly improves the training accuracy of federated learning, which is also observed in
prior literature [17].
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4.6 Existing Solutions

This section explores the existing solutions related to EcoFed on four aspects including
communication reduction techniques in FL, DPFL methods, pre-training in FL, and layer-
wise learning.

Communication reduction in FL: Communication reduction techniques in FL can be
grouped into two categories: those that reduce communication frequency and those that
compress the size of transferred data. Under the first category, a key technique involves
increasing the interval between model aggregations, thus effectively reducing communication
frequency between devices and the server [173, 180, 179]. Under the second category,
compression approaches such as quantization and sparsification are used to minimize the size
of updated model weights during each communication round [139, 50]. Another approach
to address this issue is to incorporate distillation into training, which can eliminate the
communication overhead of transferring model parameters in traditional FL [67]. However,
the existing research in this area mainly focuses on the communication of updated models at
the end of each FL round and does not consider the communication costs introduced in the
DPFL systems.

DPFL methods: The literature on DPFL can be divided into two main categories: vanilla
DPFL and local loss-based DPFL. SFL [165] is the first DPFL work, where a DNN is
partitioned between the devices and the server. It adopts the advantages of both SL [169]
and FL. In addition, dynamic partitioning strategies for DPFL [55, 30, 177] and pipeline
scheduling [195] have been considered to optimize performance. However, these methods
overlook the communication overhead introduced by DNN partitioning-based offloading.

Recently, DPFL approaches have been optimized by computing the local loss on the
device to reduce communication costs [47, 53]. In these approaches, the device-side model is
trained with local error signals generated by an additional auxiliary network. This eliminates
the need to transfer gradient from the server. However, training the device-side model
with local error signals may lead to sub-optimal accuracy performance. In addition, these
approaches do not account for communication costs associated with transferring activation.
The distinctions between classic FL, vanilla DPFL, local loss-based DPFL, and EcoFed are
highlighted in Table 4.16.

Pre-training in FL: Pre-training a model is rarely investigated in the literature on FL.
Instead, models are usually trained from random weights. Recent work has shown that
pre-training can narrow the accuracy gap between FL and centralized learning, especially
in non-IID settings [17, 120]. EcoFed introduces the use of pre-training on the device as an
approach to reduce the accuracy loss associated with local loss-based DPFL methods, which
is, for the first time, considered in DPFL.
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Table 4.16 Comparing FL, vanilla DPFL, local loss-based DPFL, and EcoFed.

FL Vanilla DPFL
(e.g., [165, 55,

30, 177])

Local loss-based
DPFL

(e.g., [47, 53])

EcoFed

Offers device-side acceleration 7 3 3 3
Reduces communication cost for

DNN partitioning
n/a 7 3 3

Optimizes communication
arising from activation transfers

n/a 7 7 3

Has low accuracy degradation n/a n/a 7 3

Layer-wise Learning: Another relevant research direction is layer-wise learning, where
each layer of a DNN is independently trained using auxiliary networks [122, 8, 9]. However,
these approaches are designed for resource-rich environments with centralized servers. As
a result, the computation overhead of each layer and the communication costs to transfer
intermediate data are rarely taken into consideration. EcoFed can be considered as a special
case of parallel block-wise learning. However, the device-side model is deployed in a
resource-constrained environment on devices with limited computation and communication
resources, which is challenging.

4.7 Summary

This chapter presents EcoFed, a communication-efficient framework for DPFL. EcoFed
introduces pre-trained initialization to eliminate the need for transferring gradient from the
server to the devices in DPFL. In addition, EcoFed incorporates a replay buffer technique
with quantization-based compression to further reduce the communication cost associated
with transferring activation. In summary, EcoFed offers a promising solution for reducing
both forward and backward communication in DPFL systems, especially tailored to resource-
limited IoT devices. Evaluation of EcoFed demonstrates its ability to mitigate the accuracy
degradation observed in state-of-the-art local loss-based DPFL methods. In addition, EcoFed
significantly improves communication efficiency and training speed compared to classic FL
and other state-of-the-art DPFL methods.

Both FedAdapt (Chapter 3) and EcoFed are based on a variant of the FL system, specif-
ically DPFL, which integrates offloading-based training. However, it is worth noting that
although a portion of the computation workload is offloaded from devices and the server, the
total computation workload, including that of devices and the server, is not reduced compared
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to classic FL. In the next chapter, the layer freezing technique will be investigated, which can
further reduce the overall computation demand.



Chapter 5

Accelerating On-Device Training by
Layer Freezing

Chapter 3 introduced FedAdapt, which adaptively offloads DNN training from devices to
a server to create a DPFL system. The previous chapter presented EcoFed to decrease the
communication costs in the DPFL system. This chapter will focus on on-device training
within classic FL. In particular, the opportunity for incorporating layer freezing into the FL
training process is explored. The approaches used in this chapter can also be adapted for both
the devices and the server in a DPFL system. Therefore, it can be integrated with FedAdapt
and EcoFed. The integration of these works will be presented in Chapter 6.

Layer freezing is a computation-saving technique recently utilized in centralized train-
ing [174, 98], where the parameters of specific layers are frozen during training to skip
the gradient computation for those layers. Existing layer freezing methods can be cate-
gorized into two types: early-stage and accuracy-guaranteed. Early-stage layer freezing
emphasizes aggressive acceleration in the initial stages, while accuracy-guaranteed methods
prioritize achieving high accuracy. This chapter proposes FedFreeze - an effective layer
freezing framework for FL combining features of both early-stage acceleration and accuracy-
guaranteed layer freezing. There are dual-phase layer freezing techniques in FedFreeze,
i.e., local layer freezing and global layer freezing. In particular, FedFreeze develops a
novel regularization-based layer freezing approach on the device to apply early-stage layer
freezing during the initial stages of local training for improving training speedup. In addition,
a convergence-based layer freezing approach is also adopted in FedFreeze on the global
server to ensure a high final accuracy.

Experiments conducted across various testbeds, datasets, models, and initialization
methods demonstrate that FedFreeze can achieve a training speedup of up to 1.3⇥, while
achieving comparable final accuracy to vanilla FL. In addition, FedFreeze demonstrates a



104 Accelerating On-Device Training by Layer Freezing

better balance between final accuracy and speedup performance compared to state-of-the-art
early-stage and accuracy-guaranteed layer freezing techniques.

5.1 Motivation

FL training on IoT devices with limited resources has substantial challenges, as they must
locally execute computationally intensive DNN training, often leading to impractical training
latency [66, 119, 177].

Why layer freezing? Various approaches have been integrated into FL to alleviate device-
side computation overhead, e.g., pruning [71], partial training [58, 3], and offloading [165,
177, 178]. These approaches assume all parameters of the model need to be trained with
the same workload. However, recent research [137, 116] has shown that different layers in
DNN require a varying number of training rounds to converge, indicating a diverse training
workload across different layers. Building on this insight, layer freezing has emerged as
a valuable technique for reducing computation costs [174, 13, 45]. By freezing specific
layers during training, the computation required for calculating gradients for those layers is
eliminated. This highlights layer freezing as a distinctive method to identify unnecessary
computation for layers during the training process.

In general, there are two types of layer freezing in the current literature, i.e., early-stage
layer freezing and accuracy-guaranteed layer freezing. Early-stage layer freezing involves
the early freezing of layers during the initial training stages to achieve acceleration [98].
Another variant of early-stage layer freezing is transfer learning where layers are permanently
frozen and initialized with pre-trained weights before training commences [166]. As for
accuracy-guaranteed layer freezing, the convergence behavior of the layers is continuously
monitored during training, and a layer is frozen only upon convergence of its weights [174].

5.1.1 Learning Quickly or Learning Effectively

When applying layer freezing techniques to improve FL training, existing methods of early-
stage layer freezing and accuracy-guaranteed layer freezing can only either reduce training
time or achieve high final accuracy. In other words, existing methods do not find a balance
between improving accuracy and training time across different settings.

Early-stage layer freezing suffers significant accuracy loss: Early-stage layer freezing
methods aggressively freeze certain layers of the DNN in the initial training rounds, which
can lead to inadequate updates of these layers, resulting in a significant loss of accuracy.
Figure 5.1 shows the test accuracy results of two different early-stage layer freezing methods
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(a) Accuracy loss when using aggressive early-
stage layer freezing, AutoFreeze, compared to
FL.

(b) FL test accuracy reduces as the number of
frozen layers increases using transfer learning-
based early-stage freezing.

Fig. 5.1 Accuracy of FL training using early-stage layer freezing approaches for the VGG11
model on CIFAR-10 dataset.

applied to FL for the VGG11 model [158] on the CIFAR-10 dataset [79]. Specifically,
Figure 5.1a shows the test accuracy of vanilla FL with AutoFreeze [98], an aggressive early-
stage layer freezing method that freezes layers based on the lowest N percentile of the change
rate of gradient, regardless of whether the layer has converged or not [98]. This approach
results in a significant accuracy loss of 6.34% due to premature freezing of layers in the early
stages.

Another early-stage layer freezing method is based on transfer learning where the layers
are frozen before training happens and are initialized with pre-trained weights, known as pre-
training initialization [166]. Figure 5.1b shows the test accuracy curves of transfer training-
based layer freezing with FL training for a varying number of frozen layers. The results
demonstrate that the final accuracy decreases as the number of frozen layers increases when
using weights from the pre-trained ImageNet [27] model. When the number of frozen layers
exceeds four layers, there is an accuracy loss of more than 3%. This observation emphasizes
the importance of freezing only a limited number of layers to avoid significant accuracy loss
when applying pre-training layer freezing. However, determining the maximum number
of layers to freeze while staying within an acceptable accuracy threshold is a challenge.
Furthermore, the domain shift between the target dataset and the pre-trained dataset can
further degrade final accuracy.

Training speedup for accuracy-guaranteed layer freezing is marginal: Accuracy-
guaranteed layer freezing observes the convergence of layers during training to decide
whether to freeze them. A typical method for assessing layer convergence involves analyzing
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(a) Layer freezing occurs only at the later training
stages.

(b) Only a marginal improvement in training
time.

Fig. 5.2 Test accuracy for different rounds and latency incurred for a target accuracy in FL
training with accuracy-guaranteed layer freezing for VGG11 on CIFAR-10.

the gradient change. If the change for a layer is minimal, falling below a predefined threshold,
it indicates that the layer can be frozen for the remainder of training.

The accuracy-guaranteed layer-freezing is empirically evaluated by implementing a state-
of-the-art automatic layer freezing method (ALF) [105] method. Figure 5.2 shows the test
accuracy curves of the global model versus FL rounds and the training latency against the
target accuracy of FL and ALF for the VGG11 model on the CIFAR-10 dataset. As shown in
Figure 5.2a, ALF (accuracy-guaranteed layer freezing) achieves the same highest accuracy
as classic FL. However, it is noteworthy that the first instance of layer freezing occurred
only at round 181 out of a total of 200 rounds, resulting in minimal speedup, as indicated
in Figure 5.2b. Moreover, there are no perceived benefits from ALF during the initial FL
rounds, as no layers are frozen. Figure 5.2b details the latency incurred to attain a target
accuracy during training. Across a wide range of target accuracy, ALF does not contribute to
any training acceleration.

5.1.2 Opportunity for Applying Early-stage Layer Freezing

Existing layer freezing approaches face the dilemma of prioritizing learning quickly or
effectively but seldom achieve both simultaneously. This raises a fundamental question: Can
layer freezing be employed in the early stages of FL to speedup training while ensuring that
final accuracy is not compromised? Two key observations that indicate the feasibility of
early-stage layer freezing are presented to address the question.

Observation 1: The bottom-up learning dynamic highlights that the bottom layers
of a DNN require less training to converge. Recent research using canonical correlation
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(a) Layers converge in a bottom-up manner in FL
with random initialization.

(b) Pre-trained initialization accelerates conver-
gence, especially for the bottom layers.

Fig. 5.3 The SVCCA score of each layer during FL training for VGG11 on CIFAR-10.
Layers are numbered bottom-up (i.e., from the initial to later layers).

analysis (CCA) has revealed that the initial (or bottom) layers of a DNN converge faster
than the later (or top) layers, referred to as the bottom-up learning dynamic in the litera-
ture [137, 116]. This observation enables bottom-up layer freezing during training to reduce
computation [174, 98].

To verify the bottom-up dynamic in the context of FL, a post-hoc layer-wise convergence
analysis is conducted using the singular vector canonical correlation analysis (SVCCA)
technique after training a VGG11 model on the CIFAR-10 dataset [137]. Specifically, the
intermediate model weights after each round are preserved and utilized to produce output
activation on a shared set of data samples. The activation of each layer in every round will
then be employed to compute the SVCCA score, which is a normalized value ranging from 0
to 1 that quantifies the correlation between the in-training parameters and the final parameters
of a layer. A higher score indicates a higher degree of convergence.

Figure 5.3 shows the SVCCA scores of each VGG11 layer during FL training. It is
evident from Figure 5.3a that the bottom-up dynamic holds in the context of FL training
with random initialization. In addition, the use of pre-trained initialization improves the
convergence speed, particularly for bottom layers as shown in Figure 5.3b. These findings
underscore the first observation: bottom layers require fewer updates through training to
attain final parameters compared to top layers.

Observation 2: Multiple local learning updates can result in over-fitting. In each FL
training round, the global model downloaded from the server is independently trained on each
device using local data. Unlike traditional distributed stochastic gradient descent (DSGD)
where only one or a small number of local updates are executed on devices [160, 189],
the number of gradient updates in FL involves more steps that iterate over the entire local
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samples multiple times. This is necessary for FL as the communication between devices
and the server is a bottleneck compared to a cloud cluster [78, 75]. However, it has been
demonstrated that multiple local updates lead to over-fitted models on local datasets [17, 89].
Moreover, in FL, the local dataset is typically non-I.I.D. [75], which can result in a more
biased fitting to the local distribution.

Solution: Based on the aforementioned observations, there is an opportunity to apply
early-stage layer freezing by reducing the ‘redundant’ training for the bottom layers even in
the early-stage of FL training. This motivates the design of an ‘aggressive’ but ‘temporary’
layer freezing strategy during initial training on the device to mitigate redundant training of
the bottom layers. Meanwhile, a more ‘conservative’ but ‘permanent’ layer freezing strategy
is employed on the server to achieve a higher final accuracy.

To this end, FedFreeze an effective layer freezing framework for FL is proposed to
accelerate early-stage device training and achieve a high global model accuracy. FedFreeze
decouples how layer freezing is adopted for FL into two phases - firstly, device-side layer
freezing, and then, server-side layer freezing. This separation allows different freezing
strategies to be used on the device and server, thereby accelerating local training and achieving
a highly accurate global model.

5.2 FedFreeze Overview

This section first formalizes the basic steps in FL training and the concept of parameter
freezing in FL. The formulation will facilitate the design of the modules in FedFreeze.
Then the FedFreeze architecture is presented followed by the FL training workflow using
FedFreeze.

5.2.1 FL Steps and Layer Freezing Formulation

FL training steps: In FL, training data is distributed across M devices, and in each round
of FL training, K devices (K  M) participate in training with their respective datasets
D := {Dk}K

k=1. The goal of FL is to optimize the following:

min
qqq

F (qqq) =
K

Â
k=1

|Dk|
|D | Fk(qqq)

where Fk(qqq) =
1

|Dk| Â
z t⇠Dk

Fk(qqq ;z t) (5.1)
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where qqq is the model parameters; F is the objective function on the server; Fk is the
objective function on device k (e.g., cross entropy loss [26]); z t is a sampled mini-batch of
data from Dk at iteration t.

A FL round r can be divided into two phases: local learning and global aggregation. For
each device k, the learned parameters qqq r

k are optimized from the initial parameters qqq r�1

using an SGD algorithm, namely local learning.

qqq r
k = argmin

qqq
Fk(qqq) where qqq  �

init.
qqq r�1 (5.2)

Thereafter, global aggregation is executed on the server:

qqq r =
K

Â
k=1

|Dk|
|D | qqq r

k

(5.3)

Local learning and global aggregation are repeated for multiple rounds until the global model
(qqq ) converges or achieves the desired accuracy.

Parameter freezing in FL: One method for solving Equation 5.2 is to employ the
mini-batch gradient descent algorithm that updates the model parameters [56] using:

qqq r
k = qqq r�1

k � g—Fk(qqq r�1
k ) (5.4)

with learning rate g . By substituting Equation 5.1 to Equation 5.4, the update rule for the
global model is derived as:

qqq r = qqq r�1� g—F (qqq r�1)

—F (qqq r�1) =
K

Â
k=1

|Dk|
|D | —Fk(qqq r�1

k ) (5.5)

where —Fk is the gradient on device k and —F is the aggregated gradient on the server. To
freeze parameters of the global model qqq , a mask M 2 {0,1}|qqq | with the same size as qqq is
applied to the global gradient —F (qqq r�1). This results in the following update rule:

qqq r = qqq r�1� g(M �—F (qqq r�1)) (5.6)

where � denotes the entry-wise (Hadamard) product.
Layer freezing: The sparsity within M can either be structured or unstructured. In

structured sparsity, entire components like neurons, filters, or layers are frozen. Unstructured
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Fig. 5.4 The FedFreeze architecture.

sparsity, on the other hand, randomly prunes individual weights across the network, resulting
in irregular patterns. Consequently, structured or unstructured parameter freezing techniques
can be applied. In practice, structured layer freezing with regular sparsity at the layer
has more computation and communication benefits compared to unstructured freezing.
This is attributed to the fact that structured layer freezing can reduce the computation and
communication costs of the frozen layer without requiring sparse optimization software and
hardware.

5.2.2 FedFreeze Architecture

Figure 5.4 illustrates the architecture of FedFreeze on both devices and the server, high-
lighting both the FL modules and FedFreeze modules. On each device, the local Trainer
updates the global model over the local dataset for several epochs1. FedFreeze adopts an
aggressive regularization-based layer freezing strategy to accelerate local learning, even in
the initial FL rounds. A two-step process is developed for generating a list of frozen layers,
referred to as the ‘Local State List’ which is required for implementing local layer freezing:
(i) FedFreeze uses a local Layer-wise Regularizer module for generating a layer-wise regu-
larization scheme based on the analysis of the local layers’ gradients provided by the local
Trainer (Section 5.3.1); (ii) The Local Freezer combines the local regularization scheme with
the list of the frozen layer from the Global Freezer, referred to as the ‘Global State List’ to
create the Local State List (Section 5.3.2). The state of the layers from the list is used by the
Trainer to freeze the required layers in the next training iterations.

1One epoch is denoted as the complete training over all data points.
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On the server, upon receiving the local model updates from all devices, the global
Aggregator aggregates local gradients using aggregation algorithms, such as FedAvg [111].
Unlike on the device, FedFreeze adopts a conservative convergence-based layer freezing
strategy to preserve the final accuracy. The Convergence Monitor module assesses the
convergence behavior of the global model and sends the convergence metrics of each layer
to the Global Freezer. The Global Freezer generates the ‘Global State List’ that is used by
the Aggregator to freeze the layers of the global model. The Global State List is also sent
to the local devices as it is utilized by the Local Freezer. By employing distinct freezing
strategies on devices and servers, FedFreeze can accelerate local training while enhancing
global accuracy.

Notation Description
M Total number of devices in FL
K Number of devices participating in each FL round (K M)
D The total dataset, distributed across devices: D := {Dk}K

k=1
Dk Local dataset on device k
qqq Model parameters (global model)

F (qqq) Objective function on the server to optimize
Fk(qqq) Objective function on device k (e.g., loss function like cross-entropy)

z t Mini-batch of data sampled from local dataset Dk at iteration t
r FL training round

qqq r
k Model parameters on device k at round r

g Learning rate
—Fk(qqq r

k) Gradient of the objective function on device k at round r
M Freezing mask for model parameters (binary mask)
� Hadamard (element-wise) product
T Number of local iterations for each FL round

M r
k Local freezing mask for device k at round r

l Regularization coefficient in the loss function
kqqq �qqq rk Norm of the difference between current and initial parameters

Dqqq t Parameter update at iteration t
Gi Upper bound of the gradient for layer i
Ti Number of iterations allocated for layer i

Gmin Minimum gradient upper bound across all layers
e Fraction of iterations used to estimate layer-wise gradients

Table 5.1 Notation used in FedFreeze
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Algorithm 2: FL training with FedFreeze
1 Input: Initial global weight qqq 0 and data D := {Dk}K

k=1
2 Output: qqq ⇤

3 qqq r = qqq 0, M r = 1|qqq |;
4 for each round r 2 R do
5 for each device k 2 K in parallel do
6 qqq t

k = qqq r;
7 for each local iteration t 2 T do
8 if t  e ·T then
9 /*Apply global freezing matrix*/

10 qqq t+1
k = qqq t

k� g(M r�—Fk(qqq t
k));

11 end
12 else
13 /*Monitor local gradient*/
14 —Fk(qqq e·T

k ) = qqq e·T
k �qqq r;

15 /*Local Freezer outputs the freezing matrix based on the gradient
—Fk(qqq e·T

k ), as detailed in Section 5.3.1*/
16 M t

k  LocalFreezer(—Fk(qqq e·T
k ));

17 M t
k = M t

k
W

M r; . Element-wise OR operation
18 /*Apply local freezing matrix*/
19 qqq t+1

k = qqq t
k� g(M t

k �—Fk(qqq t
k));

20 end
21 end
22 —Fk(qqq r

k) = qqq T
k �qqq r;

23 end
24 /*Monitor global gradient*/
25 Collect gradients —Fk(qqq r

k) from each device k;
26 —F (qqq r) = ÂK

k=1
|Dk|
|D | —Fk(qqq r

k);
27 /*Apply global freezing matrix*/
28 qqq r+1 = qqq r� g(M r�—F (qqq r));
29 /*Global Freezer outputs the freezing matrix based on the gradient —F (qqq r), as

detailed in Section 5.3.2*/
30 M r+1 GlobalFreezer(—F (qqq r))
31 end
32 qqq ⇤ = qqq R;
33 return qqq ⇤
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5.2.3 FL Training Workflow with FedFreeze

Algorithm 2 outlines the FL workflow incorporating FedFreeze. FL repetitively performs
two phases of round training, i.e., parallel local learning (Line 5 - Line 23) and synchronized
global aggregation (Line 24 - Line 30), until the optimal model qqq ⇤ is achieved. Table 5.1
lists the notations used in this chapter.

Parallel local learning: Upon receiving the global weights qqq r from the server in round r
(line 6), each device k independently conducts local updates on qqq t

k for T iterations (Line 7
- Line 23). During the initial e ·T iterations, FedFreeze only applies the global freezing
matrix M r for updating the model (Line 10). This set of iterations is also utilized for
gathering layer-wise gradients to generate the local freezing matrix M r

k . Following the initial
e ·T iterations, a local freezing matrix M t

k is calculated based on the accumulated gradient
—Fk(qqq e·T

k ) by the Local Freezer, as detailed in Section 5.3.1 (Line 16). Additionally, the
local freezing matrix is merged with the global freezing matrix M r (Line 17), and this
combined matrix is utilized to mask the model update (Line 19). Upon completion of local
training, the accumulated gradient is transmitted to the server (Line 22).

Synchronized global aggregation: Upon receiving the updated gradients from all
devices for round r (Line 25), the server proceeds to perform a gradient update on the global
model. Initially, it aggregates the gradients from devices to generate an updated gradient
—F (qqq r) (Line 26). Subsequently, this aggregated gradient —F (qqq r) is utilized to update the
global model combined with the global freezing matrix M r (Line 28). Moreover, FedFreeze
assesses convergence on the global gradient —F (qqq r) and updates the global freezing matrix
by the Global Freezer, as detailed in Section 5.3.2 (Line 30).

5.3 Design of Layer Freezing in FedFreeze

This section presents the design of the device-side and server-side layer freezing strategies,
namely aggressive regularization-based layer freezing and conservative convergence-based
layer freezing. A new reformulation of regularization loss, facilitating the design of the
regularization-based layer freezing is first proposed (Section 5.3.1). Then convergence-
based layer freezing is discussed on the server-side model for obtaining high accuracy
(Section 5.3.2).

5.3.1 Aggressive Regularization-based Layer Freezing

Local training with layer regularization: Section 5.1 recognized that bottom layers in DNN
models require fewer training updates in FL training and multiple local learning updates on
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the local dataset result in over-fitting. One solution to address these issues is by introducing an
additional regularization term [187, 76] on the traditional loss (e.g., cross-entropy loss [194]).
FedProx [89] is the first work proposed in FL to add a regularization loss on the local training
to reduce the gap between the initial weights qqq r of round r and its local updates as shown
below:

min
qqq

Fk(qqq ;qqq r)

where Fk(qqq) =
1

|Dk| Â
z t⇠Dk

Fk(qqq ;z t)

| {z }
Normal loss

+ lkqqq �qqq rk| {z }
Regularization loss

(5.7)

where qqq r is the initial weights and l is a penalty coefficient for the change of the model
parameters, kqqq �qqq rk. A higher value of l corresponds to a greater penalty added to the
loss. This regularization loss guides the optimization of weights qqq to mitigate the effect of
statistical heterogeneity of local Non-I.I.D. data [89]. The additional regularization term
kqqq �qqq rk is equal to the norm of the gradient. Therefore, it facilitates faster convergence of
parameters by encouraging small gradient updates. Although adding layer regularization
loss can result in faster convergence, it does not provide any early-stage acceleration in FL.
This is because, at the start of training, the normal loss dominates the gradient updates, while
regulation loss has a minor impact. This motivates the reconsideration of the approach to
applying layer regularization.

Reformulating regularization loss by layer freezing: In each local training round r, loss
regularization represented as lkqqq�qqq rk accelerates convergence by adding the regularization
term to the local loss function Fk(qqq). However, the ‘penalty’ during training cannot be
precisely controlled as it is jointly optimized with the normal learning loss. Furthermore,
the regularization loss does not directly result in computational savings in the early stages.
To address this, the traditional regularization loss is first reformulated, and a corresponding
algorithm is proposed to enable early-stage layer freezing, achieving the same effect as
traditional loss regularization.

In the local learning of global round r of FL, device k updates the model from the
initialized qqq r for T iterations over the dataset Dk. For each iteration t, the model is updated
as follows:

qqq t = qqq t�1 +Dqqq t where Dqqq t = g—Fk(qqq t) (5.8)
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Dqqq t represents the parameter changes, which is equal to the product of the g (learning rate)
and —Fk(qqq t) (the gradient)2. Therefore, the regularization loss after T iterations lkqqq T�qqq rk
is reformulated as:

lkqqq T �qqq rk2

= lkqqq T �qqq 0k2

= lk(qqq T�1 +Dqqq T )�qqq 0k2

= lk((qqq T�2 +Dqqq T�1)+Dqqq T )�qqq 0k2

= lk((qqq 0 +Dqqq 1)+Dqqq 2)+ ...+Dqqq T )�qqq 0k2

= lkDqqq 1 +Dqqq 2 + ...+Dqqq Tk2

= lkST
t=0Dqqq tk2 (5.9)

Consider the following assumption - the squared norm of the stochastic gradient has
an upper bound on the local objective function, i.e., k—Fk(qqq t)k2  G,8k,8t. In addition,
for each layer i (qqq t

i), there is a corresponding upper bound, i.e., k—Fk(qqq t
i)k2  Gi,8k,8t3.

Based on this assumption, the upper bound of regularization loss for T iterations is as follows:

lkST
t=0Dqqq tk2  lST

t=0kDqqq tk2  lgT G (5.10)

where l is the penalty coefficient that controls the degree of penalty. For local training of
T iterations, the regularization loss lkqqq t �qqq rk2 has an upper bound of lgT G on overall
updates. In terms of layer i, the upper bound of regularization loss is lgT Gi.

Given the upper bound of the regularization loss (lgT Gi), the traditional regularization
loss is reconsidered to incorporate it into the local training of different layers by using layer
freezing. For traditional regularization loss, T is a fixed constant for all layers, and the
layer-wise regularization effect is achieved by reducing the norm of gradient Gi through
loss optimization. An alternative approach to applying the same regularization effect is to
limit the parameter Ti for different layers instead of reducing Gi. In other words, one can
allocate different lengths of iterations (Ti) for each layer i to be trained to achieve the same
regularization target (Equation 5.9) as traditional loss regularization.

Determining Ti for each layer: In the traditional regularization loss lgT Gi for layer i, if
a layer has a large Gi (the upper bound of the gradient of layer i), the regularization loss will
impose a higher penalty on this layer. Building upon this insight, an algorithm is proposed to

2To simplify the notation, +Dqqq t is used to represent gradient update, while the minus sign conventionally
used in SGD can be replaced by a negative of g .

3The assumption is commonly presented in the literature that analyzes the convergence of FL [173, 178, 189].
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automatically determine Ti based on the Gi of the layer. Therefore, for local training of T
iterations, Ti is calculated of layer i using:

Ti = lT ⇥ Gmin

Gi
(5.11)

where Gi is the gradient upper bound of layer i and Gmin is the minimum Gi of all layers.
The above equation ensures that the layer with a higher Gi will be penalized more by being
allocated with a smaller Ti for training. In practice, the exact value of Gi is not known as it is
the theoretical upper bound of the gradient. Therefore, the average value of the gradient for
layer i is used as an estimate of Gi.

Adaptive changes of Ti: Traditional regularization loss dynamically adjusts the penalty
as training progresses - as Gi becomes smaller, the regularization penalty automatically
diminishes. In line with this, FedFreeze adaptively adjusts Ti. FedFreeze records the Gi

across layers in the first round and calculates their average denoted as G0. For the subsequent
rounds, the penalty l is adjusted by considering the change of Gr, with l = l ⇥G0

/Gr.
Therefore, as Gr decreases during training, l becomes larger, resulting in less regularization
penalty on each layer.

Overall algorithm: At the start of every local training of T iteration, all layers are trained
for e ·T iterations to allow FedFreeze estimates Gi of layer i. For the remaining iterations
(1� e) ·T , layer i will be trained for only Ti iterations calculated using Equation 5.114. In
addition, l is dynamically optimized based on the changes in the average gradients of layers
Gr.

Impact of e on local freezing: During local freezing, e⇥T defines the number of local
training iterations dedicated to approximating parameter changes. A smaller e allows for
more extensive local freezing, thereby accelerating training by reducing the need to update
all model parameters in each round. However, this approach may lead to less accurate
gradient approximations. Conversely, a larger e provides more accurate gradient estimates
by incorporating a larger number of model update iterations, but it decreases the efficiency
of local freezing, thus slowing the process. In our experiments, we manually set e = 0.2 to
ensure that the model processes all local data once across five iterations of all data samples
in the FL setting.

4Since e ·T iterations are required for estimating Gi, the remaining iterations (1�e) ·T are used to calculate
Ti instead of T .
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5.3.2 Conservative Convergence-based Layer Freezing

On the server, FedFreeze employs a conservative convergence-based strategy to apply
layer freezing to guarantee the final accuracy. The parameters of the layer are monitored to
determine whether a layer has converged.

Metrics for measuring layer convergence: There are two metrics for measuring layer
convergence: (1) The gradient-based metric determines the stability of the layers by checking
whether there is a change of gradient for a layer [16]. (2) The activation-based metric that
determines the stability by assessing the activation generated by a layer [174].

FedFreeze utilizes the gradient-based metric, as the activation-based metric often re-
quires a reference model for comparison, which is impractical in FL 5. In FedFreeze, the
Convergence Monitor records the average norm of the server-side gradients for each layer. In
addition, the exponential moving average (EMA) method is used to calculate the EMA of the
average norm of server gradients to minimize the impact of gradient variation. In addition,
the EMA method is more computationally efficient as only the latest gradients need to be
saved in the memory [16].

Determining if a layer has converged: On the server, if a layer in the global model
is frozen, then its parameters remain unchanged during both global aggregation and local
learning for the subsequent rounds. Therefore, a conservative criteria should be adopted to
ensure that the final accuracy of the global model is not reduced. Two stringent conditions are
set by the Global Freezer to determine whether the layer has converged and avoid premature
layer freezing:

Condition 1: The EMA of the average norm of server-side gradients for a layer is below
a pre-defined threshold compared to the initial gradients;

Condition 2: The change of the EMA gradient is considered to be negligible if it is less
than a predefined threshold.

The rationale behind these two conditions is to verify that the gradient of the layer is
smaller than the initial gradient (Condition 1) and that there will be no substantial future
change in the gradient (Condition 2). Upon satisfaction of both conditions, the Global
Freezer deems the layer to have converged and proceeds to freeze it. The choice of the two
pre-defined thresholds is discussed in Section 5.4.

Bottom-up layer freezing: The order in which the layers are frozen determines whether
there will be computational benefits to training. Freezing a layer accelerates training only
when all preceding layers are frozen. This is also referred to as gradient locking introduced by

5Although recent research proposes the use of an in-training model instead of a fully-trained model as a
reference model, it is unrealistic in a real-world FL setting since it requires parallel training of a reference
model on devices.
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backward propagation [64]. Recent research confirms that the layers of the model converge in
a bottom-up manner during the training. Observation 2 in Section 5.1 suggests that bottom-up
learning also holds in FL. Therefore, FedFreeze adopts bottom-up layer freezing and only
freezes a layer in the global model if all preceding layers are already frozen.

5.4 Evaluation

This section will present the results obtained from evaluating FedFreeze. Specifically, the
end-to-end performance and the performance breakdown by comparing FedFreeze to other
state-of-the-art baselines are presented. In addition, the impact of hyperparameters and
system overhead of FedFreeze are discussed.

5.4.1 Evaluation Setup

The setup, namely the datasets and models, training hyperparameters, experimental testbed,
baselines, and metrics, used to evaluate FedFreeze is considered as follows:

Datasets and models: FedFreeze is evaluated on three datasets, namely FMINST [181],
CIFAR-10 [79], and CIFAR-100 [79]. For data partitioning on devices, the common method
reported in the literature [111] is adopted to simulate a non-I.I.D. setting of FL [75]. In
particular, the dataset is sorted based on labels to create 500 shards. Each device is then
randomly assigned 5 shards such that each device has training samples from around half of
all available classes. The test dataset is on the server for evaluating model performance after
each training round.

Three popular CNNs are trained: LeNet [81] (lightweight CNN), VGG11 [158] (plain
CNN), and ResNet12 [54] (residual CNN) on the FMNIST, CIFAR-10, and CIFAR-100
datasets, respectively. A LeNet model is trained for the FMNIST task because it has a similar
architecture as the VGG5 model used in Chapter 3 and is more manageable for the Raspberry
Pi testbed, detailed later in this section, in terms of training time required. The architectures
of the CNNs are shown in Table 5.2.

FL training hyperparameters: For each FL round, 10 devices are uniformly sampled
from a pool of 100 devices participating in a round of training. The most popular aggregation
algorithm is adopted, i.e., standard FedAvg [111] for the Aggregator module in FedFreeze.
The same data augmentation of horizon flip and random crop is used for all experiments.
The SGD optimizer with a constant learning rate of 0.01 is employed. The total number of
training rounds is set to 200 for training on all datasets. For local training, the local epoch is
set to 10 for all datasets. The pre-trained weights of VGG11 are obtained from the PyTorch
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Table 5.2 Evaluated models. Convolution layers denoted as C followed by the no. of filters;
filter size of convolution layer is 5⇥5 for LeNet and 3⇥3 for VGG11 and ResNet12 except
for downsampling convolution which is 1⇥1; Max Pooling layer is MP; Fully Connected
layer is FC; and Residual Block is RB including two convolution layers and a downsampling
convolution layer; number following is no. of output channels. The batch normalization
layer is applied after every convolutional layer in VGG11 and ResNet12.

Dataset Model Architecture
FMNIST LeNet C6-MP-C16-MP-FC120-FC84-FC10

CIFAR-10 VGG11 C64-MP-C128-MP-C256-C256-MP-C512-
C512-MP-C512-C512-FC512-FC512-FC10

CIFAR-100 ResNet12 C64-MP-C64-MP-RB64-RB128-RB256-
FC100

(a) Raspberry Pi cluster. (b) Jetson Nano cluster.

Fig. 5.5 Two prototypes are used to evaluate FedFreeze. A Raspberry Pi cluster with a
laptop (edge server) and a Jetson Nano cluster with an Nvidia A6000 GPU server.

Model Zoo6 that was trained on the ImageNet [27] dataset, while the pre-trained weights of
LeNet and ResNet12 are trained on the Tiny-ImageNet [80] dataset.

Testbed: To evaluate the system performance (i.e., training latency), two prototypes
are considered as shown in Figure 5.5. The first is a Raspberry Pi (low-end IoT device)
cluster and the second is a Jetson Nano (high-end IoT device) cluster. The Raspberry Pi
cluster consists of 10 Raspberry Pi 4 Model B single-board computers, each with a 1.5GHz
quad-core ARM Cortex-A53 CPU. A laptop serves as the edge server that has a 2.5GHz Intel
i7 8-core CPU and 16GB RAM. In the Jetson Nano cluster, 10 Jetson Nano development
boards, each with a 1.43GHz quad-core ARM Cortex-A57 CPU and a 128-core Maxwell
GPU. The devices are connected to a cloud server with 2GHz AMD EPYC 7713P 64-Core
CPU, 252GB RAM, and an Nvidia A6000 GPU. Communication between devices and the

6https://pytorch.org/serve/model_zoo.html
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server is using socket TCP with a bandwidth of 100 Mbps. All devices and server use
PyTorch as the training framework. The Jetson Nano cluster enables the training of both the
VGG11 and ResNet12 models on a real-world prototype compared to the simulated testbed
utilized in Chapter 4. This facilitates the reporting of the training time for entire rounds.

Choice of baselines: Vanilla FL is considered, which refers to the training of classic FL
without using layer freezing. State-of-the-art layer freezing methods are further considered
in both centralized and FL training contexts. In the context of FL, an approach named
ALF [105] is considered, which is a convergence-based layer freezing approach for the
server side. It calculates a metric referred to as ‘perturbation effectiveness’ to analyze
the convergence of layers. The same metric is reported in adaptive parameter freezing
(APF) [16]. However, APF conducts fine-grained parameter freezing making it impractical
for accelerating training and is not considered to be compared to FedFreeze.

In the context of centralized training, AutoFreeze [98] is extensively utilized for layer
freezing in traditional centralized training. This approach is adapted for FL as a baseline by
implementing it on the server side. It is worth noting that Egeria [174] has demonstrated
superior performance compared to AutoFreeze. However, Egeria relies on a ‘reference
model’ to guide the analysis of layer convergence, which involves parallel training of a
reference model on the server. This approach is impractical for FL since training data is
distributed across devices making the simultaneous training of the reference model not
possible. In summary, three baselines, namely Vanilla FL, ALF, and AutoFreeze are
compared to FedFreeze.

5.4.2 End-to-end Performance

Table 5.3 summarizes the evaluation by presenting the highest test accuracy achieved and
total training latency along with speedups compared to vanilla FL. The test accuracy curves
for each baseline are shown in Figure 5.6.

Training LeNet on FMNIST: A LeNet model is trained using the FMNIST dataset
on the Raspberry Pi testbed. The LeNet model only contains two convolutional layers
and three fully-connected layers, making it computationally lightweight. However, it still
requires up to 19480s (5.4 hrs) for training vanilla FL. Figure 5.6a and Figure 5.6b show
the test accuracy curves of FedFreeze and other baselines on FMNIST for LeNet. All
baselines, including FedFreeze, converge rapidly, reaching a relatively high accuracy after
around 50 rounds. Specifically, for random initialization, 87.39%, 88.19%, 88.02%, and
87.7% accuracy, and for pre-trained initialization, 88.35%, 87.37%, 87.45%, and 87.87%
accuracy is achieved for vanilla FL, ALF, AutoFreeze, and FedFreeze, respectively, at round
50. The rapid improvement in the test accuracy of the model provides the opportunity for
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layers to be frozen, especially when it approaches the final accuracy by the 50th round.
However, ALF has minimal acceleration (1.12⇥ and 1.01⇥ on random and pre-trained
initialization, respectively) by only adopting layer freezing in the late stages. AutoFreeze
achieves a higher acceleration (1.41⇥ and 1.46⇥ on random and pre-trained initialization,
respectively) but has a relatively high accuracy loss of 0.82% and 1.76% compared to vanilla
FL. FedFreeze balances between accuracy and speedup, with speedups of 1.3⇥ and 1.23⇥
while experiencing less than a 0.5% loss (0.41% and 0.46%) compared to vanilla FL.

Training VGG11 on CIFAR-10: A larger model, namely the VGG11 model that has
a higher computational overhead than LeNet, is trained using the CIFAR-10 dataset on a
testbed with GPU-enabled devices, namely Jetson Nanos. The VGG11 model has more layers
(eight convolutional layers and three fully-connected layers), which makes layer freezing
more complex. Figure 5.6c and Figure 5.6d show the test accuracy curves of FedFreeze
and other baselines on CIFAR-10 for VGG11 with random and pre-trained initialization.
It is noted that there is more variability in training due to the increased complexity of the
model and dataset and more training rounds are required to achieve the highest accuracy.
Only a marginal training time improvement is noted for ALF (1.03⇥ speedup on random
initialization and no speedup on pre-trained initialization). Moreover, ALF has an accuracy
loss of around 0.6% for both random and pre-trained initialization even when applying layer
freezing only in later training rounds. AutoFreeze suffers a significant loss when aggressively
applying layer freezing in the early stages, with losses of 6.34% and 1.49% on random and
pre-trained initialization, respectively, despite achieving speedups of 1.52⇥ and 1.35⇥. In
contrast, FedFreeze can still achieve a 1.07⇥ speedup with a 1.67% accuracy loss when
trained using random initialization, while with pre-trained initialization, FedFreeze has a
1.23⇥ speedup and a relatively small 0.56% accuracy loss compared to vanilla FL.

Training ResNet12 on CIFAR-100: Finally, a ResNet12 model is evaluated on the
CIFAR-100 dataset using the Jetson Nano testbed. The residual architecture in the ResNet12
model makes the application of layer freezing more complex compared to a plain convolu-
tional network (e.g., VGG11). Figure 5.6e and Figure 5.6f show the test accuracy curves of
FedFreeze and other baselines on CIFAR-100 for ResNet12. It is observed that the training
requires more rounds to converge for both random and pre-trained initialization similar
to VGG11 on CIFAR-10. For ALF, a final accuracy of 29.28% and 36.81% is achieved
using random and pre-trained initialization, respectively, but does not achieve any notable
training acceleration (1⇥ and 1.02⇥ on random and pre-trained initialization, respectively).
Surprisingly, better final accuracy is achieved compared to vanilla FL in the pre-trained
setting. There is conjecture that layer freezing in the late stages may stabilize aggregation in
FL. AutoFreeze has an acceleration of 1.21⇥ on random initialization with an accuracy of
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(a) Random LeNet on FMNIST. (b) Pre-trained LeNet on FMNIST.

(c) Random VGG11 on CIFAR-10. (d) Pre-trained VGG11 on CIFAR-10.

(e) Random ResNet12 on CIFAR-100. (f) Pre-trained ResNet12 on CIFAR-100.

Fig. 5.6 Test accuracy curves of Vanilla FL, ALF, AutoFreeze and FedFreeze for the LeNet,
VGG11 and ResNet12 models on the FMNIST, CIFAR-10 and CIFAR-100 datasets with
random and pre-trained initialization.
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28.6% and 1.16⇥ speedup with a 0.89% accuracy loss compared to vanilla FL. However,
FedFreeze has superior performance achieving a comparable speedup of 1.09⇥ and 1.14⇥
with a higher final accuracy of 28.96% and 35.62%.

Summary: FedFreeze demonstrates competitive highest accuracy compared to vanilla
FL while accelerating training up to 1.3⇥. Compared to other state-of-the-art baselines,
FedFreeze is more robust when trained with both random and pre-trained initialization
methods achieving a better trade-off between accuracy and speedup. While ALF offers only
marginal training speedup and AutoFreeze results in significant accuracy loss.

5.4.3 Performance Breakdown

To take a closer look at training to understand the decisions made by FedFreeze and other
baselines, the layer freezing choices are reported to provide valuable insights into the accuracy
and speedup performance achieved by each method.

Global freezing decisions

Figure 5.7 shows the global freezing decisions of FedFreeze and other methods during the
training of the three datasets and the three models with random and pre-trained initialization.
The y-axis represents the number of frozen layers determined by the global freezer. For the
LeNet, VGG11, and ResNet12 models, there are a total of 5, 11, and 12 layers, respectively.
The freezing of the last layer in each model is excluded - if it is frozen, then it indicates that
all layers are frozen, and training is stopped. Therefore, the maximum number of frozen
layers is 4, 10, and 11 for the models.

ALF only makes freezing decisions in the later training stages and does not freeze
any layers in the early stages, leading to a high final accuracy but inefficient training
latency. ALF calculates the ‘perturbation effectiveness’ to analyze the convergence of a
layer. ‘Perturbation effectiveness’ is a value between 0 and 1 that is uniform across layers.
It starts at 1 and gradually decreases during training. ALF sets a pre-defined threshold to
determine when a layer is frozen [105]. However, this results in layer freezing only in the
later stages of training, limiting any training acceleration in the early stages. In some cases,
as illustrated in Figure 5.7e and Figure 5.7d, ALF does not freeze any layers. The threshold
used in ALF needs to be defined before training and can vary for different datasets, models,
and initialization types, posing a challenge to generalization across various settings. Overall,
ALF maintains the final accuracy but achieves marginal speedup for the training.

AutoFreeze aggressively freezes bottom layers in the early stages, resulting in train-
ing speedups, but the premature freezing of layers leads to a significant accuracy loss.
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(a) Random LeNet on FMNIST. (b) Pre-trained LeNet on FMNIST.

(c) Random VGG11 on CIFAR-10. (d) Pre-trained VGG11 on CIFAR-10.

(e) Random ResNet12 on CIFAR-100. (f) Pre-trained VGG11 on CIFAR-10.

Fig. 5.7 The breakdown of global freezing decisions when training LeNet, VGG11 and
ResNet12 on the FMNIST, CIFAR-10 and CIFAR-100 datasets for both random and pre-
trained initialization.
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AutoFreeze adopts a more aggressive approach to layer freezing by not requiring a layer to
be converged. Specifically, it calculates the rate of change in gradient norm at fixed intervals
and sorts all layers based on the rate [98]. As training progresses, the rate of change in
the gradient norm decreases, allowing layers to be frozen accordingly. However, instead
of enforcing a target rate threshold for each layer, which is unknown before training and
may result in later-stage freezing like ALF, AutoFreeze adopts a more aggressive strategy.
It freezes a layer if its rate of change in gradient norm falls within the N-percentile of all
layers [98]. This relaxation enables AutoFreeze to freeze layers early, resulting in speedups.
However, permanently freezing immature layers can lead to a significant accuracy loss. For
instance, when training VGG11 using random initialization, which requires more training for
each layer, AutoFreeze freezes the bottom layers (layers 1 to 5) before 50 rounds, resulting
in a substantial accuracy loss (6.34%).

FedFreeze achieves improved accuracy-speedup trade-off through adaptive global
freezing decisions across random and pre-trained initializations. The freezing decisions
made by FedFreeze with the Global Freezer module are also reported. FedFreeze makes
global freezing decisions based on two conditions discussed in Section 5.3.2. Compared to
ALF, FedFreeze makes more aggressive freezing decisions by evaluating gradient changes.
Therefore, FedFreeze requires less prior knowledge compared to ALF, as finding a uniform
freezing criterion for all layers can be challenging, rendering it impractical. In compari-
son to AutoFreeze, FedFreeze only decides on permanent freezing of a layer in Global
Freezer, minimizing the impact on final accuracy, while leaving early-stage freezing to the
regularization-based Local Freezer. It achieves early freezing of the bottom layers while
avoiding premature freezing of layers on the server. In addition, Figure 5.7 also demonstrates
the ability of FedFreeze to adapt to pre-trained initialization, allowing for more aggressive
layer freezing compared to random initialization. This is evident by the aggressive freezing
in the pre-trained setting of FedFreeze, which is not the case in both ALF and AutoFreeze
as shown in Figure 5.7. In summary, FedFreeze adjusts the freezing strategy based on ini-
tialization type by being more aggressive in the pre-trained context to accelerate convergence
while preserving accuracy. With random initialization, a more conservative approach is
adopted to keep more layers trainable early on to achieve high accuracy.

Local freezing decisions

Unlike ALF and AutoFreeze, FedFreeze also employs local freezing decisions made by the
Local Freezer module. The Local Freezer adopts regularization-based layer freezing - layers
are temporarily frozen for several iterations instead of permanently freezing. Figure 5.8
shows the local freezing decisions made by FedFreeze during the training. The absolute
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(a) Random LeNet on FMNIST. (b) Pre-trained LeNet on FMNIST.

(c) Random VGG11 on CIFAR-10. (d) Pre-trained VGG11 on CIFAR-10.

(e) Random ResNet12 on CIFAR-100. (f) Pre-trained ResNet12 on CIFAR-100.

Fig. 5.8 Local freezing decisions made by FedFreeze when training LeNet, VGG11 and
ResNet12 on the FMNIST, CIFAR-10 and CIFAR-100 datasets for both random and pre-
trained initialization. The results show the percentage of local frozen iterations for each layer
out of the total iterations provided by the Local Freezer of FedFreeze. Layers that have no
local freezing are omitted from the figures. The results are the average of using 10 devices
for each round.
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value of iterations is normalized into percentages of the total iterations for each round. The
results highlight the ability of FedFreeze to apply regularization-based layer freezing to
specific layers based on their gradients. For instance, it is observed that bottom layers, such
as layers 1 to 2 when training LeNet on FMNIST, layer 1 when training VGG on CIFAR-10,
and layers 1 to 8 when training ResNet12 on CIFAR-100, undergo regularization-based layer
freezing, while other layers are not frozen locally.

It also can be observed that the Local Freezer module in FedFreeze can adapt to different
architectures and initialization methods. For example, when training VGG11, the Local
Freezer module in FedFreeze only freezes Layer 1, as shown in Figure 5.8c and Figure 5.8d.
In contrast, more layers are frozen locally when training ResNet12 on CIFAR-100, as depicted
in Figure 5.8e and Figure 5.8f. In addition, it adapts to different initialization methods, as
demonstrated by the more aggressive regularization-based layer freezing decisions when
training with pre-trained initialization.

5.4.4 Discussion

This subsection examines the impact of hyperparameters and system overhead in FedFreeze.

Impact of Hyperparameters

FedFreeze evaluates the convergence of the global model after every aggregation on the
server and employs two conditions to determine whether to freeze a layer. These conditions
are based on the value of the gradient norm and the change in the gradient. As a result, two
hyperparameters in the Global Freezer control the global freezing decision. In addition, in
the Local Freezer, the hyper-parameter µ , which is the coefficient that controls the initial
penalty of local regularization is considered.

Setting lower thresholds for the gradient norm and the change of the gradient in the
Global Freezer will result in a more conservative global freezing policy. Similarly, a lower
value of the hyper-parameter µ in the Local Freezer leads to a more aggressive strategy of
local layer freezing. In the experiments, the hyperparameters are set separately for random
and pre-trained initialization. For random initialization, a threshold value of 0.7 is set for the
gradient norm compared to 0.9 for pre-trained initialization. Similarly, a higher coefficient of
µ = 8 was set for random initialization, while µ = 4 was used for pre-trained initialization.
This adjustment is necessary because pre-trained initialization will start with more mature
parameters than random initialization. The threshold for the change of the gradient was set
to 0.001 in both cases. In general, it was found in the experiments that the hyperparameters
generalized across the datasets and models.
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System Overhead

The system overhead in FedFreeze originates from two modules: the Layer Regularizer and
the Convergence Monitor. The Layer Regularizer calculates the local layer freezing scheme
for the Local Freezer, and the Convergence Monitor analyzes the gradient of layers for the
Global Freezer.

The Layer Regularizer on the device needs to maintain a copy of the gradient changes
after several iterations to calculate the layer-wise freezing scheme. This incurs a memory
cost equivalent to the size of the model parameters. This is a practical cost as it only requires
additional memory for the model parameters without including the activations. For the
computational overhead, it was found that generating the local freezing scheme introduces
up to 1.5% time overhead to the overall training on the device, which is negligible compared
to the overall training time.

The Convergence Monitor on the server also needs to maintain an additional copy of
gradient changes after the aggregation of each round to generate global freezing decisions.
However, the memory cost and computational overhead are negligible, as it is performed on
the server, which typically is not resource-constrained as the device.

5.5 Existing Solutions

This section first presents the existing work on layer freezing in both centralized and federated
learning contexts. It then discusses two alternatives to layer freezing in FL, namely transfer
learning and partial training. Finally, the differences between the above approaches and
FedFreeze are compared and highlighted in Table 5.4.

Layer Freezing: Recent research that analyses post-hoc layer convergence has demon-
strated that layers converge from the initial to final layers or in a bottom-up manner [137, 116].
This offers the opportunity for implementing layer freezing during training to accelerate
training. Recent layer freezing frameworks have effectively accelerated training by gradually
freezing layers. Specifically, the freezing decisions are determined by the analysis of either
the convergence behavior of layer activations [174] or gradients [98, 42, 13]. However, since
freezing is applied at the later training stages there are limited benefits during the early stages.

There are minimal efforts in applying layer freezing for accelerating FL training although
FL has a relatively larger computational bottleneck than centralized training [119, 177].
Recent research investigated the application of fine-grained parameter freezing [16, 131] and
disordered layer freezing [105] to address communication costs in FL. However, the use of
unstructured or disordered freezing strategies offers no computational benefits for training.
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Transfer Learning in FL: This is another approach to implement layer freezing in
FL [188, 63]. In this approach, the initial DNN layers are initialized with pre-trained weights
and subsequently frozen during the training [63]. The rationale is based on the observation
that initial layers of a DNN are task-agnostic and pre-trained weights obtained from training
other tasks can be effectively transferred for a given task. Recent studies on pre-training
initialization have demonstrated that the accuracy gap between FL and centralized learning
can be reduced [17, 120, 178]. However, there is a larger accuracy loss when more layers are
frozen or if there is a significant domain shift between the target and pre-trained dataset, as
highlighted in Section 5.1.

Partial Training in FL: This approach surmounts the challenge of limited computational
resources on devices for FL and aims to reduce on-device computation using pruning [71, 83]
or subnetwork training [58, 72, 3]. These methods can be seen as general parameter freezing
techniques at a finer granularity of individual neurons or filters within a neural network
instead of the entire layers. However, their reliance on heuristic freezing decisions, lacking
rigorous convergence analysis, often results in a substantial accuracy loss [19].

How does FedFreeze differ from prior work? Table 5.4 provides a comparison of
unstructured parameter freezing, partial training, transfer learning, vanilla layer freezing,
and FedFreeze, all in the context of FL. While unstructured parameter freezing achieves
high final accuracy, it does not reduce on-device computation. To obtain any computational
benefits sparse libraries or custom hardware are required. Both structured partial training
and transfer learning have a larger accuracy loss. Vanilla layer freezing offers no early-stage
acceleration but only in the later stages of training. In contrast, FedFreeze enables early-
stage layer freezing and has better learning efficiency while ensuring that the final accuracy
is not compromised and the overall computation is reduced.

5.6 Summary

This chapter presents FedFreeze, an effective layer freezing framework that achieves early-
stage acceleration and guarantees a high final accuracy. FedFreeze proposes an aggressive
regularization-based layer freezing to enable early-stage layer freezing on the local devices
for the first time and a conservative convergence-based layer freezing on the global server
to maintain high final accuracy. The combination of the local and global layer freezing
techniques enables FedFreeze to strike a good balance between accuracy and training
speedup. FedFreeze is evaluated on a range of testbeds, datasets, models, and initialization
methods. FedFreeze achieves similar early-stage speedup compared to state-of-the-art
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Table 5.4 Comparing different freezing techniques and FedFreeze.

Unstructured
Parameter
Freezing
[16, 131]

Partial
Training

[58, 72, 3]

Transfer
Learning
[178, 17,

120]

Vanilla
Layer

Freezing[174,
98, 42, 105]

FedFreeze

Reducing
device com-

putation

7 3 3 3 3

High final
accuracy

3 7 7 3 3

Early-stage
accelera-

tion

7 3 3 7 3

early-stage layer freezing approaches while achieving a comparable final accuracy compared
to vanilla FL and state-of-the-art accuracy-guaranteed layer freezing methods.

The use of FedFreeze within classic FL has been presented. Its utility extends beyond
to other variants of FL, such as DPFL. In the next chapter, the adaptation of FedFreeze
modules to a DPFL system and their integration with FedAdapt and EcoFed to collectively
enhance the performance of DPFL training is explored.





Chapter 6

Integrating FedAdapt, EcoFed, and
FedFreeze into EPFL

Chapter 3, Chapter 4, and Chapter 5 explored techniques for adaptively offloading DNN
training to the server, efficiently reducing communication costs in DPFL training, and effec-
tively accelerating on-device training using layer freezing, respectively. Three corresponding
frameworks—FedAdapt, EcoFed, and FedFreeze were built upon the classic FL or vanilla
DPFL system. These frameworks are designed to address the specific challenges of deploying
FL at the edge, as discussed in the respective chapters. However, natural questions arise
here: how do these specialized modules interact with one another? Can they be seamlessly
integrated into a holistic framework for collectively enhancing the efficiency of classic FL?
To address these questions, this chapter presents the integration of FedAdapt, EcoFed, and
FedFreeze within a framework referred to as EPFL, efficient partitioning-based federated
learning (EPFL).

EPFL incorporates the core functionalities of FedAdapt, EcoFed, and FedFreeze, thereby
enabling it with the capabilities to adaptively offload DNN training, reduce partitioning-based
communication overhead, and accelerate on-device training. These capabilities are achieved
by interacting with the function interfaces of FedAdapt, EcoFed, and FedFreeze modules
during the entire FL training process. In particular, EPFL optimizes classic FL training in the
deployment and runtime phases. Moreover, the overall pipeline and redesign for integrating
each module facilitate the collaborative work of the individual components.

Finally, the performance of EPFL on different datasets, models, and testbeds is evaluated
and compared to classic FL and vanilla DPFL. The empirical results demonstrate a signifi-
cant improvement in training latency and communication cost while achieving comparable
accuracy to classic FL and vanilla DPFL. In addition, the aggregated performance of EPFL
surpasses that of its individual parts, demonstrating the importance of the integration.
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6.1 Motivation

FedAdapt, EcoFed, and FedFreeze proposed techniques aimed at facilitating adaptive
offloading strategies, reducing communication costs, and accelerating training speeds of a
DPFL system. These hold the potential to enhance the efficiency of FL in EC environments.
However, whether these modules can be seamlessly integrated to provide collective benefits
is unknown. Therefore, this chapter presents the EPFL framework, which integrates the
modules from FedAdapt, EcoFed, and FedFreeze.

EPFL is not an easy and direct combination of the individual modules of FedAdapt,
EcoFed, and FedFreeze but addresses technical hurdles in catering to two phases (i.e.,
deployment and runtime) in DPFL training. Specifically, the integrated system is capable of:

1. Effectively utilizing the DNN partitioning-based offloading technique to accelerate
FL training and adapting it to mitigate device heterogeneity by generating different
offloading strategies tailored to each device.

2. Efficiently reducing communication costs incurred in a DPFL system between devices
and the server.

3. Optimizing the training overhead during FL rounds by implementing layer freezing
techniques.

By incorporating the above, EPFL offers a holistic solution that maximizes FL training
efficiency (e.g., latency and communication cost) in edge environments with resource-
constrained devices while maintaining comparable learning performance (e.g., accuracy).

EPFL answers the following research problems:
RP1: How to integrate the modules into a coherent system and position them within

the FL training pipeline? The implementation of the EPFL system must address how
the modules within FedAdapt, EcoFed, and FedFreeze are integrated. Specifically, the
EPFL system needs to determine the appropriate placement of the FedAdapt, EcoFed, and
FedFreeze modules within the lifecycle of FL training. Furthermore, there is a need for an
overarching pipeline (e.g. training rounds in EPFL) to define the workflow and steps of the
EPFL system.

RP2: What redesign is required to facilitate the integration of the modules? Although
FedAdapt, EcoFed, and FedFreeze are shown to enhance different aspects of a DPFL
system, they require modifications to ensure that they can collaborate. For example, when
FedAdapt implements different strategies for heterogeneous devices, the cached buffers
required by EcoFed also need to be heterogeneous to adapt to varying PPs. In addition,
when EcoFed applies device-side layer freezing, FedFreeze must further refine the layer
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freezing decision and also take into account the adaptive partitioning scenarios provided by
FedAdapt.

RP3: What will be the final performance of the integrated system? This final
question relates to the performance of the EPFL framework, including learning efficiency (i.e.,
accuracy and convergence rate) and system efficiency (i.e., latency and communication cost).
Specifically, what will be the end-to-end performance improvements of EPFL compared to
classic FL and vanilla DPFL? Additionally, how does the performance of EPFL compare
to its individual components, i.e., FedAdapt, EcoFed, and FedFreeze? To answer these
questions a real-world prototype is designed and developed that is used for evaluating EPFL.

RP1 is addressed in Section 6.2, where the system architecture and training pipeline
of EPFL are presented. In terms of RP2, the modifications to FedAdapt, EcoFed, and
FedFreeze modules for integrating into an EPFL system are presented, including the Clus-
tering module in FedAdapt, Replay Buffer module in EcoFed, and Global Freezer as well as
Local Freezer in FedFreeze. Finally, in Section 6.4, an evaluation of EPFL across different
datasets, models and prototypes is provided to compare against classic FL and vanilla DPFL.

6.2 Overview

This section outlines the overarching architecture and training pipeline of EPFL. Specifically,
three distinct optimization strategies built upon vanilla DPFL are presented. Additionally,
the control flow and training pipeline of EPFL for a single training round is considered.

6.2.1 System Architecture

Figure 6.1 illustrates the system architecture of EPFL built on a vanilla DPFL system. The
EPFL framework incorporates three optimization strategies, i.e., offloading, communication,
and freezing strategies. These strategies are adopted for solving the RQs in Chapter 1
supported by corresponding modules of FedAdapt, EcoFed, and FedFreeze.

In particular, by utilizing FedAdapt modules to generate adaptive PPs for devices, EPFL
can tailor its PPs of models to adapt to the varying computation capabilities of different
devices. For example, EPFL can partially offload model training from devices with limited
resources or retain device-native training for other devices that can accommodate the entire
model for training. In addressing the communication overhead incurred by model partitioning
in a DPFL system, EPFL employs EcoFed modules to minimize communication costs. This
is achieved by reducing the communication of activation and eliminating the transfer of the
gradient. Finally, during training, EPFL monitors layer convergence on both the device-side
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Fig. 6.1 The EPFL system architecture.

and server-side models. It effectively eliminates redundant computation by freezing layers
that have already converged. In addition, EPFL adopts regularization-based layer freezing
techniques to further accelerate training.

6.2.2 EPFL Training Mode

Positioning and control flow of modules in EPFL. Figure 6.2 illustrates the position of
EPFL modules in an FL training round and the corresponding control flow on top of DPFL
components. During each FL round, there are two phases: the deployment phase and
the runtime phase. In the deployment phase, the FedAdapt modules in EPFL generate
control information required for offloading, such as PPs for each device in a given round.
The FedAdapt modules then call the device-side and server-side interfaces of the DPFL
Builder. The builder deploys the DPFL system based on the offloading strategies generated
by the FedAdapt modules in EPFL. Subsequently, the DPFL system is invoked to run after the
deployment phase is completed. During the DPFL runtime phase, the EcoFed and FedFreeze
modules within EPFL oversee the behavior of communication and layer convergence on both
the devices and the server. Specifically, EcoFed provides control information regarding the
transmission of activation and gradients, while the FedFreeze modules generate and update
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Fig. 6.2 The positioning and control flow of EPFL modules in a training round.
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control information of layer freezing. Both the control information of communication and
layer freezing are transmitted to the device-side and server-side interfaces exposed by the
DPFL runtime engine that serves as the primary method for interaction between the EPFL
framework and the DPFL system.

Training pipeline in EPFL. Figure 6.3 demonstrates the training pipeline of EPFL in a
given round. Firstly, the FedAdapt modules collect observations from devices and assign
PPs to each device. Different PPs result in EPFL selecting one of the two modes of training:
the first is device-native training, which is similar to classic FL training, and the second is
DPFL training.

Subsequently, the model will be initialized with pre-trained weights provided by the
EcoFed modules. If offloading is not required, then device-native local training will
be initiated, incorporating two types of layer freezing decisions (convergence-based and
regularization-based layer freezing) from the FedFreeze modules. In the second EPFL train-
ing mode that uses DPFL training, EcoFed modules will first freeze the device-side model,
and an Activation Switch in EcoFed will decide whether the server-side buffer needs to be
updated by receiving compressed activations from devices. If not required, the server-side
model will directly be trained using the buffer.

After multiple training epochs, whether employing device-native or DPFL training, the
server aggregates models to produce the updated global model, concluding the training
round.

6.3 Module Integration

To integrate the modules in FedAdapt, EcoFed, and FedFreeze into the EPFL framework, it
is necessary to redesign the modules of FedAdapt, EcoFed, and FedFreeze.

6.3.1 Redesigning FedAdapt Modules for EPFL

In Chapter 3, FedAdapt clustered devices into three groups, including an additional group
reserved for devices with limited network bandwidth, such as those operating on 3G (0.4/3
Mbps) networks. This design in FedAdapt was necessary since the additional communication
costs of transferring activation and gradient could potentially offset the training acceleration
gained from offloading computation from devices to the server. In the worst-case scenario, it
might increase the overall latency. To avoid this, devices with low network bandwidth (e.g.,
3G) are categorized into additional groups and were assigned distinct offloading strategies by
the RL Agent in FedAdapt.
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Fig. 6.3 The training pipeline of EPFL in a given training round.
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However, this additional clustering group in FedAdapt can be eliminated when EcoFed
is integrated into EPFL. This is because EcoFed can reduce the communication overhead
by eliminating the need for transferring gradients and reducing the communication costs of
activation. In addition, when using the activations cached in the Replay Buffer module on
the server, EcoFed can eliminate the need for additional communication inherent in DPFL
approaches. It has been demonstrated that even under 3G conditions, using EcoFed, DPFL
approaches can achieve training acceleration by offloading training workloads to the server
compared to device-native training of classic FL.

Given the lower communication overhead achieved by EcoFed, EPFL reduces the number
of clustering groups in the Clustering module, eliminating the need for a dedicated group
for the limited network bandwidth scenario. This design also simplifies the training process
for the RL agent, as it reduces the dimension of both the input state (no need for observing
network speed) and the action space (due to the reduced number of groups). Therefore, at the
deployment phase of each round, FedAdapt collects the observations from different devices
including the offloading ratio and training speed per batch from the last round and sends it to
the Pre-Processor module. The Pre-Processor of FedAdapt normalizes observations into
states and sends them to the Clustering module. The Clustering module assigns a group ID
to each state and calls the RL Agent to determine the offloading ratio for the current round.
Subsequently, the offloading ratio is translated into partition points and assigned to each
device based on their group ID by the Post-Processor.

6.3.2 Redesigning EcoFed Modules for EPFL

In Chapter 4, the EcoFed modules did not consider the case of changing PPs. However,
within the EPFL framework, where partition points may vary during DPFL training optimized
by FedAdapt, a change in design is required. This is necessary for the Replay Buffer in
EcoFed, as it needs to store activations generated at multiple PPs.

To address the above, the data structure of the cached buffer in Replay Buffer module
on the server is redesigned and coupled with a corresponding sampling mechanism for
generating training samples using the buffer. The Replay Buffer module uses the data
structure of a dictionary to store the activations, namely Buffer Dictionary. Figure 6.4 shows
the data structure of the Buffer Dictionary on the server. In addition to the standard buffer
chunk, which is a batch of activations, EcoFed also stores the PP and device ID as the key of
the Buffer Dictionary. This allows EcoFed to index the appropriate buffer from different PP
and client IDs. The sampling mechanism in the Replay Buffer module is further modified.
Firstly, the server will check if the device ID is available in the buffer and then verify the
PP. If there is no match for the device ID or PP, a randomly sampled device ID is replaced
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Fig. 6.4 The data structure of buffer dictionary of Replay Buffer in EPFL.

with the same PP as requested. This adjustment improves the hit ratio of the available cached
buffers in the Replay Buffer module.

6.3.3 Redesigning FedFreeze Modules for EPFL

Chapter 5 delves into the development of FedFreeze within the context of device-native FL
training. To integrate FedFreeze into a DPFL system and align it with the FedAdapt and
EcoFed modules, the positioning of layer freezing of FedFreeze requires reconsideration.

In case a device trains entire models by itself (device-native training), FedFreeze can
be directly applied to this device. This includes both convergence-based layer freezing
generated by the Global Freezer and regularization-based layer freezing generated by the
Local Freezer. In other cases, if offloading is adopted for a device, FedFreeze will only
apply convergence-based layer freezing on the server-side model. This is because EcoFed
has already frozen the device-side model with pre-trained initialization, rendering further
regularization-based and convergence-based layer freezing unnecessary on the devices. In
addition, freezing the device-side model imposes a regularization effect on the entire model,
eliminating the need for conducting regularization-based layer freezing on the server-side
model.

6.4 Evaluation

This section evaluates the final performance of EPFL framework across two testbeds, utilizing
three datasets and their corresponding models. A comparative analysis between EPFL and



142 Integrating FedAdapt, EcoFed, and FedFreeze into EPFL

classic FL, as well as vanilla DPFL, is presented, focusing on final accuracy, training latency
and communication cost as key evaluation metrics. In addition, the performance breakdown
of EPFL, compared to the individual modules of FedAdapt, EcoFed, and FedFreeze, is
considered.

6.4.1 Evaluation Setup

The details of the experimental setup, including the datasets and models used, as well as the
training hyperparameters and testbed configurations are shown in this subsection.

Datasets and models. EPFL is evaluated with the same datasets used in FedFreeze,
which are three datasets with distinct levels of difficulty, namely FMINST [181], CIFAR-
10 [79], and CIFAR-100 [79]. The same data partitioning method as in FedFreeze is adopted
for each device to simulate a non-I.I.D. setting. In terms of model architecture, three popular
CNNs: LeNet [81] (lightweight CNN), VGG11 [158] (plain CNN), and ResNet12 [54]
(residual CNN) are trained on the FMNIST, CIFAR-10, and CIFAR-100 datasets, respectively.
Please refer to Section 5.4 in Chapter 5 for the details.

FL training hyperparameters: For each FL round, 10 devices are uniformly sampled
from a pool of 100 devices participating in a round of training. The most popular aggregation
algorithm, i.e., standard FedAvg [111] is employed for global aggregation. The same data
augmentation of horizontal flip and random crop is used for all experiments. The SGD
optimizer with a constant learning rate of 0.01 is employed. A total number of 200 rounds is
set for training on all datasets. For local training, the local epoch is set to 5 for all datasets.

DPFL training hyperparameters. For vanilla DPFL, Table 6.1 illustrates all PPs for
three model architectures. For all experiments conducted on vanilla DPFL, PP1 is utilized
for the static offloading position.

EPFL training hyperparameters. For the hyperparameters of the three modules in EPFL,
FedAdapt selects PPs ranging from PP1 to PP4, along with device-native training. In the
EcoFed module, pre-trained weights for VGG11 are obtained from the PyTorch Model Zoo
(https://pytorch.org/serve/model_zoo.html), trained on the ImageNet dataset [27], while the
pre-trained weights for LeNet and ResNet12 are trained on the Tiny-ImageNet dataset [80].
The period (r) for the Replay Buffer is set to 2 for all experiments. For FedFreeze, the two
thresholds of the Global Freezer and the µ in the Local Freezer are adopted the same as in
Section 5.4 in Chapter 5.

Testbed: To evaluate the system performances (i.e., training latency and communication
cost), two prototypes are considered for evaluating EPFL. The first prototype is a Raspberry Pi
cluster (representing low-end IoT devices). The second prototype is a Jetson Nano (high-end
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Table 6.1 Different PPs used for evaluating LeNet, VGG11, and ResNet12. Convolution
layers denoted as C followed by the no. of filters; filter size is 3⇥3 for all convolution layers
except for the downsampling convolution where filter size is 1⇥1; Max Pooling layer is MP;
Fully Connected layer is FC; and Residual Block is RB including two convolution layers, a
max pooling layer, and downsampling convolution layers; number followed is the number of
output channels.

PP Device Server
LeNet VGG11 ResNet12 LeNet VGG11 ResNet12

PP1 C6-MP C64-MP C64-MP C16-MP-
FC120-
FC84-
FC10

C128-MP-
C256-

C256-MP-
C512-

C512-MP-
C512-

C512-MP-
FC512-
FC512-
FC10

C64-MP-
RB64-

RB128-
RB256-
FC10

PP2 C6-MP-
C16-MP

C64-MP-
C128-MP

C64-MP-
C64-MP

FC120-
FC84-
FC10

C256-
C256-MP-

C512-
C512-MP-

C512-
C512-MP-

FC512-
FC512-
FC10

RB64-
RB128-
RB256-
FC10

PP3 C6-MP-
C16-MP-
FC120

C64-MP-
C128-MP-

C256-
C256-MP

C64-MP-
C64-MP-

RB64

FC84-
FC10

C512-
C512-MP-

C512-
C512-MP-

FC512-
FC512-
FC10

RB128-
RB256-
FC10

PP4 C6-MP-
C16-MP-
FC120-
FC84

C64-MP-
C128-MP-

C256-
C256-MP-

C512-
C512-MP

C64-MP-
C64-MP-

RB64-
RB128

FC10 C512-
C512-MP-

FC512-
FC512-
FC10

RB256-
FC10
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Table 6.2 Summary of evaluation. The highest accuracy achieved, total training time and
total communication cost of FL, DPFL and EPFL are reported. EPFL accelerates training by
1.66⇥ to 5.57⇥ compared to FL and DPFL while maintaining a comparable accuracy. In
addition, the communication cost of EPFL is up to 18.66⇥ lower than vanilla DPFL.

Dataset Testbed Model Methods
FL DPFL EPFL

FMNIST Raspberry Pi LeNet 89.66%
9336.04s
0.93GB

89.59%
8763.83s
52.95GB

89.6%
4493.74s
2.84GB

CIFAR-10 Jetson Nano VGG11 86.82%
7527.29s

145.36GB

86.57%
7765.03s
610.71GB

86.19%
1798.5s
38.26GB

CIFAR-100 Jetson Nano ResNet12 32.96%
2242.06s
19.3GB

36.98%
7524.83s
610.71GB

37.32%
1350.26s
38.26GB

IoT device) cluster. Please refer to Section 5.4 in Chapter 5 for the details of the Raspberry
Pi and Jetson Nano cluster used.

6.4.2 Comparison of Classic FL, Vanilla DPFL, and EPFL

Summary. Table 6.2 summarizes the evaluation by presenting the highest test accuracy
achieved, total training latency and cumulative communication cost for FL, DPFL, and EPFL.
In addition, Figure 6.5 shows the test accuracy curves achieved for each round. Figure 6.6
and Figure 6.7 show the minimum training latency and communication cost required to
achieve a target accuracy, i.e., latency/communication cost vs. test accuracy curves for FL,
DPFL, and EPFL.

Training LeNet on FMNIST. A LeNet model is trained using the FMNIST dataset on
the Raspberry Pis testbed. The highest accuracy achieved by all three methods is similar,
with 89.66%, 89.59%, and 89.6% for FL, DPFL, and EPFL, respectively. Figure 6.5a further
demonstrates that the test accuracy curves of the three methods are almost overlapped,
indicating similar convergence speeds during the training.

In terms of training latency, classic FL requires 9336.04s (2.59 hrs) to complete. DPFL,
despite adopting computation offloading, requires 8763.84s (2.43 hrs), resulting in only a
1.06⇥ speedup in overall training latency. However, EPFL completes training in 4493.74s
(1.24 hrs), representing a significant speedup of 2.08⇥ and 1.95⇥ compared to FL and
DPFL, respectively. Figure 6.6a further illustrates the minimum latency to achieve the target
accuracy for FL, DPFL, and EPFL when training LeNet on FMNIST. It is observed that
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DPFL shows similar latency efficiency as FL in achieving target accuracy, particularly at
higher target accuracies (above 80%). This is evident as the two curves nearly overlap at
higher accuracy values. However, EPFL consistently demonstrates superior latency efficiency
compared to FL and DPFL across a wide range of accuracy values.

In terms of communication cost, for lightweight models, such as LeNet, the communi-
cation cost of transferring model parameters is much lower than transferring intermediate
results (activations and gradients) in a DPFL system. The overall communication costs are
0.93 GB, 52.95 GB, and 2.84 GB for FL, DPFL, and EPFL, respectively. EPFL significantly
reduces the communication cost of transferring activations and gradients by 18.66⇥ com-
pared to DPFL, due to the optimizations introduced in FedAdapt, EcoFed, and FedFreeze
modules in EPFL. Figure 6.7a illustrates the communication cost vs target accuracy. It is
observed that EPFL achieves communication efficiency an order of magnitude higher than
DPFL across all target accuracy values.

Training VGG11 on CIFAR-10. When training a more complex model of VGG11 on
CIFAR-10, EPFL still achieves comparable highest accuracy to FL and DPFL, with only
a 0.63% and 0.38% difference in accuracy, respectively. In addition, Figure 6.5b further
demonstrates the similar convergence curves for the three methods.

When training the VGG11 model on the CIFAR-10 dataset using the the Jetson Nano
testbed, FL completes training in 7527.29s (2.09 hrs), despite VGG11 being more computation-
intensive than LeNet. Surprisingly, DPFL has longer training time than FL, taking 7765.03s
(2.15 hrs) due to the communication time incurred by transferring activations and gradients.
However, EPFL completes training in 1798.5s (0.49 hrs), resulting in a speedup of 4.19⇥ and
4.32⇥ compared to FL and DPFL, respectively. Figure 6.6b further illustrates the latency
efficiency of FL, DPFL, and EPFL. While FL and DPFL show similar performance, EPFL
demonstrates higher latency efficiency across all target accuracy values.

In terms of communication cost, FL requires 145.36 GB for the entire training. DPFL
has a communication overhead of a total of 610.71 GB. However, EPFL has a lower commu-
nication cost than both FL and DPFL with only 38.26 GB of communication for the entire
training, resulting in a 3.8⇥ and 15.96⇥ reduction compared to FL and DPFL, respectively.
Figure 6.7b further demonstrates the detailed communication costs required for various target
accuracy. There is a noticeable efficiency gap between EPFL and FL/DPFL.

Training ResNet12 on CIFAR-100. Finally, the training of the ResNet12 model on the
CIFAR-100 dataset using the Jetson Nano testbed is reported. EPFL even achieves better
accuracy than FL and DPFL. This is because the layer freezing adopted in the FedFreeze
module in EPFL improves the training in the late stages, resulting in higher accuracy than FL
and DPFL. Figure 6.5b further reports the convergence curves of the three methods, where



146 Integrating FedAdapt, EcoFed, and FedFreeze into EPFL

all three methods still show similar convergence speeds. However, EPFL achieves higher
final accuracy than FL and DPFL.

In terms of latency performance, FL completes the training within 2242.06s (0.62 hrs),
whereas DPFL has a longer training time with 7524.83s (2.09 hrs). The communication cost
of activations and gradients when training ResNet12 is similar to the communication cost of
training VGG11 on CIFAR-10, but the computation time for ResNet12 is much smaller than
for VGG11. This results in the reduction of FL training time. However, DPFL is limited by
communication costs, resulting in longer training latency compared to FL. However, EPFL
only requires 1350.26s (0.37 hrs) to complete the training, resulting in a speedup of 1.66⇥
and 5.57⇥ compared to FL and DPFL, respectively. Figure 6.6c further illustrates the latency
efficiency of FL, DPFL, and EPFL, where the latency efficiency is in the descending order of
EPFL, FL, and DPFL.

In terms of communication cost, DPFL has a higher communication cost than FL, with
610.71 GB compared to 19.3 GB for FL. In contrast, EPFL only requires 38.26 GB in total,
despite also being a partition-based training method. This reduces communication by 15.96⇥
compared to vanilla DPFL. Figure 6.7c further illustrates the communication efficiency of
FL, DPFL, and EPFL. It is obvious that EPFL and FL are more communication-efficient than
DPFL. Although FL has a lower communication cost than EPFL, as the training progresses to
the late stage (after reaching a target accuracy of 30%), EPFL shows similar communication
efficiency to FL, as the curves of FL and EPFL converge. This is because the FedFreeze
modules in EPFL reduce communication in the late stages of training when layers are frozen.

Summary. EPFL has similar final accuracy compared to classic FL and vanilla DPFL
while significantly accelerating training. It is observed that EPFL can achieve up to a 4.19⇥
and 5.57⇥ speedup compared to FL and DPFL, respectively. Compared to DPFL which
has a substantial communication cost, EPFL reduces the communication overhead by up to
18.66⇥. In general, the latency efficiency and communication efficiency are significantly
improved in EPFL compared to FL and DPFL.

6.4.3 Performance Breakdown

Comparison to FedAdapt only. When individually employing FedAdapt modules in EPFL,
the output PPs for two testbeds are PP1 for the Raspberry Pi testbed and no offloading
(device-native training) for the Jetson Nano testbed. As a result, individual FedAdapt
modules have the same training configurations as vanilla DPFL for training the LeNet model
on the FMNIST dataset and the same configurations as classic FL for training the VGG11
and ResNet12 models on CIFAR-10 and CIFAR-100 datasets, respectively.
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(a) LeNet on FMNIST.

(b) VGG11 on CIFAR-10.

(c) ResNet12 on CIFAR-100.

Fig. 6.5 Test accuracy curves of classic FL, vanilla DPFL and EPFL for the LeNet, VGG11
and ResNet12 models on the FMNIST, CIFAR-10 and CIFAR-100 datasets.
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(a) LeNet on FMNIST.

(b) VGG11 on CIFAR-10.

(c) ResNet12 on CIFAR-100.

Fig. 6.6 Accumulated latency versus test accuracy of LeNet, VGG11 and ResNet12 on
FMNIST, CIFAR-10 and CIFAR-100 datasets.
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(a) LeNet on FMNIST.

(b) VGG11 on CIFAR-10.

(c) ResNet12 on CIFAR-100.

Fig. 6.7 Accumulated communication cost versus test accuracy of LeNet, VGG11 and
ResNet12 on FMNIST, CIFAR-10 and CIFAR-100 datasets.
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Table 6.3 Evaluation performances when only employing FedAdapt. The highest accuracy
achieved, total training time and total communication cost of FedAdapt and EPFL are
reported. It is worth noting that FedAdapt is equivalent to the vanilla DPFL training on the
Raspberry Pi testbed and equivalent to the classic FL training on the Jetson Nano testbed.

Dataset Testbed Model Methods
FedAdapt EPFL

FMNIST Raspberry Pi LeNet 89.59%
8763.83s
52.95GB

89.6%
4493.74s
2.84GB

CIFAR-10 Jetson Nano VGG11 86.82%
7527.29s

145.36GB

86.19%
1798.5s
38.26GB

CIFAR-100 Jetson Nano ResNet12 32.96%
2242.06s
19.3GB

37.32%
1350.26s
38.26GB

Table 6.3 compares the performances of FedAdapt to EPFL. It shows that EPFL achieves
comparable accuracy to FedAdapt on the FMNIST and CIFAR-10 dataset and better accuracy
on CIFAR-100 dataset. However, EPFL further accelerates the training speed by 1.95⇥,
4.18⇥, and 1.66⇥ on the FMNIST, CIFAR-10, and CIFAR-100 datasets, respectively. This is
due to the other two modules (i.e., EcoFed and FedFreeze), which reduce the communication
time and accelerate on-device training, respectively. In terms of communication costs, EPFL
reduces the overall communication costs by 18.64⇥ compared to FedAdapt on the Raspberry
Pi testbed. On the Jetson Nano testbed, where FedAdapt executes classic FL training with
lower communication overhead compared to vanilla DPFL training, EPFL still further reduces
communication costs by 3.79⇥ when training a large DNN model like VGG11. When
training a lightweight model like ResNet12, EPFL shows higher communication costs than
FedAdapt but achieves higher accuracy and lower training time.

Benefits from employing EcoFed with FedAdapt. When EcoFed modules are adopted
in EPFL, communication costs and training latency are further reduced. With the introduction
of EcoFed, the output PP generated by FedAdapt changes from no offloading to PP1 on all
three tasks, as partitioning and offloading more layers to the server provide the best training
acceleration.

Figure 6.8 shows the overall training latency of FL, DPFL, FedAdapt, FedAdapt with
EcoFed (denoted as FedAdapt + EcoFed), and EPFL (denoted as FedAdapt + EcoFed +
FedFreeze).1 When EcoFed is combined with FedAdapt, the training latency is reduced
by 2⇥, 4.03⇥, and 1.58⇥ compared to FedAdapt for training LeNet on FMNIST, VGG11

1For the latency and communication analysis of FL and DPFL, please refer to the discussion of Table 6.2.
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on CIFAR-10, and ResNet12 on CIFAR-100, respectively. In terms of communication
costs, Figure 6.9 shows the overall communication costs of FL, DPFL, FedAdapt, FedAdapt
+ EcoFed, and EPFL. The overall communication costs are reduced by 17.7⇥ and 3.71⇥
compared to FedAdapt for training LeNet on FMNIST and ResNet12 on CIFAR-100, respec-
tively. For training ResNet12 on CIFAR-100, FedAdapt + EcoFed reduces communication
costs by 15.58⇥ compared to vanilla DPFL but still incurs 2.03⇥ more communication costs
than FedAdapt.

Benefits of using FedFreeze with FedAdapt and EcoFed. When FedFreeze modules
are adopted in EPFL, the training speed is further increased by freezing the gradient compu-
tation of convergent layers during training. In addition, the communication cost is further
reduced as the frozen layers eliminate the need to communicate their parameters between
devices and the server.

It is observed from Figure 6.8 that FedFreeze further reduces the overall training latency
by 1.04⇥ and 1.05⇥ compared to EPFL without FedFreeze (FedAdapt + EcoFed) for
training VGG11 on CIFAR-10 and ResNet12 on CIFAR-100, respectively. Training the small
LeNet model on FMNIST using FedFreeze slightly increases the overall training latency
by 1.02⇥ because the added overhead offsets the benefits of adopting FedFreeze. This is
because the computation-intensive part of the LeNet model is on the device, which is already
frozen by EcoFed. Consequently, the savings in computation latency by FedFreeze are
marginal and offset by the added overhead of FedFreeze. This indicates that FedFreeze is
more suitable for accelerating large DNN models when FedAdapt and EcoFed are used. In
terms of communication costs, Figure 6.9 shows the overall communication costs are further
reduced by 1.05⇥, 1.02⇥, and 1.02⇥ compared to EPFL without FedFreeze (FedAdapt +
EcoFed) for training LeNet on FMNIST, VGG11 on CIFAR-10, and ResNet12 on CIFAR-
100, respectively. It is worth noting that the performance gains are relatively smaller than the
results reported in Chapter 5 since local freezing, particularly on the device side, is already
considered in EcoFed.

6.5 Summary

This chapter presents EPFL, a framework designed to enhance DPFL training. Specifically,
EPFL incorporates three optimization strategies into vanilla DPFL: offloading strategy during
deployment, communication strategy during runtime, and layer freezing strategy during
runtime. In addition, EPFL refines the design of modules within FedAdapt, EcoFed, and
FedFreeze to facilitate seamless integration and introduces a new training pipeline for
integrating these modules. Evaluation of EPFL across two testbeds, three datasets, and two
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(a) LeNet on FMNIST.

(b) VGG11 on CIFAR-10.

(c) ResNet12 on CIFAR-100.

Fig. 6.8 Overall latency of different methods for training LeNet, VGG11 and ResNet12 on
FMNIST, CIFAR-10 and CIFAR-100 datasets.
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(a) LeNet on FMNIST.

(b) VGG11 on CIFAR-10.

(c) ResNet12 on CIFAR-100.

Fig. 6.9 Accumulated communication costs of different methods for training LeNet, VGG11
and ResNet12 on FMNIST, CIFAR-10 and CIFAR-100 datasets.
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models demonstrate the efficiency enhancements compared to FL and DPFL. Compared
to FL, EPFL can achieve up to a 4.19⇥ speedup in training time and a 3.8⇥ reduction in
communication. Compared to vanilla DPFL, EPFL achieves up to 5.57⇥ acceleration in
training time and 18.66⇥ reduction in communication overhead. In addition, the above
improvements are achieved with an accuracy loss of no more than 0.63%.



Chapter 7

Conclusion

This section concludes the thesis by presenting the insights gleaned from the technical aspects
of the work reported in the thesis and its broader impact. The limitations of the reported
work and future directions for addressing them are further considered. Finally, the challenges
considered by the thesis and the corresponding solutions developed are summarized.

7.1 Insights and Broader Impact

Three key observations from the research are summarized below. Then, the impact of the
work reported in this thesis is highlighted, focusing on contributions to knowledge, research
communities, and practical applications.

7.1.1 Insights

This thesis investigates DML systems, an underexplored avenue specifically for EC envi-
ronments. Prior to the start of the work for this thesis (i.e., before October 2020), research
primarily focused on cloud-based DML systems rather than those at the edge. The thesis has
advanced the state-of-the-art and offers three valuable insights for building an efficient DML
system at the edge:

1. Device-side computation is usually the bottleneck in classic FL in an EC system.
In 2017, Google proposed the seminal work in FL [111], in which decentralized
training on end-user devices was proposed. Following this, a series of works focused
on further optimizing communication in FL, as the communication cost remains high
when using large DNN models such as VGG11 [158] compared to the shallow neural
networks that were used in the Google application. However, the research in this thesis
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Fig. 7.1 The computation versus communication latency when training VGG11 and ResNet9
models on 5,000 samples of CIFAR-10 using a Raspberry Pi 4 single-board computer using
a Wi-Fi network. The numbers above each bar represent the percentage of communication
latency.

highlights that the device-side computation overhead is often the real bottleneck when
deploying classic FL in an EC system, rather than communication. This is verified
by investigating the computation and communication latencies of classic FL on IoT
devices. For example, when training VGG11 and ResNet9 [54] models using the
CIFAR-10 dataset on a Raspberry Pi 4 single-board computer with a Wi-Fi network
bandwidth of 75 Mbps, the computation time accounts for approximately 96% and
98% of the total time, respectively, as shown in Figure 7.1. Similar observations are
also found in recent research on FL for resource-constrained devices [66, 39, 171, 53].
This motivates the research undertaken and reported in Chapter 3 and Chapter 5 of this
thesis for reducing the computational burden on devices when they train a DNN.

2. Communication cost becomes a new bottleneck when DNN partitioning and
offloading are adopted in FL. DNN partitioning and offloading are useful techniques
for reducing computation costs on devices in classic FL [165, 47, 53, 177]. This type
of system is referred to as a DPFL system in this thesis. However, the communication
costs of DPFL systems were not previously understood, specifically, the overhead
incurred by transferring activations and gradients between devices and the server. It
is important to reduce this overhead because it was observed that the communication
cost in DPFL may exceed that of classic FL. Consequently, communication latency
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becomes the new bottleneck in DPFL systems, accounting for up to 90% of the overall
latency 1. Therefore, novel techniques are proposed in Chapter 4 that are essential for
building efficient DPFL systems at the edge by reducing the cost of communication.

3. Early-stage layer freezing is essential for effectively accelerating on-device train-
ing. Theoretically, layer freezing can eliminate the computation of gradients for the
frozen layers in a DNN, which accelerates on-device training in FL. However, tradi-
tional convergence-based layer freezing often occurs only in the late training rounds of
FL, leading to inadequate acceleration. For instance, when training the VGG11 [158]
model on the CIFAR-10 [79] dataset using FL, the traditional convergence-based
layer freezing only occurs after 181 rounds out of a total 200 2. Therefore, this thesis
underscores the importance of implementing an early-stage layer freezing technique in
FL training to accelerate on-device training.

7.1.2 Broader Impact

The impact of the work reported in this thesis is in three main areas: contributions to
knowledge, research communities and practical applications.

Contribution to knowledge. The contribution to knowledge is in the following four
avenues:

1. This thesis, for the first time, demonstrates that RL can be adopted to optimize DNN
partitioning and implementing offloading can address the challenges originating from
limited resources and device heterogeneity in FL. Specifically, the adaptive partitioning
technique employed during DNN training that is proposed in Chapter 3 is the first of
its kind in FL literature. Previous research has focused on using adaptive partitioning
during inference, which is less challenging, than adopting it during training as presented
in this thesis. Additionally, the concept of using clustering to simplify the training of
the RL agents is proposed for the first time in this thesis.

2. This thesis introduces novel communication-reduction techniques for transferring
activations and gradients in DPFL systems. Notably, the development of a replay
buffer on the server represents a new approach to reducing the communication cost
of activations in DPFL systems, a concept previously unexplored in FL literature.
Additionally, an in-depth analysis of accuracy degradation in local loss-based methods
is provided, an avenue in FL research that has not been covered in the prior work.

1This is demonstrated in Figure 4.1 of Chapter 4
2This is highlighted in Figure 5.2a of Chapter 5
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3. This thesis presents an innovative early-stage layer freezing technique designed to
expedite on-device FL training. The proposed regularization-based layer freezing
method is unique in providing the same regularization benefits as traditional loss-based
methods while also speeding up the training process.

4. This thesis proposes a practical DPFL training pipeline that uniquely combines DNN
offloading, pre-trained initialization, replay buffer, and layer freezing techniques.
The pipeline can be deployed in a cloud-edge environment to accelerate training by
considering both communication and computation trade-offs. Many existing works
offer piecemeal techniques that cannot be combined in a meaningful way for practical
use. The work in this thesis highlights the potential and limits of what is possible when
combining essential techniques to accelerate FL. A comprehensive assessment of the
pipeline is provided across various settings, including realistic testbeds, datasets, and
models and compared against relevant baselines obtained from recent literature.

Contribution to research communities. This thesis contributes to the FL research com-
munity by undertaking a comprehensive investigation of the limits of existing FL techniques
and offers effective solutions for building efficient FL systems at the edge. The holistic
framework underpinned by a range of new techniques is a promising step towards extending
FL training in EC environments. Experimental results demonstrate that the proposed variant
of the DPFL training paradigm significantly improves the efficiency of classic FL.

It is to be noted that some of the proposed techniques, such as adaptive offloading, replay
buffer, and pre-trained initialization, will not only benefit the FL community but also the
broader DML community, as these techniques can be also applied to improve efficiency
within a cloud data center. Additionally, the proposed regularization-based layer freezing
technique contributes to the general research on on-device training in resource-constrained
environments, such as TinyML [34].

Contribution to practical applications. Applying a classic FL approach to EC applica-
tions is challenging [192]. These challenges include impractical training times, significant
communication overhead, training workloads that cannot be executed on devices, and the lack
of practical frameworks as detailed in Chapter 1. The new variant of DPFL proposed in this
thesis offers an effective solution to the challenges. This enables potential applications for
building DML systems in areas such as smart homes [2], smart cities [126], and autonomous
driving [91].

The individual techniques proposed in this thesis can be adopted for other DML ap-
plications as well. Specifically, adaptive offloading can enhance the performance of an
edge-cloud DNN co-inference system, such as a streaming video analysis system [136].
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The replay buffer can reduce communication costs for split learning systems commonly
used in healthcare applications [133]. Additionally, the regularization-based layer freezing
technique can accelerate the training of large DNN tasks, including large language models in
the cloud [174].

The work reported in this thesis has resulted in four patents filed, as listed in Chapter 1
Section 1.5, by the funder Rakuten Mobile Inc. in Japan, which operates in the telecommuni-
cations sector. It is anticipated that the work presented in this thesis will find applications in
wireless communication, such as vehicular networks, cross-border payment, and intelligent
networks, as 5G and 6G technologies mature [121, 106].

7.2 Limitations and Future Work

While every effort has been made to create a technically sound and complete piece of work
in the time frame that was available to complete the technical work, there are limitations to
the work presented in the thesis. They are acknowledged and explored in this section while
suggesting potential future research directions to address these constraints.

7.2.1 Lack of Practical Understanding of the Limits to Scalability

One limitation of the work is a lack of understanding of the limits to scalability of the
proposed DPFL framework. The framework has been validated and evaluated in lab-based
testbeds comprising tens of IoT devices. However, practical and operational constraints
within which the research has been undertaken, such as institutional access policies or cost
of equipment, have prevented testing in a real-world setting in which FL must execute, such
as with hundreds or even thousands of devices.

The thesis also accounts for simulating a relatively large pool of devices in an FL setting.
For instance, FL training is simulated with a total of 100 participating devices and 20 devices
connected to the server in each training round, despite the fewer number of devices in the
physical testbed. Training is performed on ten devices in parallel at a time. If there are
more than ten devices, then training is run sequentially in two rounds. During each round,
detailed logs of both training time and communication time are recorded. These logs are then
analyzed for extracting information on the effectiveness of the proposed techniques.

Additionally, in the experiments conducted for this thesis, an edge server comprising a
2.5GHz dual-core Intel i7 CPU is used. This server is capable of handling partial offloading
from 5 Raspberry Pis. Extrapolating from this setup, processing 100 devices would require
approximately 20 similar CPUs to achieve the same level of performance. Such configurations
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are common in modern cloud infrastructures. For instance, an AWS m5.12xlarge instance,
which offers 64 vCPUs with 3.1 GHz Intel Xeon Platinum 8175M processors, can provide
the necessary computational resources. Therefore, it provides a theoretical guarantee for the
performance achieved by the proposed techniques.

Nonetheless, the simulation-based approach is limited in that it does not achieve the
real-world scale of FL training. When directly applying the proposed DPFL framework to
large deployments, several challenges need to be considered, including:

1. The challenge of memory consumption on servers. The proposed EPFL framework is
built on a DPFL system, where each device needs to offload the server-side model
parameters to the server. The server then maintains a copy of these parameters in its
memory for independent training. As the number of connected devices increases, the
server’s memory consumption for maintaining these models also increases linearly.
For example, a large DNN model such as VGG11 [158] requires nearly 0.5 GB for
storing its parameters. Therefore, 100 instances of the model (i.e., 100 connected
devices) would require 50 GB on the server, and 1000 instances would require 500
GB of memory on the server. State-of-the-art GPUs, such as A100 have a maximum
memory of 80 GB [123], which could support the models of 100 devices, but to support
1000 devices would require at least 7 A100 GPUs.

2. The challenge of running out of storage for the EcoFed buffer. The replay buffer used
in the EcoFed modules caches activations for each device to facilitate the training
of server-side models. While this reduces the communication cost of activations, it
increases the storage overhead on the server. The storage size for these activations
is proportional to the total amount of data available from all devices. Additionally,
the buffer size is influenced by the output size of the device-side model. For instance,
the output size of the first convolutional layer of the VGG11 model on the CIFAR-10
dataset is nearly 64 KB per data sample. Consequently, storing activations for 50K
CIFAR-10 samples would require approximately 3.2 GB. As the size of aggregated
datasets from all devices increases, it is possible that the server may run out of storage.
For example, the ImageNet [27] dataset, consisting of 1.2 million samples with an
image resolution of 224⇥224 pixels, would require approximately 3.74 TB for storing
the activations. Ideally, this data should be stored in memory for fast access during
training. However, this becomes impractical with large datasets, necessitating storage
on disk, which incurs I/O latency for loading data into memory from the disk.

Potential optimizations for improving scalability. As previously mentioned, with the
increase in the number of devices and data samples, the system requirements, such as memory,
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for building the proposed DPFL system need further optimization. Potential optimizations
include:

1. Optimizing the storage of server-side models. One optimization approach for reducing
the memory consumption of server-side models is to maintain a shared model for all
devices instead of individual models for each device. This approach makes the storage
of the server-side model independent of the number of devices, similar to the shared
model in SL training. However, it is worth noting that this does not reduce the overall
training workload.

2. Optimization for the EcoFed buffer. To address the challenge of potentially running
out of storage for the EcoFed buffer, a maximum buffer size threshold needs to be set
in the Replay Buffer module of EcoFed. This threshold will limit the activation cache
available on the server. Alongside this limit, a corresponding cache update mechanism
would be required that accounts for the buffer size. For fast access to the cached buffer
during training, a two-tier buffer stored in both memory and disk can be implemented.
Consequently, separate thresholds for memory and disk storage would need to be
determined.

7.2.2 Need For Improving Resilience

Another limitation of this thesis is the need for improving resilience in the proposed DPFL
framework. In real-world DML systems at the edge, robustness to device failures during the
entire training process is crucial, as the stability of end devices is often unpredictable. Device
failures can occur either between FL training rounds or during a training round. This thesis
only considers the former and assumes that a device may or may not participate in a round of
training due to its availability. However, if a device goes offline during an FL training round,
it will result in the loss of training for that device and may even cause a cascade failure that
affects the entire FL round. This is an important consideration as Google, for example, has
reported a failure rate of 6% to 10% of devices in a round of FL training [11]. However,
since resilience within FL was not the primary consideration of this thesis, this aspect has
not been fully developed within the current work, but has dedicated efforts towards reducing
computation and communication costs that are essential towards meeting initial deployment
goals of FL at the edge.

Potential optimizations for enhancing resilience. To address the issue of device
failures during a training round, several fault-tolerant techniques can be incorporated into the
proposed system. Specifically, when a device goes offline during training, it is essential to
adopt techniques such as creating and saving checkpoints [140] to store the updated gradients
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on the server for final aggregation. This approach preserves the computational workload
completed by the devices and can potentially improve the convergence rate of FL training.

7.2.3 Limited Consideration of Asynchronous Learning

In this thesis, the proposed DML training paradigm is built and evaluated using the syn-
chronous FL training paradigm. Synchronous FL training involves a synchronization process
of all devices at the end of each round before proceeding training. In other words, the server
waits for all participating devices to finish their round of training before advancing to the next
step of global aggregation. This synchronization ensures that each device starts the training
from the same global model, which has been shown to accelerate the convergence rate [184].
However, in real-world FL at the edge, synchronization causes idle time for devices because
devices that complete training must wait for the slower devices (or stragglers) [75, 171, 184].
Stragglers adversely impact the training time of each round and increase the idle time and
resource utilization on other devices.

Potential optimizations to achieve asynchronous learning. To further improve the
efficiency of the proposed DPFL system, an asynchronous mechanism can be incorporated
that facilitates updates from the clients to be sent to the server and aggregated asynchronously.
Specifically, devices can send their gradients to the server independently and continue to the
next round of training immediately, rather than waiting for a global synchronization point.
Additionally, the server can continuously update the global model as it receives updates from
different devices. While fully asynchronous DPFL might be harder to implement as the
model may require a substantial number of training rounds to converge, semi-synchronized
approaches can improve resource efficiency on both devices and the server.

7.3 Summary

Applying DML on EC systems is challenging since EC has more stringent operational
requirements for DML than on the cloud. In particular, this thesis has highlighted four
challenges encountered when implementing a DML system at the edge, which are:

1. Limited and heterogeneous resources. In an EC system, devices typically have
limited computing and memory resources, unlike their cloud-based counterparts. Con-
sequently, applying DML to EC systems is difficult, as modern DML training on DNNs
usually requires substantial resources. Additionally, the heterogeneity of devices, rang-
ing from low-end IoT sensors to high-end GPU devices, further complicates achieving
efficient DML on EC systems. Furthermore, the dynamic nature of EC environments,
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such as fluctuating network bandwidth, poses additional challenges to the performance
of DML systems.

2. Substantial communication overhead. Communication overhead poses another
challenge in deploying DML at the edge. This issue arises from the substantial volume
of intermediate data transferred during DML training, including model parameters,
activations, and gradients. The volume of communication between devices and the
server increases the overall latency of DML training and often requires ideal network
conditions.

3. Significant on-device training cost. Modern DML training of DNNs requires intensive
on-device computation. Unlike cloud-based DML systems that benefit from thousands
of high-end GPU nodes, end-user devices and edge nodes in EC systems do not have the
range of resources to manage large computational tasks. Therefore, the computational
workload on end devices and edge nodes needs to be alleviated for efficient training.

4. Lack of a holistic framework. To enhance the overall efficiency of DML systems at
the edge, it is crucial to collectively consider the aforementioned challenges within a
single solution. This entails developing a robust framework that simultaneously ad-
dresses these challenges and integrates solutions within a unified approach. Therefore,
there is a need to design a new training pipeline, interfaces, and modules to support the
DML training paradigm at the edge.

To address the above challenges, this thesis proposes the following solutions:

1. Adaptive partitioning and offloading techniques. Chapter 3 of this thesis proposes
adaptive partitioning and offloading techniques. The challenge posed by limited com-
putational resources on devices is addressed by using a DNN offloading technique.
Additionally, an RL agent optimizes partitioning points in DNN layers for heteroge-
neous devices and adapts to dynamic network conditions.

2. Pre-trained initialization and replay buffer techniques. Chapter 4 of this thesis
proposes two communication reduction techniques specifically for DPFL: pre-trained
initialization and a replay buffer. In particular, pre-trained initialization eliminates the
need for gradient communication. Additionally, a replay buffer reduces the communi-
cation overhead of activation transmission. Moreover, a quantization technique is also
adopted to further compress activation data.

3. Early-stage and accuracy-guaranteed Layer freezing techniques. Chapter 5 of
this thesis proposes a dual-phase layer freezing approach to reduce on-device training



164 Conclusion

workloads. The core components of this approach are early-stage and accuracy-
guaranteed layer freezing techniques, which balance the acceleration of training time
and reduce accuracy loss. Regularization-based device-side layer freezing focuses on
speeding up training in the early stages, while convergence-based server-side layer
freezing ensures final accuracy.

4. A holistic and integrated framework for DPFL training. Chapter 6 of this thesis
presents a holistic framework that integrates all the aforementioned techniques to
achieve a highly efficient DPFL system at the edge. A high-level pipeline is proposed
to enable the deployment of DPFL at the edge.

As a final note, this thesis proposes four sets of solutions to address the challenges of
developing DML on EC systems. Notably, a holistic framework is developed that offers an
integrated solution to significantly reduce computation and communication costs. Based on
this framework, a new type of DML system has been implemented and demonstrated on
multiple lab-based testbeds. Evaluations conducted across various settings show a thorough
analysis of the proposed system and demonstrate significant improvements compared to
classic FL and existing DML systems at the edge. In short, the thesis offers a promising
solution that opens a further avenue for developing and deploying efficient DML systems at
the edge.
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Appendix A

Proof of Convergence for EcoFed
(Chapter 4.4)

Convergence of the Server-side Model in EcoFed

This Appendix presents the proof to demonstrate the convergence of the server-side model
(wwwS) in EcoFed presented in Chapter 4.4.
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By taking the expectation from both sides of Equation 4
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C1 is defined as

C1 = E[k—FS,k(wwwt
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When considering C2
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Based on Assumption 4
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where Equation 30 can be derived by following similar steps as shown in Equation 13 to
Equation 24.
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where a is obtained from the Cauchy-Schwarz inequality and b is obtained from Assumption
2 presented in the article.
By substituting the results of Equation 32 and Equation 36
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which completes the proof.



Appendix B

Experimental Trials and Significance of
The Results

In this thesis, the number of times the experiments were repeated varies. It is based on
the setup of each experiment and the substantial training time of FL training on physical
devices were taken into account. Unlike many FL studies reported in the literature that
use simulations on GPUs [75], this work studies and mitigates the practical challenges
of using IoT devices to reflect real-world conditions. Experiments involving a single FL
round were repeated multiple times to capture variability. However, full FL training (which
requires hundreds of training rounds) was conducted only once due to the time and resource
constraints. For example, running all the experiments shown in Table 5.3 in Chapter 5
required approximately 144 hours under ideal conditions. In practice, it required over two
weeks due to unexpected failures, such as device crashes and network disconnections. The
full FL training experiments in this thesis were, therefore, reported based on a single run due
to the significant time and resource demands. However, experiments involving a single FL
round were repeated multiple times to account for variability.

The details of the experimental repetitions are shown below:

1. In Chapter 3, most experiments involving a single-round FL training and RL train-
ing were repeated three times. This includes the experiments presented in Table 3.4,
Table 3.5, Figure 3.3, Table 3.7, Figure 3.4, Figure 3.5, Figure 3.6 and Figure 3.9. How-
ever, experiments requiring the entire FL training, such as those shown in Figure 3.7,
Figure 3.8 and Figure 3.10 are reported based on a single run.

2. In Chapter 4, all results are based on three runs, except for the pre-training on different
datasets shown in Table 4.11. However, it is worth noting that the final accuracy of the
FL training was obtained using the simulation-based testbed described in Section 4.5.1.



190 Experimental Trials and Significance of The Results

3. In Chapter 5 and Chapter 6, all results require a full run of FL training on the physical
devices and are therefore based on a single run.

The thesis demonstrates the significance of the results in alignment with commonly
reported formats in FL literature, utilizing standard deviation to represent the variance in the
reported outcomes. Specifically, the standard deviation is reported in tables summarizing
results from multiple runs, and error bars representing the standard deviation are presented
in the corresponding figures. Statistical significance methods, such as p-value calculations,
are not adopted, as they typically require a large number of samples to compute p-values
accurately. However, only three experimental runs were carried out in the experiments
reported in this thesis.
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