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The rise of citizen science (also called community science) has led to vast quantities of
species observation data collected by members of the public. Citizen science data tend
to be unevenly distributed across space and time, but the treatment of sampling bias var-
ies between studies, and interactions between different biases are often overlooked. We
present a method for conceptualizing and estimating spatial and temporal sampling
biases, and interactions between them. We use this method to estimate sampling biases
in an example ornithological citizen science dataset from eBird in Brisbane City, Austra-
lia. We then explore the effects of these sampling biases on subsequent model inference
of population trends, using both a simulation study and an application of the same trend
models to the Brisbane eBird dataset. We find varying levels of sampling bias in the
Brisbane eBird dataset across temporal and spatial scales, and evidence for interactions
between biases. Several of the sampling biases we identified differ from those described
in the literature for other datasets, with protected areas being undersampled in the city,
and only limited seasonal sampling bias. We demonstrate variable performance of trend
models under different sampling bias scenarios, with more complex biases being associ-
ated with typically poorer trend estimates. Sampling biases are important to consider
when analysing ecological datasets, and analysts can use this method to ensure that any
biologically relevant sampling biases are detected and given due consideration during
analysis. With appropriate model specification, the effects of sampling biases can be
reduced to yield reliable information about biodiversity.
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Effective monitoring of biodiversity is critical in
addressing the global biodiversity crisis. One
increasingly popular approach to biodiversity mon-
itoring is citizen science, which leverages data col-
lected by volunteers across broad spatial, temporal
and taxonomic extents. Citizen science data have
already advanced our understanding of numerous
important ecological questions and there is poten-
tial for many further contributions (Dickinson

et al. 2010, Brown & Williams 2019). However,
concerns over the quality of data produced by citi-
zen science projects remain a significant barrier to
their use in science (Burgess et al. 2017). One
class of data quality challenges are sampling biases,
which can negatively affect inferences drawn from
citizen science data, including species distribution
models (e.g. Steen et al. 2019, Johnston
et al. 2020), analyses of population trends (e.g.
Boersch-Supan et al. 2019, Fink et al. 2023) and
phenological studies (e.g. Courter et al. 2013,
Steiner et al. 2022). In this study, we focus on the
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effect of sampling biases on population trend
models, but also discuss their effect on model
inference more broadly.

Ecological citizen science projects usually collect
observations of wild organisms. These data contain
four fundamental pieces of information: what was
observed, where was it observed, when was it
observed and by whom (Isaac & Pocock 2015).
Citizen science data can therefore be considered
across three dimensions: spatial (where), temporal
(when) and taxonomic (what), and with sampling
across each of these dimensions influenced by
observer behaviour (whom) (August et al. 2020,
Di Cecco et al. 2021, Johnston et al. 2023). Data
volumes tend to increase with decreasing project
structure, meaning that less-structured citizen sci-
ence projects (e.g. iNaturalist, eBird) can receive
large amounts of data with the caveat that observa-
tions are more likely to be heterogeneously sam-
pled across space, time and taxonomy (Isaac
et al. 2014, Kelling et al. 2019), an issue referred to
as ‘sampling bias’. Citizen science datasets there-
fore tend to be a non-probability sample of biodi-
versity (Boyd et al. 2023), rather than a
representative sample in which the data have the
same characteristics as a given target population, so
they are best suited for statistical inference (Boyd
et al. 2024). Nevertheless, ‘sampling bias’ need not
be interpreted negatively, nor inherently avoided
(Boakes et al. 2016). Rather, the effect of any given
sampling bias is contingent on its role in obscuring
the answer to a particular research question
(Callaghan et al. 2019).

Different types of sampling bias have differing
effects on data analysis. Examples of spatial sam-
pling biases include a disproportionate amount of
data collected near roads (Petersen et al. 2021)
and major settlements (Botts et al. 2011). Esti-
mates of spatially varying ecological processes are
particularly susceptible to impacts of spatial biases
(Johnston et al. 2020). Temporal sampling biases
are many and varied, and include the rapid rise in
the rate of observations submitted to citizen sci-
ence projects over the last decades (Isaac &
Pocock 2015) and the well-documented increase
in sampling effort at the weekend compared with
weekdays (Courter et al. 2013). Temporal biases
typically affect temporally oriented applications of
observation data, such as population trend analyses
(Horns et al. 2018) or studies of phenology
(Steiner et al. 2022). Taxonomic sampling biases
emerge when certain taxa are preferentially

recorded relative to others, either because of
observer behaviours or differences in detectability
among taxa (Ward 2014, Johnston et al. 2023).
These biases frequently impact applications at the
community level, where interactions or compari-
sons between species are of most interest
(Buckland & Johnston 2017). In this paper, we
focus on estimating spatial and temporal sampling
biases and leave estimation of taxonomic biases as
an area for future research.

Sampling biases also exist across scales within
each of the three dimensions and can interact with
each other. For example, temporal heterogeneity
in sampling effort (the cumulative sampling contri-
butions of all observers) may manifest hourly (e.g.
a preference by users to submit bird sightings in
the morning; Kelling et al. 2015) or seasonally
(e.g. more sampling effort during migration; La
Sorte & Somveille 2019). Interactions between
sampling biases may occur across multiple scales
within the same dimension (e.g. seasonal patterns
in the magnitude and timing of daily recording
peaks – a temporal–temporal interaction), or
between multiple dimensions (e.g. seasonal
changes in the spatial distribution of sampling
effort – a temporal–spatial interaction). Interac-
tions between different dimensions of sampling
bias are an increasingly studied phenomenon (e.g.
Meyer et al. 2016, Pescott et al. 2019, Bowler
et al. 2022), but the effects of interacting sampling
biases on model inference are still not fully under-
stood. Additionally, current approaches to estimat-
ing biases vary, with no clear best practice adopted
in the literature. Previous studies have tended to
either not estimate sampling biases (with authors
assuming any biases to be adequately controlled
during modelling), or have done so in various
ways, for example by modelling the effect of spa-
tial or temporal variables on sampling effort
(Shirey et al. 2021, Tang et al. 2021, Bowler
et al. 2022), or by simple enumeration of the
number of observations across space or time
(Hughes et al. 2021, Ver Hoef et al. 2021). If sam-
pling biases are not properly explored and
accounted for, analysts risk producing unreliable
results.

The solutions available for alleviating problem-
atic sampling biases will depend on the specific
goals of a study, and several solutions have been
proposed at both the pre-analysis and analysis
stages. For pre-analysis assessment of sampling
biases, one recent approach (Boyd et al. 2022) has
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been to provide a structured tool for analysts to
gauge the ‘Risk-Of-Bias’ in their chosen dataset(s)
across ecologically relevant dimensions and scales.
Another approach (Schmill et al. 2014) uses a set
of statistical tools to assess sampling bias. This
approach is similar to the method we present in
this paper but differs in being (1) more mathemat-
ically complex than our method and (2) only
designed to address single sampling biases, rather
than multiple interacting biases simultaneously.
For analytical mitigation of sampling biases, vari-
ous modelling approaches have been developed
that attempt to either implicitly or explicitly con-
trol for sampling biases (see, for example, Boyd
et al. 2024). For example, the Double Machine
Learning trend model of Fink et al. (2023) reduces
the effect of interacting sampling biases on model
inference of population trends by explicitly model-
ling the changing propensity of samples to be from
different environments in different years.

Here, we first present a novel method for esti-
mating spatial and temporal sampling biases, and
interactions between the two, in citizen science
datasets. Second, we develop simulations to dem-
onstrate the effect of interacting sampling biases
on model inference, using habitat-specific models
of population trends as an example of an ecologi-
cal metric of interest. Finally, we apply the same
procedures from the simulation study to
real-world data from the Brisbane eBird dataset to
illustrate the importance of considering interacting
sampling biases in estimating population trends in
birds.

METHODS

Datasets and study area

eBird is the world’s largest contributory citizen sci-
ence project (Chandler et al. 2017); as of January
2024, the dataset contains 1.53 billion bird occur-
rence records from 116 million checklists (a list of
birds observed on a single visit to a site). eBird
protocols allow for checklists to be denoted as
either ‘complete’ or ‘incomplete’, dependent on
whether or not the list contains all species identi-
fied by the observer during that observation
period. Most of the eBird dataset comprises com-
plete checklists and can therefore be interpreted in
a standard detection–nondetection format. Such
checklist-style sampling protocols are common in
both citizen science and professional monitoring

schemes, particularly for birds and butterflies, and
the methods presented here are therefore broadly
applicable to a range of datasets.

We chose Brisbane City (Queensland, Australia)
as the study area for the analyses of sampling biases
and population trends (a map is provided in Sup-
porting Online Information Fig. S1). We chose Bris-
bane as the city has a large birding community, and
more than 100 000 eBird checklists have been
recorded across the city; we also expected a priori
that there would be some level of sampling bias pre-
sent across various spatial and temporal scales, but
did not make any explicit predictions about any of
these. We classified broad habitat types for main-
land Brisbane City (i.e. excluding islands and marine
areas) using several spatial datasets from the
Queensland Government. We first used the
Regional Ecosystems dataset (Queensland
Herbarium 2022) to classify the city into five dis-
tinct habitat types (Non-Remnant, Dry Forest, Wet
Forest, Wetland and Estuary; see Supporting Online
Information Table S1). We identified additional
Wetland and Estuary areas using the Wetland Areas
dataset (Queensland Herbarium 2019), and added a
sixth habitat type, Built Up, by superimposing areas
from the Built Up Areas dataset (Queensland
Department of Resources 2022). We derived Pro-
tected Areas from the Collaborative Australian Pro-
tected Areas Database (Commonwealth of
Australia 2021), and Elevation from a 1-second Dig-
ital Elevation Model (Gallant et al. 2011).

We explored sampling biases and population
trends within the eBird Basic Dataset (EBD, which
contains individual records of species observations)
and the eBird Sampling Dataset (ESD, which con-
tains overall records of sampling events – check-
lists). We imported the December 2021 release of
these two datasets (Cornell Lab of Ornithol-
ogy 2021) into R 4.2.0 (R Core Team 2022), and
filtered the data to the Brisbane area (Supporting
Online Information Fig. S1). Additionally, we
applied the following standard filters: complete
checklists only, protocol either Stationary or Trav-
elling, checklist durations of 5–300min, distances
travelled of 0–8 km, and year between 2012 and
2021 inclusive. We also removed duplicate copies
of shared checklists (i.e. checklists from different
people who were birdwatching together) and sum-
marized all observations in the EBD at the species
level. We combined the EBD and ESD to create a
zero-filled detection–nondetection dataset for 157
species in the city with at least 1000 detections.
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Nondetections were inferred in complete checklists
in which the species was not reported. After filter-
ing, there were 61 417 checklists in the Brisbane
eBird dataset, a 39% reduction from the full data-
set, mostly due to the removal of incomplete
checklists and duplicate copies of shared checklists.
Spatial statistics were calculated within a 200-m
buffer around the point location associated with
each checklist. We found that our results were not
sensitive to changing the buffer size.

Estimating sampling biases

We estimated sampling biases by comparing the
observed distribution of sampling effort across a
dimension (for single biases) or dimensions (for
interactions between two biases) with the distribu-
tion expected under a null hypothesis of represen-
tative sampling. We enumerated sampling effort
simply by adding up the number of eBird check-
lists; we explored the effect of incorporating other
measures of survey effort (e.g. duration and dis-
tance travelled) but found very little difference in
our results. By comparing the null and observed
distributions of sampling effort, a metric of sam-
pling bias can be derived, representing the propor-
tion of the observed distribution that would need
to be redistributed for the data to conform to the
expected distribution (see below). Sampling biases
were explored at multiple scales in two dimensions:
temporal and spatial, with temporal–temporal,
spatial–spatial and temporal–spatial interactions
also explored.

This method of estimating sampling biases
makes an explicit assumption that data are ‘Missing
at Random’, with all variables affecting whether
data are included in a sample or not (i.e. the sam-
pling biases) being known and accounted for (Bhas-
karan & Smeeth 2014). This assumption simplifies
the modelling process but is rarely met in practical
scenarios, because not all variables influencing sam-
pling are known or measurable (i.e. data are Miss-
ing not at Random; Boyd et al. 2024). Here,
sampling bias refers primarily to the discrepancies
of the variable of interest (i.e. sampling) and not
merely to the spatiotemporal variables used as
proxies in our analysis. Although we do employ a
range of variables (e.g. habitat classes) to approxi-
mate and understand the sampling dynamics, the
true focus of sampling bias remains on the sam-
pling process itself. Furthermore, as we increase
the number of relevant covariates, we will describe

more of the variation in sampling bias, and the
impact of this violation will be reduced.

Estimating sampling biases with the
Hoover Index

Our method of estimating sampling bias is a modi-
fication of the Hoover Index (Hoover 1941),
which was first described in economic demography
as a means of describing inequality in a dataset.
The metric ranges from zero to one (theoretically),
with lower values corresponding to lower inequal-
ity (in our case, lower sampling bias). Put simply,
it describes the deviation of a given discrete proba-
bility distribution from the uniform distribution,
and is defined by the following function:

H=
∑n

i= 1 xi�xj j
2∑n

i= 1xi

where i is the discrete category within a set of n dis-
tinct levels (e.g. habitat types), xi is the number of
samples assigned to category i, and x is the average
number of samples per category. H is bounded
between 0 (perfect equality, i.e. a uniform distribu-
tion of samples across categories) and an upper
bound defined by 1�1=n (maximum inequality, i.e.
all samples within one category). This metric
describes the proportion of data (in our case, check-
lists) that would need to be redistributed for the
data to fit a uniform distribution across categories.

In many instances an ‘unbiased’ (or representa-
tive) dataset would not be expected to have a uni-
form distribution. For example, the habitat types
in Brisbane do not have equal areas, as different
habitats cover different proportions of land in the
city. If sampling were evenly distributed across the
landscape, one would not expect a uniform distri-
bution of sampling frequencies across habitats but
rather frequencies corresponding to the relative
areas of the different habitat types. Therefore, we
have adapted the Hoover Index to enable the
expected distribution to be an uneven distribution
of sampling across categories. Our modified Hoo-
ver Index has the following form:

H0 =
∑n

i=1 xi�yij j
2∑n

i= 1xi

where yi is the number of samples within category
i that would be expected under unbiased or repre-
sentative sampling. In this case, H0 is bounded by
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0 (the sample proportions align perfectly with the
expected proportions) and 1 (the sample propor-
tions do not at all align with the expected propor-
tions, i.e. all samples belong to categories where
the expected sampling frequency is zero).

Interactions between sampling biases across two
dimensions can also be calculated. Because our
modified Hoover Index requires that
∑n

i= 1xi =∑n
i=1yi, then when dealing with interac-

tions across two dimensions one must first account
for the bias present in one dimension when pro-
ducing the expected distribution of the other
dimension. This is the same calculation that is con-
ducted to estimate expected values for a χ2 contin-
gency table under the assumption of independence
between the two dimensions of sampling bias. For
example, if eBird checklists in Brisbane were
evenly distributed across both habitats (spatial)
and years (temporal), one would expect an equal
number of checklists in a given habitat across all
years. As an illustration, wetlands cover 6% of land
in Brisbane, we have data from 10 full years and
there are 61 417 checklists, so we would expect
368 checklists in wetlands in each year under a
null hypothesis of even sampling across years.
However, as the number of checklists across years
is not evenly distributed (there is temporal sam-
pling bias), one must adjust the expected number
of checklists in each habitat to reflect this tempo-
ral sampling bias while retaining the appropriate
expectation for the proportion of checklists for
each habitat (e.g. wetlands should have 6% of
checklists in each year, so 22 checklists in 2012,
32 in 2013, and so on, rising to 735 in 2022). The
sum of expected checklists across habitats in a
given year is equal to the observed total number
of checklists (across all habitats) in that year. The
same logic applies for other interactions (whether
temporal–temporal, spatial–spatial or temporal–
spatial). Mathematically, the Hoover Index (and
its modifications) could be extended to continuous
probability distributions, but for simplicity all
biases presented here are explored along
discrete axes.

We constructed confidence intervals for our
estimates of sampling bias using a nonparametric
bootstrap on the checklist locations and recalculat-
ing the modified Hoover Index with each boot-
strap resample. We repeated this 1000 times, and
the limits of the 95% confidence intervals were
defined as the 2.5% and 97.5% centiles of the
bootstrap distribution of modified Hoover Indices.

We also tested the significance of the deviation
from expected number of checklists for each indi-
vidual category. This was done by calculating the
number of checklists observed and expected both
within and outside the category (or interaction of
categories across two dimensions). We then used a
binomial distribution to test (in isolation) whether
each observed proportion was significantly differ-
ent from the null hypothesis of expected propor-
tion under unbiased sampling.

Assessing the impacts of sampling
biases in simulations

We conducted a series of simulations to explore
the effects of sampling biases on model outcomes.
In these simulations, species exist at different
occupancy rates and have different trends in occu-
pancy in each of two habitats. We simulated sam-
pling bias across habitats (each habitat is not
sampled in proportion to its area) and additionally
applied temporal trends that altered the sampling
bias in each habitat over time. The goal was to
assess the impact of sampling bias across time
(temporal bias), habitats (spatial bias) and changes
over time (spatial–temporal interactions), on our
inference about trends in species occupancy (tem-
poral ecological patterns). We chose to explore
trends at the per-habitat level rather than at an
aggregate (e.g. landscape-wide) level, as accurate
habitat-specific trends are a prerequisite for accu-
rate aggregate trends when using data that are spa-
tially biased with respect to habitat.

We created a simple virtual environment, com-
prising two spatially implicit habitats (referred to
as ‘yellow’ and ‘blue’) of equal area, and one spe-
cies that initially occupied the habitats at occu-
pancy rates of 70% and 30%, respectively. For
simplicity, detection probability was fixed at 100%.
Each simulation spanned 10 years, with checklists
simulated for 365 days in each year (1 ≤ t ≤ 3650)
and no intra-annual patterns in occupancy. We
simulated six scenarios of sampling bias to explore
situations that might occur in real-world data
(Table 1). To reflect the common increase in citi-
zen science data, for all scenarios we simulated a
linear increase in sampling effort over time (tempo-
ral bias), such that year 1 had 1000 expected
checklists and every year thereafter an additional
1000. For each scenario, the 55 000 checklists per
simulation (1000 + 2000 + . . .+ 10 000) were ran-
domly allocated to a date and habitat according to
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weightings specified by the temporal bias, spatial
bias and spatiotemporal bias interaction in that sce-
nario (Table 1). For each checklist, the occurrence
of the species (present or absent) was determined
by randomly generating a presence or absence from
a Bernoulli distribution with a probability equal to
the occupancy rate for that habitat at that point in
time. Occurrences within a given habitat were
uncorrelated and independent within a simulation
run. For example, a site with constant occupancy
rate of 0.5 would, with no temporal correlation,
have on average half of the visits recording species
present and half recording species absent. We sim-
ulated population declines using the exponential
decay function ψ tð Þ=ψ1 1þ rð Þt, where ψ tð Þ is the
occupancy rate of the habitat at time t, ψ1 is the
initial occupancy rate, and r is the rate of popula-
tion change, which in all our scenarios was a
decline �1< r< 0ð Þ.

For each simulation, we randomly split the
dataset into two equal halves for use in model fit-
ting and predicting (we chose an even split
because our simulated datasets were not size-
limited). We fit three Generalized Linear Models
to one half, with presence/absence as the response
variable, using a binomial error distribution with a
logit link function. We could run these simple
models instead of occupancy models, as we
assumed that detectability was perfect in this

simulation. The three models were: (1) a basic
model, with only time as an explanatory variable,
(2) an additive model, with time and habitat as
explanatory variables, and (3) an interactive
model, with time and habitat as explanatory vari-
ables, and an interaction term fit between them.
We then used each model to predict occupancy
values for the other half of the data. We ran each
of the six scenarios 100 times and summarized the
results of each.

Assessing the impacts of sampling
biases in real-world data

We applied the same modelling procedure above
to real-world data, using the Brisbane City eBird
dataset. Each checklist in the dataset was allocated
to one of the six habitat types defined above
(Datasets and Study Area). As in the simulation
study, three different Generalized Linear Models
of varying complexity (basic, additive and interac-
tive) were fit to the data for each of the 157 spe-
cies with at least 1000 detections. These models
were then used to estimate the reporting rate of
each species in each habitat type over the study
period; reporting rate is the proportion of com-
plete checklists that report a species, which is a
product of species occupancy and species detect-
ability. The overall trend in species reporting rate

Table 1. Simulation parameters for each of the six scenarios of sampling bias tested.

Scenario number Occupancy description Sampling description

Change in
occupancy (r )

Sampling rate
at t = 1

Sampling rate
at t =3650

Yellow Blue Yellow Blue Yellow Blue

1 Stable Even
No change over time

0.000 0.000 0.50 0.50 0.50 0.50

2 Decreasing blue Even
No change over time

0.000 �0.001 0.50 0.50 0.50 0.50

3 Stable Biased
No change over time

0.000 0.000 0.25 0.75 0.25 0.75

4 Stable Biased
Change from blue to yellow

0.000 0.000 0.25 0.75 0.75 0.25

5 Decreasing blue Biased
No change over time

0.000 �0.001 0.25 0.75 0.25 0.75

6 Decreasing blue Biased
Change from blue to yellow

0.000 �0.001 0.25 0.75 0.75 0.25

Two habitats (yellow/blue) were simulated, each with a specified sampling rate (probability of a checklist being allocated to that habi-
tat), which changed linearly throughout the simulation period for two scenarios (4 and 6). Sampling rates are provided for the start
t =1ð Þ and end t = 3650ð Þ of the simulation period and may be inferred for any intermediate point in time. The occupancy rates of
each habitat changed through time according to the exponential decay function ψ tð Þ=ψ1 1þ rð Þt ;�1< r <0 where ψ tð Þ is the occu-
pancy of the habitat at time t , ψ1 is the initial occupancy of the habitat and r is the rate of decline.
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in each habitat from the beginning to the end of
the study period was determined for each model,
allowing for comparisons between models. As
above, we explored trends at the per-habitat level,
as accurate habitat-specific trends are a prerequi-
site for accurate aggregate trends when analysing
spatially biased data. Unlike the simulation study,
where the truth is defined a priori, the real report-
ing rate at any point in time for any given species
is unknown and hence the relevant quantities of
interest for this study were the differences
between the three models, rather than any esti-
mates of model accuracy relative to the ‘truth’. In
using this model construction, we assumed that
detectability does not vary substantially over the
spatial or temporal extents of our data (Newson
et al. 2013), and that changes to reporting rate are
a consequence of changes in the ecological occu-
pancy rate over the survey period (rather than
detectability). Based on our knowledge of the Bris-
bane system and the spatial and temporal data
extents, these are reasonable assumptions for most
species, but we acknowledge that this is unlikely
to be true for all species in the dataset. Further-
more, for other applications, detectability may
change substantially, especially over seasonal, or
longer, time frames, which could affect the obser-
vation process of both citizen science data and
structured surveys. We assumed perfect detectabil-
ity as it allowed us to explore basic differences in

results across our simple models under various sce-
narios of sampling bias. In reality, however, detect-
ability may also vary across some of these axes of
bias (e.g. time or habitat), which may lead to even
greater impacts of these biases on estimated popu-
lation trends. Therefore, if the objective of a study
is to make inferences about bird population trends,
we recommend estimating detectability and its var-
iation across time and space.

RESULTS

Estimating sampling biases

Sampling biases and their interactions in the Bris-
bane eBird dataset were explored at multiple
scales across both temporal and spatial dimensions
using the modified Hoover Index (H0) as described
above. For brevity, only the results for yearly
(temporal) and per-habitat (spatial) biases are pre-
sented here (Fig. 1); other scales are presented in
Figures S4–S11 in the Supporting Online Informa-
tion. At the yearly scale, the rapid uptake of eBird
in the city is evident in the dramatic increase in
the number of checklists over the study period,
leading to a nonuniform distribution throughout
time and a large estimate of sampling bias
(Fig. 1a). In the spatial dimension, sampling rates
varied across habitats, with a moderate estimate of
sampling bias. Non-Remnant, Estuary and Wetland

Figure 1. Key sampling biases in the Brisbane eBird Dataset. Biases and their interactions were explored at multiple scales across
temporal and spatial dimensions using the modified Hoover Index. Figures are presented here for two biases (see Supporting Online
Information for other scales): (a) yearly – a temporal sampling bias, (b) per-habitat – a spatial sampling bias and (c) the interaction
between the two. Translucent red indicates the null distribution under representative sampling, blue the observed distribution and
dark pink the overlap between red and blue bars. Note that for both the temporal and spatial biases presented here (a and b), all cat-
egories (years or habitats) have a significantly different number of checklists from that expected under the null hypothesis
(***P< 0.001). Error bars in the spatial–temporal interaction (c) denote the 95% bootstrap confidence interval for the spatial sampling
bias in that year. Key to habitats: NR, Non-Remnant; BU, Built Up; DF, Dry Forest; Es, Estuary; We, Wetland; WF, Wet Forest.

© 2024 The Author(s). Ibis published by John Wiley & Sons Ltd on behalf of British Ornithologists' Union.
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habitats were significantly oversampled relative to
their prevalence, whereas Built Up, Dry Forest
and Wet Forest habitats were significantly under-
sampled (Fig. 1b). The degree of sampling bias
across habitats has changed over time, with a
decline between 2012 and 2016 and little change
thereafter (Fig. 1c), suggestive of an interaction
between the two biases and that spatial sampling
bias has weakened over time.

Assessing the impacts of sampling
biases in simulations

Three models of varying complexity were fit to six
different scenarios of sampling bias (Fig. 2, Sup-
porting Online Information Table S2). The inter-
active model was able to account for all temporal
biases, spatial biases and spatiotemporal bias inter-
actions that we simulated and was also able to
accurately estimate occupancy on a per-habitat
level. The additive model was also able to account
for all the biases and interactions that we simu-
lated, but only when occupancy was averaged
across the two habitats, with results within individ-
ual habitats being inaccurate. The basic model
consistently performed the worst out of the three,
being only able to estimate occupancy at an aver-
age level, and only able to do so accurately in the
absence of a spatial bias or interaction between
biases. The lack of a habitat term in the basic
model prevented any distinction between habitats
and made it susceptible to the impact of spatial
biases, leading to often incorrect inferences and
lower accuracy than the other two models.

When occupancy was averaged across both hab-
itats, all models were unsurprisingly robust to a
temporal bias alone (Scenario 1). When a decline
in occupancy was added (Scenario 2), only the
interactive model accurately reflected the truth on
a per-habitat level, although the basic and additive
models did correctly identify an average decline.
All models were also robust to a temporal bias and
a spatial bias in conjunction, provided there was
no interaction between the two, and no change in
occupancy (Scenario 3). However, the basic model
underestimated the average occupancy rate due to
the undersampling of the habitat in which the spe-
cies was common (yellow). When a spatiotemporal
interaction was added (Scenario 4), the basic
model incorrectly estimated an increase in average
occupancy, whereas the other two models contin-
ued to accurately estimate the truth. When a

temporal bias, spatial bias and decline in occu-
pancy were simulated (Scenario 5), all models cor-
rectly identified the decline, although only the
interactive model was accurate on a per-habitat
level. Finally, when an interaction was added
between the temporal and spatial biases alongside
a decline in occupancy (Scenario 6), only the
interactive model was accurate on a per-habitat
level; the additive model only identified the aver-
age decline and the basic model incorrectly identi-
fied an average increase, due to a progressive
oversampling of the habitat in which the species
was common and not declining (yellow).

Assessing the impacts of sampling
biases in real-world data

By applying the modelling methodology from the
simulation study to eBird data, we found that the
three models produced different trend estimates.
We illustrate this with two example species, the
Dusky Moorhen Gallinula tenebrosa and Crested
Pigeon Ocyphaps lophotes (Fig. 3). Under the basic
model (only time as a covariate), both species
showed a significant negative trend over the study
period. Similarly, under the additive model (time
and habitat as covariates), all habitats continued to
show a significant negative trend. However, when
the interaction term was added, trends varied
across habitats: for Dusky Moorhen, two habitats
showed a significant negative trend, two a nonsig-
nificant trend and two a significant positive trend;
for Crested Pigeon, four habitats showed a signifi-
cant negative trend, one a nonsignificant trend and
one a significant positive trend. This suggests that
these two species have different trends in some
habitats, a pattern only identified by the interac-
tive model. By detecting habitat-specific trends,
we show that spatial sampling bias across habitats
will sometimes lead to incorrect conclusions about
the overall trend, when using a basic or additive
model.

We then generalized these results to all 157
species modelled, summarizing per-habitat report-
ing rate trend estimates (Fig. 4). Generally speak-
ing, inter-model agreement (i.e. consensus on the
significance and sign of the trend; Fig. 4) was high-
est between basic and additive models and lower
when these two models were compared with the
interactive model (the interactive model was the
only model that correctly identified occupancy
trends in all of our simulated scenarios).

© 2024 The Author(s). Ibis published by John Wiley & Sons Ltd on behalf of British Ornithologists' Union.
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Figure 2. Results of six simulated scenarios. The results of three Generalized Linear Models are presented here, alongside the simu-
lated truth; models generated estimates of occupancy for two habitats (yellow and blue); the average of the two habitats is shown in
grey. Median model results are shown in opaque colours, whereas shaded colours indicate the 10th–90th centiles of all 100 simula-
tions. In all models, occupancy starts at 0.7 for the yellow habitat and 0.3 for the blue.

© 2024 The Author(s). Ibis published by John Wiley & Sons Ltd on behalf of British Ornithologists' Union.
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Figure 3. Generalized Linear Model predictions for two common Brisbane species, Dusky Moorhen Gallinula tenebrosa and Crested
Pigeon Ocyphaps lophotes. Models generated estimates of reporting rate through time for six habitats; the estimate and confidence
intervals for reporting rate at the start and end of the study period are shown with dots.

Figure 4. Confusion matrices for the pairs of Generalized Linear Models applied to 157 common species in the Brisbane eBird data-
set, aggregated across all six habitats. The trend estimate per-habitat for each species was calculated for each model, then allocated
to a square in the confusion matrix according to the model result. Values in each square represent the percentage of all 942
(157 × 6) species–habitat trends that correspond to that pair of model outcomes. Numbers on the leading/main diagonal of each
matrix (coloured in pale green) indicate species for which the two models agreed (same sign and significance), whereas values off
this diagonal indicate either model ambiguity (one significant, one non-significant change; coloured in yellow) or disagreement (one
positive, one negative change; coloured in red).

© 2024 The Author(s). Ibis published by John Wiley & Sons Ltd on behalf of British Ornithologists' Union.
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Importantly, there was only 49% agreement (the
leading/main diagonal of the matrices; pale green)
between the interactive and basic models, and 7%
disagreement (significant changes of estimates in
opposite directions; red), indicating that sampling
biases can lead to the wrong conclusions if not
addressed during analysis.

DISCUSSION

Sampling biases in citizen science data present a
key quality concern that analysts must consider
when using such datasets. Here, we found varying
types and degrees of sampling bias across different
temporal and spatial scales in a subset of the eBird
dataset. Importantly, we found evidence that some
of these temporal and spatial sampling biases inter-
acted with one another. When assessing habitat-
specific population trends using simulations, these
interactions between sampling biases were
accounted for by increased model complexity, by
explicitly including an interaction term between
temporal and spatial variables. Similarly, when
comparing trends using real data, we found fre-
quently contradictory results between model types,
demonstrating that simpler models that do not
account for sampling biases in the data will often
produce biased conclusions about average popula-
tion trends. Together, our analyses highlight the
importance of estimating sampling biases and/or
using modelling approaches that accommodate
spatially and temporally varying sampling biases
when analysing citizen science data or other
observation-based data (Binley & Bennett 2023).
We demonstrate some potential issues that may
arise if sampling biases are not appropriately dealt
with during analysis.

We found strong temporal sampling bias at the
yearly scale, with a rapid increase in the number
of checklists over the study period (Bias (H0)
= 0.32; Fig. 1). This pattern is common across
most large-scale biodiversity databases (Isaac &
Pocock 2015), and reflects the increasing popular-
ity and accessibility of citizen science among mem-
bers of the public and of increased acceptance and
promotion of citizen science by professional scien-
tists (Follett & Strezov 2015). We also observed
spatial sampling bias across habitat types (Bias
(H0)= 0.21; Fig. 1). Spatial sampling biases are
well-documented in the literature (Meyer
et al. 2016, Tang et al. 2021), including when con-
sidered across habitat types (Petersen et al. 2021,

Shirey et al. 2021). Importantly, however, several
of the temporal and spatial biases we estimated
differed from those described in the literature for
other databases. For example, protected areas in
Brisbane are significantly undersampled in the
eBird dataset (Bias (H0)= 0.07; Supporting Online
Information Fig. S3), in contrast to many other
regions and datasets where protected areas are
comparatively oversampled (e.g. Botts et al. 2011,
Tulloch et al. 2013, Tang et al. 2021). We also
observed limited seasonal sampling bias (Bias (H0)
= 0.03; Supporting Online Information Fig. S2), in
contrast to other regions and datasets for which
there is large variation in sampling effort through-
out the year (e.g. La Sorte & Somveille 2019, Di
Cecco et al. 2021). These variations in published
sampling bias illustrate the risk in attempting to
generalize patterns of bias across datasets or across
broad spatial or temporal extents.

We investigated the effects of spatial and tempo-
ral sampling biases on model inference in two ways:
a simulation study, with controlled sampling biases
and known trends, and a real-world modelling exer-
cise using eBird data, with uncontrolled sampling
biases and unknown trends. The key finding of the
simulation study was that increased sampling bias
led to poorer trend estimates using simple models,
particularly under scenarios with interactions
between biases (Fig. 2, Supporting Online Informa-
tion Table S2). When we applied the same models
to eBird data, results diverged considerably (Fig. 4).
There was only 49% agreement (same trend across
models) – and 7% disagreement (different trend) –
between the per-habitat trends produced by the
interactive and basic models. Based on the results
from our simulations, we expect that the more
complex interactive models are more likely to be
correct than the simpler models but cannot be sure
of this as we have no measure of ‘truth’ to compare
against. Indeed, sampling biases are a key reason
that citizen science datasets can produce different
(often less accurate) results to structured datasets,
particularly when estimating population trends
(Kamp et al. 2016, Boersch-Supan et al. 2019,
Neate-Clegg et al. 2020).

The results of our analyses therefore underline
the need for continued development and increased
application of robust methods of accounting for,
or alleviating the effect of, sampling biases in citi-
zen science datasets. There has been significant
research effort in this field in recent years, with
increasingly sophisticated models being developed

© 2024 The Author(s). Ibis published by John Wiley & Sons Ltd on behalf of British Ornithologists' Union.
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to address the biases found in citizen science data-
sets (e.g. Bird et al. 2014, Fink et al. 2023). In this
study, we explored the effect of sampling biases
on Generalized Linear Models due to their sim-
plicity and ease of manipulation, as the increased
complexity of other model families (e.g. occu-
pancy models, N-mixture models, or Machine
Learning methods) makes it challenging to system-
atically test the effects of biases on their outputs.
Our findings suggest that these models may be
appropriate for citizen science data provided that
they account for any sampling biases that are pre-
sent and interactions among those biases, and that
the data and ecological system meet the assump-
tions of the model. Further work in this area is
needed, because many current methods do not
account for strong biases or for interactions
between multiple biases.

Sampling bias in citizen science data is an area
that requires more research. As addressed above,
we have assumed in this paper that our chosen
spatiotemporal variables fully explain the sampling
bias observed. This assumption is almost certainly
violated in our work and given the amount of spa-
tiotemporal variation in the observation process
we expect it to be violated in almost every analysis
of citizen science data. However, the analytical
framework we have presented here enables ana-
lysts to identify the largest sources of sampling bias
and to account for these in analyses. This approach
can therefore be used to mitigate the effect of a
complex and multi-faceted observation process by
identifying the covariates associated with the larg-
est sampling bias.

Further research is also needed to better under-
stand the properties and behaviour of the Hoover
Index (standard and modified), which we apply
here for the first time in this field. Other similar
measures (e.g. χ2 test, Gini Index) could be
explored as potential methods to estimate sampling
biases. Extending the index to work with continu-
ous predictor variables would also be worthwhile.
Finally, there is scope for further simulation work
to extend this study by exploring other biases (e.g.
multiple biases within the same dimension), more
complex interactions, or the performance of other,
more sophisticated, model families.

In conclusion, sampling biases in citizen science
datasets present a key challenge that must be
addressed if these datasets are to be used to generate
reliable information about biodiversity. In this
paper, we present an easily applicable method for

estimating sampling biases that can be used to assess
biases in any detection–nondetection dataset. As a
result of this work, we recommend that users of citi-
zen science data use the methods presented here to
consider and estimate sampling biases and their
interactions across biologically relevant dimensions
in their datasets as part of their analytical pipelines.
This will ensure a comprehensive understanding of
the structures of sampling biases that may influence
results and the risks associated with them, in turn
allowing for well-informed model specification and
application of other methods to mitigate sampling
biases if necessary. Once relevant sampling biases
have been estimated, analysts may make informed
decisions about model specification, depending on
their given research questions and desired out-
comes. Due consideration of sampling biases, if
combined with appropriate model specification and
careful interpretation of results, is the best way to
increase the robustness of any analysis conducted
using citizen science data.
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SUPPORTING INFORMATION

Additional supporting information may be found
online in the Supporting Information section at
the end of the article.

Figure S1. Map of broad habitat types and pro-
tected areas in Brisbane City. The location of Bris-
bane within Australia is indicated in the inset.
Unlike many other urban areas, the Brisbane City
Local Government Area contains extensive green
space, particularly in the northwest of the city,
and covers a range of broad habitat types.

Figure S2. Temporal sampling biases in the
Brisbane eBird Dataset. Biases are presented here
across four scales: yearly (top left), monthly (top
right), daily (bottom left) and hourly (bottom
right). Translucent red bars indicate the null distri-
bution under representative sampling, blue the
observed distribution, and dark pink the overlap
between red and blue bars.

Figure S3. Spatial sampling biases in the Bris-
bane eBird Dataset. Biases are presented here
across three scales: elevation (top left), protected
area status (top right) and habitat type (bottom).

Figure S4. Yearly interactions in the Brisbane
eBird Dataset. Interactions are presented here
across three secondary temporal scales: monthly
(top), daily (middle) and hourly (bottom).

Figure S5. Per-habitat type interactions in the
Brisbane eBird Dataset. Interactions are presented
here across two secondary spatial scales: elevation
(top) and protected area status (bottom).

Figure S6. Yearly interactions in the Brisbane
eBird Dataset. Interactions are presented here

across three secondary spatial scales: elevation
(top), habitat type (middle) and protected area
status (bottom).

Figure S7. Monthly interactions in the Brisbane
eBird Dataset. Interactions are presented here
across two secondary temporal scales: daily (top)
and hourly (bottom).

Figure S8. Daily interactions in the Brisbane
eBird Dataset. Interactions are presented here
across one secondary temporal scale: hourly.

Figure S9. Per-protected area status interactions
in the Brisbane eBird Dataset. Interactions are pre-
sented here across two secondary spatial scales:
elevation (top) and habitat type (bottom).

Figure S10. Monthly interactions in the Bris-
bane eBird Dataset. Interactions are presented here
across three secondary spatial scales: elevation
(top), habitat type (middle) and protected area
status (bottom).

Figure S11. Daily interactions in the Brisbane
eBird Dataset. Interactions are presented here
across three secondary spatial scales: elevation
(top), habitat type (middle) and protected area
status (bottom).

Table S1. Key to habitat classifications for
Regional Ecosystem types within Brisbane City.

Table S2. Summary of simulation results for each
of the six scenarios of sampling bias tested. Two
habitats (yellow/blue) were simulated, and three
different models of varying complexity were fit to
the simulated data (basic/additive/interactive).

© 2024 The Author(s). Ibis published by John Wiley & Sons Ltd on behalf of British Ornithologists' Union.
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