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Abstract 
	

	

	

	

Oxygen	is	the	second	most	abundant	gas	in	the	Earth’s	atmosphere,	but	this	has	not	

always	 been	 the	 case.	 A	 suite	 of	 geochemical,	 palaeobiological,	 and	 geological	

proxies	 have	 been	 presented	 over	 the	 last	 few	 decades	 to	 better	 constrain	 the	

evolution	of	pO2	over	the	history	of	our	planet,	but	uncertainty	remains.	Here,	we	

use	 numerical	 modelling	 with	 the	 1-D	 photochemical	 model	 Atmos,	 firstly	 by	

exploring	the	boundary	conditions	of	the	model,	and	secondly	by	developing	it	to	

predict	∆17O	values	–	a	fairly	novel	proxy	for	Proterozoic	and	Phanerozoic	pO2.	Our	

study	of	boundary	conditions	highlights	the	importance	of	choosing	and	describing	

boundary	 conditions	 carefully,	 as	 our	 flux-driven	 models	 produce	 somewhat	

different	results	to	previous	fixed	mixing	ratio-driven	models.	Our	results	provide	a	

potential	constraint	on	pO2,	suggesting	that	atmospheres	with	6×10-7	<	pO2	<	2×10-	3	

may	have	been	unlikely	to	exist	for	long	periods	of	Earth	history.	We	review	these	

conclusions	 using	 our	 newly-developed	 oxygen	 isotope	 model,	 tuned	 to	 predict	

modern	 atmospheric	 ∆17O.	 Preliminary	 results	 predict	 the	 production	 and	

preservation	 of	 non-zero	 ∆17O	 in	 the	 geological	 record	 can	 occur	 for	 palaeo-

atmospheres	with	pO2	>	10-4,	but	even	the	minimum	values	observed	at	1.4	Ga	and	

635	Ma	do	not	require	such	 low	concentrations,	especially	 if	pCO2	 is	higher	than	

modern.	The	development	of	the	oxygen	isotope	model	allows	the	better	prediction	

of	 ∆17O	 under	 various	 atmospheric	 conditions,	 and	 will	 be	 a	 useful	 tool	 in	 the	

interpretation	of	anomalous	oxygen	isotope	compositions	in	the	geological	record.	
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Chapter 1  
	

Introduction & Literature Review 
	

	

	

	

The	composition	of	the	Earth’s	modern	atmosphere	is	well-understood,	but	it	has	

not	always	been	the	same.	Over	the	last	4.5	billion	years,	the	atmosphere	and	life	

have	co-evolved	to	produce	the	world	we	see	today.	

	

The	 study	 of	 past	 atmospheres	 is	 of	 interest	 for	 several	 reasons.	 Firstly,	 an	

understanding	 of	 how	 the	 atmosphere	 has	 developed	 over	 Earth	 history	 can	

contribute	 to	 an	 understanding	 of	 the	 chemistry	 and	 dynamics	 of	 the	 modern	

atmosphere.	Though	only	a	thin	layer	of	gas	compared	to	the	rest	of	the	planet,	the	

atmosphere	greatly	influences	conditions	on	the	surface	and	is	constantly	changing.	

Topically,	anthropogenic	CO2	released	to	the	atmosphere	is	having	huge	effects	on	

the	 climate,	 with	 far-reaching	 implications	 for	 sea-level,	 ocean	 circulation,	

meteorology	and	ecology.	The	geological	record	 shows	 that	swings	 in	 the	partial	

pressure	 of	 CO2	 (pCO2)	 have	 occurred	 in	 the	Earth’s	past,	 so	 a	 study	of	 how	 the	

Earth’s	atmosphere	has	changed	and	how	that	has	affected	surface	conditions	gives	

insight	as	we	seek	to	predict	and	solve	global	problems	today.	For	example,	a	better	

understanding	 of	 how	 the	 atmosphere	works	and	 has	 done	 in	 the	 past	 can	 feed	

important	global	circulation	models	used	to	predict	modern	changes.	

	

Secondly,	the	evolution	of	life	may	have	been	closely	linked	to	the	evolution	of	the	

atmosphere,	 and	 in	 particular,	 the	 increase	 in	molecular	 oxygen	 (O2)	 levels.	 For	

example,	a	question	under	much	debate	pertains	to	 the	relationship	between	the	

rise	of	oxygen	at	the	Great	Oxidation	Event	(GOE)	and	the	development	of	oxygenic	

photosynthesis	 as	 a	 metabolism	 (Fischer	 et	 al.,	 2016;	 Lyons	 et	 al.,	 2014).	 The	

evolution	 of	 macroscopic	 organisms	 and	 resulting	 Cambrian	 explosion	 may	 be	
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related	to	a	second	potential	step-increase	in	atmospheric	O2	towards	modern	levels	

of	21%,	but	it	is	debated	whether	the	evolution	of	these	organisms	was	enabled	by	

the	increase	in	oxygen,	or	a	causal	mechanism,	if	there	is	any	link	at	all	(Cole	et	al.,	

2020;	Erwin	et	al.,	2011;	Lyons	et	al.,	2014).	Throughout	the	Phanerozoic,	rises	in	

oxygen	seem	to	roughly	coincide	with	advances	in	evolution.	For	example,	increases	

in	pO2	(the	partial	pressure	of	molecular	oxygen)	are	coeval	to	the	development	of	

land	 plants	 during	 the	 Palaeozoic	 (e.g.	 Dahl	 et	 al.,	 2010;	 Dahl	 and	 Arens,	 2020;	

Krause	et	al.,	2018;	Lenton	et	al.,	2016).	Therefore,	an	understanding	of	atmospheric	

composition	 in	 the	 past	 can	 help	 to	 unravel	 some	 of	 the	 intricacies	 of	 the	 co-

evolution	of	life	and	the	atmosphere.	

	

Thirdly,	we	 are	 in	 an	 age	 of	 rapidly	 advancing	 space	 exploration.	 At	 the	 time	 of	

writing,	more	than	4000	exoplanets	(planets	outside	our	own	Solar	System)	have	

been	found	and	confirmed	within	more	than	3000	planetary	systems	in	the	last	~30	

years	(NASA	Exoplanet	Exploration,	2020).	Over	the	course	of	the	composition	of	

this	 thesis,	more	 than	 828	 new	worlds	 have	 been	 discovered.	 These	 exoplanets	

range	from	water	worlds,	to	rocky	or	gas	planets,	ranging	in	size	and	temperature,	

and	with	different	orbital	positions	in	relation	to	their	parent	stars.	Some,	such	as	

TRAPPIST-1e,	appear	to	be	similar	to	the	Earth	in	size	and	bulk	density,	as	well	as	

being	in	the	apparent	habitable	zone	of	the	parent	star	(Gillon	et	al.,	2017).	Over	the	

next	few	years,	telescopes	such	as	NASA’s	James	Webb	Space	Telescope	(JWST)	and	

ESA’s	 Characterising	 Exoplanet	 Satellite	 (CHEOPS),	 along	 with	 ground-based	

telescopes	will	allow	for	an	increased	discovery	of	exoplanets	and	characterisation	

of	 atmospheres	 through,	 e.g.	 spectroscopy	 of	 transiting	 planets,	 whereby	 the	

absorption	of	certain	wavelengths	of	starlight	as	the	planet	moves	in	front	of	the	star	

indicates	 the	constituents	of	 the	atmosphere	(e.g.	Charbonneau	et	 al.,	2007).	The	

relationship	 between	 oxygen,	 ozone	 and	 methane	 levels	 is	 significant,	 as	 the	

simultaneous	occurrence	of	large	amounts	of	oxygen	(and/or	related	ozone)	and	a	

reducing	gas	such	as	CH4	or	N2O	is	considered	a	potential	biosignature	(Hitchcock	

and	Lovelock,	1967;	Lederberg,	1965;	Lovelock,	1965),	although	caution	is	required	

due	 to	 possible	 false	 positives	 (e.g.	 Domagal-Goldman	 et	 al.,	 2014).	 Developed	

discernment	of	the	way	in	which	atmospheric	constituents	relate,	as	well	as	the	way	
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Earth’s	atmosphere	and	life	have	co-evolved	have	the	potential	to	contribute	to	an	

improved	 understanding	 of	 these	 unknown	 planets	 and	 their	 potential	 for	 life,	

either	now	or	in	the	future.	

	

In	this	thesis	therefore,	my	aim	is	to	contribute	towards	a	clearer	picture	of	how	the	

atmosphere	has	evolved	over	the	Earth’s	history,	with	a	particular	interest	in	pO2	

and	some	consideration	of	pCO2.	More	specifically,	I	use	a	1-D	photochemical	model,	

Atmos,	as	a	tool	to	provide	sharper	constraints.	The	ultimate	goal	is	the	development	

of	 a	 triple	 oxygen	 isotope	 photochemical	 model,	 to	 aid	 the	 interpretation	 of	

anomalous	oxygen	isotope	ratios	measured	in	the	geological	record.	

	

The	remainder	of	 this	 introduction	 is	an	appraisal	of	existing	literature	 focussing	

firstly	on	 the	 current	understanding	of	oxygen	 (and	secondarily,	 carbon	dioxide)	

levels	 in	 the	 atmosphere	 over	 Earth	 history,	 highlighting	 some	 of	 the	 areas	 of	

uncertainty	attracting	the	most	debate	and	discussing	some	existing	proxies.	I	also	

describe	the	relationship	between	O2	and	ozone.	Secondly,	I	introduce	anomalous	

triple	oxygen	isotope	ratios	(denoted	by	∆17O),	and	explain	how	this	proxy	has	been	

used	to	better	understand	processes	in	the	atmosphere	in	the	modern	and	the	past.	

Thirdly,	I	outline	the	structure	of	this	thesis	and	how	it	seeks	to	address	questions	

of	atmospheric	evolution.	

	

 – Oxygen in the atmosphere over Earth history 

Today,	oxygen	makes	up	21%	of	 the	modern	atmosphere,	but	oxygen	 levels	over	

Earth	history	have	not	been	constant	(see	reviews	by	Canfield,	2005;	Catling	and	

Claire,	2005;	Catling	and	Kasting,	2017;	Farquhar	et	al.,	2014;	Kump,	2008;	Lyons	et	

al.,	 2014).	 Figure	 1-1	 shows	 the	 current	 understanding	 of	 atmospheric	 oxygen	

evolution	 (Kump,	 2008;	 Lyons	 et	 al.,	 2014).	 The	 summary	 from	 Kump’s	 (2008)	

review,	shown	by	grey	boxes,	demonstrates	three	different	sets	of	broad	constraints	

for	the	Archaean,	the	Proterozoic	and	most	of	the	Phanerozoic,	and	highlights	the	

large	uncertainty,	especially	in	the	Earth’s	middle	ages.	
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One	of	the	main	features	of	Earth	history	in	Figure	1-1	is	that	oxygen	levels	have	

increased	from	low	levels	since	the	Archaean.	Arguments	for	the	‘Great	Oxidation	

Event’	(GOE)	at	the	end	of	the	Archaean	have	been	present	for	several	decades,	with	

original	 evidence	 primarily	 constituting	 increased	 oxidation	 of	 minerals.	 For	

example,	Archaean	riverine	sediments	have	been	shown	to	include	reduced	heavy	

minerals	such	as	pyrite,	uraninite	and	siderite	(e.g.	Holland,	1962;	Rasmussen	and	

Buick,	 1999),	 indicative	 of	 a	 lack	 of	 free	 atmospheric	 oxygen,	 since	 these	would	

otherwise	have	become	oxidised	during	erosion	and	transport.	Also,	after	the	GOE,	

there	was	a	 replacement	of	ubiquitous	Banded	 Iron	Formations	with	sandstones	

rich	 in	 oxidised	 iron	 minerals	 such	 as	 haematite	 (‘red	 beds’),	 indicating	 the	

increased	oxidation	of	soluble,	mobile	ferrous	iron	to	insoluble	ferric	iron,	with	a	

rise	in	free	atmospheric	oxygen	(Cloud,	1968;	Klein,	2005).	The	higher	solubility	of	

Figure	1-1:	The	current	understanding	of	oxygen	levels	over	Earth	history.	

Grey	boxes	and	dark	red	line	are	from	Kump	(2008).	Pink	areas	show	constraints	from	Lyons	et	

al.	 (2014).	 Purple	 lines	 and	 arrows	 show	 lower	 limits	 from	 existing	 proxies.	 Teal	 lines	 and	

arrows	 with	 annotations	 in	 italics	 show	 upper	 limits	 from	 existing	 proxies.	 Length	 of	 lines	

corresponds	to	intervals	in	Earth	history	for	which	the	proxy	constrains	pO2.	Solid	lines	are	for	

constraints	from	S-MIF,	since	this	is	a	widely-accepted	limit	(Bekker	et	al.,	2004;	Farquhar	et	

al.,	2000).	Coloured	dashed	or	dotted	lines	are	for	pO2	suggested	by	proxies	for	which	there	is	

some	 disagreement	 (Canfield	 et	 al.,	 2018,	 Crockford	 et	 al.	 2019;	 Gilleaudeau	 et	 al.,	 2016;	

Planavsky	et	al.,	2014;	2018;	2020).	Purple	and	teal	circles	for	the	Cr	isotope	proxy	are	shown	

for	clarity,	indicating	only	the	ends	of	the	lines.	Grey	circles	show	estimates	of	pO2	for	1.87	Ga	

(Bellefroid	 et	 al.,	 2018)	 and	 1.4	 Ga	 (Planavsky	 et	 al.,	 2020).	 The	 dotted	 line	 shows	 present	

atmospheric	levels	(1	PAL)	of	O2.	
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reduced	rather	than	oxidised	forms	of	iron	(Fe)	and	cerium	(Ce)	also	means	that	low	

concentrations	 of	 these	 elements	 in	 Archaean	 palaeosols	 have	 been	 used	 as	

evidence	for	low	pO2	(e.g.	Murakami	et	al.,	2011;	Utsunomiya	et	al.,	2003;).	

	

Such	proxies	indicating	a	distinct	change	in	concentration	of	atmospheric	O2	at	the	

GOE	were	greatly	supported	by	measurements	of	multiple	sulphur	 isotope	ratios	

(Bekker	 et	 al.,	 2004;	 Farquhar	 et	 al.,	 2000).	 Mass-independent	 fractionation	 of	

sulphur	 isotopes	 (S-MIF),	 specifically	 the	 deviation	 of	 δ33S	 and	 δ36S	 from	mass-

dependent	fractionation	predicted	from	δ34S,	was	observed	in	pyrites	and	barites	in	

the	geological	record	from	before	~2.45	Ga,	but	disappeared	in	younger	rocks	(see	

blue	points	in	Figure	1-2).	Tight	constraints	on	the	timing	of	the	disappearance	of	S-

MIF	have	 recently	been	published	as	between	2.501	and	2.434	Ga	 (Warke	 et	 al.,	

2020b).	 In	2002,	Pavlov	and	Kasting	used	a	1-D	photochemical	model	 (a	distant	

precursor	to	 the	models	we	will	describe	and	develop	 in	Chapters	2-6)	 including	

sulphur	isotopes	to	suggest	that	the	disappearance	of	the	S-MIF	signal	at	this	time	

could	be	accounted	 for	by	an	 increase	 in	 atmospheric	oxygen	 from	some	mixing	

ratio1	 less	 than	 2.1×10-6	 to	 mixing	 ratios	 higher	 than	 this	 threshold.	 It	 was	

recognised	that	 the	preservation	of	S-MIF	 in	the	geological	record	 is	significantly	

more	likely	when	sulphur	exits	the	atmosphere	via	several	divergent	exit	channels,	

which	occurs	only	when	oxygen	concentrations	are	low	(Claire	et	al.,	2014;	Pavlov	

and	 Kasting,	 2002).	 At	 higher	 O2,	 the	 S8	 exit	 channel	 does	 not	 occur,	 and	 most	

atmospheric	sulphur	is	oxidised	to	sulphate,	so	the	S-MIF	signal	is	homogenised	and	

negative	 and	 positive	 S-MIF	 signals	 cancel	 out.	 In	 addition,	 higher	 atmospheric	

oxygen	levels	result	in	sufficient	ozone	concentrations	to	absorb	UV	radiation	which	

																																																								
1	 In	 this	 thesis,	we	predominantly	describe	O2	concentrations	in	 terms	of	 ‘mixing	

ratio,’	where	the	mixing	ratio	is	a	unitless	measure	equal	to	the	number	of	molecules	

of	the	species	(e.g.	O2)	divided	by	the	total	number	of	molecules,	within	a	certain	

volume.	An	alternative	description,	and	one	occasionally	implemented	in	this	thesis	

is	O2	concentration	in	units	of	present	atmospheric	levels	(PAL),	which	is	equal	to	

the	mixing	ratio	divided	by	the	mixing	ratio	of	O2	in	the	modern	atmosphere	(0.21,	

or	1	PAL).	
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is	thought	to	otherwise	cause	mass-independent	separation	of	sulphur	isotopes	in	

the	first	place	(Danielache	et	al.,	2008).	

	

While	the	disappearance	of	non-zero	S-MIF	in	Proterozoic	sediments	is	considered	

strong	evidence	for	a	GOE	in	which	oxygen	levels	increased	to	exceed	2.1×10-6,	the	

cause	 or	 causes	 of	 the	 GOE	 remain	 under	 debate.	 However,	 an	 oxic	 atmosphere	

requires	the	sources	of	oxygen	to	outweigh	the	sinks,	which	include	reducing	gases	

such	as	H2,	CH4	and	H2S	(e.g.	Catling	and	Claire,	2005;	Claire	et	al.,	2006).	Therefore,	

the	 development	 of	 oxygenic	 photosynthesis,	 either	 before	 or	 concurrent	 to	 the	

GOE,	increased	burial	of	organic	matter	(e.g.	Karhu	and	Holland,	1996),	hydrogen	

escape	to	space	(Zahnle	et	al.,	2013)	and	a	decrease	in	reducing	gases,	specifically	

methane	(Zahnle	et	al.,	2006)	have	been	proposed	as	potential	contributing	factors.	

	

Figure	1-2:	 S-MIF	 (∆33S;	 blue	diamonds	and	 ‘+’	 symbols)	and	oxygen	 isotope	mass-independent	

fractionation	 (O-MIF,	 ∆17O;	 red	 crosses,	 circles,	 and	 squares)	 data	 from	 the	 geological	 record	

plotted	against	age	throughout	Earth	history,	adapted	from	Bao	(2015).	Large	S-MIF	and	no	O-

MIF	before	~2.45	Ga	 indicate	low	pO2.	Non-zero	O-MIF	and	no	S-MIF	since	~2.45	Ga	 indicate	O2	

mixing	ratios	greater	than	2.1×10-6.	S-MIF	data	shown	by	blue	‘+’	symbols	and	O-MIF	data	shown	

by	red	crosses	was	compiled	by	Crockford	et	al.	(2019).	S-MIF	data	shown	by	blue	diamonds	and	O-
MIF	data	shown	by	red	squares	was	compiled	by	Bao	(2015).	O-MIF	data	shown	by	red	circles	is	

from	Warke	et	al.	(2020a)	and	Pettigrew	et	al.	(2020).		
	

Large S-MIF pre-GOE 

No O-MIF 

Large O-MIF post-GOE 

No S-MIF 
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The	 large	 regions	 marked	 ‘compatible	 with	 some	 proxies’	 in	 Kump’s	 (2008)	

summary	 (pale	 grey	 shading	 on	 Figure	 1-1)	 show	 that	 significant	 uncertainty	

remains	for	the	Proterozoic	(~2.45	Ga	–	542	Ma).	The	lack	of	S-MIF	in	Proterozoic	

sediments	indicates	oxygen	mixing	ratios	over	2.1×10-6,	as	mentioned,	but	there	is	

a	 lack	 of	 other	 such	 compelling	 evidence	 to	 reduce	 uncertainty	 further.	 Various	

proxies,	including	chromium	isotope	ratios,	palaeosol	proxies	and	oxygen	isotope	

ratios	 have	 been	 used	 to	 further	 constrain	 oxygen	 levels	 during	 this	 interval,	 as	

explained	below,	but	uncertainty	remains.	For	most	of	the	Phanerozoic	(542	Ma	–	

present),	oxygen	mixing	ratios	are	thought	to	have	been	fairly	high	(>	~10%),	in	the	

wake	of	either	a	‘Neoproterozoic	Oxygenation	Event’	(NOE;	Och	and	Shields-Zhou,	

2012;	Shields-Zhou	and	Och,	2011)	or	a	more-recently	proposed	 ‘Neoproterozoic	

Oxygenation	Window’	followed	by	a	‘Palaeozoic	Oxygenation	Event’	(Krause	et	al.,	

2018;	Lenton	et	al.,	2018;	Tostevin	and	Mills,	2020).	

	

Thus,	the	Earth’s	atmosphere	has	been	transformed	from	one	with	trace	amounts	of	

free	molecular	oxygen,	to	one	in	which	it	is	its	second	greatest	constituent	(after	N2,	

which	 makes	 up	 around	 78%).	 In	 this	 thesis,	 I	 am	 particularly	 concerned	 with	

constraining	oxygen	levels	since	the	GOE,	with	an	aim	towards	reducing	uncertainty	

evident	from	Figure	1-1.	In	the	next	two	subsections,	I	discuss	in	further	detail	the	

existing	 evidence	 that	 has	 been	 used	 to	 put	 constraints	 on	 oxygen	 levels	 in	 the	

Proterozoic	and	Phanerozoic.	

	

 – Proterozoic oxygen levels 

The	 red	 shading	 in	 Figure	 1-1	 shows	 the	 oxygen	 levels	 over	 Earth	 history	 as	

summarised	by	Lyons	et	al.	(2014).	For	the	Proterozoic,	this	review	shows	a	little	

more	 detail,	 and	 contests	 the	 traditional	 assumption	 that	 oxygen	 variation	 over	

Earth	 history	 has	 been	 purely	 unidirectional.	 In	 particular,	 the	 proposed	 large	

increase	in	oxygen	levels	just	after	the	GOE,	followed	by	a	decrease	within	~200	Myr	

is	known	as	the	Lomagundi	Event.	Subsequently,	Lyons	et	al.	(2014)	extend	their	

constraints	on	the	lower	limit	of	pO2	after	the	Lomagundi	Event	to	values	more	than	

an	order	of	magnitude	smaller	than	the	traditional	lower	limit	of	2.1×10-3.	Here,	I	
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discuss	the	different	proxies	proposed	to	give	insight	as	to	oxygen	levels	during	the	

Proterozoic.	

	

1.1.1.1 – Lomagundi carbon isotope excursion 

A	 large	 carbon	 isotope	 excursion	 in	 carbonates	 has	 been	 proposed	 to	 indicate	 a	

rapid	increase	to	temporarily	high	pO2	between	2.22	Ga	and	2.06	Ga	(Karhu,	1993;	

Karhu	and	Holland,	1996).	The	high	δ13C	values	suggest	increased	organic	carbon	

burial,	which	could	have	been	an	increased	source	of	O2	to	the	atmosphere.	Further	

evidence	includes	high	carbonate-associated	sulphate	concentrations	and	relatively	

small	variations	 in	δ34S	 in	such	sulphates	(Planavsky	et	 al.,	2012;	Schröder	et	al.,	

2008).	 Evaporites	 have	 also	 recently	 been	 shown	 to	 indicate	 seawater	 sulphate	

concentrations	of	more	than	10	ppm	at	~	2	Ga	(Blättler	et	al.,	2018).	These	features	

indicate	increased	oxidation	of	sulphur	as	opposed	to	burial	of	reduced	sulphur	as	

pyrite.	Minerals	with	increased	phosphate	concentrations	(phosphates)	increased	

in	occurrence	during	this	period,	indicative	of	an	increase	in	oxidative	weathering	

and	a	potential	cause	of	increased	biological	production	of	O2	(Lepland	et	al.,	2013;	

Papineau,	2010).	In	geological	time,	this	excursion	was	short,	and	decreased	fluxes	

of	 phosphate	 from	 weathering	 have	 been	 proposed	 as	 a	 cause	 of	 a	 decline	 in	

productivity	resulting	in	a	return	to	lower	O2	concentrations	(Bekker	and	Holland,	

2012).	

	

However,	uncertainty	remains	for	this	period	of	Earth	history.	Concurrent	low	and	

high	δ13C	in	the	same	sedimentary	sequence,	calculations	of	the	huge	and	potentially	

unrealistic	 quantity	 of	 organic	 carbon	 required	 to	 be	 buried	 to	 produce	 the	

excursion,	 facies-associated	 changes	 in	 δ13C,	 and	 basinal-scale	 explanations	 of	

sulphur	isotope	measurements	have	led	others	to	suggest	that	the	carbon	isotope	

excursion	 may	 represent	 regional	 rather	 than	 global	 Earth	 system	 changes	

(Bakakas-Mayika	et	al.,	2020;	Frauenstein	et	al.,	2009;	Paiste	et	al,	2020).	
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1.1.1.2 – The remainder of the Proterozoic 

Traditionally,	pO2	during	the	Proterozoic	is	thought	to	have	been	between	1%	and	

40%	 PAL	 (corresponding	 to	 mixing	 ratios	 between	 2.1×10-3	 and	 8.4×10-2).	 The	

lower	limit	came	from	evidence	supporting	the	occurrence	of	oxidative	weathering	

for	the	duration	of	the	Proterozoic	(Holland,	1994;	Rye	and	Holland,	1998),	and	the	

upper	 limit	 from	 evidence	 for	 some	 anoxia	 in	 oceans	 within	 this	 time	 period	

(Canfield,	1998;	2005).	For	example,	low	δ98/95Mo	values	have	indicated	deep	ocean	

euxinia	locally	for	at	least	parts	of	the	Proterozoic	(Arnold	et	al.,	2004).	

	

However,	more	recently	these	limits	have	been	contested	(see	e.g.	reviews	by	Lyons	

et	al.,	2014;	Planavsky	et	al.,	2018).	In	particular,	it	has	been	proposed	that	pO2	may	

have	 been	 lower	 than	 1%	 PAL.	 The	 picture	 of	 pO2	 levels	 over	 Earth	 history	 is	

complicated	 by	 disconnects	 between	 the	 atmosphere	 and	 the	 ocean	 –	 i.e.	 the	

atmosphere	 may	 become	 oxygen-rich,	 but	 the	 ocean	 may	 lag	 behind	 (Canfield,	

1998).	 This	 makes	 the	 use	 of	 marine	 pO2	 proxies	 more	 problematic	 for	 direct	

application	to	the	atmosphere.	

	

Some	 workers	 navigate	 this	 issue	 with	 careful	 ocean-atmosphere	 system	

consideration.	For	example,	detailed	ocean	mixing	models	have	been	used	 in	 the	

extrapolation	 of	 low-O2	waters	 (indicated	 by	 low	 cerium	 concentrations	 in	mid-

Proterozoic	marine	 carbonates)	 to	atmospheric	O2	mixing	 ratios	of	~	2.1×10-4	at	

1.87	 Ga	 (Bellefroid	 et	 al.,	 2018).	 Alternative	 avenues	 of	 research	 focus	 on	 the	

development	of	proxies	for	terrestrial	(as	opposed	to	marine)	oxidation,	as	follows.	

	

Chromium	isotope	ratios	are	a	proxy	for	Proterozoic	pO2,	since	their	fractionation	is	

highly	 dependent	 on	 redox	 reactions	 and	 requires	 a	 lower	 limit	 of	 atmospheric	

oxygen	(Frei	et	al.,	2009).	They	are	considered	an	indicator	of	terrestrial	rather	than	

marine	processes,	which	strengthens	them	as	a	proxy	for	atmospheric	pO2	(Frei	et	

al.,	2009;	Planavsky	et	al.,	2018).	Small	δ53Cr	values	in	geographically-widespread	

and	later,	temporally-widespread	sediments	older	than	0.8	Ga	compared	to	larger	

fractionations	 in	 the	 Neoproterozoic	 and	 Phanerozoic	 have	 been	 interpreted	 to	

suggest	 predominantly	 low	 redox	 cycling	 of	 chromium	 isotopes	 in	 the	 mid-
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Proterozoic,	due	to	pO2	levels	of	less	than	1%	PAL	(Cole	et	al.,	2016;	Planavsky	et	al.,	

2014).	This	constraint	comes	from	the	requirement	of	oxidised	Mn	from	which	Cr	

can	 become	 oxidised,	 and	oxidised	 Fe,	 such	 that	 oxidised	 Cr	 is	 not	 subsequently	

reduced	 (Planavsky	 et	 al.,	 2018).	 An	 observed	 increase	 in	 chromium	 isotope	

fractionations	during	the	late	Neoproterozoic	has	been	used	as	evidence	for	the	NOE	

as	a	second	step-increase	in	oxygen	(Frei	et	al.,	2009).	

	

However,	other	authors	report	more	variable	δ53Cr	values	also	between	0.8	and	1.1	

Ga	(Gilleaudeau	et	al.,	2016),	and	even	further	back	in	the	Mesoproterozoic	(Canfield	

et	al.,	2018),	with	the	latter	authors	arguing	that	this	instead	requires	pO2	>	1%	PAL.	

In	addition	to	discrepancies	regarding	the	presence	or	absence	of	chromium	isotope	

fractionation,	uncertainty	also	remains	pertaining	to	the	maximum	pO2	levels	that	

can	be	implied	by	a	lack	of	fractionation.	

	

A	fairly	novel	and	promising	alternative	proxy	for	ancient	atmospheric	pO2	is	triple	

oxygen	isotope	signatures.	The	details	of	these	observations	and	their	application	to	

modern	 and	 ancient	 environments	 is	 a	 major	 theme	 of	 this	 thesis,	 and	 will	 be	

discussed	in	more	detail	 in	Section	1.5.	However,	 it	 is	 important	 to	 introduce	the	

proxy	here,	and	briefly	review	how	it	has	aided	thinking	about	oxygen	levels	over	

time.		

	

Anomalous	triple	oxygen	isotope	signatures,	denoted	by	non-zero	∆17O	values,	are,	

in	 contrast	 to	 other	 existing	 geochemical	 proxies,	 a	 record	 of	 isotopic	 ratios	 of	

directly	captured	oxygen	atoms	from	palaeo-atmospheric	O2.	Such	signatures	are	

produced	by	mass-independent	fractionation	of	oxygen	isotopes	(O-MIF)	in	ozone	

formation	processes	(Section	1.5).	Non-zero	∆17O	therefore	requires	the	presence	of	

a	stratospheric	ozone	layer,	and	photochemical	modelling	by	Kasting	and	Donahue	

(1980)	and	Segura	et	al.	(2003)	has	indicated	that	O2	mixing	ratios	must	be	2.1×10-	4	

(10-3	PAL)	or	greater	to	allow	an	ozone	layer	to	exist.	The	presence	of	non-zero	∆17O	

in	 Proterozoic	 and	 Phanerozoic	 sulphates	 (in	 which	 O-MIF	 is	 predominantly	

preserved	 in	 the	geological	 record)	has	 therefore	been	used	 to	propose	 that	pO2	

must	 have	 been	 at	 least	 2.1×10-4	 for	 intervals	 of	 geologic	 time	 since	 the	 GOE	
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(Crockford	et	al.,	2019).	In	Chapter	3,	we	will	revise	and	extend	the	photochemical	

models	on	which	this	value	is	based.	

	

The	non-zero	∆17O	values	provide	a	potential	lower	limit	for	Proterozoic	pO2,	but	

extremely	negative	values	of	less	than	-0.5‰	(see	Figure	1-2),	especially	during	the	

mid-Proterozoic,	 have	 been	 counter-intuitively	 suggested	 to	 require	 a	 very	 low	

photosynthetic	 O2	 flux	 to	 the	 atmosphere,	 which	 is	 intricately	 linked	 to	 pO2	

(Crockford	 et	 al.,	 2018;	Ozaki	 et	 al.,	 2018;	 Planavsky	 et	 al.,	 2018;	 2020).	 Like	 Cr	

isotopes,	 the	∆17O	record	 is	a	 terrestrial	proxy,	because	non-zero	∆17O	values	are	

incorporated	 into	 geological	 sulphates	 via	 oxidation	 in	 the	 atmosphere.	

Development	of	an	O-MIF	proxy	for	pO2	levels	requires	systematic	exploration	of	O-

MIF	in	a	1-D	photochemical	model,	which	is	the	subject	of	Chapters	4,	5	and	6.	

	

 – Phanerozoic oxygen levels 

Phanerozoic	oxygen	levels	are,	in	comparison,	relatively	well	constrained	as	above	

~10%.	Evidence	for	elevated	Phanerozoic	pO2	relative	to	the	bulk	of	the	Proterozoic	

includes	interpretation	of	carbon	and	sulphur	isotope	ratios	(δ13C	and	δ34S;	see	e.g.	

review	by	Berner	et	al.,	2003).	Burial	of	organic	carbon	and	pyrite	are	sources	of	O2	

to	 the	atmosphere	and	processes	which	 result	 in	 the	 removal	of	 lighter	 isotopes	

from	the	seawater	in	which	carbonates	and	sulphates	form	(Berner,	2006;	Berner	

and	Canfield,	1989).	 Increased	burial	can	therefore	be	detected	 in	 increased	δ13C	

and	δ34S	 in	 these	rocks.	Accordingly,	additional	structure	 in	pO2	variation	 for	 the	

Phanerozoic	 has	 been	 calculated	 from	 δ34S	 and	 δ13C	 by	 several	 biogeochemical	

model	 studies.	 These	 include	 inverse	 (e.g.	 GEOCARBSULF	 (Berner,	 2006;	 2009);	

GEOCARBSULFOR	(Krause	et	al.,	2018))	and	forward	(e.g.	COPSE	(Bergman	et	al.,	

2004;	Lenton	et	al.,	2018;	Tostevin	and	Mills,	2020))	modelling	approaches.	One	of	

the	most	recently-developed	models	predicts	pO2	oscillating	between	2%	and	11%	

during	the	Cambrian	and	Ordovician,	before	a	step	increase	to	higher	pO2,	close	to	

modern	 concentrations	 in	 the	 Devonian	 (Krause	 et	 al.,	 2018).	 The	 model	 then	

predicts	high	pO2	for	the	remainder	of	the	Phanerozoic,	with	a	peak	of	between	30%	

and	35%	in	the	early	Mesozoic.	Further	constraints	for	the	last	~400	Myr	come	from	
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a	 continuous	 charcoal	 record,	probably	 requiring	pO2	within	 the	 following	 lower	

and	upper	limits.	Wood	would	not	burn	at	levels	lower	than	~15%,	but	oxygen	levels	

higher	than	30%	would	cause	spontaneous	and	runaway	forest	fires,	which	would	

consume	all	plant	matter	(Bergman	et	al.,	2004;	Glasspool	and	Scott,	2010;	Glasspool	

et	al.,	2015;	Lenton,	2013).	

	

One	reason	the	nature	of	O2	concentrations	during	the	Proterozoic	and	Phanerozoic	

is	 of	 particular	 interest	 to	 a	 multidisciplinary	 scientific	 community	 is	 the	

implications	on	the	relationship	between	atmospheric	composition	and	biological	

evolution,	since	changes	in	atmospheric	composition	and	evolutionary	steps	appear	

to	be	temporally	coeval	at	several	points	in	Earth	history.	Some	believe	the	NOE	to	

be	a	necessary	step	to	allow	for	the	emergence	and	evolution	of	animals,	which	is	a	

hypothesis	supported	by	evidence	for	low	pO2	previous	to	the	NOE,	and	challenged	

by	evidence	for	established	high	pO2	by	the	late	Neoproterozoic	(see	review	by	Cole	

et	al.,	2020).	More	recently	in	the	Earth’s	history,	the	evolution	of	land	plants	and	

large-bodied	organisms	are	often	connected	to	hypothesised	peaks	in	pO2	(e.g.	Dahl	

et	 al.,	 2010;	 Lenton	 et	 al.,	 2018).	 A	 better	 understanding	 of	 the	 history	 of	

atmospheric	O2	is	therefore	of	importance	to	a	number	of	fields,	and	further	work	

in	this	arena	will	aid	both	the	understanding	of	our	own	planet’s	history	and	that	of	

other	terrestrial	planets	in	the	galaxy.	

	

 – Carbon dioxide in the atmosphere over Earth history 

Although	the	evolution	of	pO2	in	the	Earth’s	atmosphere	is	the	dominant	theme	of	

this	thesis,	changes	in	pCO2	in	palaeo-atmospheres	are	also	important	in	forming	a	

picture	of	 the	ancient	Earth’s	 conditions	and	habitability.	Estimates	of	CO2	 levels	

over	 Earth	 history	 are	 of	 particular	 interest	 for	 this	 thesis,	 because	 the	 oxygen	

isotope	 model	 developed	 in	 Chapters	 4-6	 is	 able	 to	 predict	 ∆17O	 values	 under	

various	 pCO2	 conditions,	 and	 is	 able	 to	 attempt	 to	 explain	 geological	 ∆17O	

measurements	 in	 terms	 of	 potential	 pCO2.	 In	 this	 section,	 I	 therefore	 briefly	

introduce	existing	proxies	and	estimates	for	pCO2	over	the	Earth’s	history,	which	are	

illustrated	in	Figure	1-3.	
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Early	estimates	for	CO2	evolution	were	based	on	the	faint	young	Sun	paradox	(Sagan	

and	Mullen,	1972).	Since	the	Sun	has	been	increasing	in	luminosity	over	its	lifetime,	

giving	 out	 only	 70%	 of	 its	 current	 radiation	 during	 the	 Archaean,	 the	 assumed	

continuous	 presence	 of	 liquid	 water	 indicates	 the	 influence	 of	 a	 stronger	

greenhouse	effect	in	the	past.	Assuming	that	CO2	was	an	important	greenhouse	gas	

over	 the	 Earth’s	 history,	 theoretical	 estimates	 suggested	 that	 at	 4.5	 Ga,	 the	

atmosphere	 had	 0.1-10	 bar	 CO2	 (~350-35,000	 times	 preindustrial	 atmospheric	

levels	(PAL)),	decreasing	to	0.02-0.25	bar	(~71-890	PAL)	at	~2.5	Ga	and	10-4-0.025	

bar	 (~0.35-90	 PAL)	 by	 ~0.8	 Ga	 (Kasting	 1987,	 1990,	 1993).	 (Here,	 we	 define	

‘preindustrial	atmospheric	levels’	as	280	ppm,	a	mixing	ratio	of	2.8×10-4	or	a	surface	

concentration	 of	 2.8×10-4	 bar.)	 Other	 climate	 models	 have	 also	 used	 a	 similar	

approach.	For	example,	the	1-D	climate	model	of	Haqq-Mirsa	et	al.	(2008)	required	

more	than	~70-110	PAL	at	around	2.8	Ga.	Also,	Wolf	and	Toon	(2014),	used	a	3-D	

global	circulation	model	(GCM)	to	propose	that	pCO2	between	~50	and	~700	PAL	

for	3.8	Ga	and	between	~9	and	~140	PAL	for	2.5	Ga	was	sufficient	to	sustain	modern	

surface	temperatures	with	weaker	solar	fluxes.	

	

In	 addition,	 various	 proxies	 from	 the	 geological	 record	 have	 been	 proposed	 to	

indicate	pCO2.	One	of	the	most	promising	is	palaesol	proxies,	in	which	pCO2	can	be	

estimated	 from	 the	 extent	 of	 weathering	 of	 cations,	 by	 measuring	 cation/trace	

element	concentrations	(Driese	et	al.,	2011;	Mitchell	and	Sheldon,	2010;	Sheldon,	

2006;	Sheldon,	2013).	Sheldon	(2013)	thereby	suggested	a	long-term	decline	in	pO2	

between	1.8	Ga	and	1.1	Ga	of	45.2	PAL	to	1.18	PAL.	GCM	results	show	that	the	fairly	

low	pCO2	estimates	from	this	method	for	the	mid-Proterozoic	can	be	consistent	with	

the	faint	young	Sun	and	a	lack	of	glaciation	if	the	concentrations	of	other	greenhouse	

gases	such	as	methane	were	higher	(Fiorella	and	Sheldon,	2017).	

	

Other	 proxies	 include	 carbon	 isotope	 fractionations	 in	 1.4	 Ga	 microfossils,	

indicating	that	the	carbon	fixation	pathway	of	the	organism	seems	to	have	required	

pCO2	 between	 20	 and	 100	 times	 PAL	 (Kaufman	 and	 Xiao,	 2003).	 Evidence	 for	
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calcification	by	cyanobacteria	at	1.047	Ga	(date	revised	from	1.2	Ga	by	Gibson	et	al.	

(2018))	requires	pCO2	less	than	~13	PAL	(Kah	and	Riding,	2007).	

	

As	well	as	potentially	addressing	mid-Proterozoic	pO2,	large,	negative	∆17O	values	

from	 635	 Ma	 sulphates	 have	 been	 proposed	 as	 evidence	 for	 high	 pCO2	 in	 the	

aftermath	of	a	Snowball	Earth	event,	though	this	is	debated	(Bao	et	al.,	2008;	2009;	

Cao	and	Bao.	2013;	Sansjofre	et	al.,	2011;	Young	et	al.,	2014).	A	more	detailed	review	

of	pCO2	for	this	time	period	can	be	found	in	Section	1.5.2.	

Wolf & Toon 
(2014)

Kasting
(1987)

Haqq-Misra+ 
(2008)

Sheldon 
(2006; 2013)

Kaufman & 
Xiao (2003)

Kah & Riding 
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Phanerozoic
(e.g. Royer, 

2014)

Wolf & Toon 
(2014)
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(2006)

Kasting
(1987)

Kasting
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(2014)

Figure	1-3:	Proxies	and	modelling	constraints	for	carbon	dioxide	levels	over	Earth	history.	

Model	 estimates	 of	 pCO2	 from	 considerations	 of	 the	 faint	 young	 Sun	 are	 shown	by	 dark	 blue	

(Kasting,	1987)	and	purple	(Wolf	and	Toon,	2015)	vertical	bars,	and	pink	arrow	indicating	upper	

limit	from	Haqq-Misra	(2008).	Green	points	indicate	pCO2	estimates	for	palaeosol	studies	from	

Driese	et	al.	(2011;	triangle),	Sheldon	(2006;	squares)	and	Sheldon	(2006;	2013;	circles).	Error	

bars	 (thin	 green	 lines)	 are	 shown	 with	 each	 green	 point,	 and	 the	 dotted	 line	 indicates	 the	

proposed	decrease	in	pCO2	between	1.8	Ga	and	1.1	Ga	(Sheldon,	2013).	Other	vertical	bars	are	

not	error	bars,	but	indicate	estimates	from	microfossils	(Kaufman	and	Xiao,	2003;	dark	orange),	

and	three	estimates	of	pCO2	at	635	Ma	(Bao	et	al.,	2008;	2009	(pale	blue);	Sansjofre	et	al.,	2011	

(teal);	Young	et	al.,	2014	(pale	pink)).	The	upper	limit	from	Kah	and	Riding	(2007)	is	shown	by	

the	pale	orange	arrow;	note	the	date	was	revised	from	1.2	Ga	by	Gibson	et	al.	(2018).	Crude	upper	

and	limits	for	the	Phanerozoic	are	indicated	by	the	pale	green	lines	and	arrows	(based	on	Berner	

(2008)	 and	 Royer	 (2014)).	 Grey	 dotted	 line	 indicates	preindustrial	 atmospheric	 levels	 (PAL),	

assumed	to	be	2.8×10-4	here.	Please	note	that,	where	authors	have	presented	data	in	PAL	(where	

they	either	mean	preindustrial	or	present	atmospheric	levels),	I	have	assumed	that	1	PAL	is	equal	

to	a	mixing	ratio	of	3.7×10-4	for	Driese	et	al.	(2011),	Kaufman	&	Xiao	(2003)	and	Sheldon	(2006;	

green	squares	only),	and	that	1	PAL	is	equal	to	a	mixing	ratio	of	2.8×10-4	for	Sheldon	(2013;	green	

circles).	
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For	 the	 Phanerozoic,	 carbon	 (and	 sulphur)	 cycle	 models	 account	 for	 sinks	 and	

sources	of	these	elements	over	a	range	of	timescales	to	calculate	the	atmospheric	

pCO2,	 consistent	with	C	and	S	 isotope	values	 from	 the	geological	 record	 (e.g.	 the	

GEOCARB	 family	 of	models;	 Berner,	 2006;	 Royer	 et	 al.,	 2014)	 or	 cycles	 of	 other	

nutrients	and	primary	productivity	(e.g.	COPSE,	Berner	et	al.,	2004;	Lenton	et	al.,	

2018).	

	

Model	outputs	can	be	compared	to	proxies	such	as	plant	stomata	densities	(Royer,	

2001;	Woodward,	 1987),	 boron	 isotope	 fractionations	 (!11B)	 and	 B/Ca	 ratios	 in	

carbonates	 (e.g.	 Pearson	 and	 Palmer,	 1999;	 Yu	 et	 al.,	 2007),	 the	 carbon	 isotope	

composition	of	phytoplankton	and	liverworts	(Figge	and	White,	1995;	Fletcher	et	

al.,	2005;	Popp	et	al.,	1989;	White	et	al.,	1994),	the	presence	of	the	mineral	nahcolite	

(Eugster,	1966;	Jagniecki	et	al.,	2015)	and	temperature	reconstructions	for	the	last	

~70	Ma	from	!18O	values	(e.g.	Zachos	et	al.,	2008).	Ice	cores	provide	a	direct	record	

of	pCO2	for	the	last	800	kyr.	Since	Phanerozoic	pCO2	is	not	a	key	aspect	of	this	thesis,	

I	will	not	go	into	the	details	of	these	proxies,	but	for	a	review,	see	Royer	(2014).	

	

Overall,	 the	 evolution	 of	 pCO2	 seems	 to	 have	 been	 a	 broad	 decrease	 from	much	

higher	levels	during	the	Archaean.	For	periods	closer	to	modern,	evidence	is	more	

abundant	and	finer	details	can	be	resolved	through	a	range	of	geochemical	proxies	

and	modelling	methods.	For	the	application	of	the	oxygen	isotope	model	developed	

in	this	thesis,	we	focus	mostly	on	intervals	in	which	large,	negative	∆17O	values	have	

been	found	(i.e.	1.4	Ga	and	635	Ma).	Our	discussion	in	Chapter	6	regarding	pCO2	will	

therefore	focus	on	these	two	points	in	time.	

	

 – Ozone and O2 

Ozone	 is	 also	 an	 important	 gas	 in	 the	 modern	 atmosphere,	 which	 features	

considerably	in	this	thesis.	Ozone	is	closely	related	to	O2	and	is	a	key	species	in	the	

production	 of	 O-MIF	 in	 the	 atmosphere.	 In	 this	 section,	 I	 briefly	 describe	 the	

relationship	between	atmospheric	O2	and	O3	 formation.	For	model	predictions	of	

ozone	with	proposed	O2	level	(e.g.	Kasting	and	Donahue,	1980;	Kasting	et	al.,	1985;	
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Segura	et	al.,	2003;	Zahnle	et	al.,	2006),	which	we	build	on	in	this	thesis,	see	Chapter	

3.	

	

O3	is	a	 trace	gas	whose	 formation	 is	dependent	on	O2	and	 its	photolysis	products	

(simplified	here	as	O),	as	shown	by	the	Chapman	reactions	(Chapman,	1930)	below:	

	

<= + ℎ@	 → < + <	for	B < 242	EF		 	 (R1.1)	

< + <= +G	 → <H + G		 	 	 (R1.2)	

<H + ℎ@	 → <= + <	for	B < 290	EF		 (R1.3)	

<H + < → <= + <=		 	 	 	 (R1.4)	

	

where	M	 is	 a	 third	 body	 (generally	 N2	 or	 O2),	 and	 hv	 are	 photons	 of	 the	 stated	

wavelength.	

	

Reactions	R1.2	and	R1.3	are	kinetically	fast,	so	O3	can	be	considered	to	be	instantly	

produced	and	destroyed,	with	overall	steady-state	concentrations	set	by	variations	

in	the	slower	reactions	R1.1	and	R1.4.	The	net	rate	of	R1.4	is	catalytically	enhanced	

by	additional	species	(e.g.	OH,	NOx,	ClOx).	Ozone	concentrations	in	the	modern	(pre-

anthropogenic)	atmosphere	peak	in	the	stratosphere,	whereas	the	number	densities	

of	many	other	atmospheric	species	decrease	upwards	following	the	barometric	law.	

This	 stratospheric	 ‘ozone	 layer’	 results	 from	 a	 balance	 between	 increased	 O3	

formation	by	reaction	R1.2	at	lower	altitudes	with	greater	atmospheric	density	and	

increased	O	production	at	higher	altitudes	due	to	O2	photolysis	(R1.1).	

	

 – Models and triple oxygen isotopes 

The	discussion	in	Sections	1.1	and	1.2	shows	that	various	models,	in	combination	

with	geological	proxies,	have	been	used	to	help	interpret	geological	observations	in	

terms	of	atmospheric	oxygen	and	CO2	evolution.	For	O2,	the	main	focus	of	this	thesis,	

these	 include	 1-D	 photochemical	 models	 incorporating	 sulphur	 isotopes,	 which	

examine	reducing	and	oxidising	atmospheres	either	side	of	 the	GOE	in	particular	

(Claire	et	al.,	2014;	Pavlov	and	Kasting,	2002),	as	well	as	biogeochemical	models,	
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many	of	which	centre	on	the	interpretation	of	geochemical	proxies	over	more	recent	

geological	 history	 (e.g.	 Krause	 et	 al.,	 2018).	 I	 have	 also	 highlighted	 the	 growing	

potential	of	the	utility	of	O-MIF,	dependent	on	O3	formation	(Section	1.3),	which	has	

already	been	investigated	by	box	models	implementing	Monte	Carlo	approaches	to	

account	for	uncertainty	(e.g.	Crockford	et	al.,	2018;	Planavsky	et	al,	2018;	2020).	For	

the	remainder	of	this	chapter,	I	examine	the	background,	mechanisms	and	existing	

and	potential	applications	of	this	upcoming	proxy.	

	

 – Mass-independent fractionation of oxygen isotopes 

There	 are	 three	 stable	 isotopes	 of	 oxygen.	 The	 lightest	 isotope,	 16O	 contributes	

99.762%	of	the	abundance	of	oxygen	atoms	in	the	Solar	System	(Bao	et	al.,	2016),	

compared	to	heavier	and	rarer	isotopes	17O	(0.038%)	and	18O	(0.2%).	In	general	on	

Earth,	the	three	isotopes	of	oxygen	fractionate	mass-dependently.	The	magnitude	of	

mass-dependent	 fractionation	can	be	can	be	quantified	by	comparing	the	ratio	of	

18O	or	17O	to	16O	in	a	sample	to	the	ratio	in	a	standard,	through	the	equation:	

	

!J< = 	LM
( NJ )OPQRST

U NJ V
OWPXYPZY

[ − 1]	
(Eq.	1-1)	

where:	

	
NJ =	^ OJ

O16_ `	 (Eq.	1-2)	

and	a	=	17	or	18.	

	

For	oxygen	isotopes,	the	δ17O	and	δ18O	are	in	units	of	parts	per	thousand	(permil;	

‰),	and	the	standard	isotope	ratio	is	that	of	Vienna	Standard	Mean	Ocean	Water	

(VSMOW).	

	

The	 mass-dependent	 behaviour	 of	 oxygen	 isotopes	 can	 be	 exploited	 by	 various	

geological	applications.	For	example,	in	palaeoclimate	studies,	δ18O	in	ice,	seawater	

or	carbonates	is	a	proxy	for	a	combination	of	ice	volume	and	temperature	because	

of	mass-dependent	fractionation	processes	acting	in	evaporation	and	precipitation,	
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and	 their	 temperature-dependence	 (Broecker	 and	 van	 Donk,	 1970;	 Mix	 and	

Ruddiman,	1984;	Shackleton,	1967).	

	

Since	most	oxygen	 isotope	 fractionation	processes	on	Earth	are	mass-dependent,	

most	 materials	 fall	 along	 the	 terrestrial	 fractionation	 line	 (TFL).	 Different	

definitions	have	been	used	by	different	authors,	but	in	this	thesis,	the	TFL	is	defined	

according	to	the	relation:	

	 ! <bc =	0.528	×	! <bd 	 (Eq.	1-3)	

	

The	 TFL	 is	 shown	 by	 the	 black	 dashed	 line	 in	 Figure	 1-4.	 Mass-independent	

fractionation	occurs	when	processes	cause	species	to	deviate	from	this	relation,	and	

the	extent	of	mass-independent	fractionation,	∆17O,	is	given	by:	

	

	 ∆ <bc = 	! <bc − 	0.528	×	! <bd 	
(Eq.	1-4)	

	

I	have	chosen	to	define	the	TFL	and	∆17O	 in	most	work	presented	here	using	the	

linear	 definition,	 and	 a	 slope	 of	 0.528	 (Eqs.	 1-3	 and	 1-4),	 but	 for	 a	 review	 of	

definitions	used	in	the	literature,	see	Bao	et	al.	(2016).	

	

The	only	known	source	of	O-MIF	on	Earth	is	in	the	reactions	that	form	stratospheric	

ozone	 (R1.3,	 Section	1.3),	which	gains	an	oxygen	 isotope	anomaly,	∆17O,	of	~25-

35‰	 (Johnston	 and	 Thiemens,	 1997;	 Krankowsky	 et	 al.,	 1995;	 2000;	 2007;	

Laemmerzahl	 et	 al.,	 2002;	 Mauersberger,	 1987;	 Mauersberger	 et	 al.,	 2001;	

Thiemens	and	Heidenreich,	1983).	This	signal	is	then	propagated	through	chemical	

reactions	to	other	atmospheric	species	(Thiemens,	2006).	CO2	and	H2O2,	along	with	

nitrate,	sulphate	and	perchlorate	aerosols	in	the	atmosphere	gain	a	positive	∆17O,	

diluted	from	the	stratospheric	ozone	signal	(e.g.	Bao	and	Gu,	2004;	Michalski	et	al.,	

2003;	Savarino	et	 al.,	 2000;	Savarino	and	Thiemens,	1999;	Yung	et	 al.,	 1991).	To	

conserve	mass,	atmospheric	O2	gains	a	negative	∆17O	(Luz	and	Barkan,	1999).	The	

absolute	magnitude	of	∆17OO2	 in	 the	modern	atmosphere	 is	 very	 small	 (~-0.529)	

according	to	our	definition	in	Equations	2-3	and	2-4,	because	the	anomaly	is	spread	

over	a	large	reservoir	(Barkan	and	Luz,	2005;	Blunier	et	al.,	2002).	Figure	1-4	shows	
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the	existing	observations	of	δ17O	and	δ18O	for	various	atmospheric	species	(squares	

and	circles)	in	relation	to	the	TFL.	Stratospheric	ozone	(dark	blue,	filled	squares)	

has	the	largest	δ17O	and	δ18O	values,	since	this	is	the	source	of	the	mass-independent	

fractionation.	 While	 predominantly	 anthropogenically-produced,	 tropospheric	

ozone	 also	 has	 a	 large	 O-MIF.	 Additionally	 shown	 are	 anomalous	 isotopic	

compositions	 of	 species	 measured	 in	 rainwater	 (‘×’	 symbols)	 and	 from	 dry	

deposition	on	the	Earth’s	surface	(‘+’	symbols).	

	

TFL: δ
17 O = 0.528×δ18 O

δ1
7 O = 

δ1
8 O

O2

CO2 
(trop.)

CO2 
(strat.)

H2O2

SO4

NO3

O3 
(trop.)

O3 
(strat.)

ClO4

SMOW

Figure	1-4:	Oxygen	isotope	compositions	of	some	atmospheric	species,	based	on	Figure	

7	 from	 Thiemens	 (2006).	 Stratospheric	 (filled	 squares,	 for	 O3	 and	 CO2	 only),	

tropospheric	(unfilled	circles),	rainwater	(crosses)	and	surface	deposit	(plus	symbols)	

isotopic	compositions	are	shown	with	colours	for	each	species	(Bao	and	Gu,	2004;	Bao	

et	al.,	2001;	Barkan	and	Luz,	2005;	Geng	et	al.,	2014;	Jackson	et	al.,	2010;	Johnston	and	

Thiemens,	1997;	Krankowsky	et	al.,	1995;	2000;	2007;	Lämmerzahl	et	al.,	2002;	Lee	
and	Thiemens,	2001;	Liang	et	al.,	2017;	Michalski	et	al.,	2004;	2005;	Morin	et	al.,	2009;	

Savarino	and	Thiemens,	1999;	Savarino	et	al.,	2007;	2013;	Thiemens	et	al.,	2014;	Vicars	

and	Savarino,	2014;	Wiegel	et	al.,	2013).	Standard	Mean	Ocean	Water	(SMOW)	has	a	

composition	 at	 the	 origin,	 shown	 by	 the	 grey	 cross.	 For	 reference,	 the	 Terrestrial	

Fractionation	Line	and	a	line	of	gradient	1	are	shown	(black	dashed	and	grey	dotted	

lines	respectively).	

	
	



1 – Introduction & Literature Review 

	 20	

In	the	 following	sections,	 I	describe	the	current	status	of	understanding	on	triple	

oxygen	 isotope	 measurements	 in	 the	 modern	 atmosphere,	 rainwater,	 deposited	

materials,	 and	 the	 geological	 record.	 I	 have	 two	 particular	 emphases	 in	 these	

sections:	1)	a	discussion	of	different	oxygen	isotope	models	applied	to	the	modern	

and	ancient	atmosphere;	and	2)	a	discussion	of	how	O-MIF	in	the	geological	record	

can	contribute	towards	an	understanding	of	palaeo-atmospheres.	

	

 – How have oxygen isotope models aided understanding of ∆17O in 

the modern Earth system? 

Various	modelling	efforts	have	aimed	to	interpret	the	way	in	which	the	triple	oxygen	

isotope	 anomaly	 is	 formed	 in	 stratospheric	 ozone	 and	 transferred	 to	 other	

atmospheric	 species	 and	 into	 species	 that	 are	 preserved	 in	 rocks.	 This	 section	

discusses	some	of	the	key	atmospheric	species	which	gain	O-MIF	signals.	

	

1.5.1.1 – CO2 and O2 

Atmospheric	CO2	gains	a	large,	positive	O-MIF	value	in	the	stratosphere,	while	O2	

consequently	gains	a	negative	∆17O	value.	The	∆17O	values	of	tropospheric	CO2	and	

O2	 are	 greatly	 influenced	 by	 atmospheric	 composition	 and	 fluxes	 of	 gases	 from	

Earth’s	 surface,	 making	 preserved	 signals	 interesting	 proxies	 for	 palaeo-

atmospheres.	In	this	section	I	will	discuss	the	factors	that	affect	∆17O	values	of	CO2	

and	O2	in	the	modern	atmosphere,	in	order	to	better	understand	these	influences	

for	application	to	the	past.	

	

Some	of	the	first	modelling	studies	to	examine	the	way	in	which	the	oxygen	isotope	

anomaly	 is	 transferred	 from	 stratospheric	 ozone	 focussed	 on	 its	 propagation	 to	

atmospheric	CO2.	Stratospheric	CO2	has	a	high	∆17O	value	(	Alexander	et	al.,	2001;	

Boering	et	al.,	2004;	Lämmerzahl	et	al.,	2002;	Thiemens	et	al.,	1995;	Wiegel	et	al.,	

2013).	Yung	et	al.,	(1991)	and	Yung	et	al.	(1997)	used	a	1-D	photochemical	model	

including	additional	key	species	O	and	O(1D)	(a	photolysis	product	of	O3)	to	explore	

the	 atmospheric	 photochemistry	 pertaining	 to	 the	 relationships	 between	 these	

species.	Initially,	only	18O	and	16O	were	incorporated	into	the	model,	but	tracing	of	
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the	 heavy	 isotopes	 led	 to	 their	 conclusion	 that	 the	 positive	 ∆17O	 from	 ozone	 is	

transferred	to	CO2	via	the	exchange	reaction	with	O(1D),	via	the	intermediate	CO3*	

(see	Figure	1-5a;	Yung	et	 al.,	1991).	With	 the	 inclusion	of	 17O,	Yung	et	 al.	 (1997)	

investigated	 the	 sensitivity	 of	 model-predicted	 ∆17O	 to	 initial	 fractionations,	

fractionation	factors	and	reaction	rates,	in	order	to	match	experimental	∆17OCO2	data	

from	 Wen	 and	 Thiemens	 (1993),	 carried	 out	 to	 advance	 understanding	 in	 the	

exchange	of	heavy	isotopes	between	O3	and	CO2.	

	

In	2013,	Wiegel	et	al.	developed	a	kinetic	photochemical	model	to	simulate	the	∆17O	

of	 CO2	 under	 different	 conditions	 in	 the	 laboratory.	 In	 addition	 to	 the	 species	

included	in	the	Yung	et	al.	(1997)	model,	they	included	excited-state	O2	molecules	

O2(1∆)	 and	 O2(1Σ),	 and	 incorporated	 19	 core	 reactions	 (as	 well	 as	 isotopically-

substituted	reactions).	They	found	that,	at	least	for	the	laboratory	studies,	the	∆17O	

of	 the	 CO2	 produced	 could	 be	 fully	 explained	 by	 the	 fractionation	 effects	 in	 the	

formation	of	ozone,	and	that	no	other	fractionation	effects,	e.g.	in	ozone	photolysis,	

were	required	to	account	for	its	magnitude.	However,	they	did	highlight	sensitivities	

of	stratospheric	∆17OCO2	to	temperature	and	mass-dependent	fractionation	effects.		

While	stratospheric	∆17OCO2	is	high,	measurements	show	that	tropospheric	∆17OCO2	

is	close	to	0‰	(e.g.	Liang	et	al.,	2017;	Thiemens	et	al.,	2014).	This	is	due	to	rapid	

isotope	 exchange	 with	 water,	 which	 has	 a	 ∆17O	 value	 close	 to	 0‰	 in	 the	

troposphere.	 In	detail,	 tropospheric	∆17OCO2	can	vary	slightly	on	short	 timescales,	

due	to,	for	example,	the	El	Niño	Southern	Oscillation	(ENSO;	Thiemens	et	al.,	2014),	

but	these	variations	are	generally	smaller	than	the	ones	we	will	investigate	in	this	

thesis.		

	

In	addition	to	contributing	towards	an	understanding	of	the	propagation	of	O-MIF	

from	O3	to	CO2,	oxygen	isotope	models	have	also	constrained	relative	contributions	

of	 MIF	 and	 non-MIF	 sources	 to	 tropospheric	 O2.	 Throughout	 the	 atmospheric	

column,	O2	has	a	small,	negative	∆17O	(	Luz	et	al.,	1999;	Thiemens	et	al.,	1995).	Yung	

et	al.	(1997)	showed	that	a	negative	isotope	anomaly	is	produced	in	the	stratosphere	

as	the	result	of	mass	balance	as	CO2	becomes	enriched	via	reaction	with	O(1D).	The	

presence	of	CO2	allows	the	heavier	isotopes	to	be	preferentially	transferred	from	the	
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O2	 reservoir	 as	 O3-Ox	 is	 produced	 and	 destroyed.	 This	 leaves	 the	 O2	 reservoir	

depleted	in	heavy	isotopes	(Figure	1-5a).	However,	since	O2	makes	up	21%	of	the	

atmosphere,	the	magnitude	of	negative	∆17O	in	O2	is	much	smaller	than	the	positive	

∆17O	observed	 in	 the	smaller	O3	 reservoir	 (Blunier	et	 al.,	 2002;	Luz	et	 al.,	 1999).	

Mixing	from	the	stratosphere	decreases	the	∆17O	value	of	tropospheric	O2,	which	is	

also	 influenced	 by	 biologically-produced	 O2	 (Luz	 et	 al.,	 1999).	 The	 biological	

production	of	O2	includes	no	inherent	mass-independent	fractionation,	but	it	does	

fractionate	 oxygen	 isotopes	mass-dependently	 (Guy	 et	 al.,	 1993).	Due	 to	 slightly	

different	 δ17O-δ18O	 slopes,	 this	 can	 produce	 an	 apparent	 mass-independent	

fractionation	 (e.g.	 Young	 et	 al.,	 2002).	 These	 are	 evident	 given	 measurement	

precision	on	the	order	of	10	parts	per	million	(permeg),	but	are	generally	smaller	

than	the	permil	observations	that	are	the	primary	aim	of	this	thesis.	

	

Contributions	of	∆17O	in	tropospheric	O2	therefore	come	from	both	the	mixing	down	

of	 the	 negative	 anomalous	 stratospheric	 photochemical	 signal,	 and	 from	 mass-

dependent	effects	 that	do	not	perfectly	 lie	along	the	terrestrial	 fractionation	 line.	

Various	authors	have	attempted	to	quantify	the	relative	proportions	of	these	two	

influences	as	follows.	

	

Bao	et	al.	(2008)	estimated	that	83%	of	the	tropospheric	∆17O	value	comes	from	the	

stratosphere,	having	calculated	that	the	other	17%	is	a	result	of	a	slightly	different	

fractionation	slope	for	respiration.	However,	Young	et	al.	(2014)	use	a	4-box	model	

(with	 boxes	 for	 the	 stratosphere,	 troposphere,	 geosphere	 and	

hydrosphere/biosphere)	 to	 model	 the	 mixing	 ratios	 and	 oxygen	 isotope	

composition	of	O,	O(1D),	O2,	O3	and	CO2	for	the	modern	atmosphere.	Their	model	

incorporates	 57	 stratospheric	 reactions,	 as	 well	 as	 troposphere-stratosphere	

mixing,	 evapotranspiration,	 and	 respiration,	 to	 produce	 steady-state	 model	

atmospheres.	Comparison	of	models	run	with	and	without	evapotranspiration	and	

respiration	 led	 them	 to	 conclude	 that	 a	 much	 lower	 proportion	 (33%)	 of	 the	

tropospheric	∆17O	originated	in	stratospheric	photochemistry,	with	the	remainder	

being	the	result	of	 the	apparent	MIF	due	to	mass-dependent	biological	processes	

with	slightly	different	fractionation	slopes.	
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Three	factors	that	have	been	shown	to	affect	the	∆17O	of	tropospheric	O2	and/or	CO2	

are	 the	 photosynthetic	 O2	 flux	 to	 the	 atmosphere	 (also	 referred	 to	 as	 the	 gross	

primary	 productivity,	 GPP),	 and	 the	 atmospheric	 concentrations	 of	 CO2	 and	 O2	

(Figure	1-5).	

	

GPP	affects	the	triple	oxygen	isotope	composition	of	O2	in	the	troposphere,	because	

the	 flux	 of	 O2	 from	 photosynthesis	 in	 the	 biosphere	 has	 no	 mass-independent	

fractionations,	 though,	 as	 explained	 above,	 there	 may	 be	 small	 apparent	 mass-

independent	 fractionations	 due	 to	 different	 fractionation	 slopes	 (Blunier	 et	 al.,	

2002;	Luz	et	al.,	1999;	Young	et	al.,	2014).	This	results	in	a	dilution	of	the	larger-

magnitude	negative	O-MIF	signal	from	the	stratosphere	as	it	mixes	with	biologically	

produced	O2	in	the	troposphere	(see	Figure	1-5b).	Increased	biological	productivity	

would	therefore	act	to	reduce	tropospheric	∆17OO2	(Wing	et	al.,	2013).	

	

Luz	et	al	 (1999)	demonstrated	this	using	mass-balance	calculations	 in	a	 four-box	

model	(with	boxes	for	the	stratosphere,	troposphere,	biosphere	and	hydrosphere).	

Through	respiration,	oxygen	with	a	negative	∆17O	is	removed	from	the	atmosphere,	

and	photosynthesis	and	evapotranspiration	are	a	source	of	oxygen	with	no	mass-

independent	signature	(other	than	that	caused	by	a	difference	in	mass-dependent	

fractionation	 slope),	 resulting	 in	 a	 dilution	 of	 the	 stratospheric	 signal	 in	 the	

troposphere.	 They	 used	 their	 model	 to	 predict	 the	 global	 productivity	 of	 the	

biosphere	over	the	last	82	kyr,	from	triple	oxygen	isotopes	measured	in	gas-phase	

O2	 from	 ice	 cores.	Blunier	et	 al.	 (2002)	built	on	 this	work	by	using	a	 similar	box	

model	 (with	 boxes	 for	 the	 stratosphere,	 troposphere,	 ocean	 biosphere	 and	 land	

biosphere)	 to	 deduce	 oxygen	 fluxes	 to	 the	 atmosphere	 from	 average	 measured	

∆17OO2	 for	 the	 last	 60	 kyr.	 Values	 of	 ∆17O	 from	 the	 geological	 record	 have	 high	

potential	as	a	proxy	for	GPP	further	back	in	time	(see	e.g.	review	by	Wing,	2013).	

	

A	similar	observation	was	made	for	tropospheric	CO2.	For	example,	Thiemens	et	al.	

(2014)	investigated	a	correlation	between	Δ17OCO2	and	the	intensity	of	the	El	Niño	

Southern	Oscillation	observed	over	a	decade.	A	decrease	in	positive	Δ17O	values	of	

0.06‰	(60	permeg)	was	coincident	with	an	intense	ENSO	event,	and	various	causal	
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mechanisms	 were	 discussed.	 It	 was	 concluded	 that	 the	 most	 likely	 mechanism	

behind	the	apparent	ENSO-Δ17OCO2	 link	 is	an	ENSO-induced	 increase	 in	biological	

activity,	 and	 therefore	 an	 increase	 in	 isotopic	 exchange	 between	water	 and	 CO2	

(which	 takes	 place	 in	 plants).	 The	water	 would	 take	 on	 the	 MIF	 signal	 (though	

presumably	 mass	 balance	 requires	 that	 this	 would	 be	 negligible,	 due	 to	 the	

comparatively	 enormous	 reservoir	 of	 water	 at	 the	 Earth’s	 surface),	 and	 the	 CO2	

would	gain	a	less	anomalous	isotope	signal.	

	

Along	with	GPP	and	other	effects	of	the	biosphere,	various	authors	have	investigated	

the	 sensitivity	 of	 tropospheric	 ∆17OCO2	 and,	 in	 particular,	 ∆17OO2,	 to	 atmospheric	

levels	of	CO2	and	O2.	An	increase	of	pCO2	results	in	an	increased	sequestering	of	the	

heavier	 oxygen	 isotopes	 away	 from	 the	O2-Ox	 system	 and	 into	 the	 CO2	 reservoir	

(Figure	1-5a.2;	Yung	et	al.,	1997).	As	a	result,	the	O2	reservoir	becomes	increasingly	

depleted	 in	17O	and	18O	relative	to	16O,	 and	so,	all	else	equal,	an	 increase	 in	pCO2	

results	 in	 an	 increase	 in	 the	 negative	 magnitude	 of	 the	 ∆17OO2.	 Conversely,	 an	

increase	 in	pO2	 increases	the	rate	of	recombination	of	 the	photolysis	products	of	

ozone	 (O2	 and	 O(1D)/O)	 back	 into	 ozone,	 relative	 to	 the	 rate	 of	 the	 reaction	 of	

product	O(1D)	with	CO2	 instead	 (Figure	1-5a.3).	This	results	 in	a	decrease	of	 the	

propagation	of	a	large	O-MIF	out	of	the	O2-Ox	system:	O2	becomes	less	depleted	in	

heavy	isotopes,	and	the	∆17OO2	becomes	less	negative	trending	towards	zero.	

	

As	Luz	et	al.	(1999)	and	Blunier	et	al.	(2002)	estimated	palaeo-primary	productivity	

from	 ice	 core	 bubble	 ∆17OO2,	 they	 acknowledged	 the	 influence	 of	 pCO2	 on	 the	

ultimate	 oxygen	 isotope	 composition	 of	 O2.	 Since	 the	 ice	 cores	 yielded	 parallel	

estimates	 of	 pCO2	 over	 the	 timescale	 in	 question,	 this	was	 accounted	 for	 in	 the	

models.	

	

These	 relationships	 were	 further	 investigated	 by	 Young	 et	 al.	 (2014),	 who	

systematically	investigated	the	dependence	on	GPP	and	pCO2	of	∆17OO2,	at	modern	

pO2,	using	their	four-box	model.	As	detailed	above,	their	treatment	of	stratospheric	

chemistry	was	significantly	more	detailed	than	that	of	Luz	et	al.	(1999)	and	Blunier	

et	al.	(2002),	and	they	explicitly	included	the	additional	species	O,	O(1D)	and	O3.		
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They	were	 able	 to	 predict	 δ18O	 and	 δ17O	 for	 each	 species	 as	well	 as	 ∆17O.	 Their	

method	of	varying	GPP	was	to	vary	the	rates	of	photosynthesis	and	respiration	in	

tandem,	such	that	the	O2	concentration	was	not	affected,	but	the	circulation	of	O2	
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Figure	1-5:	Effects	of	pCO2,	pO2	and	GPP	on	the	∆
17O	value	of	tropospheric	O2.	(a)	Panels	a.1	to	a.3	

illustrate	 the	 way	 in	 which	 the	 transfer	 of	 heaver	 isotopes	 from	 ozone	 to	 CO2	 (leaving	 O2	

isotopically	 light)	 is	 affected	 by	 increased	 CO2	 concentrations	 (a.2),	 and	 increased	 O2	

concentrations	(a.3).	(b)	Illustration	of	the	effects	of	mixing	of	stratospheric	O2	with	an	oxygen	
isotope	anomaly	and	biologically-produced	O2	on	tropospheric	O2.			
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through	the	system	was	changed.	As	well	as	commenting	on	potential	explanations	

for	 specific	 deeper	 time	 cases	 (which	 I	 discuss	 further	 in	 Section	 1.5.2),	 they	

demonstrated	a	strong	and	non-linear	dependence	of	∆17OO2	on	GPP	and	pCO2.	Time-

dependent	modelling	also	showed	a	dependence	of	∆17OO2	on	net	O2	flux	resulting	

from	 the	 balance	 between	 respiration	 and	 photosynthesis,	 which	 ultimately	

controlled	pO2	in	a	longer-term	biogeochemical	cycle.	A	drop	in	the	net	O2	flux	(and	

therefore	pO2)	results	 in	more	negative	∆17O	values	 in	 tropospheric	O2,	since	the	

smaller	 reservoir	 enhances	 the	 signal.	 On	 the	 other	 hand,	 if	 pO2	 drops	 below	 a	

certain	level,	there	may	be	insufficient	ozone	production	to	produce	an	observable	

anomaly	(Crockford	et	al.,	2018;	Kasting	and	Donahue,	1980;	Kasting	et	al.,	1985;	

Segura	et	al.,	2003;	see	also	Chapter	3).		

	

These	relationships	have	been	exploited	for	use	in	interpreting	extremely	negative	

∆17O	in	sulphates	from	the	geological	record,	by	invoking	either	very	low	primary	

productivity	or	very	high	pCO2	as	explanations	(Bao	et	al.,	2008;	2009;	Cao	and	Bao,	

2013;	Crockford	et	al.,	2018).	Some	of	these	applications	will	be	discussed	in	Section	

1.5.2,	and	explored	using	our	model	in	Chapter	6.	I	will	continue	with	a	discussion	

of	 other	 atmospheric	 species	 which	 trap	 the	 positive	 O-MIF	 signal	 and	 can	 be	

transferred	to	the	solid	phase	and	deposited	on	Earth’s	surface.	

 

1.5.1.2 – Nitrates, sulphates and perchlorates 

Atmospheric	 nitrates	 (Michalski	 et	 al.,	 2003)	 and	 sulphates	 (Lee	 et	 al.,	 2001;	

Savarino	et	al.,	2000)	have	been	shown	to	inherit	a	positive	oxygen	isotope	anomaly	

from	ozone.	In	general,	this	is	gained	by	the	production	of	these	species	via	oxidation	

by	MIF-carrying	oxidants,	such	as	O3	or	H2O2	(Michalski	et	al.,	2003;	Savarino	et	al.,	

2000).	Measurements	and	modelling	have	shown	that	the	variation	of	the	signals	

carried	 by	 these	 salts	 is	 due	 to	 variation	 in	 the	 relative	 importance	 of	 different	

oxidative	 pathways,	 since	 different	oxidants	 carry	 different	 non-mass-dependent	

anomalies.	 The	 oxidative	 pathways	 themselves	 are	 affected	 by	 atmospheric	

conditions	 depending	 on	 concentrations	 of	 oxidants	 and	 reaction	 catalysts,	 and	

incoming	 solar	 radiation,	 which	 themselves	 may	 vary	 with	 season,	 geographic	
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location,	and	anthropogenic	 influence	(e.g.	Alexander	et	al.,	2009b;	McCabe	et	 al.,	

2006;	Morin	et	al.,	2007,	2009;	Savarino	et	al.,	2007).	Positive	O-MIF	can	be	detected	

not	 only	 in	 the	 molecules	 in	 the	 atmosphere	 but	 when	 they	 are	 dissolved	 in	

rainwater	or	removed	from	the	atmosphere	to	the	Earth’s	surface	by	dry	deposition	

(Bao	et	al.,	2000;	Bao	and	Gu,	2004;	Savarino	and	Thiemens,	1999).	In	this	section,	I	

describe	some	of	the	studies	into	sensitivities	of	the	Δ17O	values	of	atmospheric	and	

deposited	salts	to	date,	and	explore	the	revelations	brought	about	by	oxygen	isotope	

modelling	of	the	Earth	system.	

	

Atmospheric nitrates, sulphates and perchlorates 

Early	 measurements	 and	 modelling	 of	 the	 Δ17O	 values	 of	 tropospheric	 nitrate	

showed	a	positive	signal	which	varies	seasonally	due	to	the	relative	importance	of	

oxidation	by	different	pathways.	Transfer	of	oxygen	atoms	from	ozone	can	happen	

via	 oxidation	 of	 NO	 to	 produce	 NO2,	 or	 subsequent	 oxidation	 of	 NO2	 to	 NO3	

(Michalski	 et	 al.,	 2003),	 though	 these	 oxidation	 pathways	 compete	 with	 others	

which	impart	no	O-MIF.	

	

Seasonal	 variation,	 particularly	 at	 the	 poles,	 has	 been	 investigated	 by	 various	

authors.	Extremes	in	light	and	dark	over	the	polar	seasons	has	been	suggested	to	

affect	the	photochemical	pathways	producing	nitrate	at	high	latitudes.	For	example,	

Savarino	et	al.	(2007)	showed	large	atmospheric	nitrate	concentrations	and	O-MIF	

during	the	Antarctic	winter	compared	to	the	rest	of	the	year,	suggesting	that	this	

could	be	due	to	the	increased	importance	of	the	heterogeneous	breakdown	of	N2O5,	

ClONO2	and	BrONO2	to	HNO3	in	the	dark	months,	which	are	other	pathways	which	

transfer	 the	large	oxygen	 isotope	anomaly	 from	ozone	effectively.	Even	for	 lower	

latitudes,	large	atmospheric	∆17ONO3	at	the	ground-level	shows	that	the	oxidation	of	

NO2	 by	 OH	 (which	 carries	 a	 negligible	 O-MIF	 signal)	 must	 be	 a	 relatively	

unimportant	pathway,	as	it	would	produce	nitrate	with	much	lower	∆17O	(Morin	et	

al.,	2009).	Variation	of	∆17ONO3	with	aerosol	particle	size	was	suggested	to	support	

the	 importance	 of	 the	 heterogeneous	 pathways	 (especially	 N2O5	 and	 BrONO2	

hydrolysis),	 even	 at	 low	 latitudes	 (Morin	 et	 al.,	 2009).	 Low	 ozone	mixing	 ratios	

during	Arctic	ozone	depletion	events,	due	to	polar	photochemistry,	were	shown	to	
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positively	 correlate	 with	 Arctic	 tropospheric	 ∆17ONO3	 over	 a	 springtime	

measurement	 campaign,	 which	 was	 interpreted	 to	 be	 due	 to	 variations	 in	 the	

oxidation	pathways	of	the	first	step	(from	NO	to	NO2)	via	O3,	RO2	(peroxy	radicals)	

and	BrO	(Morin	et	al.,	2007).	

	

Despite	a	dearth	of	stratospheric	∆17ONO3	measurements,	Lyons	(2001)	explored	the	

potential	atmospheric	profile	of	the	∆17O	of	NOx	species	using	a	1-D	photochemical	

model.	 This	 model	 included	 several	 more	 species	 than	 the	 models	 described	

previously	in	this	thesis,	with	15	species	(and	their	isotopic	equivalents)	involved	in	

70	reactions	(rather	than	Yung	et	al.	 (1997)’s	6	species).	This	1-D	photochemical	

modelling	approach	allowed	for	predictions	of	 the	transfer	of	 the	MIF	signal	 to	a	

wider	range	of	different	molecules,	rather	than	simply	focussing	on	one	or	two	key	

species.	The	model	predicted	large	∆17O	for	NOx	(as	well	as	ClO,	ClONO2	and	HNO3).	

It	was	validated	 for	 the	modern	atmosphere,	 as	 it	predicted	surface	atmospheric	

∆17OHNO3	of	22‰,	close	to	the	measured	value	of	23‰	(Michalski	and	Thiemens,	

2000).	An	interesting	feature	of	the	∆17O	profile	for	the	NOx	species	NO	and	NO2	is	a	

peak	 in	 the	 stratosphere,	 and	 decrease	 with	 altitude	 above	 30	 km.	 This	 was	

explained	by	rapid	exchange	of	NOx	and	O	(the	latter	of	which	has	a	very	small	∆17O	

due	to	exchange	with	O2	in	the	upper	atmosphere).	While	perhaps	overestimating	

the	fractionation	factor	for	the	MIF-forming	reaction,	this	photochemical	model	was	

the	first	to	predict	∆17O	variation	with	altitude	in	a	range	of	O-bearing	species,	and	

something	that	we	attempt	to	build	on	in	Chapter	5.	

	

The	positive	Δ17O	values	measured	in	atmospheric	sulphates	were	shown	to	be	due	

to	oxidation	of	S(IV)	species	(SO2,	SO2.H2O,	HSO3-	and	SO3-)	by	O3	and	H2O2	(Lee	et	

al.,	 2001),	 as	 opposed	 to	 mass-independent	 effects	 in	 the	 sulphate-producing	

reactions	 themselves	 (Savarino	et	 al.,	 2000).	Oxidation	by	 these	 species	 tends	 to	

occur	in	the	aqueous-phase,	rather	than	gas-phase	oxidation	by	OH,	which	is	also	an	

important	oxidant	but	 imparts	no	MIF	signal,	as	most	atmospheric	OH	is	derived	

from	 H2O	 which	 has	 a	 mass-dependent	 isotopic	 distribution	 (Lyons,	 2001).	 An	

additional	oxidation	pathway	 is	oxidation	by	O2,	which	 is	 catalysed	by	 transition	

metal	 particles	 (Alexander	 et	 al.,	 2009a;	 Savarino	 et	 al.,	 2000,	 and	 references	
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therein).	As	with	nitrate,	the	distinct	isotopic	fingerprints	of	each	oxidation	pathway	

have	allowed	atmospheric	∆17O	measurements	to	be	used	to	better	constrain	the	

relative	importance	of	sulphate	formation	pathways	under	a	range	of	conditions.	

	

Several	 authors	 have	 used	 a	 mass-balance	 approach	 to	 better	 understand	 the	

influence	of	different	oxidants.	Since	Savarino	et	al.	(2000)	quantified	that	sulphate	

produced	by	aqueous-phase	O3	and	H2O2	oxidation	gains	one	and	two	oxygen	atoms	

from	 the	 oxidant	 respectively,	 an	 estimate	 of	 product	 ∆17OSO4	 can	 be	made	with	

knowledge	of	both	i)	the	triple	oxygen	isotopic	composition	of	O3	and	H2O2,	and	ii)	

the	 relative	 importance	 of	 different	 oxidation	 pathways.	 The	 resulting	 isotopic	

composition	of	tropospheric	(or	deposited)	sulphate	can	therefore	be	predicted	by:	

	

	 ∆bc<efg 	=hUijJ 	×	∆bc<jJV	 (Eq.	1-5)	

	

Where	Fox	is	the	fraction	of	∆17OSO4	from	each	oxidant,	and	ox	represents	each	chosen	

oxidant	(equation	adapted	from	McCabe	et	al.,	2006).	

	

For	example,	Alexander	et	al.	(2005)	used	a	global	3-D	model	to	predict	the	∆17O	

values	of	non-sea-salt	sulphate,	with	the	model	tracing	∆17O	for	sulphate	produced	

by	each	oxidant,	using	assumed	imparted	∆17O	values	of	8.8‰,	0.9‰	and	0‰	for	

O3,	H2O2	and	OH	respectively	(and	defining	∆17O	=	δ17O	–δ18O0.52).	They	showed	that	

aqueous-phase	 oxidation	 by	 ozone	 to	 sulphate,	 occurring	 on	 sea-salt	 aerosol	

particles,	was	an	important	source	of	atmospheric	sulphate	in	the	Marine	Boundary	

Layer	 (MBL;	 the	 lowermost	 part	 of	 the	 atmosphere	 at	which	 exchange	with	 the	

ocean	 readily	 occurs)	of	 the	 Indian	Ocean,	when	 sea-salt	 particle	 concentrations	

were	 high.	 Since	 oxidation	 by	 ozone	 tends	 to	 impart	 a	 higher	 O-MIF	 to	 product	

sulphate	than	H2O2	and	OH,	regions	of	measured	high	O-MIF	suggest	an	important	

role	 for	 oxidation	 by	 O3	 in	 this	 part	 of	 the	 atmosphere.	 Since	 aqueous-phase	

oxidation	 by	O3	 occurs	 only	 at	 pH	>	 6,	 and	 clouds	 tend	 to	 be	more	 acidic,	 a	 key	

location	for	oxidation	by	O3	is	on	alkaline	sea-salt	aerosol	particles.	When	titration	
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by	this	source	of	alkalinity	was	included	in	the	model,	it	reproduced	observations	of	

larger	∆17O	value	with	increased	concentration	of	sea-salt	aerosol.	

	

MBL	measurements	in	the	subtropical	region	of	the	Atlantic	Ocean	showed	variation	

in	 ∆17OSO4	 between	 sampling	 sites	 far	 from	 and	 close	 to	 land,	 as	 well	 as	 some	

variation	between	summer	and	winter	measurements	(Alexander	et	al.,	2012).	For	

the	remote	ocean	sites,	in	contrast	to	those	measured	by	Alexander	et	al.	(2005),	it	

was	shown	that	oxidation	by	O3	in	clouds	was	an	important	pathway,	and	that	low	

∆17OSO4	 close	 to	 the	 Iberian	 Peninsula	 in	 summer	 was	 due	 to	 the	 increased	

importance	 of	 oxidation	 by	 anthropogenically-produced	 halogen	 species,	 which	

imparted	a	zero-∆17O.		

	

Seasonal	 variations	 of	 ∆17O	 in	 atmospheric	 sulphate	 have	 been	 attributed	 to	

variations	in	the	relative	importance	of	aqueous-phase	oxidation	(prevalent	during	

winter,	 leading	 to	 higher	 Δ17OSO4)	 and	 gas-phase	 oxidation	 (prevalent	 during	

summer,	 resulting	 in	 less	 positive	 Δ17OSO4).	McCabe	 et	 al.	 (2006)	 used	 the	mass-

balance	 approach	 of	 Eq.	 1-5	 to	 predict	 the	 seasonal	 variation	 of	 Arctic	 sulphate	

aerosols,	in	which	oxidation	of	SO2	to	sulphate	was	assumed	to	occur	via	O3,	H2O2	

and	OH	only.	Values	for	modern-day	monthly	Fox	for	the	three	species	came	from	the	

model	of	Feichter	et	al.	(1996).	Winter	∆17OSO4	values	were	expected	to	be	higher	

due	to	the	expected	increase	in	importance	of	oxidation	by	ozone	as	H2O2	and	OH	

concentrations	 decrease	 due	 to	 decreased	 photolysis.	 Overestimates	 of	 model	

results	 compared	 to	 seasonal	measurements,	 especially	 in	 the	 winter,	 therefore	

suggested	the	importance	of	a	role	of	oxidation	by	O2	during	winter,	catalysed	by	

anthropogenically-produced	transition	metal	particles.		

	

Alexander	et	al.	(2009a)	explored	the	role	of	oxidation	by	O2	further	by	including	

this	pathway	in	their	global	chemical	transport	model.	With	a	global	contribution	to	

sulphate	production	of	9-17%	via	this	pathway,	they	reproduced	the	Arctic	∆17OSO4	

values	published	by	McCabe	et	al.	(2006).	The	role	of	O2	oxidation	was	argued	to	be	

more	important	in	the	northern	hemisphere	than	the	southern	hemisphere,	due	to	

larger	 concentrations	 of	 transition	 metal	 particles	 as	 a	 result	 of	 anthropogenic	
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activity	 and	 desert	 dust	 in	 the	 north.	 Geographically,	 it	 is	 also	 more	 important	

towards	the	poles	compared	to	the	tropics,	due	to	limitations	on	other	pathways	at	

high	latitudes	as	photolysis	is	reduced.	

	

Observations and modelling of an atmospheric component in surface deposits and 

rainwater  

The	models	 described	 thus	 far	 in	 this	 section	 have	 been	 used	 to	 investigate	 the	

sensitivities	of	∆17O	in	sulphates	and	nitrates	in	the	atmosphere	to	various	factors,	

which	 have	 affected	 the	 relative	 importance	 of	 different	 oxidation	 pathways.	

However,	 large,	 positive	 ∆17O	 are	 not	 only	 seen	 in	 the	 gas	 phase,	 but	 have	 been	

observed	 in	 salts	 of	 nitrates,	 sulphates	 and	 perchlorates	 deposited	 in	 soils,	

rainwater,	 groundwater,	 ice	 and	 evaporites	 (Bao	 et	 al.,	 2000;	2001;	 Bao	 and	Gu,	

2004;	Michalski	et	al.,	2004a).	The	presence	of	O-MIF	 in	salts	has	therefore	been	

interpreted	 to	 indicate	 at	 least	 a	 partial	 atmospheric	 origin,	 as	 explained	 in	 this	

section.	

	

The	high	solubility	of	these	salts	(especially	nitrate	and	perchlorate)	means	that	the	

atmospheric	 signals	 are	 best	 preserved	 in	 the	 driest	 places	 on	 Earth	 (Bao	 et	 al.,	

2001),	such	as	the	Atacama	Desert	in	northern	Chile	(e.g.	Bao	et	al.,	2001;	Jackson	et	

al.,	2010;	Michalski	et	al.,	2003),	the	Mojave	Desert	in	the	south-west	of	the	United	

States	(e.g.	Michalski	et	al.,	2004a)	and	the	Antarctic	Dry	Valleys	(e.g.	Bao	et	al.,	2000;	

Bao	and	Marchant,	2006;	Michalski	et	al.,	2005).	They	can	also	be	preserved	in	polar	

snowpits	(e.g.	Kunasek	et	al.,	2008)	and	ice	cores	(e.g.	Alexander	et	al.,	2002;	2003;	

2004;	Kunasek	et	al.,	2010).	In	fact,	the	large	accumulation	of	nitrates	with	high	∆17O	

puts	 a	 climatic	 constraint	 on	 the	 hyperarid	 core	 of	 the	 Atacama,	 with	 a	 model	

indicating	that	it	has	been	arid	for	2	million	years	(Michalski	et	al.,	2004b).	

	

Before	the	measurement	of	triple	oxygen	isotopes	in	deposited	desert	salts,	Böhlke	

et	al.	(1997)	argued	for	an	atmospheric	source	of	Atacama	and	Mojave	nitrates	and	

sulphates,	from	major	sulphur	and	nitrogen	isotope	measurements,	as	well	as	large	

δ18O	 values	 similar	 to	 those	 of	 atmospheric	 nitrates.	 Subsequently,	 Δ17ONO3	

measured	in	soils,	water	and	ice	records	showed	that	the	atmospheric	signal	was	
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propagated	 to	 the	 Earth’s	 surface.	 Michalski	 et	 al.	 (2004a)	 used	 triple	 oxygen	

isotopes	to	quantify	 the	atmospheric	source	of	nitrates	 to	Californian	stream	and	

soil	systems,	with	applications	for	the	effects	of	anthropogenic	pollution.	Michalski	

et	 al.	 (2004b)	 quantified	 atmospheric	 nitrate	 deposition	 rates,	 sources	 and	

timescales	for	the	hyper-arid	Atacama	Desert.	Antarctic	nitrates	were	shown	to	be	

atmospheric	 in	 origin,	 and	 different	 atmospheric	 sources	 and	 pathways	 were	

compared	(Michalski	et	al.,	2005).	

	

Even	before	Michalski	et	al.’s	(2003)	discovery	of	preserved	∆17O	in	surficial	nitrate	

deposits,	Bao	et	 al.	 (2001)	were	one	of	 the	 first	 to	 show	 that	anomalous	oxygen	

isotope	 compositions	 can	 be	 recorded	 in	 surficial	 geological	 materials,	 as	 they	

measured	 positive	 ∆17O	 values	 in	 sulphates	 in	 desert	 varnish	 in	 the	 Atacama.	

Comparison	of	these	values	with	atmospheric	sulphate	∆17O	led	them	to	conclude	

that	 the	 sulphates	were	of	 at	 least	 partial	 atmospheric	 origin,	 and	 likely	 to	have	

arisen	by	wet	and	dry	deposition	of	sulphates	from	the	atmosphere.	

	

Perchlorate	(ClO4-)	is	a	salt	with	both	natural	and	manmade	sources	(Dasgupta	et	

al.,	2005;	Eriksen,	1983).	It	is	a	nonlabile	oxyanion,	so	retains	its	isotopic	signature	

well	over	 time,	but	 is	 very	 soluble	and	easily	 flushed	away	–	 even	more	 so	 than	

nitrates	and	sulphates.	The	hyperarid	regions	of	the	Atacama	Desert	are	therefore	a	

good	place	to	measure	natural	perchlorate	as	it	is	not	flushed	from	the	surface	soil	

profiles,	where	 it	 can	 be	 predominantly	 found	 in	 nitrate	 salt	 deposits.	 Bao	&	Gu	

(2004)	measured	and	compared	triple	oxygen	isotope	signatures	from	both	natural	

perchlorates	from	the	Atacama	Desert	and	manmade	perchlorates.	The	former	were	

found	to	have	a	positive	∆17O	value	(mass-independent),	while	the	latter	had	a	mass-

dependent	signature,	as	shown	in	Figure	1-4.	This	not	only	had	implications	for	the	

identification	of	natural	or	manmade	perchlorate	(of	immediate	societal	importance	

when	 identifying	 the	 source	 of	 a	 groundwater	 pollutant),	 but	 implications	 for	 a	

better	understanding	of	natural	perchlorate	formation	mechanisms.	Despite	a	lack	

of	 atmospheric	 perchlorate	 ∆17O	 data,	 the	 positive,	 mass-independent	 anomaly	

implies	that	the	natural	perchlorate	has	a	significant	atmospheric	component,	and,	

more	specifically,	that	approximately	one	of	the	four	oxygen	atoms	in	perchlorate	
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ultimately	originates	from	ozone.	This	was	used	to	suggest	that	one	of	the	sinks	for	

chlorine	in	the	atmosphere	could	be	oxidation	by	ozone	to	perchloric	acid	(HClO4).	

Additional	perchlorate	triple	oxygen	isotope	data	from	arid	areas	in	the	south-west	

U.S.	were	presented	by	Jackson	et	al.	(2010),	but	its	source(s),	sensitivity	to	location	

and	 season,	 and	 an	 explanation	 for	 isotopic	 variance	 between	 wet	 and	 dry	

deposition	have	remained	elusive.	

	

Since	 the	 ∆17O	 observations	 do	 point	 to	 at	 least	 a	 partial	 source	 of	 atmospheric	

perchlorate	to	natural	perchlorate	deposits,	Catling	et	al.	(2010)	included	chlorine	

species	and	reactions	in	their	1-D	photochemical	model	(Atmos,	the	model	used	and	

developed	 in	 this	 thesis),	 in	 order	 to	 better	 constrain	 perchlorate	 formation	

pathways.	They	predicted	mixing	 ratios	of	 chlorine-bearing	 species	and	 fluxes	of	

perchlorate,	to	show	that	the	relatively	large	concentrations	in	Atacama	soils	could	

be	explained	by	oxidation	of	chlorine	by	O3	 followed	by	OH,	after	Simonaitis	and	

Heicklen	(1975),	and	tuned	reaction	rates	of	these	understudied	reactions	to	best	

match	the	observations.	

	

Despite	 significant	 advances	 in	 the	 understanding	 of	 perchlorate	 formation	 that	

both	triple	oxygen	isotope	and	photochemical	modelling	studies	have	afforded,	the	

oxygen	isotope	composition	of	perchlorate	and	the	processes	by	which	it	gains	such	

compositions	 is	 much	 more	 poorly	 understood	 than	 for	 sulphate	 and	 nitrate.	

Further	 investigation	 in	 this	 field	 is	 of	 great	 interest,	 not	 only	 for	 a	 better	

understanding	of	the	modern	Earth’s	atmosphere,	but	also	for	that	of	Mars,	since	

significant	perchlorate	concentrations	were	discovered	in	Martian	soils	by	the	NASA	

Phoenix	Lander	in	2007	(Kounaves	et	al.,	2010).	

	

Model interpretation of O-MIF in nitrates deposited at the Earth’s surface 

McCabe	et	al.	(2007)	used	Δ17O	values	from	Antarctic	surface	and	snowpit	nitrates	

to	analyse	the	relative	importance	of	tropospheric	and	stratospheric	chemistry	on	

nitrate	 formation.	Having	 found	BrONO2	hydrolysis	 to	be	an	 important	 source	of	

atmospheric	nitrate	during	ozone	depletion	events	(Morin	et	al.,	2007;	see	above),	

Morin	et	al.,	(2008)	more	specifically	showed	that	the	photolytic	release	of	NOx	from	
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the	snowpack,	and	subsequent	oxidation	by	BrO	leading	to	hydrolysis	of	BrONO2	is	

important	during	the	Arctic	spring.	

	

Arctic	Δ17ONO3	in	snow	also	shows	a	seasonal	variation.	Kunasek	et	al.	(2008)	used	a	

box	 model	 to	 predict	 seasonal	 variation	 in	 Δ17ONO3	 in	 a	 snowpit	 at	 Summit,	

Greenland.	This	used	a	mass-balance	method	and	included	11	oxidation	reactions	of	

NO	 and	 NO2	 to	 HNO3	 and	 NO3.	 Boundary	 conditions	 included	 monthly	 species	

concentrations,	 temperature,	 and	 atmospheric	 density.	The	∆17O	 values	 of	 ozone	

and	other	oxidants	were	assumed	to	be	35‰	and	0‰	respectively,	and	the	∆17O	

values	 of	 NO2	 and	 nitrate	were	 predicted.	When	 run	 for	 a	model	 timescale	 of	 a	

decade	and	compared	to	measurements	from	the	snowpit,	both	the	model	results	

and	 measurements	 showed	 seasonal	 trends,	 with	 lower	 positive	 MIF	 values	 in	

summer,	and	higher	values	in	winter.	This,	as	for	previous	work,	was	attributed	to	

an	 increase	 in	 the	 importance	 of	 oxidation	 by	 OH	 relative	 to	 O3	 in	 summer.	 In	

summer,	 greater	 photolysis	 results	 in	 a	 decrease	 in	 O3	 and	 increase	 in	 OH	

concentrations,	resulting	in	a	greater	importance	of	the	OH	oxidation	pathway.		

	

However,	 there	was	 a	 discrepancy	 between	 the	 predicted	 and	measured	 values,	

whereby	the	predicted	values	were	lower	by	2-7‰	in	summer.	The	reasons	for	this	

were	discussed,	and	could	be	due	to	any	of	the	following	model	assumptions:	(1)	

polar	 Δ17OOH	=	 0‰	 (whereas	 it	may	 actually	 be	 slightly	 positive	 if	 OH	 is	 not	 in	

complete	 isotopic	equilibrium	with	H2O);	 (2)	 troposphere-stratosphere	mixing	 is	

not	 included,	but	could	 increase	 in	 the	summer;	(3)	reactions	 including	halogens	

such	as	bromine	are	ignored,	though	may	be	important	as	explained	above;	(4)	no	

transport	of	nitrate	or	oxidants	 from	outside	the	 local	area.	All	 four	assumptions	

could	partially	explain	the	data-model	discrepancy,	though	none	can	account	for	it	

individually.	Better	constraints	on	some	of	these	assumptions	could	help	in	better	

understanding	what	Δ17O	in	nitrates	can	indicate	about	the	oxidative	capacity	of	the	

atmosphere.	

	

The	aim	of	the	study	was	to	explore	the	potential	of	ice	core	measurements	to	offer	

information	 about	 the	 oxidative	 capacity	 of	 palaeo-atmospheres,	 and	 the	
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concentrations	and	relative	importance	of	different	oxidising	species.	The	∆17ONO3	is	

certainly	sensitive	to	the	oxidising	capacity	of	the	atmosphere,	but	the	variation	at	

seasonal	resolution	is	not	well	preserved	in	older	records,	and	seasonal	variation	in	

nitrate	accumulation	rates	could	cause	annual	means	to	be	misleading.	

	

Alexander	et	al.'s	(2009b)	3-D	global	chemical	transport	model	of	the	Δ17O	value	of	

modern	 atmospheric	 nitrate	 allowed	 for	 analysis	 of	 formation	 pathways	 at	 all	

latitudes,	 not	 only	 the	 poles	 and	mid-latitudes.	 Comparison	 of	 model	 results	 to	

measurements	for	six	sites	of	varying	latitudes	was	made,	including	Summit.	This	

allowed	the	inclusion	of	the	effects	of	transport	of	atmospheric	nitrate	from	lower	

latitudes,	 but	 there	 remained	 a	 discrepancy	 of	 0-5‰	 between	 higher	 summer	

measurements	 for	 this	 site	 compared	 to	 predictions,	 again	 potentially	 due	 to	 an	

absence	of	bromine	chemistry	in	the	model.	They	explored	uncertainties	including	

the	value	of	tropospheric	Δ17OO3,	and	the	probability	of	different	ozone	atoms	being	

transferred	to	other	species	in	reactions,	which	were	limiting	model	reliability.	The	

∆17O	of	nitrate	was	shown	to	be	closely	linked	to	the	involvement	of	ozone	in	the	

oxidation	of	NO	to	NO2	–	more	so	than	oxidation	by	ozone	in	later	stages	of	NO3	and	

HNO3	 production.	 The	 model	 also	 predicted	 large	 ∆17O	 of	 nitrates	 at	 the	 poles	

compared	 to	 the	 tropics,	 and	 larger	 ∆17O	 of	 polar	 nitrates	 during	 the	 winter	

compared	to	the	summer.	

	

Model interpretation of O-MIF in sulphates deposited at the Earth’s surface 

As	 for	 nitrates,	 positive	 MIF	 values	 measured	 in	 Quaternary	 ice	 core	 and	 soil	

sulphates	 deposited	 from	 the	 atmosphere	 are	 variable,	 and	 can	 therefore	 give	

information	 about	 the	 relative	 importance	 of	 different	 oxidants	 and	 formation	

pathways	 in	the	modern	and	the	past.	Various	authors	have	used	a	mass-balance	

method,	not	only	to	interpret	∆17OSO4	for	the	modern	atmosphere,	but	also	to	predict	

∆17O	of	deposited	sulphates	from	the	past.	This	has	been	used	for	glacial-interglacial	

timescales	as	well	as	to	interpret	changes	over	the	last	200	years,	as	follows.	

	

Antarctic	 ice	 core	 sulphate	 Δ17O	 values	 were	 higher	 for	 the	 Holocene	 and	 last	

interglacial	compared	to	the	last	glacial	(Alexander	et	al.,	2002).	This	was	attributed	
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to	an	increased	importance	of	gas-phase	(by	OH)	compared	to	aqueous-phase	(by	

O3)	oxidation	over	the	glacial	periods	compared	to	the	interglacials	(with	oxidation	

by	 H2O2	 assumed	 to	 be	 unimportant),	 due	 to	 variations	 in	 either	 the	 oxidative	

capacity	of	the	atmosphere	or	cloud-processing	efficiency.	These	conclusions	were	

supported	 by	 complementary	 quadruple	 sulphur	 isotope	 data	 (Alexander	 et	 al.,	

2003).	

	

On	a	more	recent	timescale,	Greenland	ice	core	increases	in	Δ17O	in	sulphates	and	

nitrates	 from	1692-1976	 correlate	with	pre-industrial	 biomass	 burning	 in	North	

America	(Alexander	et	al.,	2004).	This	was	suggested	to	support	evidence	of	changes	

in	the	role	of	O3	as	localised	anthropogenic	ozone	concentrations	increased.	

On	 the	 other	 side	 of	 the	 globe,	 ∆17OSO4	 from	 an	 Antarctic	 ice	 core	 showed	 no	

significant	change	in	∆17O	since	the	mid-nineteenth	Century	(Kunasek	et	al.,	2010).	

Kunasek	 et	 al.	 (2010)	 used	 a	mass-balance	 to	 show	 that	 this	 lack	 of	 change	was	

consistent	with	existing	estimates	of	oxidation	capacity	changes,	specifically	those	

for	O3,	H2O2	and	OH	oxidation,	for	the	South	Pole.	Their	mass-balance	method	was	

that	used	by	McCabe	et	al.	(2006;	see	Eq.	1-5),	in	which	only	oxidation	by	O3,	H2O2	

and	OH	is	considered.	Again,	 the	∆17Oox	values	after	Alexander	et	al.	 (2005)	were	

assumed	(Alexander	et	al.,	2009a;	McCabe	et	al.,	2006).	Values	for	modern	Fox	came	

from	the	global	model	of	Alexander	et	al.	(2009b),	and	values	for	preindustrial	Fox	

from	the	existing	estimates	that	were	being	tested.	Since	the	model	of	Alexander	et	

al.	(2009)	predicted	a	small	contribution	of	sulphate	production	via	oxidation	by	O2	

for	 this	 region	 in	 the	 modern,	 this	 pathway	 was	 neglected	 for	 the	 calculations.	

Similarly,	oxidation	of	SO2	by	O3	is	only	included	in	clouds	rather	than	on	sea	salt	

aerosols.	

	

Sofen	 et	 al.,	 (2011)	 used	 the	 global	 chemical	 transport	 model	 (also	 used	 by	

Alexander	et	al.,	2009;	Kunasek	et	al.,	2010)	to	consider	the	variations	of	different	

oxidant	concentrations	in	the	atmosphere	that	would	be	necessary	to	reproduce	this	

observed	 ice	 core	 ∆17OSO4	 from	 both	 the	 Arctic	 and	 Antarctic	 (presented	 by	

Alexander	et	al.,	2004;	Kunasek	et	al.,	2010),	again	considering	changes	over	the	last	

century	and	a	half.	They	simulate	the	variations	in	oxidant	concentrations	that	may	
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have	occurred	since	preindustrial	times,	and	find	that,	again	using	a	mass-balance	

method	 to	 predict	 ∆17OSO4,	 the	model	 results	 are	 consistent	with	measurements	

from	the	polar	ice	cores.	In	addition	to	the	methods	of	Kunasek	et	al.	(2010),	since	

they	 model	 global	 rather	 than	 purely	 Antarctic	 ∆17OSO4,	 they	 include	 additional	

pathways	of	i)	oxidation	by	O2	catalysed	by	transition	metals	(Alexander	et	al.,	2009;	

McCabe	et	al.,	2006);	and	ii)	oxidation	by	O3	in	both	clouds	and	on	sea	salt	aerosols,	

which	offer	different	pH	conditions	(Alexander	et	al.,	2005).	Also,	slightly	different	

values	of	∆17Oox	are	used	(8.75‰	for	O3,	0.65‰	for	H2O2,	0‰	for	OH,	and	-0.09‰	

for	O2).	For	the	northern	hemisphere,	the	results	support	Alexander	et	al.’s	(2009)	

findings	of	an	increased	role	of	oxidation	by	O2	due	to	the	anthropogenic	release	of	

transition	 metals	 as	 catalysts.	 Further,	 anthropogenic	 cloud	 acidification	

contributes	towards	this	by	reducing	the	role	of	oxidation	by	O3	despite	increasing	

tropospheric	concentrations.	For	the	southern	hemisphere,	Kunasek	et	al.’s	(2010)	

estimates	of	varying	role	of	O3,	H2O2	and	OH	in	SO2	oxidation	over	the	time	period	

are	supported.	

	

Sofen	et	al.	(2014)	use	the	same	mass-balance	method,	again	coupled	to	the	global	

chemical	transport	model,	to	predict	∆17OSO4	(and	∆17ONO3)	in	an	Antarctic	ice	core	

(with	measurements	presented	across	the	last	2400	years).	Again	focussing	on	the	

last	200	years,	they	use	concurrent	ice	core	proxy	measurements	to	show	that	the	

changes	 in	 ∆17O	 over	 this	 period	 are	 due	 to	 variations	 in	 the	 contributions	 of	

different	oxidants	as	opposed	to	other	factors.	Using	a	Monte	Carlo	simulation	with	

varying	 relative	 contributions	of	 each	oxidant	 (using	Fox	 values	as	 in	Sofen	et	 al.	

(2011),	apart	from	FO3,	which	is	varied	between	6.25‰	and	8.75‰),	they	show	that	

the	oxidant	changes	supported	by	the	modelling	studies	of	Kunasek	et	al.	(2010)	and	

Sofen	et	al.	 (2011)	are	consistent	with	the	observations,	but	 that	 there	are	other	

plausible	combinations	of	variations	in	the	relative	contributions	of	O3,	OH	and	H2O2	

that	could	explain	the	changes.	However,	an	increase	in	∆17OSO4	of	1.1‰	is	observed	

in	the	early	nineteenth	Century,	which	is	less	plausibly	explained	by	an	increase	in	

O3	 relative	 to	OH.	 A	 decrease	 in	 halogen	 species	 concentrations	 (which	 can	 also	

provide	 an	 oxidation	 pathway	 for	 sulphate	 production,	 with	 a	 low	 ∆17O	
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contribution)	 could	 explain	 this,	 although	 constraints	 on	 concentrations	 for	 this	

time	period	are	lacking.	

	

The	 studies	 discussed	 above	 have	 highlighted	 some	 of	 the	 sensitivities	 of	 ∆17O	

values	of	nitrates	and	sulphates	 to	atmospheric	 conditions,	 and	have	 shown	 that	

there	are	large	variations	globally	and	with	season.	The	mass-balance	model	method	

(Eq.	1-5)	has	been	used	by	various	authors	(Alexander	et	al.,	2005;	2009;	Kunasek	

et	al.,	2008;	2010;	McCabe	et	al.,	2006;	Sofen	et	al.,	2011)	to	consider	the	influence	

of	different	oxidants	on	atmospheric	 salts.	These	 simple	model	 calculations	have	

been	helpful	 in	granting	an	understanding	of	 the	role	of	different	oxidants.	Their	

coupling	 to	 global	 chemical	 transport	 models,	 which	 predict	 the	 importance	 of	

different	 oxidation	 pathways,	 has	 allowed	 the	 consideration	 of	 different	

atmospheric	conditions,	such	as	the	effects	of	varying	cloud	pH,	and	has	allowed	the	

prediction	of	∆17O	values	globally.	 In	contrast,	a	1-D	photochemical	model	 is	 less	

capable	 of	 predicting	 ∆17O	 in	 different	 geographical	 areas	 (though	

parameterisations	 for,	 e.g.	 latitude,	 temperature,	 and	 rainfall	 can	 be	 made	 (see	

Chapters	 2	 and	 4)).	 However,	 one	 of	 the	 strengths	 of	 a	 photochemical	model	 in	

comparison	is	that	it	does	not	require	assumptions	for	Fox	and	∆17Oox	values,	as	the	

∆17OSO4	and	∆17ONO3	(and	their	precursor	oxidants)	would	be	predicted	from	steady-

state	 production	 and	 loss	 of	 sulphate	 and	 nitrate	 from	 the	 different	 reaction	

pathways,	in	a	manner	consistent	with	other	model	inputs	and	atmospheric	species.		

	

A	note	on	fieldwork	in	the	Atacama	Desert	

In	November	2017,	I	was	involved	in	fieldwork	in	the	Atacama	Desert	in	northern	

Chile,	where	we	collected	 samples	along	a	~800	km	 transect	 from	 the	hyperarid	

core	of	 the	desert	 in	 the	north	 (22.3∘S)	 to	 regions	 further	 south	with	marginally	

more	annual	rainfall	(as	far	as	28.4∘S;	see	Shen	et	al,	2021).	We	took	samples	from	

the	surface	as	well	as	some	at	depths	of	up	to	2m.	One	of	the	goals	of	the	fieldwork	

was	to	measure	the	triple	oxygen	isotope	compositions	of	nitrate	and	sulphate	from	

these	samples	and	to	assess	the	variation	of	the	resulting	data	with	rainfall.	Although	

not	achieved	during	the	course	of	this	thesis,	I	hope	to	use	the	data	to	calibrate	the	
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oxygen	isotope	model	developed	in	Chapters	4,	5	and	6	for	scenarios	with	varying	

rainfall.	

	

 – How have oxygen isotope models aided understanding of ∆17O over 

geologic time? 

1.5.2.1 - O-MIF data in the geological record? 

The	review	in	Section	1.5.1	showed	that	triple	oxygen	isotope	measurements	and	

modelling	can	inform	us	about	the	atmosphere	today,	and	in	recent	palaeoclimate	

studies,	 particularly	 pertaining	 to	 the	 oxidising	 capacity	 of	 the	 atmosphere.	

However,	oxygen	isotope	anomalies	have	been	preserved	in	the	geological	record	

further	 back	 in	 time,	with	measurements	 from	 various	 intervals	 throughout	 the	

Phanerozoic	 and	 Proterozoic	 (see,	 e.g.	 Crockford	 et	 al.,	 2019).	 This	 longer-term	

oxygen	isotope	record	is	of	particular	interest	for	this	thesis.	

	

Most	of	the	O-MIF	data	that	we	have	from	the	geological	record,	at	least	from	before	

~2	Ma,	is	from	sedimentary	sulphates	(Bao,	2015;	Crockford	et	al.,	2019).	The	red	

points	on	Figure	1-2	show	∆17O	values	in	the	sulphates	deposited	over	Earth	history.	

In	the	modern	and	past	60	million	years,	there	are	many	positive	∆17O	values	for	

sulphates,	 which,	 as	 explained	 above,	 indicate	 that	 the	 sulphates	 have	 at	 least	 a	

partial	atmospheric	source,	and	have	been	produced	via	oxidation	with	O3	or	H2O2.	

Further	 back	 in	 time,	 the	 measured	 ∆17O	 values	 for	 geological	 sulphates	 are	

negative.	 This	 is	 because	 atmospheric	 salts,	 including	 sulphate,	 are	 soluble	 and	

easily	washed	away,	and	palaeo-deserts	are	unlikely	 to	be	preserved	 in	the	 long-

term	geological	record.	Ultimately,	dissolved	atmospheric	sulphates	will	end	up	in	

the	oceans,	where	there	is	a	much	larger	reservoir	of	sulphate	with	no	atmospheric	

signature,	and	any	observable	positive	anomalous	isotope	composition	is	lost.	

	

Sulphates	in	the	geological	record	may	instead	have	a	negative	∆17O	value	because	

oxygen	 is	 incorporated	 into	 sulphate	 molecules	 during	 oxidative	 weathering	 of	

pyrite	(Bao	et	al.,	2008;	Bao,	2015).	Since	molecular	oxygen	has	a	small,	negative	

∆17O,	 some	 of	 this	 signal	 can	 be	 imparted	 to	 product	 sulphate.	 Like	 perchlorate,	



1 – Introduction & Literature Review 

	 40	

sulphate	is	a	stable	tetrahedral	molecule	not	liable	to	breakdown	or	exchange.	It	is	

considered	 a	 good	 archive	 because	 the	 high	 temperatures	 and	 acidity	 of	 fluids	

required	to	cause	isotopic	exchange	with	the	fluid	are	likely	to	dissolve	the	sulphate	

itself	(Bao,	2015).	The	oxygen	atoms	in	sulphate	are	therefore	considered	a	direct	

record	of	atmospheric	O2	∆17O	for	palaeo-atmospheres.	However,	this	can	be	muted	

by	 intense	 biological	 sulphur	 cycling	 and	 is	 therefore	 considered	 a	 conservative	

tracer	(Brunner	et	al.,	2012;	Crockford	et	al.,	2019).	In	other	words,	the	magnitude	

of	a	∆17O	measurement	can	be	reduced	but	not	increased	beyond	the	original	signal	

by	post-depositional	processes.	

	

Due	to	the	difficulty	of	preservation	of	sulphates	in	general,	a	high-resolution	record	

of	 triple	 oxygen	 isotope	 measurements	 for	 the	 whole	 of	 the	 Proterozoic	 and	

Phanerozoic	is	challenging	to	achieve,	and	the	data	is	sparse.	However,	Figure	1-2	

shows	that	non-zero	∆17O	values	in	sulphates	have	been	observed	throughout	the	

Phanerozoic	and	Proterozoic,	and	the	record	is	growing	(e.g.	Bao	et	al.,	2008;	2009;	

Benn	et	al.,	2015;	Crockford	et	al.,	2019;	Peng	et	al.,	2011;	2013;	Warke	et	al.,	2020a).	

Since	mass-independent	fractionation	of	oxygen	isotopes	on	Earth	occurs	solely	in	

the	processes	involved	in	ozone	formation,	no	anomalous	oxygen	isotope	signatures	

are	expected	to	be	observed	before	the	Great	Oxidation	Event,	when	there	was	little	

free	oxygen	and	therefore	little	ozone	(Kasting	and	Donahue,	1980;	Kasting	et	al.,	

1985;	Segura	et	al.,	2003).	Values	of	∆17O	since	the	GOE	are	primarily	negative	and	

fairly	small,	with	a	couple	of	episodes	of	particularly	low	∆17O	values	 in	 the	mid-

Proterozoic	(~1.4	Ga)	and	at	the	end	of	the	Cryogenian	period	(~635	Ma)	(Bao	et	

al.,	2008;	2009;	Crockford	et	al.,	2018).	These	two	minima	are	of	particular	interest	

and	will	be	discussed	in	further	detail	later	in	this	section.	

	

1.5.2.2 – How have MIF models helped us to understand these signals so far? 

Various	models	 have	 been	 developed	 in	 order	 to	 interpret	 ∆17O	 values	 from	 the	

geological	record	in	terms	of	atmospheric	composition.	Here	I	describe	some	of	the	

models	 and	 the	 problems	 they	 have	 attempted	 to	 solve.	 To	 begin,	 the	 following	
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subsection	is	a	review	of	the	assumptions	previous	studies	have	made	about	the	way	

in	which	the	oxygen	isotope	signal	is	transferred	from	tropospheric	O2	to	sulphate.	

	

Sulphate as a record of ∆17O in tropospheric O2 

Bao	(2015)	argues	that	sulphate	is	the	best	geologic	“time	capsule”	to	store	palaeo-

variations	 in	 the	 atmospheric	 ∆17O	 of	 O2.	 The	 extrapolation	 of	 sulphate	 ∆17O	 to	

reproduce	molecular	oxygen	∆17O	requires	an	estimate	of	the	proportion	of	oxygen	

atoms	 in	 sulphate	 that	 are	 derived	 from	 atmospheric	 O2	 as	 opposed	 to	 other	

oxidants	with	negligible	∆17O.	However,	this	value	is	uncertain.		

	

Estimates	from	experiments	involving	the	tracing	of	18O	range	from	0	to	60%,	(see	

e.g.	reviews	and	references	in	Bao,	2015	and	Kohl	and	Bao,	2011).	Various	estimates	

have	 been	 given	 by	 pyrite	 oxidation	 experiments.	 Those	 of	 Balci	 et	 al.	 (2007)	

suggested	 a	 contribution	 from	O2	 of	 8-15%	of	 the	 oxygen	 atoms,	which	was	 not	

influenced	 by	 the	 presence	 of	 bacteria.	 These	 values,	 along	 with	 the	 relative	

magnitudes	of	modern	seawater	sulphates	and	tropospheric	O2,	led	Bao	et	al.	(2008)	

to	use	a	value	of	10%	±	10%	in	their	model.	Crockford	et	al.	(2018)	and	Planavsky	

et	al.	(2020)	also	used	the	estimates	8-15%,	accounting	for	uncertainty	by	varying	

the	value	chosen	between	these	limits	with	a	uniform	distribution	in	their	Monte	

Carlo	 simulations.	 Bao	 et	 al.	 (2009)	 considered	 10%	 and	 25%	 as	minimum	 and	

maximum	 values,	 the	 latter	 later	 supported	 by	 further	 abiotic	 pyrite	 oxidation	

investigations	at	various	pH	values,	which	 resulted	 in	a	 range	of	values	between	

21%	and	29%	(Kohl	and	Bao,	2011).	

	

For	the	most	part,	the	estimates	above	depend	on	the	oxidation	of	sulphide	minerals	

(e.g.	 pyrite)	 being	 an	 important	 mechanism	 in	 the	 formation	 of	 sulphates	 with	

anomalous	O-MIF	signatures.	This	has	recently	been	questioned	by	Hemingway	et	

al.	(2020),	who	investigated	a	modern	pyrite-oxidising	system	in	the	mountainous	

river	 systems	 of	 the	 Himalayas.	 They	 found	 that	 pyrite	 oxidation	 may	 occur	 by	

oxidants	with	a	positive	∆17O,	such	as	H2O2,	and	not	necessarily	by	direct	oxidation	

by	 O2.	 However,	 acknowledging	 that	 geologic	 ∆17O	 of	 sulphate	 is	 negative	 not	
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positive,	they	suggest	that	the	negative	O2	signal	may	be	incorporated	via	processes	

such	as	secondary	sulphur	recycling	in	the	floodplain.	

	

If,	as	they	suggest	may	be	the	case,	incorporation	of	O2	into	sulphate	is	not	primarily	

via	pyrite	oxidation,	the	utility	of	the	values	given	by	the	experiments	above	could	

be	called	into	question.	This	is	clearly	something	that	needs	further	investigation.	

Because	of	this	uncertainty,	as	well	as	secondary	processes	(e.g.	involving	microbes)	

acting	to	erase	the	∆17O	signal	in	sulphate,	it	is	considered	most	conservative	to	use	

the	highest	value	for	the	proportion	of	oxygen	atoms	derived	from	atmospheric	O2	

to	extrapolate	from	sulphate	∆17O	to	O2	∆17O,	or	to	calculate	a	possible	range	with	

minimum	and	maximum	values.	This	prevents	an	overestimate	of	the	magnitude	of	

palaeo-tropospheric	 ∆17OO2,	 and	 its	 invoking	 of	 extreme	 atmospheric	 conditions.	

However,	to	avoid	the	opposite	problem,	it	is	important	to	consider	the	depositional	

environment	 of	 the	 sulphates	 chosen,	 where	 possible	 identifying	 and	 using	

sulphates	which	have	not	had	a	chance	to	exchange	 fully	with	water	and	gain	 its	

negligible	∆17O	(Bao,	2015).	From	the	data	perspective,	the	most	relevant	piece	of	

information	may	be	the	most	negative	∆17O	value	measured	in	a	given	environment.	

	

∆17O and mid-Proterozoic atmospheres 

As	 discussed	 in	 Section	1.5.1,	 the	∆17O	 of	 tropospheric	O2	has	 been	 shown	 to	 be	

highly	 influenced	by	pCO2,	pO2,	 and	GPP.	However,	 for	ancient	atmospheres,	 it	 is	

unclear	how	these	three	factors	together	may	contribute	towards	the	ultimate	∆17O	

value	recorded	in	a	preserved	sulphate.		

	

Extremely	low	∆17O	values	were	recorded	in	mid-Proterozoic	(~1.4	Ga)	sediments	

in	 the	 Sibley	 Basin	 in	 Ontario,	 Canada	 (Crockford	 et	 al.,	 2018).	 Crockford	 et	 al.	

(2018)	used	a	Monte	Carlo	simulation,	varying	factors	including	pCO2	and	pO2	across	

a	 range	 of	 values,	 to	 argue	 that	 low	GPP	was	 required	 to	 produce	 these	 signals.	

Specifically,	they	assume	that	pCO2	was	between	2	and	30	times	modern	levels,	and	

conclude	that,	assuming	the	pO2	was	between	0.1-1%	PAL	or	1-10%	PAL,	GPP	must	

have	been	either	around	6%	or	40%	what	it	is	today.	They	use	a	lower	limit	on	pO2	

of	0.1%	since	this	is	the	threshold	value	at	which	an	ozone	layer	can	form,	according	
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to	the	model	of	Segura	et	al.	(2003),	although	it	has	not	been	demonstrated	what	(if	

any)	∆17O	would	be	generated	in	an	atmosphere	with	these	O2/O3	concentrations.	

The	6%	modern	GPP	value	was	preferred	by	the	authors,	since	it	seems	to	better	fit	

with	other	proxies	for	biological	cycling	at	that	time.	Other	variables	adjusted	in	the	

Monte	 Carlo	 simulation	were	 the	 proportion	 of	 sulphate	 atoms	 that	 originate	 in	

tropospheric	 O2	 (varied	 uniformly	 between	 8	 and	 15%;	 see	 above),	 the	 rate	 of	

troposphere-stratosphere	exchange,	the	pO2-pCO2	ratio,	the	δ18O	value	of	CO2,	and	

the	slope	and	intercept	of	the	δ18O-∆17O	line.	

	

Planavsky	et	al.	(2018)	built	on	this	work	and	proposed	a	maximum	GPP	of	3%	that	

of	modern,	and	pO2	between	0.1%	and	1.75%	PAL.	Later,	Planavsky	et	 al.	 (2020)	

used	a	similar	Monte	Carlo	approach	to	constrain	pO2	during	the	mid-Proterozoic,	

using	the	same	∆17O	values	from	the	mid-Proterozoic	sulphates.	These	two	studies	

improved	upon	that	of	Crockford	et	al.	(2018),	in	that	the	Monte	Carlo	simulation	

better	connected	model	variables	that	are	correlated.	In	particular,	the	models	run	

by	Crockford	et	al.	(2018)	include	no	direct	connection	between	pO2	and	primary	

productivity	(although	a	correlation	is	seen	in	the	results).	In	contrast,	Planavsky	et	

al.	 (2020)	 explicitly	 connect	 these	 parameters	 such	 that	 there	 are	 no	 model	

simulations	with,	 for	example,	 an	enforced	 low	GPP	and	 inconsistently	high	pO2.	

They	conclude	 that	mid-Proterozoic	oxygen	 levels	were	below	1%	PAL	 for	 some	

parts	 of	 the	 Proterozoic,	 since	 most	 combinations	 of	 pO2,	 pCO2	 and	 primary	

productivity,	which	were	consistent	in	terms	of	the	Earth	system	and	also	explained	

the	∆17O	values,	had	low	pO2.	

	

∆17O	and	the	aftermath	of	a	Snowball	Earth	event	

Bao	 et	 al.	 (2008)	 reported	∆17O	 values	 from	 sulphates	 over	 the	 last	 750	million	

years,	focussing	on	particular	minimums	in	the	early	Cambrian,	and	at	around	635	

Ma.	For	the	latter	interval,	∆17O	values	were	low	for	a	duration	of	up	to	one	million	

years,	 and	constitute	 the	most	negative	values	observed	 in	 the	geological	 record	

(Bao	 et	 al.,	 2008,	 2009;	 Killingsworth	 et	 al.,	 2013;	 see	 Figure	 1-2).	 This	 was	

presented	as	potential	evidence	for	very	high	pCO2	for	this	interval,	consistent	with	

two	existing	hypotheses	(Bao	et	al.,	2008).	
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The	 first	 is	 the	 ‘Snowball	Earth’	hypothesis.	This	 is	 the	theory	that	 the	Earth	was	

globally	glaciated	for	several	million	years	(Hoffmann	et	al.,	1998).	The	first	lines	of	

evidence	for	this	were	cap	carbonates	deposited	directly	above	glacial	diamictites	

(Kennedy	et	al.,	1996),	glacial	signatures,	such	as	dropstones	and	glacial	tills	at	low	

palaeolatitudes	 (Schmidt	 and	 Williams,	 1995),	 and	 negative	 carbon	 isotope	

excursions	(Hoffmann	et	al.,	1998;	Kaufman	et	al.,	1997;	Knoll	et	al.,	1995).	As	ice	

covered	 increasing	 low	 latitudes,	 the	 Earth’s	 albedo	 increased,	 causing	

temperatures	to	drop	further,	and	resulting	in	a	positive	feedback.	The	deglaciation	

is	 thought	 to	 have	 been	 triggered	 by	 a	 build-up	 of	 volcanic	 carbon	 dioxide,	

producing	 a	 greenhouse	 effect,	 which	 caused	 a	 runaway	 global	 warming	 as	 ice	

melted	and	albedo	decreased	again	(Hoffmann	et	al.,	1998).	The	pCO2	estimated	by	

Bao	 et	 al.	 (2008)	 from	 carbonate-associated	 sulphates	 from	 the	 cap	 carbonates	

could	be	CO2	remaining	from	such	high	levels.	The	second	hypothesis	is	the	massive	

release	 of	 methane	 from	 clathrates	 following	 the	 Neoproterozoic	 glaciation	

(Kennedy	et	al.,	1996).	This	methane,	when	oxidised,	would	cause	high	pCO2,	also	

consistent	with	the	results	of	Bao	et	al.	(2008).	

	

In	the	following	years,	further	triple	oxygen	isotope	data	was	presented.	Marinoan	

carbonate-associated	 sulphates	 from	 Svalbard	 were	 found	 to	 bear	 even	 lower	

∆17OSO4	values	(Bao	et	al.,	2009).	If	the	one-dimensional	model	from	Bao	et	al.	(2008)	

is	used,	this	corresponds	to	predicted	pCO2	concentrations	of	12,500-80,000	ppm	

(~45-285	times	preindustrial	atmospheric	levels,	PAL)	during	the	deposition	of	the	

carbonates.	 An	 alternative	 explanation	 presented	 is	 that	 a	 very	 low	 pO2	 could	

produce	similar	results,	but	only	 if	 the	residence	time	of	O2	 is	 long,	which	would	

require	 very	 reduced	 rates	 of	 biologic	 uptake	 and	 production.	 Either	way,	 these	

results	are	presented	as	consistent	with	the	‘Snowball	Earth’	hypothesis.	

	

Variable	∆17OSO4	values	 from	two	coeval	sites	in	South	China	were	also	presented	

(Peng	et	al.,	2011).	Heterogeneity	correlated	to	other	geochemical	proxies	suggested	

that	 ∆17OSO4	 values	 were	 more	 negative	 in	 sediments	 formed	 near	 the	 palaeo-

continents	 rather	 than	 in	 the	 open	 ocean,	 supporting	 the	 previous	 claims	 that	

∆17OSO4	values	are	a	product	of	terrestrial	oxidation	of	sulphides.	An	understanding	
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of	the	global	distribution	of	highly	negative	∆17OSO4	values	was	further	established	

by	similar	observations	in	Western	Australia	(Bao	et	al.,	2012).	

	

The	proposed	high-pCO2	hypotheses	were	challenged	by	Sansjofre	et	al.	(2011),	who	

used	paired	carbon	isotope	data	from	cap	carbonates	in	Brazil	to	give	an	upper	limit	

on	pCO2,	which	was	much	lower	than	the	values	given	by	Bao	et	al.	(2008;	2009),	

and	was	concluded	inconsistent	with	the	‘hard-snowball’	(in	which	the	atmosphere	

and	ocean	are	isolated	from	one	another	by	ice).	The	difference	between	the	δ13C	for	

associated	carbonate	and	organic	carbon	(Δ13Ccarb-org)	is	a	proxy	for	pCO2,	because	it	

is	dependent	on	the	CO2	concentration	in	the	oceans,	and	therefore	the	atmosphere	

(Hayes	et	al.,	1999).	The	low	values	 found	by	Sansjofre	et	al.	 (2011)	 indicate	 low	

pCO2,	specifically	400	–	3200ppm	(~1.5-11	PAL).	

	

Sansjofre	et	al.	(2011)	argued	that	the	triple	oxygen	isotope	data	presented	by	Bao	

et	al.	(2008)	could	be	explained	by	either	a	lower	pO2	or	a	longer	residence	time	of	

O2	 in	 the	 atmosphere.	While	 Bao	 et	 al.	 (2008)	 use	 a	pO2	of	 20%,	 Sansjofre	 et	 al.	

(2011)	argue	that	evidence	of	low	Ediacaran	pO2	renders	a	value	more	like	1%	more	

appropriate;	this	gives	a	pCO2	of	around	600ppm	(~2	PAL),	within	their	prediction	

limits.	 Similarly,	 Young	 et	 al.	 (2014)	 find	 that	 reducing	 the	 GPP	 in	 their	 model	

reduces	 the	pCO2	 required	 to	 reproduce	 the	∆17O	 values	 from	20,000	 ppm	 (~71	

PAL)	for	modern	GPP	to	less	than	1000	ppm	(~4	PAL)	for	lower	O2	inputs.	

	

Cao	and	Bao	(2013)	used	a	four-box	model	(with	boxes	for	the	land,	hydrosphere,	

troposphere	 and	 stratosphere)	 to	 investigate	 further	 whether	 alternative	

atmospheric	conditions	other	than	high	pCO2	(Bao	et	al.,	2008;	2009)	could	produce	

the	observed	triple	isotope	values.	The	model	produced	solutions	at	steady	state	as	

well	 as	 allowing	 for	 the	 simulation	 of	 dynamically-changing	∆17OO2	with	 various	

inputs.	 The	 latter	 allowed	 a	 time-dependent	 comparison	 of	 model	 results	 to	

observations.	For	this	model,	as	opposed	to	that	of	Bao	et	al.	(2008)	and	Sansjofre	

et	al.	(2011)	an	O2	residence	time	did	not	need	to	be	assumed.	Out	of	the	‘geologically	

reasonable’	 scenarios	 they	 modelled,	 they	 concluded	 that	 ultra-high	 pCO2	

concentrations	were	the	most	likely	cause	of	the	excursion.	Low	pO2	was	deemed	
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unlikely	to	play	a	key	role	because	when	they	reduced	the	biological	O2	flux	by	80%,	

the	 tropospheric	 ∆17OO2	 had	 a	 longer	 lasting	 and	 less	 negative	 excursion	 than	

observed	in	the	rock	record.	

	

The	crux	of	the	debate	is	the	interplay	between	the	effects	of	pO2,	pCO2	and	primary	

productivity	on	the	triple	oxygen	isotope	signatures.	Further	work	in	constraining	

the	factors	affecting	∆17O	values	in	the	rock	record,	particularly	the	importance	of	

the	influence	of	stratospheric	chemistry,	will	be	key	in	better	understanding	past	

atmospheres,	such	as	at	the	end	of	the	Marinoan	glaciation.	

	

∆17O	in	the	Phanerozoic	

As	well	as	particularly	low	∆17O	values	at	635	Ma,	Bao	et	al.	(2008)	also	reported	

∆17O	values	throughout	the	Phanerozoic.	They	found	particularly	low	values	for	the	

early	Cambrian,	which	they	interpreted	as	an	indication	of	CO2	levels	more	than	ten	

times	 higher	 than	 in	 the	 modern	 atmosphere	 for	 this	 time	 period.	 The	 lowest	

measured	 ∆17O	 values	 for	 the	 Phanerozoic	 to	 date	 are	 from	 the	 late	

Carboniferous/early	Permian	 (Warke	et	 al.,	 2020a),	which	we	 intend	 to	probe	 in	

future	work	using	the	model	developed	in	this	thesis.	

	

 – ∆17O as a promising proxy for palaeo-atmospheric 

composition 

The	discussion	above	shows	that	triple	oxygen	isotope	signatures	are	a	useful	tool	

in	 investigating	 modern	 atmospheric	 processes,	 as	 well	 as	 probing	 palaeo-

atmospheric	composition	on	timescales	ranging	from	the	last	200	years	to	the	last	

2.45	 billion	 years.	 In	 particular,	 it	 is	 a	 promising	 proxy	 for	 investigating	 the	

concentrations	 of	 O2	 that	 may	 have	 existed	 over	 Earth	 history.	 As	 a	 proxy	 that	

directly	 captures	 and	 preserves	 oxygen	 atoms	 from	 the	 atmosphere,	 it	 is	 strong	

compared	 to	 some	 other	 proposed	 atmospheric	 proxies	 such	 as	 redox-sensitive	

elements,	or	marine	proxies	which	might	tell	a	different	story	to	that	of	the	palaeo-

atmosphere.	Since	the	ozone-forming	reaction	is	the	only	known	terrestrial	process	
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that	 produces	 O-MIF,	 the	 production	 of	 the	 signature	 is	 fairly	 well	 understood	

(Thiemens	 et	 al.,	 2012),	 and	 its	 utility	 as	 a	 diagnostic	 of	 atmospheric	 ozone	

chemistry	is	undisputed.	

	

However,	 while	 the	 models	 described	 above	 have	 been	 useful	 in	 furthering	 the	

understanding	of	how	O-MIF	signals	are	transferred,	affected	by	other	factors,	and	

preserved,	the	use	of	an	oxygen	isotope	photochemical	model	is	a	useful	direction	

for	 future	 research.	 Box	 models	 (e.g.	 Cao	 and	 Bao,	 2013;	 Young	 et	 al.,	 2014)	

necessarily	make	assumptions	regarding	incoming	light,	concentrations	of	different	

species,	and	temperature,	selecting	one	or	two	values	representative	of	the	whole	

atmospheric	 column.	 In	 contrast,	 a	 1-D	 photochemical	 model	 incorporates	

atmospheric	 chemistry	 at	 different	 heights,	 thereby	 taking	 into	 account	 the	

concentrations	 of	 different	 species	 at	 each	 height	 and	 the	 resulting	 photolysis-

driving	UV	 fluxes	 that	 penetrate	 to	 different	 altitudes.	 This	 is	 particularly	 useful	

when	 considering	 the	 relationships	 between	 oxygen-bearing	 species,	 which	 are	

involved	in	processes	that	behave	differently	in	the	stratosphere	and	troposphere,	

and	at	different	altitudes	within	 these	parts	of	 the	atmosphere.	A	photochemical	

model	 can	 also	 explore	 altitude-dependent	 temperature	 and	 pressure	 profiles,	

which	can	greatly	affect	the	reaction	rates	of	different	species.	

	

In	this	thesis,	we	therefore	use	and	develop	the	1-D	photochemical	model	Atmos	to	

include	the	three	isotopes	of	oxygen	(see	Chapter	4).	This	model	(or	closely-related	

models)	have	been	applied	to	the	modern	Earth,	as	well	as	early	Earth	atmospheres	

(e.g.	Catling	et	al.,	2010;	Claire	et	al.,	2014;	Izon	et	al.,	2019;	Zerkle	et	al.,	2012)	and	

the	atmospheres	of	other	planets	(e.g.	Domagal-Goldman	et	al.,	2014;	Harman	et	al.,	

2018).	This	and	similar	photochemical	models	have	been	developed	successfully	to	

inform	 about	 the	way	 in	which	 sulphur	MIF	 signals	 are	 propagated	 through	 the	

atmosphere	and	preserved	(Claire	et	al.,	2014;	Pavlov	and	Kasting,	2002).		
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 – Aims and thesis overview 

Atmospheric	composition,	particularly	in	terms	of	oxygen	levels	over	Earth	history	

remains	an	interesting	area	of	research,	with	considerable	uncertainty.	The	aim	of	

this	 thesis	 is	 to	work	 towards	a	better	 constraining	of	 atmospheric	O2	 (and,	 to	a	

lesser	extent,	pCO2)	for	the	second	half	of	geological	history.	

	

Chapter	2	is	an	introduction	to	the	1-D	photochemical	model,	Atmos,	that	we	use	and	

develop	in	the	remainder	of	the	thesis.	Before	developing,	tuning	and	applying	the	

oxygen	isotope	model,	we	undertake	a	systematic	sensitivity	study	of	the	original	

model	to	the	user-specified	lower	boundary	conditions	(Chapter	3).	We	find	that	the	

use	 of	 fixed	 flux	 boundary	 conditions	 for	 important	 redox	 species	 O2	 and	 CH4	

produces	different	results	to	previously-published	models	using	fixed	mixing	ratio	

boundary	conditions.	This	study	provides	potential	constraints	on	pO2	throughout	

Earth	 history,	 with	 a	 particular	 focus	 on	 the	 Proterozoic	 and	 Phanerozoic,	 since	

steady-state	solutions	are	less	prevalent	and	more	unstable	to	perturbations	in	flux	

within	 certain	pO2	windows.	The	work	 in	this	chapter	has	been	published	 in	 the	

journal	 Earth	 and	 Planetary	 Science	 Letters,	 as	 ‘Gregory,	 B.S.,	 Claire,	 M.,	 and	

Rugheimer,	S.,	2021.	Photochemical	modelling	of	atmospheric	oxygen	levels	confirms	

two	stable	states.’	

	

The	 objective	 of	 the	 rest	of	 the	 thesis	 is	 the	 development	 and	 application	 of	 the	

oxygen	 isotope	model	 to	predict	∆17O	 that	will	 exit	 the	atmosphere	 for	potential	

storage	in	geological	materials	under	different	atmospheric	conditions.	In	Chapter	

4,	 I	 describe	 the	 way	 in	 which	 the	 model	was	 developed	 during	 this	 project	 to	

include	the	three	 isotopes	of	oxygen.	Chapter	5	continues	to	describe	the	oxygen	

isotope	model	development,	 including	the	tuning	of	 the	model	such	that	 it	better	

reproduces	 modern	 measurements.	 We	 include	 key	 processes,	 reactions	 and	

experimentally-determined	 fractionation	 factors.	 The	 sensitivity	 of	 model	 ∆17O	

outputs	 to	various	parameters,	 such	as	 rainfall,	 temperature	and	 latitude,	 is	 also	

demonstrated.	
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Chapter	 6	 applies	 the	 oxygen	 isotope	 model	 developed	 in	 Chapters	 4	 and	 5	 to	

Proterozoic	 and	 Phanerozoic	 atmospheres,	 since	 O-MIF	 is	 only	 produced	 in	

atmospheres	with	an	ozone	layer,	which	did	not	exist	before	the	GOE.	We	use	the	

model	 to	explore	variation	of	oxygen	isotope	signals	under	various	pO2	and	pCO2	

conditions	outside	those	observed	for	the	modern	Earth,	which	can	be	compared	to	

observations	 from	 the	 rock	 record.	 We	 particularly	 focus	 on	 some	 of	 the	 most	

negative	∆17O	observations	from	the	mid-Proterozoic	and	the	Cryogenian,	discussed	

above,	in	order	to	contribute	towards	the	community’s	discussion	of	how	pO2,	pCO2	

and	GPP	may	have	affected	preserved	O-MIF.	

	
Chapter	 7	 concludes	 the	 thesis,	 in	 which	 I	 will	 draw	 together	 the	 potential	

constraints	 that	 the	three	studies	have	provided	 in	relation	to	pO2	and	pCO2	over	

Earth	history,	and	highlight	areas	for	improvement	and	future	study.	

 
	



	

	



	

	

  
	

Methods 
	

	

	

	

For	 the	 work	 in	 this	 thesis	 we	 have	 used	 and	 built	 on	 the	 one-dimensional	

photochemical	 model	 Atmos	 (open	 source	 code	 available	 via	

https://github.com/VirtualPlanetaryLaboratory/atmos).	 Here,	 we	 describe	 the	

model	 and	 explain	 why	 it	 is	 a	 good	 tool	 for	 addressing	 the	 research	 questions	

presented.	

	

 – Introduction to the model Atmos 

We	use	the	1-D	photochemical	model	Atmos,	which	calculates	the	mixing	ratios	of	

included	 species	 in	 the	 atmosphere	 with	 altitude	 as	 determined	 by	 specific	

boundary	 conditions.	 Steady	 state	 solutions	 are	 obtained	 by	 running	 a	 time-

dependent	 reverse	 Euler	 method	 solver	 to	 extremely	 long	 timesteps,	 which	

provides	solutions	for	stiff	numerical	equations	that	are	unconditionally	convergent	

to	those	provided	by	Newton’s	method.	

	

The	model	 simulates	 a	 column	 through	 the	 atmosphere,	 from	 a	 lower	 boundary	

representing	an	altitude	of	0	km	(at	the	ground)	to	an	upper	boundary	at	the	top	of	

the	atmosphere.	The	top	of	the	atmosphere	is	dictated	by	the	user-specified	number	

of	0.5	km-thick	layers	or	grid	steps	on	the	altitude	grid,	NZ.	For	the	models	presented	

here,	NZ=160	for	the	flux-driven	models	described	in	Chapter	3,	and	NZ=200	for	the	

oxygen	 isotope	model	 described	 in	 Chapters	 4,	 5	 and	 6.	 This	 corresponds	 to	 an	

upper	boundary	at	80	km	and	100	km	respectively.	The	height	of	the	tropopause	

can	also	be	specified;	in	the	models	presented	here,	it	is	fixed	at	an	altitude	of	11	km.	
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The	 atmospheric	density	 is	 determined	 through	 the	 assumption	 that	 the	 surface	

pressure	is	1	bar.	

	

At	 the	 lower	boundary	of	 the	model,	 there	are	 fluxes	of	gases	into	and	out	of	 the	

atmosphere,	 as	 well	 as	 deposition	 of	 particles.	 At	 the	 upper	 boundary,	 there	 is	

hydrogen	escape	to	space	(Zahnle	et	al.,	2006),	and	fluxes	of	light	at	wavelengths	

121.6	-	850	nm	at	roughly	2	nm	resolution	 into	the	model	atmosphere.	Fluxes	of	

gases	across	the	boundaries	are	dictated	by	lower	and	upper	boundary	conditions,	

which	are	detailed	further	in	Section	2.5.	The	model	calculates	the	production	and	

loss	 of	 chemical	 species	 involved	 in	 hundreds	 of	 kinetic	 and	 photochemical	

reactions.	The	model	also	includes	the	transport	of	long-lived	species	into	and	out	

of	each	grid	step,	via	eddy	and	molecular	diffusion,	as	well	as	parametrising	process	

such	as	rain,	particulate	formation	and	fallout,	and	lightning.	

	

Figure	2-1	shows	a	schematic	of	the	model	setup.	The	following	subsections	detail	

some	 of	 the	 ways	 in	 which	 the	 output	 steady	 state	 species	 mixing	 ratios	 are	

calculated.	

	

 – Reaction rates 

For	the	models	used	in	Chapter	3,	77	chemical	species	are	produced	and	destroyed	

in	each	layer	by	311	kinetic	and	61	photolysis	reactions.	For	the	models	in	Chapters	

4,	5	and	6,	the	addition	of	oxygen	isotopes	(and	removal	of	some	species,	including	

chlorine-bearing	 species)	 results	 in	 97	 species	 involved	 in	 784	 kinetic	 and	 148	

photolysis	reactions.	The	model	 templates	used	 in	this	 thesis	 include	parameters	

relevant	 to	 the	modern	Earth	and	are	calibrated	to	modern	measurements.	For	a	

discussion	 of	 the	 sensitivity	 of	 the	 oxygen	 isotope	 model	 outputs	 to	 these	

parameters,	see	Chapter	5.	

	

The	rate	at	which	a	species,	A,	is	produced,	kP,	is:	

kP	=	Skr[C][D]		 	 	 (Eq.	2-1)	
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where	[C]	and	[D]	are	the	number	densities	of	reactant	species	C	and	D.	The	number	

density	of	a	species	is	the	number	of	molecules	of	that	species	per	unit	volume;	in	

this	thesis	we	use	units	of	molecules	cm-3.	The	number	density	is	equal	to	the	mixing	

ratio	of	the	species	(unitless)	multiplied	by	the	density	of	the	atmosphere	(in	units	

of	molecules	cm-3).	kr	is	the	rate	constant	for	reaction	r	(denoted	Jr	 for	photolysis	

reactions),	and	kr[C][D]	(or	kr[M][C][D]	for	three-body	reactions,	where	[M]	is	the	

density	of	the	atmosphere)	is	integrated	over	the	number	of	reactions	with	species	

A	as	a	product	(Finlayson-Pitts	and	Pitts,	2000,	p131).	

Figure	2-1:	 Setup	of	1-D	photochemical	model.	 Yellow	band	 represents	one	of	NZ	

model	grid	steps,	of	thickness	0.5	km.	See	text	for	explanation	of	different	processes	

incorporated.	

	

Al
tit

ud
e 

(k
m

)

TOP OF MODEL 
ATMOSPHERE

volcanic and 
biogenic gases

GROUND

h! H escape

kinetic 
reactions

photochemical 
reactions

transport

transport rain particles

particulate 
deposition

lightning



2 - Methods 

	54	
	

The	rate	at	which	species	A	is	destroyed,	kL	is	given	by:	

	

kL	=	Skr[A][B]		 	 	 (Eq.	2-2)	

	

where	kr	is	the	rate	constant	of	reaction	r,	and	[A]	is	the	number	density	of	species	

A.	Here,	[B]	 is	 the	number	density	of	 any	species	which	reacts	with	A.	kr[A][B]	 is	

integrated	over	the	reactions	for	which	species	A	is	a	reactant.	

	

The	 rate	 constants	 come	 from	 recommendations	 from	 the	 JPL,	 NIST,	 KIDA	 and	

IUPAC	databases	(Atkinson	et	al.,	2004;	Burkholder	et	al.,	2015;	Manion	et	al.,	2015;	

Wakelam	et	al.,	2012).	They	are	calculated	for	each	reaction	for	each	grid	step	(i.e.	

for	each	altitude),	since	the	reactions	are	often	dependent	on	temperature,	pressure	

(in	 the	 case	 of	 three-body	 reactions),	 incoming	 light	 (in	 the	 case	 of	 photolysis	

reactions),	or	some	combination	of	the	three.	

	

 – Kinetic reaction rates 

For	two-body	kinetic	reactions,	the	rate	constant	(kr,	in	units	of	cm3	molecule-1	s-1)	

is	dependent	on	temperature	(T)	following	the	relation:	

	

kZ = l m
n

Hoo
p
X
q(r

s
tu
)
	 	 	 	 (Eq.	2-3)	

	

where	E	 is	 the	activation	energy,	R	 is	 the	universal	gas	constant,	and	A	and	n	are	

constants	specific	to	each	reaction,	which	have	been	experimentally	or	theoretically	

determined	(Burkholder	et	al.,	2015).	The	inclusion	of	the	term	(T/300)n	accounts	

for	a	deviation	from	the	Arrhenius	relation	with	variation	in	T	(Burkholder	et	al.,	

2015;	Finlayson-Pitts	and	Pitts,	2000,	p138).	

	

Three-body	reactions	are	pressure	dependent,	as	 they	require	the	energy	 from	a	

collision	with	a	 third	body,	M,	 in	order	to	occur.	 In	 the	modern	atmosphere,	M	 is	

usually	N2	or	O2.	The	rate	constant	for	these	reactions	is:	
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kZ = 	 vwo[G]/(1 +
{|[}]

{~
)� 0.6

b/(bÇ(SjÉ	(
Ñ|[Ö]
Ñ~

)Ü)
	 	 (Eq.	2-4)	

	

where	[M]	is	the	atmospheric	density	(molecules	cm-3),	and	k0	and	k∞	(cm6	molecule-

2	s-1,	and	cm3	molecule-1	s-1,	respectively)	are	the	low-	and	high-pressure-limiting	

rate	constants,	respectively,	defined	by:	

	

wo = lo m
n

Hoo
p
rX
qm

ás|
tu

p
	 	 						(Eq.	2-5)	

	 	

wà = là m
n

Hoo
p
rQ

qm
ás~
tu

p
	 	 						(Eq.	2-6)	

	

Here,	 A0,	 A∞,	 n,	 m,	 E0	 and	 E∞	 are	 constants	 theoretically	 or	 experimentally	

determined	for	each	reaction	(Burkholder	et	al.,	2015).	

	

 – Photolysis reaction rates 

Photolysis	reactions	involve	the	breakdown	of	molecules	due	to	the	absorption	of	

energy	 from	 the	 Sun,	 which	 comes	 into	 the	 model	 atmosphere	 over	 the	 upper	

boundary.	

	

The	photolysis	rate	constant,	Jr	(units	of	s-1),	of	a	certain	reaction	is	calculated	as:	

	

âZ = ∑ i(B)ã(B)å(B)dço
éèb=b.ê 		 	 (Eq.	2-7)	

	

Here	F(l)	is	the	actinic	flux	incident	at	the	altitude	of	the	grid	step,	integrated	over	

all	 directions	 (units:	 photons	 cm-2	 s-1).	s	 is	 the	 absorption	 cross-section	 for	 the	

species	(units:	cm2	molecule-1).	f	is	the	quantum	yield	(units:	molecules	photon-1).	

	

2.2.2.1 – Actinic flux 

At	each	altitude	grid	step,	light	at	different	wavelengths	is	absorbed,	scattered	or	

radiated	 by	 different	 species,	which	 exist	 at	 different	 concentrations.	 The	model	

uses	the	mixing	ratios	of	each	species	at	each	grid	step	to	calculate	 the	resulting	

actinic	flux	over	the	wavelength	spectrum.	Figure	2-2a	shows	the	incoming	‘top	of	
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the	atmosphere’	(TOA)	flux	(black	line)	for	a	modern	atmosphere,	across	the	model	

wavelength	 spectrum	 of	 121.6-850	 nm.	 Also	 shown	 are	 the	 fluxes	 at	 different	

altitudes,	 after	 the	 interactions	 with	 molecules	 in	 each	 grid	 step	 are	 taken	 into	

account.	 It	 can	 be	 seen	 that	 the	 actinic	 flux	 at	 UV	 wavelengths	 reduces	 with	

increasing	path	length	(i.e.	distance	from	the	top	of	the	atmosphere),	and	for	this	

modern-like	atmosphere,	with	high	O2	mixing	ratios,	almost	all	 light	is	blocked	at	

the	ground-level	within	the	harmful	UV	spectrum	(for	wavelengths	shorter	than	290	

Figure	 2-2:	 (a)	 Fluxes	 of	 light	 of	 different	wavelengths	 at	 different	 altitudes	 in	 the	
atmospheric	column,	for	the	‘Modern	Earth+Cl’	model	used	in	Chapter	3.	The	incoming	

‘top	of	the	atmosphere’	(TOA)	flux	is	shown	in	black.	(b)	TOA	ozone	absorption	cross-
section	used	in	the	model.	Peak	ozone	absorption	at	253	nm	coincides	with	a	dip	in	flux	

at	 lower	 altitudes	 in	 (a).	 Labels	 at	 the	 top	 of	 Figure	 (a)	 show	 wavelengths	

corresponding	to	different	parts	of	the	electromagnetic	spectrum.	
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nm).	The	incident	fluxes	will	be	affected	by	the	solar	zenith	angle	chosen;	for	the	

model	templates	presented	in	this	thesis,	we	use	a	zenith	angle	of	50°,	and	assume	

a	diurnally-averaged	flux	(Catling	et	al.,	2010;	Claire	et	al.,	2014;	Guzmán-Marmolejo	

et	al.,	2013;	Lyons,	2001;	Zahnle	et	al.,	2006).	The	surface	albedo	for	these	models	is	

0.25.	

	

2.2.2.2 – Absorption cross-section 

The	absorption	cross-section	is	a	measure	of	the	effectiveness	of	a	species	to	absorb	

light	at	different	wavelengths.	Each	species	with	a	photolysis	reaction	is	allocated	

an	absorption	cross-section.	As	an	example,	the	absorption	cross-section	for	O3	used	

in	the	model	is	shown	in	Figure	2-2b.	It	can	be	seen	that	ozone	is	most	effective	at	

absorbing	light	with	wavelengths	of	around	255	nm.	The	effective	absorption	of	UV	

light	by	the	ozone	layer	in	a	modern	atmosphere	is	the	reason	for	the	absence	of	a	

ground-level	UV	flux	seen	in	Figure	2-2a	above.	

	

2.2.2.3 – Quantum yield 

The	 quantum	 yield	 for	 a	 photolysis	 reaction	 is	 a	 measure	 of	 how	 often	 the	

absorption	of	a	photon	causes	photodissociation	of	the	absorbed	molecule,	and	is	a	

fraction	between	1	(for	cases	where	every	photon	absorbed	causes	the	molecule	to	

break	apart)	and	0.	The	quantum	yield	may	be	dependent	on	wavelength.	

	

 – Temperature 

Since	 many	 atmospheric	 reactions	 depend	 on	 temperature,	 a	 fixed	 temperature	

profile	is	specified.	The	profile	used	for	the	results	presented	in	this	thesis	is	shown	

in	Figure	2-3a,	and	is	a	simplification	of	the	measured	temperature	profile	for	the	

modern	atmosphere	(US	Standard	Atmosphere,	1976).	The	minimum	point	is	the	

tropopause.	There	are	maxima:	i)	at	the	surface,	where	the	temperature	is	288.15	K	

(or	15∘C),	due	to	the	emission	of	infrared	radiation	after	higher	energy	light	has	been	

absorbed	by	the	Earth	acting	as	a	black	body,	and	ii)	the	stratopause,	where	there	is	

sufficient	ozone	to	absorb	high	energy	photons	in	the	upper	atmosphere.	There	is	a	

linear	temperature	gradient	in	the	troposphere	of	-6.5	K/km.	
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 – Vertical transport of molecules 

As	well	as	production	and	 loss	of	different	species	via	reactions	within	each	grid	

step,	vertical	 transport	of	molecules	between	grid	steps	also	contributes	towards	

the	calculation	of	resulting	steady-state	mixing	ratios	at	different	altitudes.	This	is	

dictated	 by	 eddy	 diffusion	 and	 molecular	 diffusion	 terms,	 which	 are	

parametrisations	of	3-D	transport	processes	for	use	within	a	1-D	model.	

	

Eddy	diffusion	represents	vertical	mixing	 in	 the	atmosphere,	and	affects	all	 long-

lived	species	in	the	model.	The	eddy	diffusion	terms	vary	with	altitude,	as	shown	in	

Figure	2-3b.	The	 terms	used	 in	Chapters	4,	5	and	6	are	 from	Massie	and	Hunten	

(1981).	The	resulting	fluxes,	F	of	species	i,	depend	on	the	mixing	ratio	gradient	of	i,	

as:	

ië = −í[G]
ìîï
ìñ
	 	 	 	 (Eq.	2-8)	

	

where	K	 is	the	eddy	diffusion	coefficient	(cm2	s-1),	[M]	 is	the	atmospheric	density	

(molecules	cm-3),	fi	is	the	volume	mixing	ratio	of	species	i,	and	z	is	the	altitude.	

	

A	molecular	diffusion	term	is	also	implemented	for	the	lightest	species,	H	and	H2,	

only.	The	fluxes	of	these	species	between	grid	steps	in	the	model	are	defined	as:	

	

ië = [G]óë ^
òï,öïõ
[}]

v
b

úöïõ
−

b

úï
�`	 	 	 (Eq.	2-9)	

	

Hair	 and	Hi	 are	 the	 scale	 heights	 of	 the	 air	 and	 species	 i,	 respectively,	 equal	 to	

kT/mairg	 and	 kT/mig,	 respectively	 (where	 k	 is	 Boltzmann’s	 constant,	 T	 is	 the	

temperature,	mair	and	mi	are	the	average	molecular	mass	of	air	and	the	molecular	

mass	of	species	i,	respectively,	in	grams,	and	g	 is	the	acceleration	due	to	gravity).	

The	subscript	i	indicates	H	or	H2.	In	Atmos,	the	binary	diffusion	coefficients,	bH,air	and	

bH2,air,	are	2.7×1019(T/200)0.75	and	1.4×1019(T/200)0.75,	respectively	(Marrero	and	

Mason,	1972).	Hydrogen	escape	can	be	calculated	from	this	equation	using	values	

for	bi,air,	[M],	fi,	T,	Hair	and	Hi	for	the	upper-most	grid	step.	
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 – Additional processes 

 – Lightning 

The	 effects	 of	 lighting	 are	 included	 in	 the	 model	 troposphere,	 through	 the	

production	 and	 loss	 of	 certain	 species	 at	 rates	 equal	 to	 those	of	 thermodynamic	

equilibrium	at	3500	K	(Kasting	and	Donahue,	1980	(who	used	T=2300	K);	Claire,	

2008).	The	species	involved,	and	their	reactions	at	thermodynamic	equilibrium	are:	

	
b

=
ù= +

b

=
<= ↔ ù<	 	 	 	 (Eq.	2-10)	

ü=< ↔ ü= +
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=
<=	 	 	 	 (Eq.	2-11)	
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=
<=	 	 	 	 (Eq.	2-12)	

b

=
<= ↔ <	 	 	 	 	 (Eq.	2-13)	

	

 – Rainout and H2O 

As	 with	 lightning,	 the	 inclusion	 of	 rainout	 of	 species	 only	 occurs	 in	 the	 model	

troposphere.	The	rate	of	removal	of	water	vapour	from	the	troposphere	is	calculated	
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Figure	2-3:	(a)	Temperature	profile,	and	(b)	eddy	diffusion	profiles	 for	models	presented	 in	this	
thesis.	All	models	presented	here	use	the	same	T	profile;	the	eddy	diffusion	profile	differs	between	

the	models	in	Chapter	3	and	Chapters	4–6.	
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following	 the	method	of	 Giorgi	 and	 Chameides	 (1985;	 e.g.	 Kasting,	1990),	which	

results	in	an	integrated	removal	of	H2O	via	rain	(WH2O)	of	~1017	molecules	cm-2	s-1	

(~3.3×10-6	 g	 cm-2	 s-2,	 the	 global	 average).	 Henry’s	 law	 is	 used	 to	 calculate	 the	

dissolution	of	gases	in	the	raindrops,	which	allows	the	removal	of	dissolved	species	

to	 be	 calculated.	 Henry’s	 law	 states	 that	 at	 equilibrium,	 the	 concentration	 of	 a	

species	dissolved	in	liquid	is	proportional	to	the	pressure	of	the	species	in	the	gas	

phase.	 For	 most	 species,	 the	 constant	 of	 proportionality	 the	 model	 uses	 is	 the	

species-particular	Henry’s	law	constant,	which	may	be	dependent	on	temperature.	

For	some	species,	the	model	uses	an	‘effective	Henry’s	constant’	which	is	adapted	to	

take	into	account	aqueous	chemistry	within	the	raindrop.	For	the	full	derivation	and	

further	details	of	this	parametrisation,	see	Giorgi	and	Chameides	(1985).		

	

The	model	assumes	an	infinite	reservoir	of	water	below	the	lower	boundary,	so	the	

tropospheric	mixing	ratios	of	H2O	are	reset	after	each	timestep.	They	are	reset	to	a	

profile	 equal	 to	 the	 relative	 humidity	 (following	 Manabe	 and	 Wetherald,	 1967)	

multiplied	by	the	saturation	vapour	pressure	(dependent	on	T)	at	each	altitude	(see	

e.g.	Catling	and	Kasting,	2017,	pp.452-453).	

	

 – Particle formation and fallout 

The	 model	 templates	 used	 for	 the	 work	 in	 this	 thesis	 include	 sulphate	 and	 S8	

aerosols	as	particle	species,	which	are	assigned	condensation	and	fallout	rates.	S8	

aerosols	 do	 not	 form	 in	 oxygen-rich	 atmospheres,	 which	 are	 primarily	 explored	

within	 this	 thesis.	 The	 only	 source	 of	 sulphate	 aerosol	 in	 the	 model	 is	 the	

condensation	 of	 sulphuric	 acid,	 H2SO4,	 and	 the	 aerosol	 phase	 condenses	 and	

evaporates	determined	by	the	local	H2SO4	saturation	vapour	pressure.	

	

 – Redox conservation 

The	model	conserves	redox,	which	requires	that	the	sum	of	the	redox	states	of	gases	

moving	 in	 and	 out	 of	 the	 model	 atmosphere	 is	 zero.	 H2O,	 N2,	 CO2	 and	 SO2	 are	

considered	to	have	a	redox	state	of	zero.	Any	additional	O	atoms	increase	the	redox	

state	by	1,	and	additional	H	atoms	decrease	it	by	0.5	(Zahnle	et	al.,	2006).	The	model	
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checks	this	by	ensuring	that	the	sources	are	equal	to	the	sinks	of	each	element	(H,	

O,	C,	N,	S,	Cl).	

	

 – Boundary conditions 

The	 (photo)chemistry	 within	 the	 model,	 including	 reaction	 rates,	 is	 fairly	 well-

understood,	so	 in	general	science	using	Atmos	 is	conducted	by	varying	boundary	

conditions	and	exploring	resulting	predictions.	Each	species	is	allocated	upper	and	

lower	 boundary	 conditions,	 which	 combine	 with	 the	 chemical,	 radiative,	 and	

transport	schemes	to	define	unique	atmospheric	profiles.	

	

 – Lower boundary conditions  

There	are	four	types	of	lower	boundary	condition	used	in	Atmos.	They	are	i)	fixed	

mixing	ratio;	ii)	fixed	flux;	iii)	fixed	deposition	velocity;	and	iv)	distributed	flux	with	

deposition	 velocity.	 A	 report	 of	 the	 effects	 of	 changing	 the	 type	 of	 boundary	

condition	used	for	various	major	species	is	the	basis	of	the	work	in	Chapter	3.	The	

following	points	describe	each	boundary	condition.	

i) Mixing	ratio	boundary	conditions	allow	the	user	to	specify	the	mixing	ratio	

of	a	certain	species	in	the	lowermost	grid	step.	The	model	is	then	free	to	vary	

fluxes	 of	 different	 species	 to	 produce	 an	 atmosphere	 that	 satisfies	 the	

boundary	 condition.	 In	 previous	 applications	 of	 Atmos	 and	 other	

photochemical	models	(e.g.	Claire	et	al.,	2014;	Kasting	and	Donahue,	1980;	

Kasting	 et	 al.,	 1985;	 Segura	 et	 al.,	 2003;	 Zahnle	 et	 al.,	 2006),	 some	major	

species	 including	 O2	 and	 CO2	 typically	 have	 mixing	 ratio	 boundary	

conditions,	 as	 they	 tend	 to	 produce	models	 that	 converge	 to	 steady-state	

solutions	more	quickly.	

	

ii) When	a	flux	lower	boundary	condition	is	chosen,	the	flux	of	the	species	into	

the	first	model	grid	step	is	specified,	and	the	model	atmosphere	responds	by	

calculating	 the	 resulting	 mixing	 ratios	 of	 the	 different	 species.	 This	 is	

arguably	a	more	intuitive	approach	to	parametrising	biological	and	volcanic	
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inputs	of	gases	to	the	atmosphere	than	the	mixing	ratio	boundary	condition,	

and	as	such	is	proposed	as	a	more	appropriate	type	of	boundary	condition	

for	O2,	CH4,	CO,	H2	and	N2O	in	Chapter	3	(Gregory	et	al.,	2021).	

	

iii) A	 third	 lower	 boundary	 condition	 is	 a	 deposition	 velocity	 boundary	

condition,	in	which	a	deposition	velocity	(Vdep,	in	cm	s-1)	is	specified,	and	the	

model	calculates	the	resulting	flux	of	the	species	out	of	the	atmosphere	over	

the	 lower	boundary	by	multiplying	 the	deposition	velocity	by	 the	number	

density	of	the	species	in	the	lowermost	grid	step.	This	boundary	condition	

can	be	considered	as	a	parametrisation	of	the	loss	reactions	or	dissolution	of	

species	 that	do	 not	have	 a	major	 biological	 or	 volcanic	 flux	 at	 the	Earth’s	

surface.	

	

iv) Finally,	a	distributed	flux	and	deposition	velocity	boundary	condition	can	be	

used,	in	which	a	deposition	velocity	is	specified	as	above,	and	a	flux	boundary	

condition	into	the	model	is	specified,	but	the	flux	of	the	species	is	distributed	

from	 the	ground	 to	a	stipulated	altitude,	 rather	 than	 just	 into	 the	ground-

level	 grid	 step.	 This	 distribution	 allows	 a	 flux	 of	 molecules	 into	 the	

atmosphere	without	those	molecules	causing	the	deposition	flux,	dependent	

on	the	mixing	ratio	in	the	first	grid	step,	to	increase	dramatically	and	remove	

them	 immediately.	 In	 the	 standard	model,	 the	 flux	 of	 SO2	 into	 the	model	

atmosphere	is	distributed	over	the	lowermost	20	km	of	the	column,	in	order	

to	simulate	the	effects	of	volcanic	plumes,	which	can	disperse	SO2	throughout	

the	troposphere	and	lower	stratosphere.	

	

The	 boundary	 conditions	 and	 values	 chosen	 for	 i)	 the	 model	 template	 used	 in	

Chapter	3,	and	ii)	the	model	template	used	in	Chapters	4–6,	are	listed	in	Tables	B-1	

and	B-2	in	Appendix	B.	Other	than	those	for	O2,	CH4,	CO,	H2,	N2O	and	CO2,	for	which	

further	 details	 are	 provided	 in	 the	 text	 of	 Chapters	 3,	 5	 and	 6,	 the	 boundary	

conditions	are	 those	used	by	Catling	et	 al.	 (2010;	 after	Segura	et	 al.	 (2005))	and	

Domagal-Goldman	et	al.	(2014),	with	only	minor	changes.	The	H2S	and	SO2	fluxes	

are	from	the	‘modern	low’	values	in	Zahnle	et	al.	(2006).		
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 – Upper boundary conditions 

Upper	 boundary	 conditions	 can	 also	 be	 specified	 in	 the	model.	 For	 the	 standard	

model,	most	species	have	a	constant	effusion	velocity	upper	boundary	condition	set	

to	zero,	stipulating	that	there	should	be	no	flux	of	the	species	into	or	out	of	the	model	

atmosphere	 across	 the	 upper	 boundary.	 H	 and	 H2	 are	 treated	 differently,	 via	 a	

molecular	 diffusion	 term	 as	 mentioned	 above.	 To	 incorporate	 the	 effects	 of	 N2	

photolysis	above	the	upper	boundary,	a	fixed	flux	of	the	resulting	atomic	nitrogen	

(N)	into	the	upper-most	model	grid	step	is	specified.	CO2	photolysis	above	the	upper	

boundary	 is	 accounted	 for	 through	additional	 fluxes	of	CO	and	O	over	 the	upper	

boundary	into	the	model	atmosphere	(e.g.	Guzmán-Marmolejo	et	al.,	2013).	

	

 – Model outputs 

The	model	calculates	mixing	ratios	for	all	long-lived	species	with	altitude,	using	a	

first-order	 reverse	 Euler	 method.	 Timesteps	 are	 increased	 until	 there	 is	 no	

significant	change	in	mixing	ratio	with	a	timestep	of	1017	seconds	(the	same	order	

of	magnitude	as	the	age	of	the	Earth),	at	which	point	the	model	is	considered	to	have	

converged	to	a	steady-state	solution.	Here,	we	consider	the	model	to	have	converged	

if	 there	 is	no	more	than	a	2%	(and	usually	much	smaller)	change	 in	mixing	ratio	

across	this	timestep.	Along	with	mixing	ratios,	other	useful	model	outputs	include	

fluxes	of	species	between	different	grid	steps	and	number	densities	of	short-lived	

species	(i.e.	species	whose	mixing	ratios	are	calculated	 from	chemical	production	

and	loss	only,	with	no	vertical	transport)	with	altitude.	

	

 – Justification of use of Atmos for an oxygen isotope model 

The	model	Atmos	 is	 a	 good	 tool	 to	 investigate	 the	 interactions	 between	 oxygen,	

ozone,	methane,	 carbon	 dioxide	 and	 other	 species	 under	 different	 conditions,	 as	

well	as	to	develop	as	an	oxygen	isotope	model.	Firstly,	the	model	includes	a	large	

number	 of	 atmospheric	 species	 and	 reactions,	 in	 order	 to	 closely	 simulate	 the	

interactions	between	different	species.	Other	oxygen	isotope	models	(e.g.	Wiegel	et	
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al.,	 2013;	 Young	 et	 al.,	 2014;	 Yung	 et	 al.,	 1997)	 include	 only	major	 atmospheric	

species	or	important	oxygen-bearing	species.	While	production	and	loss	processes	

via	trace	species	are	often	less	important	in	understanding	the	photochemistry	of	

the	Ox-O2-CO2	system,	their	inclusion	in	the	model	is	critical	in	contributing	towards	

a	more	complete	picture	of	atmospheric	chemistry.	For	example,	HOx,	NOx	(included	

in	all	model	 results	presented	 in	 this	 thesis)	 and	ClOx	 (included	 in	 the	Chapter	3	

model	results)	species	and	reactions	are	known	to	be	important	in	catalysing	the	

destruction	of	ozone.	Reducing	species	such	as	H2,	CO	and	N2O	are	also	shown	to	be	

important	in	dictating,	for	example,	oxygen	mixing	ratios	under	different	fluxes	(see	

Chapter	 3).	While	 adding	 complexity	 to	 the	model,	 the	 vast	 suite	 of	 species	 that	

Atmos	contains	are	a	significant	strength	in	terms	of	understanding	the	way	in	which	

different	species	interact	in	the	atmosphere,	under	conditions	which	deviate	from	

those	 of	 the	 modern	 Earth.	 This	 is	 enhanced	 with	 the	 inclusion	 of	 a	 suite	 of	

atmospheric	processes	included	as	subroutines	in	the	model	(see	Section	2.4).		

	

Secondly,	many	reaction	rates	are	known	to	vary	considerably	with	altitude	due	to	

dependences	 on	 temperature	 and	 pressure	 (and	 incident	 flux	 in	 the	 case	 of	

photolysis	 reactions).	 Some	 existing	 models	 (e.g.	 Young	 et	 al.,	 2014)	 calculate	

reaction	rates	assuming	a	single	temperature,	density	and	actinic	flux	for	the	whole	

stratosphere.	 In	contrast,	as	a	1-D	photochemical	model,	Atmos	has	an	advantage	

over	box	models	in	that	it	is	able	to	vary	temperature,	pressure	and	actinic	flux	with	

altitude,	 and	 therefore	aids	a	better	grasp	of	 the	variation	of	 reaction	 rates	with	

altitude.	 Furthermore,	 the	 atmospheric	 density	 and	 flux	 are	 calculated	 from	 the	

mixing	 ratios	of	 the	different	 species	 in	each	grid	 step	 in	 the	model	 atmosphere,	

rather	 than	 being	 fixed,	 so	 are	 flexible	 for	 use	 in	 exploring	 a	 range	 of	 different	

atmospheric	conditions.	In	addition,	reaction	rates	are	regularly	and	easily	updated	

according	to	new	theoretical	and	experimental	results	from	the	literature.	

	

Another	strength	of	Atmos	is	the	option	to	couple	the	photochemical	model	with	a	

climate	 model,	 which	 updates	 temperature,	 water	 vapour	 and	 pressure	 profiles	

according	 to	 the	 mixing	 ratios	 of	 the	 different	 species	 calculated	 by	 the	

photochemical	model.	The	outputs	can	be	fed	back	to	the	photochemical	model	to	
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update	reaction	rates	accordingly,	and	this	process	can	be	iterated	(for	a	similar	and	

related	model,	see	Segura	et	al.	(2003)).	While	we	focus	only	on	the	photochemical	

model	 and	 do	 not	 use	 this	 feature	 in	 the	 results	presented	 here,	 coupling	 to	 the	

climate	 code	 in	 future	 work	 would	 be	 an	 interesting	 avenue.	 For	 example,	 the	

temperature	 structure	 of	 the	 atmosphere	 is	 likely	 to	 differ	 between	 low-O3	 and	

high-O3	atmospheres,	which	may	affect	kinetic	reaction	rates	in	the	stratosphere.	

However,	use	of	the	photochemical	model	alone	still	allows	comparison	with	other	

photochemical	models	(e.g.	Kasting	and	Donahue,	1980;	Kasting	et	al.	,	1985).	Since	

inputs	including	the	temperature,	eddy	diffusion	and	species	concentration	profiles,	

incoming	stellar	UV	fluxes	and	boundary	conditions	can	be	easily	changed,	Atmos	is	

flexible	for	application	to	other	planets	(e.g.	Mars),	as	well	as	the	early	and	modern	

Earth.	

	

The	 utility	 of	 Atmos	 to	 the	 incorporation	 of	multiple	 isotopes	 has	 already	 been	

shown	 in	 its	 ability	 to	 predict	multiple	 sulphur	 isotope	 signatures	 (Claire	 et	 al.,	

2014).	 There,	 the	model	was	 applied	 to	 Archaean	 atmospheres,	 also	 proving	 its	

flexibility	for	use	in	deep	time	studies.	As	discussed	further	in	Chapters	4	and	5,	we	

incorporate	oxygen	isotopes	in	a	different	manner	to	that	used	for	sulphur	isotopes.	

	

As	a	1-D	model,	some	atmospheric	behaviour	able	to	be	captured	by	2-D	and	3-D	

models	is	not	included	here.	However,	we	are	able	to	parametrise	some	important	

processes	(e.g.	eddy	diffusion	allows	2-D	and	3-D	turbulent	transport	of	species	to	

be	captured	 in	a	1-D	term)	or	make	assumptions	 for	others	(e.g.	choosing	a	mid-

latitude	 zenith	 angle	 to	 average	 over	 the	 whole	 Earth;	 choosing	 volcanic	 fluxes	

averaged	over	the	whole	Earth).	This	is	adequate	because:	1)	the	complexity	of	the	

model	is	in	the	atmospheric	column,	and	adding	more	dimensions	would	make	the	

model	slow,	complicated,	and	difficult	to	calibrate,	especially	for	non-modern-Earth	

cases;	2)	uncertainties	in	e.g.	continental	formation	in	Earth’s	history	would	have	to	

be	accounted	for.		

	

Coupling	of	the	photochemical	model	to	a	biogeochemical	model	(e.g.	Bergman	et	

al.,	2004;	Daines	and	Lenton,	2016)	would	be	an	interesting	target	for	future	work,	
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as	 further	 detailed	 in	 Chapter	 3.	 The	 boundary	 conditions	 of	 Atmos	 currently	

parametrise	 ocean/land-atmosphere	 processes	 as	 fluxes	 of	 species,	 but	 this	

necessarily	 removes	 the	 ability	 for	 feedbacks	with	 hydrospheric,	 biospheric	 and	

lithospheric	systems	to	be	included	in	the	model.	As	explained	in	Chapter	3,	we	have	

made	 efforts	 to	 include	 some	 of	 these	 feedbacks	 by	 varying	 fluxes	 at	 the	 lower	

boundary,	 but	 future	 work	 is	 likely	 to	 involve	 the	 integration	 of	 Atmos	 with	 a	

biogeochemical	model.	

	

 – Applications model to early Earth atmospheres 

In	Chapter	4,	we	develop	 the	model	 to	 incorporate	 the	 three	 isotopes	of	oxygen.	

Calibration	of	 the	model	 is	undertaken	 in	Chapter	5	and	 the	model	 is	 applied	 to	

palaeo-Earth	atmospheres	with	various	O2-CO2-CH4	compositions	in	Chapter	6.	The	

development	of	the	oxygen	isotope	model	is	an	overarching	goal	of	this	thesis,	and	

the	model	that	we	develop	and	apply	in	Chapters	4–6	is	flexible	for	use	for	other	

planetary	atmospheres	and	the	ancient	Earth,	as	well	as	the	modern	Earth.	However,	

it	is	only	as	reliable	as	the	prediction	of	the	bulk	atmospheric	chemistry.	Chapter	3	

therefore	 first	 focusses	 on	 the	 base	 model	 (without	 isotopes)	 and	 explores	 the	

results	of	a	flux-driven	model,	in	which	O2	and	CH4	fluxes	are	varied	at	the	lower	

boundary	as	opposed	to	the	commonly-used	mixing	ratio	lower	boundary	condition.	

The	results	 indicate	that	 there	could	be	some	atmospheric	oxygen	levels	 that	are	

unstable	against	perturbation	and	are	unlikely	to	have	occurred	for	long	periods	of	

time	 without	 unknown	 processes	 acting	 to	 increase	 the	 stability.	 This	 has	

implications	for	the	oxygen	levels	that	are	likely	to	have	existed	over	Earth	history.	

We	 find	 that	 high-O2	 and	 trace-O2	 atmospheres	 appear	 stable,	which	 indicates	 a	

lower	limit	for	Proterozoic	O2	of	around	1%	of	present	atmospheric	levels	(PAL).	
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Abstract 

Various	proxies	and	numerical	models	have	been	used	to	constrain	O2	levels	over	

geological	time,	but	considerable	uncertainty	remains.	Previous	investigations	using	

1-D	 photochemical	 models	 have	 predicted	 how	 O3	 concentrations	 vary	 with	

assumed	ground-level	O2	concentrations,	and	indicate	how	the	ozone	layer	might	

have	developed	over	Earth	history.	These	classic	models	have	utilised	the	numerical	

simplification	of	 fixed	mixing	ratio	boundary	conditions.	Critically,	 this	modelling	

assumption	requires	verification	that	predicted	fluxes	of	biogenic	and	volcanic	gases	

are	realistic,	but	also	that	the	resulting	steady	states	are	in	fact	stable	equilibrium	

solutions	against	trivial	changes	in	flux.	

	

Here,	we	 use	 a	 1-D	 photochemical	model	with	 fixed	 flux	 boundary	 conditions	 to	

simulate	 the	 effects	 on	 O3	 and	 O2	 concentrations	 as	 O2	 (and	 CH4)	 fluxes	 are	

systematically	varied.	Our	results	suggest	that	stable	equilibrium	solutions	exist	for	

trace-	and	high-O2/O3	cases,	separated	by	a	region	of	instability.	In	particular,	the	

model	produces	few	stable	solutions	with	ground	O2	mixing	ratios	between	6×10-7	

and	 2×10-3	 (3×10-6	 and	 1%	 of	 present	 atmospheric	 levels).	 A	 fully	 UV-shielding	

ozone	layer	only	exists	in	the	high-O2	states.	Our	atmospheric	modelling	supports	

prior	work	suggesting	a	rapid	bimodal	transition	between	reducing	and	oxidising	

conditions,	and	proposes	Proterozoic	oxygen	levels	higher	than	some	recent	proxies	

suggest.	We	show	that	 the	boundary	conditions	of	photochemical	models	matter,	

and	should	be	chosen	and	explained	with	care.	
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The	material	 in	 this	 chapter	 has	 been	 published	 as:	 Gregory,	 B.S.,	 Claire,	M.	 and	

Rugheimer,	 S.,	 2021.	 Photochemical	 modelling	 of	 atmospheric	 oxygen	 levels	

confirms	two	stable	states.	Earth	and	Planetary	Science	Letters,	561,	116818. 

	

 – Introduction 

Improved	 constraints	 of	 atmospheric	 oxygen	 levels	 over	 Earth	 history	 are	

important	for	an	enriched	understanding	of	how	life	and	Earth	have	co-evolved.	As	

discussed	in	Section	1.1	of	Chapter	1,	various	proxies	have	been	used	to	estimate	

atmospheric	 oxygen	 levels	 over	 geological	 time.	 The	 disappearance	 of	 sulphur	

isotope	mass-independent	fractionation	(S-MIF)	in	the	geological	record	at	2.4-2.5	

Ga	(Bekker	et	 al.,	2004;	Farquhar	et	al.,	2000;	Warke	et	 al.,	2020b)	 is	considered	

strong	evidence	for	the	Great	Oxidation	Event	(GOE).	To	explain	this,	models	require	

the	partial	pressure	of	oxygen	(pO2,	also	referred	to	as	the	O2	mixing	ratio)	at	the	

surface	to	be	less	than	2.1×10-6	(10-5	times	the	present	atmospheric	level	(PAL))	for	

the	Archaean	and	more	than	2.1×10-6	after	the	GOE	(Pavlov	and	Kasting,	2002).	

	

However,	uncertainty	remains	regarding	atmospheric	O2	levels	since	the	GOE	(see	

e.g.	 reviews	 by	 Farquhar	 et	 al.	 (2014);	 Kump	 (2008);	 Lyons	 et	 al.	 (2014)),	 in	

particular	 for	 the	 mid-Proterozoic,	 where	 palaeo-O2	 proxies	 yield	 differing	

constraints.	 Proxies	 for	 oxidative	 weathering	 and	 ocean	 oxygenation	 have	

classically	led	to	pO2	estimates	between	2.1×10-3	and	0.084	(Canfield,	1998,	2005;	

Holland,	 1994;	 Johnson	 et	 al.,	 2014;	 Lenton	 and	 Daines,	 2017;	 Rye	 and	 Holland,	

1998).	 The	 existence	 of	 an	 ozone	 layer,	 indicated	 by	 the	 presence	 of	 mass-

independently	fractionated	oxygen	isotopes	(O-MIF)	in	sedimentary	sulphates	since	

the	 GOE	 (Crockford	 et	 al.,	 2019),	 is	 thought	 to	 require	 pO2	 exceeding	 2.1×10-4	

(Segura	et	al.,	2003),	while	model	interpretations	of	large,	negative	O-MIF	from	1.4	

Ga	 sulphates	 (Crockford	 et	 al.,	 2018)	 suggest	 an	 upper	 limit	 of	 2.1×10-3	 for	 this	

period	(Planavsky	et	al.,	2020).	This	upper	limit	is	consistent	with	cerium	anomalies	

from	1.87	Ga	 (Bellefroid	 et	 al.,	 2018)	 and	 a	 lack	 of	 fractionation	 of	 sedimentary	

chromium	 isotopes,	 interpreted	 to	 indicate	 pO2	 lower	 than	 2.1×10-3	 or	 even	

2.1×10-	4	for	parts	of	the	Proterozoic	before	0.8	Ga	(Cole	et	al.,	2016;	Frei	et	al.,	2009;	
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Planavsky	et	 al.,	 2014,	2018).	However,	 the	 timing	of	 the	appearance	of	variable	

δ53Cr	(and	its	interpretation)	in	the	geological	record	is	debated,	with	some	studies	

predicting	much	higher	pO2	between	0.8	and	1.1	Ga	(Gilleaudeau	et	al.,	2016)	and	

even	 further	 back	 in	 the	 Mesoproterozoic	 (Canfield	 et	 al.,	 2018).	 Even	 for	 the	

Phanerozoic,	where	the	continuous	presence	of	animal	life	indicates	relatively	high	

oxygen	 levels,	 uncertainty	 remains	 (Krause	 et	 al.,	 2018).	 For	 the	 last	400	Myr,	 a	

continuous	 charcoal	 record	 suggests	 oxygen	 levels	 between	 15%	 and	 30%	

(Bergman	et	al.,	2004;	Glasspool	and	Scott,	2010;	Glasspool	et	al.,	2015).	

	

Previous	 1-D	 photochemical	models	 (Kasting	 and	 Donahue,	 1980;	 Kasting	 et	 al.,	

1985;	Segura	et	al.,	2003;	Zahnle	et	al.,	2006)	have	 investigated	potential	palaeo-

atmospheres	by	explicitly	constructing	models	with	a	range	of	pO2.	These	models	

utilised	‘fixed	mixing	ratio’	lower	boundary	conditions	(LBCs)	for	O2,	in	which	the	

experimenter	sets	the	pO2	and	the	model	is	allowed	to	vary	fluxes	across	the	lower	

boundary	 and	 other	 species’	 concentrations	 to	 produce	 a	 steady-state	 solution	

which	satisfies	the	given	boundary	conditions.	In	a	brief	summary	overview,	these	

previous	 studies	 (reproduced	 below)	 found	 that	 the	 ozone	 column	 density	 (the	

number	of	ozone	molecules	 in	an	atmospheric	column	with	a	surface	area	of	one	

square	centimetre)	initially	increases	as	a	power-law	with	pO2,	before	saturating	at	

higher	O2	concentrations	(Figure	3-1:	Extracted	model	results	from	suites	using	fixed	mixing	

ratio	lower	boundary	conditions	for	O2.	3-1).	

	

The	 results	 of	 these	 1-D	 photochemical	modelling	 studies	 have	 been	 simplified,	

parametrised,	and	incorporated	into	a	number	of	Earth	system	evolution	models,	

which	include	shorter-term	biological	and	atmospheric	feedbacks	with	longer-term	

planetary	 redox	 fluxes,	 such	 as	 volcanic	 degassing	 and	 hydrogen	 escape.	

Intriguingly,	these	models	have	predicted	bimodal	behaviour	with	respect	to	oxygen	

concentrations.	For	example,	the	2-box	model	of	Goldblatt	et	al.	(2006)	predicted	

two	regions	only:	pO2	<	2.1×10-6	and	pO2	>	10-3.	Similarly,	the	3-box	biogeochemical	

model	of	Laakso	and	Schrag	(2017)	found	stable	solutions	with	pO2	<	2.1×10-8	and	

pO2	>	2.1×10-4.	Other	biogeochemical	models	predict	 a	 ‘GOE’	 in	which	O2	mixing	

ratios	change	 from	10-6	 to	2×10-3	(Claire	et	al.,	2006)	or	10-2	(Alcott	et	al.,	2019)	
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relatively	 quickly.	While	 biological	 re-organisation	 to	 oxic	 conditions	 provides	 a	

positive	feedback	(Catling	et	al.,	2007;	Daines	and	Lenton,	2016),	the	primary	driver	

captured	 is	 the	development	of	 an	ozone	 layer	which	 shields	O2	 from	photolysis	

(Claire	et	al.,	2006;	Goldblatt	et	al.,	2006),	as	captured	by	parametrisations	of	1-D	

photochemical	models.	

	

Here,	we	 revise	 the	 classic	photochemical	modelling	 calculations	which	 relate	O2	

and	O3,	 by	 utilising	 ‘fixed	 flux’	 LBCs	 for	O2	 and	 other	 gases.	The	O2	 flux	 into	 the	

atmosphere	is	specified	by	the	experimenter,	and	the	model	predicts	the	resulting	

mixing	 ratio	 profiles	 in	 equilibrium	with	 the	 radiation	 field,	 kinetics,	 and	 other	

physical	processes	(e.g.	lightning,	particle	formation,	condensation).	Flux	boundary	

conditions	represent	a	closer	conceptual	match	to	what	real	atmospheres	do	(e.g.	

fluxes	 vary	 and	 concentrations	 adjust),	 compared	 to	 the	 assumption	 that	 the	

planetary	and	biogenic	fluxes	somehow	adjust	in	order	to	maintain	fixed	ground-

level	 concentrations.	 First,	 we	 briefly	 introduce	 the	 1-D	 photochemical	 model,	

Atmos.	In	Section	3.3,	we	use	Atmos	with	fixed	mixing	ratio	LBCs	for	O2	to	replicate	

previous	 results,	 but	 observe	 that	 these	 models	 predict	 potentially	 unrealistic	

fluxes.	Our	primary	results	comprise	a	systematic	study	of	atmospheric	chemistry	

resulting	 from	 variable	 O2	 and	 methane	 fluxes	 across	 the	 lower	 boundary.	

Specifically,	we	i)	vary	O2	fluxes	at	several	fixed	CH4:O2	flux	ratios	(Section	3.4.1);	ii)	

vary	 CH4:O2	 flux	 ratios	 at	 several	 fixed	 O2	 fluxes	 (Section	 3.4.2);	 and	 explore	

sensitivity	to	iii)	oxidative	weathering	(Section	3.4.4)	and	iv)	other	important	redox	

fluxes	(Section	3.4.6).		

	

Our	investigation	of	2067	flux-driven	model	atmospheres	reveals	a	bimodal	oxygen	

distribution	similar	to	those	observed	in	biogeochemical	models,	but	one	that	arises	

entirely	in	the	atmosphere	itself.	We	explicitly	demonstrate	that	some	classic	results	

are	unstable	equilibrium	solutions	(Section	3.4.3)	and	argue	that	many	intermediate	

oxygen	 concentrations	 are	 photochemically	 unstable.	 In	 Section	 3.5,	 we	 discuss	

implications	for	palaeo-O2	constraints,	provide	suggestions	for	future	work	in	both	

photochemical	 and	 biogeochemical	 modelling,	 and	 argue	 that	 the	 choice	 of	
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numerical	methods	used	by	1-D	photochemical	models	has	implications	for	how	the	

Earth	system	science	community	considers	the	evolution	of	atmospheric	oxygen.		

 – Model description 

We	use	the	one-dimensional	photochemical	model	Atmos	described	 in	Chapter	3.	

The	 ‘ModernEarth+Cl’	 template	 utilised	 in	 this	 study	 (originally	 developed	 by	

Catling	et	al.,	2010)	incorporates	87	atmospheric	species	involved	in	372	reactions,	

whose	 rates	have	been	updated	 to	 follow	recent	 recommendations	 from	 the	 JPL,	

NIST,	 and	 IUPAC	gas	kinetics	databases	 (Atkinson	et	 al.,	 2004;	Burkholder	et	 al.,	

2015;	Manion	et	al.,	2015;	Appendix	C).	An	altitude	grid	of	160	0.5	km	layers	gives	a	

simulated	atmosphere	of	height	80	km,	with	the	tropopause	set	at	11	km,	suitable	

for	a	mid-latitude	profile.	Each	model	presented	here	was	run	with	modern	eddy	

diffusion	and	temperature	profiles	(Figure	2-3),	and	the	initial	mixing	ratios	used	as	

input	were	i)	modern	mixing	ratios,	for	the	first	model	run	in	a	suite,	or	ii)	the	mixing	

ratios	from	the	previous	model	output,	for	all	other	models	in	the	suite.	We	analyse	

only	 steady-state	 solutions.	The	 lower	boundary	of	 the	model	 represents	Earth’s	

surface,	across	which	we	prescribe	 fluxes	of	volcanic	and	biogenic	gases	 into	the	

bottom-most	 model	 grid	 layer,	 in	 addition	 to	 gaseous,	 aqueous	 and	 particulate	

deposition	out	of	the	model	atmosphere.	LBCs	are	specified	for	each	atmospheric	

species	(see	Section	2.5;	Appendix	B)	and	discussed	further	below.	

	

 – Results from fixed mixing ratio photochemical modelling 

We	used	fixed	mixing	ratio	LBCs	for	O2	to	compare	outputs	from	Atmos	to	the	results	

of	previous	studies	(shown	in	Figure	3-1a).	Kasting	and	Donahue	(1980),	Kasting	et	

al.	(1985)	and	Segura	et	al.	(2003)	used	fixed	flux	or	deposition	velocity	(specifying	

the	 removal	 rate	 from	 the	 atmosphere)	 LBCs	 for	 CH4,	 H2,	 CO	 and	 N2O.	 The	

magnitudes	of	these	fluxes	were	determined	by	predicted	fluxes	from	a	fixed	mixing	

ratio	LBC	model	simulating	the	modern	Earth	for	these	species	(with	the	exception	

of	Kasting	and	Donahue’s	(1980)	H2	and	CO,	which	were	allocated	zero	flux	LBCs).	

Resulting	negative	(i.e.	out	of	the	atmosphere	into	the	ocean)	H2	fluxes	led	Kasting	

et	al.	(1985)	and	Segura	et	al.	(2003)	to	use	deposition	velocity	and	negative	fixed	
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flux	boundary	conditions	for	H2,	respectively.	Zahnle	et	al.	(2006)	used	fixed	mixing	

ratio	LBCs	for	CH4,	and	chose	large	positive	fluxes	of	H2	and	CO.	These	(and	all	LBCs	

used	 in	 this	 study)	 are	 summarised	 in	 Table	 3-1.	 We	 specify	 units	 of	 flux	 in	

‘photochemical	units’	or	‘pu’	(1	pu	=	1	molecule	cm-2	s-1	~	2.7×10-10	Tmol	yr-1).	

	

Using	 Atmos,	 we	 produced	 suites	 of	 steady-state	 model	 atmospheres	 with	 O2	

ground-level	mixing	ratios	varying	between	2.1×10-11	and	0.42,	choosing	LBCs	using	

the	specific	methods	of	the	previous	four	studies.	A	fifth	suite	(hereafter	referred	to	

as	Case	0;	see	Table	3-1)	also	incorporates	fixed	flux	LBCs	for	CH4,	CO	and	N2O	equal	

to	 those	 computed	by	modern	 fixed	mixing	 ratio	 calculations.	Like	 the	models	of	

Kasting	et	al.	(1985)	and	Segura	et	al.	(2003),	Atmos	predicts	a	net	flux	of	H2	out	of	

the	 atmosphere	 when	 run	 solely	 with	 modern	 fixed	 mixing	 ratio	 LBCs.	 This	 is	

physically	 unrealistic	 and	 numerically	 allows	models	 significant	 leeway	 to	mask	

redox	imbalances	by	dumping	hydrogen	into	the	(assumed)	ocean.	We	incorporated	

the	 predicted	 fluxes	 as	 fixed	 flux	 LBCs	 and	 tuned	 them,	 primarily	 by	 slightly	

reducing	the	larger	(biogenic)	CH4	flux,	to	achieve	an	atmosphere	predicting	modern	

mixing	ratios	for	the	five	species,	but	with	a	net	flux	of	H2	into	the	atmosphere	within	

an	order	of	magnitude	of	 the	modern	volcanic	 flux	 (Aiuppa	et	 al.,	 2011).	A	 fixed	

mixing	ratio	LBC	for	preindustrial	CO2	(280	ppmv)	was	used.	Allowing	the	model	to	

compute	CO2	fluxes	is	justifiable	here	as	CO2	is	redox-neutral,	whereas	O2,	CH4,	H2,	

CO	and	N2O	are	not	(Zahnle	et	al.,	2006).	

	

The	ozone	column	density	increases	with	specified	ground-level	pO2	but	plateaus	

above	a	pO2	of	10-2,	following	a	chemical	pattern	discussed	in	previous	work	(Figure	

3-1a).	 Differences	 between	 our	models	 for	 trace-O2	 concentrations	 are	 primarily	

due	to	the	different	choices	of	boundary	conditions.	Our	results	are	very	similar	to	

those	 of	 previous	 models,	 with	 small	 changes	 due	 to	 updated	 kinetic	 rate	

coefficients,	which	is	unsurprising	given	that	Atmos	shares	a	common	code	heritage.	

However,	in	what	follows	we	discuss	observations	that	led	us	to	discover	that	some	

of	the	steady-state	model	atmospheres	predicted	by	fixed	mixing	ratio	LBCs	exhibit	

behaviour	of	unstable	equilibrium	solutions.	
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Figure	3-1:	Extracted	model	results	from	suites	using	fixed	mixing	ratio	lower	boundary	conditions	for	

O2.	

Circles,	 triangles,	 squares	 and	 diamonds	 show	 results	 using	 Atmos	 with	 the	 same	 boundary	

conditions	as	previous	authors.	‘1980	LBCs,’	‘1985	LBCs,’	‘2003	LBCs’	and	‘2006	LBCs’	refer	to	the	

boundary	 conditions	used	 by	 Kasting	 and	Donahue	 (1980),	 Kasting	 et	 al.	 (1985),	 Segura	 et	 al.	

(2003)	and	Zahnle	et	al.	(2006),	respectively.	Crosses	show	Case	0	results,	with	fixed	mixing	ratio	

boundary	conditions	 for	O2	and	 fixed	flux	boundary	conditions	 for	CH4,	H2,	CO	and	N2O.	For	the	

boundary	conditions	used,	see	Table	4-1.	(a)	Ozone	column	densities	with	user-specified	ground-
level	O2	mixing	ratio.	The	results	from	previous	studies	are	also	shown	(orange	lines).	(b)	Predicted	
oxygen	fluxes,	and	(c)	predicted	CH4:O2	flux	ratios	required	to	produce	the	fixed	mixing	ratio	model	
atmospheres,	plotted	against	user-specified	O2	mixing	ratio.		



	

	

Table	3-1:	Lower	boundary	conditions	for	the	models	described	in	this	study.	
Units	of	flux	are	in	photochemical	units	(1	pu	=	1	molecule	cm-2	s-1	~	2.7×10-10	Tmol	yr-1).	Abbreviations	are	as	follows:	LBCs:	lower	boundary	conditions;	DV:	
deposition	velocity;	MR:	mixing	ratio.	For	Case	4,	(a),	(b)	and	(c)	indicate	the	model	suites	with	‘modern	low,’	‘modern	high’	and	‘Archaean	high’	reducing	
fluxes,	respectively.	Table	is	continued	on	next	page.	

Model		 O2	 CH4	
CH4:O2	flux	

ratio	
H2	 CO	 N2O	 CO2	

Solar	zenith	

angle	

Atmos	with	Kasting	and	

Donahue	(1980)	LBCs	

MR:	

Varying	

Flux:	

1.34×1011	pu	
N/A	

Flux:	

0	pu	

Flux:	

0	pu	

Flux:	

4.71×108	pu	

MR:	

2.57×10-4	
45∘	

Atmos	with	Kasting	et	al.	

(1985)	LBCs	

MR:	

Varying	

Flux:	

1.13×1011	pu	
N/A	

DV:	

7.72×10-4	cm	s-1	

Flux:	

2.35×1011	pu	

Flux:	

4.21×108	pu	

MR:	

3.4×10-4	
50∘	

Atmos	with	Segura	et	al.	

(2003)	LBCs	

MR:	

Varying	

Flux:	

1.13×1011	pu	
N/A	

Flux:	

-1.02×1010	pu	

Flux:	

2.35×1011	pu	

Flux:	

4.21×108	pu	

MR:	

3.55×10-4	
45∘	

Atmos	with	Zahnle	et	al.	

(2006)	LBCs	
MR:	Varying	 MR:	10-4	 N/A	 Flux:	3×1010	pu	 Flux:	3×109	pu	

MR:	

3.1×10-7	
MR:	0.01	 50∘	

Case	0	

MR:	

Varying	

(2.1×10-11	–	0.42)	

Flux:	8.4×1010	

pu	
N/A	

Flux:	

1.22×108	pu	

Flux:	

2.65×1011	pu	

Flux:	

4.11×108	pu	

MR:	

2.8×10-4	
50∘	

Flux-driven	modern	

model	
Flux:	8.9×1011	pu	

Flux:	8.4×1010	

pu	
0.094	

Flux:	

1.22×108	pu	

Flux:	

2.65×1011	pu	

Flux:	

4.11×108	pu	

MR:	

2.8×10-4	
50∘	

Case	1	

Flux:	

Varying	(3×1010	-	

4×1013	pu)	

Flux:	Varying	

Varying:	

0.094,	0.3,	

0.45,	0.49	

Flux:	

1.22×108	pu	

Flux:	

2.65×1011	pu	

Flux:	

4.11×108	pu	

MR:	

2.8×10-4	
50∘	



	

	 	

	
Table	3-1	(continued)

Model		 O2	 CH4	
CH4:O2	

flux	ratio	
H2	 CO	 N2O	 CO2	

Solar	zenith	

angle	

Case	2	

Flux:	

Varying	(1011,	

3×1011,	5×1011,	

1012,	5×1012	pu)	

Flux:	Varying	
Varying	

(0.1-0.5)	

Flux:	

1.22×108	pu	

Flux:	

2.65×1011	pu	

Flux:	

4.11×108	pu	

MR:	

2.8×10-4	
50∘	

Case	3	

Flux:	

Varying	(6×1010	-	

4×1013	pu),	and	DV	

(see	Section	3.4)	

Flux:	Varying	 0.094	
Flux:	

1.22×108	pu	

Flux:	

2.65×1011	pu	

Flux:	

4.11×108	pu	

MR:	

2.8×10-4	
50∘	

Case	4	

Flux:	

Varying	(109-1012	

pu)	

Flux:	Varying	

	(a):	0.16	

	(b):	0.16	

	(c):	0.15	

Flux:	

(a):	2×109	pu	

(b):	1010	pu	

(c):	3×1010	pu	

Flux:	

(a):	2×108	pu	

(b):	109	pu	

(c):	3×109	pu	

Flux:	

(a):	4.1×108	pu	

(b):	4.11×108	

pu	

(c):	4.11×108	

pu	

MR:	

2.8×10-4	
50∘	

Case	5	

Flux:	

Varying	(109	–	1012	

pu)	

Flux:	Varying	 0.094	

Flux	(3.4×109)	

and	DV	(2.5×10-4	

cm	s-1)	

Flux	(2.65×1011)	

and	DV	(1.2×10-4	

cm	s-1)	

Flux:	

4.11×108	pu	

MR:	

2.8×10-4	
50∘	

Case	6	

Flux:	

Varying	(3×1010	–	

4×1013	pu)	

Flux:	Varying	
Varying	

(0.1-0.5)	

MR:	

5.3×10-7	

MR:	

1.1×10-7	

MR:	

3.1×10-7	

MR:	

4×10-4	
45∘	
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 – The restrictions of a fixed mixing ratio boundary condition 

By	construction,	fixed	mixing	ratio	LBCs	enable	the	model	to	vary	lower	boundary	
fluxes	to	produce	the	user-specified	concentration,	but	the	required	fluxes	may	not	

be	physically	realistic.	Figure	3-1b	shows	the	O2	fluxes	computed	by	the	model	to	

maintain	the	specified	O2	mixing	ratio	boundary	conditions	 in	Figure	3-1a.	These	

fluxes	 (and	 others	 not	 shown)	 vary	 across	 the	 experiments,	 making	 the	 direct	

comparison	 of	 simulated	 atmospheres	 challenging,	 and	 are	 not	 necessarily	

representative	of	how	a	 real	biosphere	would	 function.	For	example,	Figure	3-1c	

shows	 that	 though	 the	 predicted	 CH4:O2	 flux	 ratio	 is	 ~0.1	 for	 most	 high-O2	

atmospheres,	consistent	with	theoretical	estimates	and	modern	measurements,	the	

CH4:O2	 flux	ratio	varies	significantly	 for	moderate-O2	atmospheres,	and	is	greater	

than	0.5	for	low-O2	Archaean-like	atmospheres,	which	exceeds	the	stoichiometric	

limit	that	life	can	extract	from	CO2	and	H2O	substrates.	Model-computed	imbalances	

in	CO	and	H2	fluxes	into	and	out	of	the	model	(not	shown)	further	complicate	and	

occasionally	 mask	 potential	 non-physical	 behaviour	 in	 other	 species.	 A	 more	

intuitive	 approach	 is	 to	 simulate	 volcanism	 and	 biology	 as	 ‘fluxes’	 to	 which	 the	
composition	of	the	atmosphere	adjusts,	which	motivates	our	use	of	fixed	flux	LBCs.	

	

 – Results from flux-driven photochemical modelling 

We	start	with	a	‘flux-driven	modern	model,’	which	we	construct	as	the	best-fit	model	

reproducing	modern	conditions	using	fixed	flux	LBCs	for	O2,	along	with	our	‘Case	0’	

fixed	flux	LBCs	for	CH4,	H2,	CO	and	N2O	(Table	3-1).	The	model-predicted	O2	flux	is	
8.9×1011	pu,	 resulting	 in	a	CH4:O2	 flux	 ratio	of	0.094.	While	 the	modern	gross	O2	

production	is	much	larger	(~4×1013	pu),	our	O2	flux	ignores	very	short-term	sources	

and	sinks	of	atmospheric	O2,	while	capturing	the	seasonal	 imbalance	between	O2	

production	 and	 destruction	 as	 well	 as	 the	 most	 important	 components	 of	 the	

short/medium-term	carbon	cycle	(Zahnle	et	al.,	2006).	Our	methane	flux	(8.4×1010	

pu)	 is	similar	 to	 the	estimated	net	modern	methane	 flux	to	 the	atmosphere	 from	

natural	sources,	after	a	large	proportion	of	the	gross	methane	production	flux	has	

been	oxidised	in	sediments	(Schlesinger	and	Berhardt,	2013,	p.434).		
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We	 produced	 suites	 of	 model	 atmospheres	 to	 explore	 a	 range	 of	 non-modern	

biologic	flux	conditions,	primarily	by	changing	the	absolute	O2	flux	and	CH4:O2	flux	

ratio.	We	cover	a	parameter	space	designed	to	simulate	a	range	of	possible	states	of	

primary	productivity,	methane	production,	methanotrophy	and	sulphate	reduction.	

Specifically,	we	varied	the	O2	flux	between	~0.01	to	~40	times	that	of	the	flux-driven	

modern	 model,	 which	 we	 conceptually	 identify	 with	 varying	 levels	 of	 primary	

productivity.	We	assigned	the	CH4	flux	at	various	flux	ratios	from	0.094	(the	CH4:O2	

flux	ratio	in	the	‘flux-driven	modern	model’)	to	0.5	(the	stoichiometrically-balanced	

ratio).	The	former	is	representative	of	the	modern	Earth	system,	and	the	latter	is	a	

commonly-assumed	 simplification	 for	 the	 late-Archaean	 biosphere	 (Catling	 and	

Claire,	 2005;	 Daines	 and	 Lenton,	 2016).	 Intermediate	 CH4:O2	 flux	 ratios	 might	

represent	biospheres	with	increasing	anaerobic	oxidation	of	methane	in	sediments	

resulting	from	increasing	sulphate	concentrations	(Catling	et	al.,	2007;	Daines	and	
Lenton,	2016;	Habicht	et	al.,	2002).		

	

 – Case 1: Varying O2 fluxes at fixed CH4:O2 ratios. 

For	a	first	test	case,	we	varied	O2	flux	between	1010	pu	and	4×1013	pu.	We	produced	

5	suites	of	up	to	372	model	atmospheres	with	O2	fluxes	between	these	values,	with	

corresponding	CH4	fluxes	set	to	maintain	CH4:O2	flux	ratios	of	0.094,	0.3,	0.45	and	

0.49.	The	model	results,	summarised	in	Figure	3-2,	are	strikingly	different	to	those	

using	fixed	mixing	ratio	LBCs.	

	

Model-predicted	O2	(Figure	3-2a)	and	CH4	(Figure	3-2b)	surface	mixing	ratios	are	

shown	with	the	O2	flux	as	the	independent	variable.	For	CH4:O2	flux	ratios	of	0.094,	

0.3	and	0.45,	pO2	 remains	 low	 (less	 than	10-7)	until	 the	O2	 flux	 reaches	a	 critical	

value,	at	which	point	pO2	 jumps	to	a	new	value	above	4×10-4	within	a	 trivial	 flux	

range.	 Computed	 methane	 mixing	 ratios	 drop	 just	 before	 the	 jump	 in	 pO2,	

supporting	suggestions	that	a	collapse	of	methane	might	be	a	prerequisite	for	the	

GOE	 (Claire	et	 al.,	 2006;	Warke	et	 al.,	 2020b;	 Zahnle	et	 al.,	 2006).	Ozone	column	
densities	exhibit	similar	patterns	to	pO2,	with	clusters	of	solutions	at	low	and	high	

column	densities	without	intermediates	(Figure	3-2c).	
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Top of atmosphere 
(TOA) flux

0.49;
5.85x1012 pu

0.49;
5.8x1012 pu

0.3;
3.4x1011 pu

flux ratio = 0.3;
O2 flux = 4x1010 pu

0.3;
3.6x1011 pu

0.3; 
1.95x1012 pu1.

2.

3.

Figure	3-2:	Case	1	model	results.	
(a)	Model-predicted	ground-level	O2	mixing	ratios	with	varying	user-specified	O2	lower	boundary	flux,	
for	different	CH4:O2	flux	ratios.	Grey	stars	and	green	crosses	indicate	the	O2	lower	boundary	fluxes	and	
mixing	ratios	of	the	six	example	model	atmospheres	examined	in	(d)	and	(e).	Corresponding	(b)	model-
predicted	ground-level	CH4	mixing	ratios,	and	(c)	ozone	column	densities	plotted	against	user-specified	
O2	lower	boundary	flux.	Red	arrows	on	(c)	illustrate	the	potential	positive	feedback	discussed	in	Section	
3.5.	 (d)	 O2	 (teal,	 solid	 lines),	 O3	 (purple,	 dashed	 lines)	 and	 CH4	 (orange,	 dotted	 lines)	mixing	 ratio	
profiles	for	six	example	model	solutions.	Each	panel	refers	to	a	model	solution,	indicated	by	a	star	or	
cross,	on	(a).	Panels	(i)-(ii)	show	two	trace-O2/trace-O3	atmospheres	with	a	CH4:O2	flux	ratio	of	0.3;	
panels	(iii)-(iv)	show	two	high-O2/high-O3	atmospheres,	also	with	a	CH4:O2	flux	ratio	of	0.3.	Panels	(v)	
and	(vi)	are	for	two	atmospheres	with	a	CH4:O2	flux	ratio	of	0.49.	Ozone	column	densities	are	shown	in	
the	top	left	corners	(units	=	molecules	cm-2).	(e)	UV	ground	flux	with	wavelength	for	the	six	example	
solutions	shown	on	(a)/(d).	The	‘top	of	the	atmosphere’	(TOA)	flux	is	also	shown	(black	line).	The	labels	
for	each	model	atmosphere	refer	first	to	the	CH4:O2	flux	ratio,	and	then	to	the	O2	flux	across	the	lower	
boundary.	
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When	 a	 CH4:O2	 flux	 ratio	 of	 0.5	was	 used	 (results	not	 shown	 in	 Figure	 3-2),	 the	

greater	 total	 flux	of	reductants	(including	H2,	CO	and	N2O)	than	oxidants	 into	the	

atmosphere	resulted	 in	a	pO2	always	 less	 than	the	CH4	mixing	ratio.	For	the	0.49	

CH4:O2	 flux	 ratio	 suite	 (Figure	 3-2a-c),	 the	 O2	 flux	 was	 eventually	 increased	

sufficiently	 such	 that	 it	 exceeded	 the	 total	 reductant	 flux,	 despite	 co-increasing	

methane	 fluxes.	 For	 this	 suite,	 there	 are	 ‘Archaean-like’	 solutions	 with	 O2	

concentrations	up	to	10-6	and	one	steady-state	atmosphere	with	an	O2	mixing	ratio	

of	4×10-5,	followed	by	a	series	of	solutions	with	pO2	exceeding	3×10-3	(1.5%	PAL).	

	

To	summarise,	our	1222	‘Case	1’	models	predict	that	oxygen,	methane	and	ozone	

levels	exist	in	one	of	two	states	–	trace-O2/O3	solutions,	and	high-O2/O3	solutions	–	

separated	 by	 a	 ‘gap’	 in	 which	 there	 is	 only	 one	 (very	 specific)	 solution	 for	

intermediate	 O2	 surface	 mixing	 ratios.	 To	 better	 understand,	 we	 explored	 the	
detailed	altitude-dependent	chemistry	of	models	spanning	these	states.	

	

3.4.1.1 – Two stable states of atmospheric chemistry? 

We	present	mixing	ratio	profiles	(Figure	3-2d)	and	ground-level	UV	fluxes	(Figure	

3-2e).	Panels	(i)–(iv)	in	Figure	3-2d	show	O2,	O3	and	CH4	mixing	ratio	profiles	for	

four	atmospheres	with	O2	 fluxes	 from	 the	0.3	CH4:O2	 ratio	 suite,	 illustrating	how	

vertical	distributions	change	as	O2	and	CH4	fluxes	increase.	Panels	(v)	and	(vi)	show	

profiles	of	two	atmospheres	with	CH4:O2	flux	ratios	of	0.49,	isolating	our	only	model	
atmosphere	with	ground-level	pO2	between	10-6	and	10-4.	The	corresponding	fluxes	

of	UV	photons	that	pass	through	the	entire	atmosphere	and	reach	the	surface	are	

shown	in	Figure	3-2e.	

	

In	 the	 ‘high-O2/O3’	 atmospheres	 (panels	 (iii)	 and	 (iv)	 in	Figure	3-2d),	O2	 is	well-

mixed	and	more	abundant	than	methane.	In	panel	(iii),	a	modern-like	stratospheric	

ozone	layer	is	emerging,	which	is	fully	developed	by	panel	(iv).	The	significant	ozone	

shielding	 results	 in	 increased	 methane	 mixing	 ratios	 and	 low	 UV	 fluxes	 at	 the	

surface,	 with	 modern-like	 behaviour	 where	 no	 photons	 shortward	 of	 ~290	 nm	

reach	the	ground	(Figure	3-2e).	The	other	high-O2	atmosphere	(panel	(iii)	in	Figure	
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3-2d)	 blocks	 substantial	 UV	within	 the	 200-320	nm	 range,	 but	 some	photons	 at	

DNA-damaging	 wavelengths	 (200-220	 nm)	 will	 reach	 the	 ground.	 This	 case	 is	

similar	to	the	Segura	et	al.	(2003)	(fixed	mixing	ratio	boundary	condition)	model	of	

2.1×10-3	for	O2,	which	was	argued	to	be	the	tipping	point	at	which	ozone	shielding	

significantly	impacts	ground	UV	fluxes.	

	

The	panel	(v)	atmosphere	is	similar	to	those	in	panels	(i)	and	(ii),	while	panel	(vi)	

shows	 an	 atmosphere	 with	 tropospheric	 O2	 and	 CH4	 mixing	 ratios	 both	

approximately	80	ppm	–	on	the	cusp	of	the	reducing/oxic	divide.	However,	there	is	

not	sufficient	ozone	to	provide	tropospheric	UV	shielding	of	O2	(Figure	3-2e).	While	

being	a	steady-state	solution,	it	seems	unlikely	that	this	kind	of	atmosphere	would	

be	 stable	 against	 small	 perturbations	 to	 the	 oxygen	 flux.	 The	 dearth	 of	 stable	

solutions	 between	 the	 trace-O2	 and	 high-O2	 attractors	 appears	 primarily	 due	 to	
positive	 feedbacks	 between	 increasing	 O2	 and	 O3,	which	 result	 in	 decreasing	 O2	

photolysis	rates	(Claire	et	al.,	2006;	Goldblatt	et	al.,	2006).	O2	photolysis	occurs	only	

at	wavelengths	of	242	nm	and	below.	The	most	abundant	and	effective	absorbing	

molecule	in	the	200-300	nm	wavelength	range	is	O3,	with	peak	absorption	at	240	

nm.	 Increasing	 O3	 concentrations	 (Figure	 3-2c)	 therefore	 shield	 O2	 in	 the	 lower	

atmosphere	 from	 photolytic	 destruction	 (Figure	 A-1,	 Appendix	 A),	 enabling	 O2	

concentrations	to	rise	for	a	given	flux.	We	explore	this	further	in	Section	3.4.3.	

	

 – Case 2: Varying CH4:O2 ratios at fixed O2 fluxes  

A	second	set	of	experiments	designed	to	expand	the	parameter	space	of	modelled	

fluxes	 investigates	 the	 reproducibility	 of	 our	 results	 under	 different	

conceptualisations	 of	 biogenic	 flux	 evolution.	 In	 the	 Case	 2	 suites,	 we	 fixed	 the	

absolute	O2	 flux	 at	 five	 values	 (1011,	 3×1011,	 5×1011,	 1012	 and	 5×1012	 pu),	while	

decreasing	the	CH4:O2	flux	ratio	systematically	from	0.5	to	0.1.	These	experiments	

might	roughly	capture	the	effects	of	increasingly	sulphate-rich	waters	driving	the	

locus	of	methane	oxidation	into	sediments	at	a	given	primary	productivity,	but	are	
admittedly	a	vast	simplification	of	biospheric	processes	(Daines	et	al.,	2017).	The	

computed	 O2	 and	 CH4	mixing	 ratios	 and	 corresponding	 O3	 column	densities	 are	
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shown	in	Figure	3-3.	As	the	CH4:O2	flux	ratio	is	decreased	from	0.5	to	a	critical	value	

dependent	on	the	absolute	O2	flux,	an	abrupt	transition	from	reducing	to	oxidising	

atmospheres	occurs	(other	than	for	an	O2	flux	of	1011	pu,	which	is	sufficiently	low	

that	this	critical	value	is	not	reached	for	any	CH4:O2	flux	ratio	less	than	0.1).	The	Case	

Figure	3-3:	Case	2	model	results.	
Model-predicted	 (a)	 O2	 ground-level	
mixing	 ratios,	 (b)	 CH4	 ground-level	
mixing	ratios,	and	(c)	O3	column	densities	
of	 model	 atmospheres,	 with	 decreasing	
CH4:O2	ratio.	Five	O2	flux	cases	are	shown,	
with	 the	 magnitude	 of	 the	 O2	 fluxes	
indicated	by	the	legend,	in	photochemical	
units	(1	pu	=	1	molecule	cm-2	s-1).	
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2	experiments	demonstrate	a	wider	‘gap’	in	solutions	than	Case	1,	with	no	predicted	

model	atmospheres	with	O2	mixing	ratios	between	4×10-7	and	10-3.		

	

 – The photochemical (in)stability of atmospheres ‘in the gap’ 

Atmospheres	with	O2	mixing	ratios	between	4×10-7	and	4×10-4	are	not	produced	in	

the	 flux-driven	 experiments	 described	 so	 far	 in	 this	 study,	 barring	 one	 case	

highlighted.	By	contrast,	the	identical	numerical	model	utilising	fixed	mixing	ratio	

boundary	 conditions	 produces	 results	 for	 all	 surface	 O2	 mixing	 ratios	 between	

2.1×10-11	and	0.42	(Figure	3-1).	As	all	results	in	this	and	previous	efforts	are	steady-

state	equilibrium	solutions,	it	should	be	possible,	numerically	speaking,	to	carefully	

specify	fixed	flux	boundary	conditions	to	reproduce	model	atmospheres	with	any	

ground-level	O2	mixing	ratio,	even	within	the	‘gaps’	identified	in	Cases	1	and	2.	To	

explore	this,	we	chose	three	of	our	Case	0	fixed	mixing	ratio	LBC	models,	with	pO2	

Case 0 
mixing 

ratios and 
fluxes

flux-driven model 
fluxes and mixing 

ratios

flux-driven model 
fluxes and mixing 

ratios

Figure	 3-4:	Model-predicted	 ground-level	 O2	mixing	 ratios	 of	model	 atmospheres	with	
fixed	flux	boundary	conditions	for	O2,	where	the	user-specified	flux	is	equal	to	predicted	
fluxes	from	the	fixed	mixing	ratio-driven	models	(Case	0).	
Large,	filled	yellow	plus,	red	cross	and	pink	diamond	indicate	the	three	chosen	O2	surface	
mixing	ratios	(2.1×10-4,	2.1×10-5	and	2.1×10-6,	respectively),	and	the	O2	fluxes	required	by	
the	fixed	mixing	ratio-driven	model	to	produce	these	atmospheres.	Small	yellow	plus,	red	
cross	and	open	pink	diamond	symbols	indicate	O2	mixing	ratios	of	atmospheres	produced	
when	fluxes	for	each	case	are	perturbed	slightly.	Note	that	the	x	axis	has	a	linear	scale.	
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values	of	2.1×10-6,	2.1×10-5	and	2.1×10-4.	We	entered	the	predicted	fluxes	of	O2	and	

CH4	 (to	 12	 significant	 figures)	 as	 fixed	 flux	 boundary	 conditions	 and	 used	 the	

predicted	species	densities	as	initial	values.	

	

For	 each	 case,	 the	 flux-driven	 models	 did	 not	 converge	 when	 using	 the	 fluxes	

predicted	by	the	fixed	mixing	ratio	models.	As	fluxes	were	perturbed	incrementally	

(at	constant	CH4:O2),	no	models	converged	until	the	O2	fluxes	were	~6%,	~6%	and	

~3%	higher,	or	~1%,	~1%	and	~4%	lower	than	Case	0,	respectively	(Figure	3-4).	

Subsequently,	 model	 solutions	 with	 3×10-8	 <	 pO2	 <	 5×10-4	 were	 not	 produced.	

Rounding	our	input	fluxes	to	three	significant	figures	for	the	2.1×10-5	case	to	test	for	

numerical	precision	issues	made	no	significant	difference	to	the	results.	

	

These	 tests	 supplement	 the	 preliminary	 conclusions	 from	 Cases	 1	 and	 2,	
demonstrating	 that	 some	 steady-state	 model	 solutions	 computed	 using	 fixed	 O2	

mixing	 ratio	 LBCs	 between	 4×10-7	 and	 5×10-4	 are	 in	 fact	 unstable	 equilibrium	

solutions.	 They	 adjust	 to	 new	 solutions	 given	 trivial	 changes	 in	 lower	 boundary	

fluxes.	This	suggests,	but	does	not	fully	prove,	that	fixed	mixing	ratio	LBCs	produce	

unstable	 equilibrium	 solutions	 in	 some	 (potentially	 large)	 regions	 of	 parameter	

space.	A	 full	stability	analysis	requires	time-dependent	computations	beyond	the	

scope	of	 this	 effort,	 but	will	 be	 forthcoming.	Users	of	1-D	photochemical	models	

(who	must	already	carefully	choose	boundary	conditions	(e.g.	Domagal-Goldman	et	

al.,	 2014;	Harman	 et	 al.,	 2018)	 are	 further	 cautioned	 to	 consider	 the	 stability	 of	

model	results	against	small	variations	in	flux,	especially	if	using	fixed	mixing	ratio	

boundary	conditions.	

	

 – Case 3: Including negative feedbacks from oxidative weathering 

Photochemical	models	 to	 date	 have	 ignored	 a	 key	 negative	 feedback	 on	 oxygen	

fluxes	at	Earth’s	surface:	as	atmospheric	O2	concentrations	build	up,	 the	removal	

rate	 via	 oxidative	 weathering	 increases.	 To	 test	 whether	 this	 could	 stabilise	
atmospheres	 with	 lower	 pO2,	 we	 ran	 suites	 of	 models	 with	 the	 inclusion	 of	

deposition	velocity	boundary	conditions	that	remove	O2	from	the	lower	boundary	
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at	 a	 rate	 proportional	 to	 the	 O2	 mixing	 ratio.	 Numerically,	 this	 requires	 the	

photosynthetic	O2	 flux	 to	 be	 delivered	 into	 the	 atmosphere	 at	 0.5	 km	 above	 the	

surface,	but	this	has	a	negligible	effect	on	the	vertical	profiles	because	large	eddy	

diffusion	coefficients	rapidly	mix	near-surface	layers.	

	

Firstly,	we	defined	the	O2	lower	boundary	flux	as	Fout	=	Vdep[O2]N1,	where	Vdep	is	the	

deposition	velocity	(cm	s-1),	N1	is	the	atmospheric	density	in	the	first	grid	step,	and	

[O2]	is	the	ground-level	O2	mixing	ratio.	In	a	second	suite,	we	used	Fout	=	Vdep[O2]0.5N1,	

following	pyrite	oxidation	kinetics	experiments	that	show	a	half-power	law	relation	

(Johnson	 et	 al.,	 2019).	We	 focus	 on	 pyrite	 rather	 than	 organic	 carbon	 oxidation	

(which	we	consider	a	redox-neutral	part	of	 the	reversal	of	photosynthesis	 in	our	

conceptualisation),	 but	 conveniently	 carbon	 oxidation	 rate	 laws	 are	 also	

approximately	half-power	in	O2	(e.g.	Daines	et	al,	2017).	We	tuned	values	of	Vdep	to	
5×10-9	cm	s-1	and	2.3×10-9	cm	s-1,	respectively,	in	order	to	reproduce	the	modern	

O2

CH4

Feedback flux:
none

5.0×10&' () *+
2.3×10&'[()]0.1*+
2.3×10&2[()]0.1*+

CH4O2

Figure	3-5:	Case	3	model	results.	
Model	results	showing	the	effects	of	the	inclusion	of	an	oxidative	weathering	flux	of	O2	out	of	
the	atmosphere	(Case	3	results;	circles,	triangles	and	squares)	compared	to	the	Case	1	model	
atmospheres,	 for	which	there	is	no	drawdown	O2	flux	(diamonds).	Model-predicted	ground-
level	O2	(filled,	teal	symbols)	and	CH4	(open,	orange	symbols)	mixing	ratios	are	plotted	against	
user-specified	O2	flux	into	the	model	atmosphere	across	the	lower	boundary.	The	ratio	of	the	
CH4	flux	to	the	upward	(into-the-atmosphere)	O2	flux	is	0.094	for	each	model	suite	(Table	3-1).	
The	equation	for	the	drawdown	flux	is	shown	in	the	legend,	where	[O2]	is	the	mixing	ratio	of	O2	
and	N1	is	the	number	density	of	the	atmosphere	in	the	lowermost	grid	step.	
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oxidative	weathering	flux	of	~2.6×1010	pu	(Holland,	2002)	and	modern	pO2,	when	

using	the	fixed-flux	modern	model.	For	a	third	suite,	we	increased	Vdep	by	an	order	

of	magnitude	for	the	half-power	law	case.	

	

The	results	(Figure	3-5)	reveal	that	the	two-state	behaviour	observed	in	Cases	1	and	

2	 persists	 in	 the	 Case	 3	 suites,	 despite	 the	 inclusion	of	 a	 negative	 feedback	 flux.	

Increasing	 Vdep	 by	 an	 order	 of	 magnitude	 produces	 several	 steady-state	 model	

atmospheres	with	O2	mixing	ratios	between	10-6	and	10-3,	but	they	are	not	stable	

against	trivial	changes	in	flux.	

	

 – Confirmation of two stable states of atmospheric oxygen 

chemistry? 

Figure	3-6	illustrates	a	key	result	of	this	work.	Predicted	O2	ground	mixing	ratios	

are	plotted	against	O3	column	densities	for	the	2067	flux-driven	steady-state	model	
solutions	in	Cases	1-3.	Given	the	monotonic	increase	in	O3	column	density	with	O2	

mixing	 ratio	 for	 the	 classic	 (Case	 0)	 result,	 it	 previously	 appeared	 plausible	 to	

imagine	that	Earth’s	atmosphere	could	have	existed	in	a	wide	range	of	stable	mid-

oxic	states.	In	contrast,	our	flux-driven	results	suggest	that,	for	a	broad	range	of	O2	

and	CH4	fluxes,	the	majority	of	solutions	cluster	in	two	locations,	with	limited	stable	

solutions	between.		

	

The	model	atmospheres	show	a	bimodal	distribution,	with	‘high-’	(mode	of	0.1-0.2)	

and	 ‘trace-’	 (mode	 of	 1-2×10-8)	 O2	 atmospheres	 (Figure	 3-6,	 upper	 panel).	With	

‘high-O2’	 atmospheres	 defined	 as	 those	 with	 pO2	 above	 2.1×10-6	 and,	 as	 a	

conservative	measure,	discarding	the	atmospheres	with	O2	concentrations	greater	

than	0.30	(since	these	are	unlikely	to	have	existed	for	most	of	the	Phanerozoic),	95%	

(2σ)	of	our	model	atmospheres	have	pO2	greater	than	5×10-3,	and	97.5%	have	pO2	

greater	than	2×10-3	(~1%	PAL).	The	results	may	be	additionally	conservative	as	the	
bulk	of	the	solutions	computed	with	lower	than	1%	PAL	O2	were	from	cases	in	which	

oxidative	 weathering	 was	 set	 one	 order	 of	 magnitude	 higher	 than	 presently	

constrained	values.	With	‘trace-O2’	atmospheres	defined	as	those	with	pO2	less	than	
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2.1×10-3,	95%	of	our	model	atmospheres	have	pO2	 less	 than	6×10-7.	While	by	no	

means	a	comprehensive	statistical	treatment,	this	supports	previous	studies	(Claire	

et	 al.,	 2006;	Daines	 and	 Lenton,	 2016;	Goldblatt	 et	 al.,	 2006;	Laakso	 and	 Schrag,	

2017),	which	 concluded	 that	 there	 is	 a	 region	 of	 pO2	 parameter	 space	 spanning	

several	orders	of	magnitude	in	which	model	atmospheric	solutions	are	particularly	

sparse.		

Case 3 
feedback 

fluxes

Case 2 O2 fluxes

Region of few 
solutions; 
unstable 

equilibrium 
solutions?

95% of 
high-O2

solutions 
(< 0.30)

95% of low-O2
solutions

Case 1 flux ratios

Figure	3-6:	Summary	of	Cases	1-3	compared	to	the	classic	model.	
Upper	panel:	histogram	showing	frequency	of	model	atmospheres	with	different	ground-level	O2	mixing	
ratios	(Cases	1,	2	&	3).	Lower	panel:	O3	column	density	plotted	against	O2	mixing	ratio	for	all	model	
atmospheres	in	Cases	1	(orange	symbols),	2	(purple	symbols),	and	3	(white	symbols),	compared	to	the	
results	from	the	fixed	mixing	ratio-driven	model	(Case	0;	grey	dashed	line).	Vertical	dotted	lines	indicate	
the	regions	of	O2	mixing	ratio	space	in	which	most	of	the	model	solutions	lie.	
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For	Cases	1-3,	the	absolute	fluxes	of	O2	and	CH4	at	which	the	atmospheres	switch	

from	 reducing	 to	 oxic	 varies.	 Figure	 3-7	 normalises	 this	 by	 plotting	 against	Koxy,	

which	 is	defined	as	 the	O2	source	 flux	divided	by	the	stoichiometrically-balanced	

average	fluxes	of	all	reducing	gases	(Catling	and	Claire,	2005).	Model	atmospheres	

with	Koxy	 less	 than	 1	 are	 reducing,	 and	 those	 with	Koxy	 greater	 than	 1	 are	 oxic,	

suggesting	that	the	ratio	of	total	reductant	to	oxidant	flux	determines	in	which	of	

the	two	states	the	atmosphere	lies.	It	further	illustrates	the	very	narrow	range	in	

flux	 space	 for	which	 intermediate	 solutions	 beyond	 our	95%	 confidence	 bounds	

exist.	If	any	of	these	lower	pO2	solutions	were	to	persist	in	the	Earth	system,	they	

would	 require	 very	 strong	 (unspecified)	 negative	 feedbacks	 to	maintain	 biologic	

fluxes	in	a	tight	window.		

	

 – Exploring flux boundary conditions for other redox-relevant species 

As	a	final	set	of	tests,	we	examined	the	sensitivity	of	model	output	to	the	choice	of	

boundary	conditions	for	the	reducing	gases	H2	and	CO.	The	H2	flux	has	been	shown	
to	affect	the	pO2	of	steady-state	model	atmospheres	(Laakso	and	Schrag,	2017).	The	

Case 3 
feedback 

fluxes

Case 2 O2 fluxes

Case 1 flux ratios

Figure	 3-7:	 Model-predicted	 ground-level	 O2	mixing	 ratios	 plotted	 against	 Koxy,	 for	 all	
model	atmospheres	from	Cases	1-3.	
Model	atmospheres	with	Koxy	<	1	are	reducing,	while	those	with	Koxy	>	1	are	oxidising.	
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two-state	behaviour	described	above	persists	despite	changes	in	the	magnitude	of	

reducing	fluxes,	and	further	strengthens	our	conclusion	that	the	user-specification	

of	boundary	conditions	must	be	carefully	considered,	even	for	trace	species.	

	

3.4.6.1 – Case 4: Magnitudes of reducing fluxes 

For	a	fourth	test	case,	we	varied	the	magnitude	of	the	fluxes	of	H2,	CO,	H2S	and	SO2	

into	the	model	atmosphere,	using	the	 ‘modern	 low,’	 ‘modern	high’	and	 ‘Archaean	
high’	values	from	Zahnle	et	al.	(2006;	Table	3-1).	When	we	used	the	‘modern	low’	

fluxes	as	fixed	flux	LBCs	for	a	model	with	fixed	mixing	ratio	(modern-like)	boundary	

conditions	 for	 O2,	 CH4	 and	 N2O,	 the	 resulting	mixing	 ratios	 for	 H2	 and	 CO	were	

7.7×10-7	and	2.5×10-8,	which	are	slightly	higher	and	lower	than	modern	estimates,	

respectively	(Ehhalt	et	al.,	2001).	Using	the	computed	N2O	flux	and	fixed	CH4:O2	flux	

ratio	 of	 0.16,	we	 produced	 a	model	 suite	with	 varying	O2	 flux.	We	 repeated	 this	

method	for	the	‘modern	high’	and	‘Archaean	high’	fluxes.	

	

For	all	three	scenarios,	a	jump	from	reducing	to	oxic	atmospheric	solutions	within	a	

narrow	flux	range	was	observed	(Figure	3-8).	The	‘gap’	in	O2	mixing	ratio	solutions	

is	slightly	different	to	that	produced	in	Cases	1-3,	and	again	varies	significantly	over	

a	 range	 of	 O2	 fluxes.	 Regardless,	 the	 absolute	 magnitude	 of	 H2	 and	 CO	 fluxes	

(between	 end-member	 parametrisations)	 does	 not	 affect	 the	 overall	 two-state	

behaviour	of	the	model	atmospheres	with	varying	user-specified	O2	flux.	
	

3.4.6.2 – Case 5: Additional drawdown fluxes of reductants 

Both	 H2	 and	 CO	 are	 consumed	 voraciously	 by	 microbes.	 We	 tested	 the	 model	

sensitivity	to	additional	drawdown	fluxes,	by	implementing	a	linear	feedback	flux	

equal	 to	Vdep[X]N1,	where	[X]	 is	 the	H2	or	CO	mixing	ratio.	Following	Zahnle	et	al.	

(2006),	we	chose	deposition	velocity	values	of	2.5×10-4	and	1.2×10-4	after	Kharecha	

et	al.	(2005).	We	distributed	the	upward	fluxes	(from	the	flux-driven	modern	model)	

log-normally	through	the	first	10	km	of	the	atmosphere	(Zahnle	et	al.,	2006).	Using	
the	mixing	ratio	of	CO	in	the	flux-driven	modern	model,	we	calculated	the	resulting	

downward	flux	and	adjusted	the	upward	flux	such	that	the	net	flux	remained	the	
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same	as	for	Cases	1-3.	Using	the	same	method	for	H2	resulted	in	a	net	downward	

flux,	so	we	increased	the	upward	flux	until	the	net	H2	flux	was	positive	(i.e.	into	the	

atmosphere).	The	resulting	CO	and	H2	mixing	ratios	were	fairly	similar	to	the	global	

measured	averages	(6.2×10-8	and	5.5×10-7,	respectively;	Ehhalt	et	al.,	2001).	Using	

these	 combined	 flux	 and	 deposition	 velocity	 conditions	 for	 H2	 and	 CO,	 we	

reproduced	a	suite	of	models	with	varying	O2	 flux,	at	a	constant	CH4:O2	flux	ratio	

(0.094).	The	results	(Case	5	on	Figure	3-8)	are	our	best	attempt	to	properly	model	

CO	and	H2,	and	also	display	the	two-state	behaviour	observed	in	Cases	1-3.	

	

3.4.6.3 – Case 6: Mixing ratio boundary conditions for H2 and CO – a cautionary 

tale 

Using	modern-like	 fixed	mixing	 ratio	 LBCs	 for	 H2,	 CO	 and	 N2O	 produced	 results	
broadly	 similar	 to	 those	 described	 in	 previous	 subsections,	 in	 that	 there	 were	

Figure	3-8:	Cases	4	&	5	model	results.	
Model-predicted	ground-level	O2	mixing	ratios	for	model	atmospheres,	showing	the	effects	of	
varying	the	fluxes	of	reducing	species	H2,	CO,	H2S	and	SO2.	Indigo	squares,	blue	triangles	and	
orange	circles	show	the	Case	4	results,	for	the	‘Archaean	high,’	‘modern	high’	and	‘modern	low’	
magnitudes	of	 fluxes	from	Zahnle	et	al.	(2006),	 for	H2,	CO,	H2S	and	SO2,	respectively.	White	
diamonds	 show	 the	 Case	 5	 results,	 for	 which	 H2	 and	 CO	 are	 given	 additional	 deposition	
velocities	(see	Table	3-1).	
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reducing	and	oxic	model	atmospheres,	and	a	transition	between	them	within	a	very	

narrow	 flux	 range.	 However,	 this	 model	 setup	 (preliminary	 work	 presented	 by	

Gregory	 et	 al.	 2019)	 also	 produced	 a	 third	 cluster	 of	 ‘very-low	 O2’	 atmospheres	

(7×10-7	<	pO2	<	3×10-5;	not	shown),	occurring	only	inside	the	narrow	transition	flux	

range,	and	featuring	considerable	ozone,	but	not	a	fully	protective	ozone	shield.	In	

addition,	 the	 ‘high-O2’	 atmospheres	 only	 had	minimum	O2	mixing	 ratios	 of	 10-2,	

considerably	affecting	the	application	of	our	model	to	palaeo-O2	levels	over	Earth	

history.	

	

This	demonstrates	that	the	fixed	mixing	ratio	LBCs	of	some	trace	gases	enables	the	

same	numerical	issues	(potentially	unphysical	fluxes	across	the	lower	boundary)	as	

for	the	more	dominant	species.	Our	results	from	Cases	1-5	with	fixed	flux	boundary	

conditions	 for	 H2	 and	 CO	 allowed	 us	 to	 determine	 that	 the	 original	 three-state	
behaviour	was	driven	by	instabilities	in	the	model-predicted	lower	boundary	fluxes	

of	 H2	 and	 CO,	 which	 the	 model	 was	 switching	 between	 net	 input	 and	 output	

depending	on	the	CH4:O2	 flux	ratio.	This	emphasises	our	primary	conclusion	that	

any	 photochemical	 modelling	 effort	 must	 fully	 describe	 choices	 for	 boundary	

conditions,	 even	 for	 trace	 species,	 in	 order	 to	 allow	 reproducibility	 and	 assess	

reliability.	

	

Having	determined	from	Cases	4-6	that	H2	and	CO	flux	boundary	conditions	produce	

rather	different	model	atmospheres	to	mixing	ratio	LBCs,	but	that	the	magnitude	of	

the	fluxes,	and	the	inclusion	of	negative	feedback	fluxes	do	not	affect	the	primary	

result	 of	 pO2	 bistability,	 we	 focus	 our	 discussion	 on	 Cases	 1-3.	 While	 a	 full	

exploration	of	appropriate	H2	and	CO	lower	boundary	fluxes	is	beyond	the	scope	of	

this	thesis,	the	‘flux-driven	modern	model’	fluxes	remain	a	good	choice	because	of	
the	 better	 prediction	 of	H2	 and	 CO	 ground-level	mixing	 ratios,	 and	 their	 ease	 of	

comparison	with	previous	1-D	photochemical	modelling	studies.	
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 – Discussion 

 – Box models 

Our	results	impact	on	previous	work	which	predicts	an	abrupt	shift	from	reducing	

to	oxic	atmospheres	over	an	extremely	narrow	oxygen	flux	range	(Alcott	et	al.,	2019;	

Claire	 et	 al.,	 2006;	Daines	 et	 al.,	 2017;	Goldblatt	 et	 al.,	 2006;	 Laakso	 and	 Schrag,	

2017).	Despite	extrapolating	from	the	fixed-mixing	ratio	models	we	have	called	into	

question	(e.g.	Case	0),	these	box-model	studies	elucidated	that	flux-driven	feedbacks	

within	the	Earth	system	drive	a	rapid	transition	between	clusters	of	trace-O2	and	

high-O2	solutions,	while	passing	through	intermediates.	

	

Model	 atmospheres	 with	 these	 ‘intermediate’	 oxygen	 compositions	 have	 been	

produced	by	previous	1-D	photochemical	modelling	efforts,	but	we	have	shown	that	

some	 are	 unstable	 equilibrium	 solutions	 when	 explored	 in	 flux-driven	
photochemical	 models.	 Minuscule	 perturbations	 to	 lower	 boundary	 fluxes	

seemingly	drive	any	 intermediate	 ‘solutions’	 towards	attractors	 in	high-O2/O3	or	

trace-O2/O3	 regions	 of	 parameter	 space,	 due	 to	 positive	 feedbacks	 involving	 the	

formation	of	 an	optically	 thick	ozone	column	 (Claire	et	 al.,	 2006;	Goldblatt	 et	 al.,	

2006).	 While	 issues	 of	 kinetics	 remain	 to	 be	 determined,	 these	 atmospheric	

feedbacks	will	 presumably	 occur	much	more	 rapidly	 than	 other	 biogeochemical	

feedbacks,	which	we	predict	would	strongly	amplify	existing	non-linear	behaviour	

in	box	models,	as	well	as	potentially	drive	strong	feedbacks	on	microbial	ecology.	A	

full	 exploration	 of	 the	 dynamics	 of	 photochemical	 (in)stability	 and	 kinetic	

timescales	for	transitions	requires	time-dependent	atmospheric	models	beyond	the	

scope	 of	 this	 thesis.	 Simultaneous	 incorporation	 of	 these	 short/medium-term	

atmospheric	 forcings	 into	 a	 long-term	 biogeochemical	 model	 with	 appropriate	

Earth	system	feedbacks	would	be	an	interesting	target	for	future	work.	

	

 – Proterozoic pO2 

The	 lower	 limit	 of	 the	 high-O2/O3	 solutions	 has	 interesting	 applications	 as	 a	

potential	 constraint	 on	 Proterozoic	 pO2.	 Palaeo-O2	 levels	 over	 Earth	 history	
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compatible	with	the	regions	of	stability	shown	in	this	study	are	compared	to	proxy	

constraints	in	Figure	3-9.	Though	our	model	results	comment	only	on	the	potential	

stability	 of	 palaeo-O2	 levels,	 as	 opposed	 to	 their	 temporal	 evolution,	 we	 have	

truncated	 our	 regions	 of	 stability	 to	 fit	 with	 the	 commonly-accepted	 temporal	

constraints	associated	with	the	presence	of	S-MIF,	O-MIF	and	charcoal.	Our	results	

are	consistent	with	the	estimates	of	Proterozoic	pO2	given	by	the	absence	of	redox-

sensitive	minerals	in	Proterozoic	sediments	(e.g.	Johnson	et	al.,	2014),	evidence	for	

surface	ocean	oxygenation	(Lenton	and	Daines,	2017),	and	the	presence	of	variable	

δ53Cr	 since	 1390	 Ma	 (Canfield	 et	 al.,	 2018).	 They	 are	 also	 consistent	 with	 (but	

stronger	 than)	 the	 lower	 limit	of	2.1×10-4	 indicated	by	 the	presence	of	 an	ozone	

layer	 (Segura	 et	 al.,	 2003),	 as	 revealed	 by	 non-zero	 O-MIF.	 However,	 since	 this	

constraint	 arose	 from	models	 using	 fixed	mixing	 ratio	 boundary	 conditions,	 our	

Figure	3-9:	Summary	of	results	from	this	study,	in	terms	of	palaeo-O2	levels.	
Purple	regions	show	the	ground-level	O2	mixing	ratios	of	most	of	our	model	solutions	in	the	context	
of	existing	constraints	for	pO2	over	Earth	history.	Grey	regions	show	O2	mixing	ratios	compatible	
with	some	proxies,	from	the	review	by	Kump	(2008).	In	addition,	existing	upper	limit	constraints	
are	shown	with	downward	arrows	and	annotations	in	italics	(*Canfield,	1998,	2005;	†Farquhar	et	
al.,	2000;	Pavlov	&	Kasting,	2002;	‡‡Planavsky	et	al.,	2014	(dashed	line	with	circle	end	markers);	
‡Cole	 et	al.,	 2016;	Planavsky	 et	al.,	 2018	 (dashed	 line	with	 circle	 end	markers)).	Existing	 lower	
limits	are	 shown	with	upward	arrows	and	annotations	 in	 regular	 text	 (‡‡‡Canfield	 et	al.,	 2018;	
Gilleaudeau	et	al.,	2016	(dashed	line	with	arrow	end	markers);	။	Crockford	et	al.,	2018;	Segura	et	

al.,	 2003	 (dotted	 line);	 **Holland,	1994;	Rye	and	Holland,	1998	 (dotted	 line	with	diamond	end	
markers)).	Existing	constraints	from	single	points	in	time	are	shown	by	crosses	(§Bellefroid	et	al.,	
2018;	¶Planavsky	et	al.,	2020	(vertical	line	shows	90%	confidence	interval)).	The	post-Devonian	
charcoal	record	constraints	are	well-established,	so	we	trim	our	constraints	(purple	regions)	to	fit	
with	this.	
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results	 suggest	 a	 revision	of	 the	 lower	 limit	 to	2×10-3,	 as	our	 flux-driven	models	

produced	very	few	solutions	with	both	an	ozone	layer	and	pO2	lower	than	this.	Our	

results	are	inconsistent	with	arguments	for	low	mid-Proterozoic	pO2	(e.g.	Cole	et	al.,	

2016;	Planavsky	et	al.,	2014,	2020).		

	

 – Earth system feedbacks and switches between states 

Our	results	also	prompt	comments	on	the	reversibility	of	the	switch	between	the	

trace-O2/O3	 and	 high-O2/O3	 states.	 After	 an	 oxic	 atmosphere	 is	 established,	 is	 it	

possible	 to	 reduce	 biospheric	 fluxes,	 through	 a	 primary	 productivity	 crash	 or	

ecological	 reorganisation,	 to	 sufficiently	 low	 levels	 (with	Koxy	 <	 1)	 such	 that	 the	

ozone	layer	collapses	and	pO2	falls	by	several	orders	of	magnitude?	The	continuous	

existence	 of	 terrestrial	 eukaryotic	 life	 precludes	 this	 scenario	 for	 most	 of	 the	

Phanerozoic,	while	 the	 presence	 of	O-MIF	 (Crockford	 et	 al.,	 2019)	 after	 the	GOE	

strongly	 argues	 against	 a	 return	 to	 the	 trace-O2/O3	 state	 during	 the	 bulk	 of	 the	

Proterozoic.	 Apparently,	 feedbacks	 between	 atmospheric	 chemistry	 of	 ozone	

formation	and	biospheric	oxygen	production	are	quite	strong.	
	

Our	model	results	suggest	a	previously	undescribed	stabilising	feedback	to	prevent	

such	 reversibility.	 We	 have	 assumed	 that	 CH4:O2	 flux	 ratios	 of	 0.5	 and	 0.1	 are	

representative	of	reducing	biospheres	and	the	modern	biogeosystem,	respectively.	

With	 this	 in	mind,	 consider	 a	 reducing	 atmosphere	 supported	 by	 a	 putative	 low	

productivity	late	Archaean	biosphere	featuring	a	low	O2	flux	and	a	CH4:O2	flux	ratio	

of	0.49.	Following	this	suite	of	models	(along	the	arrow	labelled	(1)	in	Figure	3-2c),	

an	increase	in	O2	flux	leads	to	a	jump	from	the	trace-O2	to	the	oxic	state,	at	an	O2	flux	

near	8.5×1012	pu	in	this	example.	In	the	resulting	oxidising	atmospheres,	increased	

methane	 oxidation	 in	 sediments	 decreases	 the	 CH4:O2	 ratio	 towards	 0.1	 (arrow	

labelled	(2)).	Subsequently,	the	decrease	in	O2	flux	necessary	to	plunge	back	into	an	

anoxic	 world	 is	 far	 greater	 than	 for	 the	 higher	 CH4:O2	 flux	 ratio	 values	 (arrow	

labelled	(3)).	This	constitutes	a	hysteresis	loop	preventing	small	decreases	in	O2	flux	
from	reversing	atmospheric	oxidation.	The	sulphate-dependent	transition	to	lower	

CH4:O2	ratios	is	therefore	a	positive	Earth-system	feedback	that	helps	maintain	an	
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oxic	 atmospheric	 state.	 In	 addition	 to	 time-dependent	 photochemical	modelling,	

additional	ecosystems	modelling	work	is	needed	to	consider	this	further,	such	as	a	

study	 of	 the	 remineralisation	 dynamics	 and	 stability	 of	 sedimentary	 packages	

during	 the	 transition	 from	Archaean-like	CH4:O2	 flux	 ratios	of	0.5	 to	modern-like	

ratios	below	0.1.	

	

 – Conclusions 

In	 this	 study	 we	 have	 shown	 that	 photochemical	 models	 utilising	 fixed	 flux	

boundary	 conditions	 can	 contribute	 towards	 constraints	 on	 atmospheric	 oxygen	

over	Earth	history.	Even	with	the	inclusion	of	long-term	negative	feedback	fluxes	of	

O2,	 atmospheric	 chemistry	 drives	 the	 atmosphere	 towards	 one	 of	 two	 states,	

between	which	 there	are	 few	stable	equilibrium	solutions.	 Specifically,	 there	 is	 a	

dearth	of	stable	atmospheric	configurations	with	pO2	between	6×10-7	and	2×10-3.	

Our	 results	 support	 estimates	 of	 trace-O2	 levels	 in	 the	 Archaean	 and	 O2	 levels	

greater	than	1%	PAL	during	the	Proterozoic	and	Phanerozoic.	In	Chapter	6,	we	will	

explore	 these	 constraints	 further	 with	 the	 use	 of	 a	 1-D	 photochemical	 oxygen	

isotope	 model,	 which	 we	 develop	 in	 Chapter	 5.	 However,	 principally	 this	 study	

highlights	 the	 importance	 of	 carefully	 prescribed	 and	 described	 boundary	

conditions	in	photochemical	models.	
	



	

	 	
	

	

  
	

Triple oxygen isotope model development 
	

	

	

	

We	developed	the	1-D	photochemical	model	Atmos	(described	in	Chapter	2;	Catling	

et	 al.,	 2010;	Claire	et	 al.,	 2014)	to	 include	 the	three	 isotopes	of	oxygen.	Here,	we	

describe	 the	 implementation	 of	 the	 triple	 oxygen	 isotope	 model,	 including	 the	

assumptions	made.	We	validate	the	model	in	Section	4.2,	and	explain	its	utility	for	

addressing	 questions	 regarding	 the	 modern-	 and	 palaeo-Earth	 atmosphere	 in	

Section	4.3.	Our	triple	oxygen	isotope	model	is	developed	via	a	private	repository	

(https://github.com/StAtmos/statmos),	but	will	be	 included	 in	 future	 releases	of	
Atmos,	following	publication	of	relevant	thesis	chapters.	

	

 – Development of the oxygen isotope model 

We	developed	the	model	using	similar	assumptions	to	Pavlov	and	Kasting's	(2002)	

and	 Claire	 et	 al.'s	 (2014)	multiple	 sulphur	 isotope	models,	 but	 slightly	 different	

methodology,	 as	 follows.	 The	 sulphur	 isotope	 models	 computed	 each	 individual	
minor	isotope	species	in	equilibrium	with	the	major	species	after	the	steady-state	

solution	was	obtained,	whereas	we	compute	all	isotopologue	species	and	reactions	

self-consistently	at	each	timestep	within	the	main	model	code.	The	assumptions	and	

boundary	conditions	described	 in	this	section	are	 for	an	atmosphere	 in	which	no	

fractionations	(mass-dependent	(MDFs)	or	mass-independent	(MIFs))	are	imparted	

to	atmospheric	species,	unless	otherwise	stated.	For	the	effects	of	inclusion	of	MIFs	

and	MDFs,	see	Chapters	5	and	6.	

	

We	took	the	existing	template	for	Atmos	that	predicts	a	modern-like	atmosphere,	

starting	with	a	version	that	does	not	include	chlorine-bearing	species	(which	were	
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added	 by	 Catling	 et	 al.,	 (2010)),	 since	 this	 version	 contains	 fewer	 species	 and	 is	

therefore	 simpler	 to	 develop	 as	 an	 initial	 model	 case.	 The	 original	 template	

incorporated	 49	 species	 involved	 in	 229	 reactions	 (37	 of	which	were	 photolysis	

reactions).	Of	the	49	species,	32	contained	at	least	one	oxygen	atom,	and	these	were	

involved	in	199	of	the	reactions.	

	

 – Adding new species and specifying initial mixing ratios 

As	 outlined	 in	 Chapter	 1,	 there	 are	 three	 isotopes	 of	 oxygen,	 with	 Solar	 System	

abundances	99.762%	(16O),	0.2%	(18O),	and	0.038%	(17O)	(Bao	et	al.,	2016).	For	each	

oxygen-bearing	species	in	the	model,	we	added	new	species,	specifying	the	oxygen	

isotope(s)	 for	 each	 one.	 For	 example,	we	 replaced	 non-isotope-specific	O3	 in	 the	

original	model	with	three	species:	O3,	OOP	and	OOQ,	where	O,	P	and	Q	denote	16O,	
17O	and	18O	respectively	throughout	this	thesis	(Yung	et	al.,	1997).	We	assume	that	

species	with	more	than	one	minor	isotope	(e.g.	OPP,	OPQ)	would	make	up	negligible	

proportions	 of	 the	 total	 species	 budget,	 and	 can	 therefore	 be	 neglected	 (Lyons,	

2001;	Pavlov	and	Kasting,	2002;	Young	et	al.,	2014).	
	

Some	existing	oxygen	isotope	models	differentiate	between	the	same	molecule	but	

with	 different	 arrangements	of	 the	 heavy	 and	 light	oxygen	 isotope,	 in	 particular	

differentiating	 between	 asymmetric	 OOQ	 with	 a	 heavy	 atom	 at	 one	 end	 of	 the	

molecule,	 and	 symmetric	 OQO	 with	 a	 centrally-located	 heavy	 atom.	 It	 has	 been	

shown	that	the	asymmetric	isotopologues	are	more	enriched	in	heavy	isotopes	than	

the	 symmetric	 isotopologues,	 due	 to	 different	 ozone	 formation	 rates	 for	 the	

different	arrangements	(Bhattacharya	et	al.,	2008;	Janssen,	2005).	Furthermore,	the	

different	formation	pathways	have	been	shown	to	be	temperature-	and	pressure-

dependent	(Bhattacharya	et	al.,	2008;	Guenther	et	al.,	1999;	Janssen,	2005;	Wiegel	

et	 al.,	 2013).	 It	 has	 also	 been	 shown	 that	 asymmetric	 and	 symmetric	 ozone	

isotopomers	have	slightly	different	atmospheric	lifetimes	(e.g.	Ndengué	et	al.,	2014).	

	
Some	atmospheric	nitrate	formation	models	account	for	the	different	isotopomers.	

For	example,	Morin	et	al.	(2009)	calculate	the	contribution	of	O3	oxidation	of	NO	by	
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assuming	 an	 enrichment	 of	 asymmetric	 ozone	 with	 respect	 to	 bulk	 ozone,	 and	

assuming	that	this	oxidation	occurs	by	donation	of	one	of	the	terminal	oxygen	atoms	

(Savarino	et	al.,	2008).	Alexander	et	al.	(2009)	explore	model	sensitivity	to	Δ17OO3	

value	and	oxidation	mechanism,	and	find	that	the	model	best	reproduces	the	data	

when	tropospheric	Δ17OO3	is	35‰	and	oxidation	occurs	only	by	the	end-positioned	

oxygen	 atoms,	 and	 that	 the	model	 is	 sensitive	 to	 these	 assumptions.	 Vicars	 and	

Savarino	 (2014)	 base	 their	 calculation	 of	 tropospheric	 ozone	 Δ17O,	 which	

contributed	greatly	to	the	existing	tropospheric	Δ17OO3	dataset,	on	the	assumption	

of	transfer	of	predominantly	terminal	oxygen	atoms	from	ozone	in	the	formation	of	

nitrate,	and	a	greater	O-MIF	component	in	asymmetric	ozone	isotopomers.	

	

Other	oxygen	 isotope	models	also	 take	 into	account	 the	different	 isotopomers	of	

ozone	(e.g.	Liang	et	al.,	2006;	Lyons,	2001;	Michalski	et	al.,	2014;	Wiegel	et	al.,	2013;	
Yung	et	al.,	1997).	However,	these	models	tend	to	only	track	Δ17O	rather	than	δ17O	

and	δ18O	individually.	Young	et	al.	(2014)	argue	that	this	approach	can	overestimate	

Δ17O	relative	to	measurements.	

	

Many	existing	oxygen	isotope	models	focus	only	on	the	isotopic	composition	of	bulk	

ozone,	and	do	not	account	for	isotopomerical	differences	(e.g.	Alexander	et	al.,	2004;	

Kunasek	et	al.,	2008;	Michalski	et	al.,	2003;	2004;	2005;	Morin	et	al.,	2007;	Young	et	

al.,	2014).	While	Morin	et	al.	 (2009)	do	differentiate	between	 isotopologues,	they	

find	negligible	difference	to	their	nitrate	isotope	results	between	the	two	methods.	

Additionally,	while	other	oxygen	 isotope	models	 focussing	on	nitrate	have	 found	

assumptions	regarding	the	exact	nature	of	the	transfer	of	oxygen	atoms	from	ozone	

to	be	helpful,	we	consider	more	species	than	nitrate.	Many	oxygen	isotope	models	

predicting	the	isotopic	composition	of	sulphate	have	not	taken	this	into	account.	For	
example,	 Sofen	 et	 al.	 (2011)	 assume	 a	 bulk	 ozone	 Δ17O	 of	 35‰,	 and	 that	 one	

sulphate	oxygen	atom	comes	from	ozone,	thereby	assuming	the	contribution	of	Δ17O	

from	ozone	to	sulphate	to	be	35/4	=	8.75‰.	However,	their	focus	is	on	the	change	

in	Δ17OSO4	value,	over	time,	as	opposed	to	the	absolute	value.	

We	 follow	 the	 latter	 assumption	 in	 not	 differentiating	 between	

symmetric/asymmetric	isotopomers	of	ozone,	for	the	sake	of	simplicity	at	this	stage.	
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Since	 we	 have	 several	 large	 oxygen-bearing	 species	 included	 in	 the	 model,	 the	

specification	of	ozone	 isotopomers	ought	 to	also	 include	 similar	details	 for	other	

molecules,	which	have	not	been	so	closely	studied.	Furthermore,	we	are	interested	

in	bulk	ozone	isotopic	enrichment	rather	than	the	specific	enrichment	of	different	

ozone	 isotopomers.	However,	since	there	 is	clear	evidence	 for	preferential	ozone	

formation	 to	 certain	 isotopomers,	 as	 well	 as	 pressure-	 and	 temperature-

dependencies	of	these	enrichments,	and	this	might	affect	the	way	in	which	the	MIF	

signal	is	propagated	to	other	atmospheric	species	(as	has	been	shown	for	nitrate;	

Savarino	et	al.,	2008),	the	inclusion	of	different	isotopomers	may	be	a	good	direction	

for	future	model	development.	However,	we	follow	Young	et	al.	(2014),	who	argue	

that	 the	 inclusion	 of	mass-dependent	 as	well	 as	mass-independent	 fractionation	

effects	 is	 far	 more	 important	 than	 including	 detailed	 mechanisms	 of	 ozone	 MIF	

formation,	 given	 that	 the	 signal	 arises	 in	 only	 one	 reaction	 (see	 Chapter	 5	 for	
additional	details).	

	

One	of	the	model	inputs	is	initial	mixing	ratios	with	altitude	for	each	of	the	long-

lived	species	in	the	model.	The	model	then	adjusts	these	initial	estimates	to	give	an	

output	steady-state	solution,	again	in	terms	of	mixing	ratios	with	altitude	for	each	

species.	We	therefore	added	new	initial	mixing	ratios	for	each	additional	species.	In	

this	process,	we	assumed	that	the	concentrations	of	new	minor	species	do	not	affect	

the	concentrations	of	the	major	species	(Pavlov	and	Kasting,	2002).	Therefore,	for	

simplicity,	 when	 choosing	 the	 initial	 mixing	 ratios,	 we	 keep	 those	 of	 the	 major	

isotopic	 species	 the	 same	 as	 the	 original	 non-specified	 species,	 but	 also	 add	 the	

minor	species	at	the	Solar	System	ratios.	In	effect,	for	species	with	one	oxygen	atom,	

we	have	100.238%	of	the	original	abundance	of	the	whole	species,	but	this	addition	

is	negligible	and	does	not	affect	 the	mixing	 ratios	of	non-oxygen-bearing	 species	
significantly.	

	

For	species	with	one	oxygen	atom	(e.g.	O,	H2O,	NO,	SO),	 the	 ‘initial	guess’	mixing	

ratios	are	equal	to	the	mixing	ratio	with	altitude	of	the	original	species	multiplied	

by	 the	 universal	 absolute	 isotope	 ratios	 for	 the	minor	 species,	 xR0.	 	 xR0=	 xO/16O,	

where	x=17	or	18;	17R0	is	0.00038	and	18R0	is	0.002.	For	species	with	more	than	one	
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oxygen	atom	(e.g.	H2O2,	O3,	HO2NO2,	N2O5),	the	initial	mixing	ratios	chosen	for	the	

minor	isotope	species	(MRmin)	are	equal	to	the	mixing	ratios	of	the	original	species	

(MRmaj)	multiplied	by	xR0	and	by	the	number	of	oxygen	atoms,	noxy.	The	rationale	for	

this	is	explained	in	detail	in	Pavlov	and	Kasting	(2002).	To	take	H2O2	as	an	example,	

the	possible	combination	of	isotopologues	is	H2O2,	H2OP,	H2PO,	H2OQ	and	H2QO,	as	

there	are	two	possible	positions	for	the	oxygen	atoms	(noxy	=	2).	The	probability	of	

choosing	a	molecule	with	one	17O	is	therefore	equal	to	the	probability	of	having	an	
16O	atom	in	the	first	space	(1,	given	our	assumption)	and	a	17O	atom	in	the	second	

space	(0.00038),	plus	the	probability	of	having	a	17O	in	the	first	space	and	a	16O	in	

the	second	space.	The	mixing	ratio	of	the	17O-bearing	isotopologue	is	therefore:	

	

!"#$%&	()*+.		#$&%) = 	!"#$%$ 	× 	011 × "34
56 + ( "34

5 × 1)8	 	 (Eq.	4-1)	

	

More	generally,	then:	

	
!"9)* = 	!"9:; 	×	<=>? × "> 5	 	 	 	 (Eq.	4-2)	

	

Since	we	do	not	treat	isotopologues	with	the	minor	isotopes	in	different	positions	

as	different	species	(including	O3,	as	discussed	above),	the	increased	abundances	of	

minor	isotopologues	with	multiple	oxygen	atoms	must	be	taken	into	account	in	the	

specification	of	mixing	ratios.	

	

 - Boundary conditions 

As	in	the	original	model,	each	new	species	was	allocated	boundary	conditions.	The	

way	in	which	boundary	conditions	for	the	triple	oxygen	isotope	model	are	chosen	is	

summarised	in	Table	4-1,	and	as	follows.	See	Section	2.5	and	Chapter	3	for	a	more	

comprehensive	account	of	the	four	different	types	of	lower	boundary	used	in	Atmos.	

	

i) For	species	with	mixing	ratio	boundary	conditions,	we	kept	the	mixing	ratio	

of	the	major	isotopologue	(only	containing	16O	atoms)	the	same	as	the	mixing	

ratio	 of	 non-isotope-specified	 species	 in	 the	 original	 model,	 despite	 the	
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addition	of	the	minor	isotopic	species.	As	with	the	‘initial	guess’	mixing	ratios	

(see	 above),	 for	 the	 minor	 isotopologues,	 the	 mixing	 ratio	 boundary	

condition	was	set	equal	to	the	major	isotopologue	mixing	ratio	multiplied	by	
xR0noxy.	For	example,	for	O2	in	the	standard	modern	model	atmosphere,	the	
16O16O	mixing	ratio	is	0.21	(the	same	as	O2	in	the	original	model).	For	OP,	the	

mixing	ratio	at	the	lower	boundary	was	set	to	‘0.21	×	0.00038	×	2,’	and	for	

OQ,	‘0.21	×	0.002	×	2.’	

	

ii) For	 each	 flux-driven	 boundary	 condition,	we	kept	 the	 specified	 fluxes	 the	

same	for	the	major	isotopologues	as	with	the	original	model,	and	multiplied	

those	fluxes	by	xR0noxy.	For	the	standard	model,	there	are	no	species	with	this	

boundary	condition,	but	our	flux-driven	experiments	from	Chapter	3	show	

that	 it	 is	 worthwhile	 running	 experiments	 with	 this	 type	 of	 boundary	
condition,	as	we	do	in	Chapters	5	and	6.	

	

iii) For	 species	 with	 deposition	 velocity	 boundary	 conditions,	 the	 minor	

isotopologues	 have	 the	 same	 value	 for	 Vdep	 as	 the	 major	 isotopologues,	

because	 we	 assume	 that	 the	 major	 and	minor	 isotopologues	 of	 a	 certain	

species	are	as	 ‘sticky’	 and	 reactive	at	 the	Earth’s	surface	as	each	other.	 In	

other	words,	we	assume	that	there	is	no	oxygen	isotope	fractionation	due	to	

processes	at	the	surface,	at	least	in	the	standard	isotope	model.	The	absolute	

flux	of	molecules	out	of	 the	atmosphere	will	differ	between	the	major	and	

minor	isotopologues,	because	the	flux	is	a	product	of	the	number	density	and	

Vdep.	Since	the	number	densities	of	the	minor	isotopologues	should	be	equal	

to	 that	 of	 the	 major	 isotopologue	 multiplied	 by	 xR0noxy	 (see	 above),	 the	

resulting	flux	of	molecules	out	of	the	atmosphere	over	the	lower	boundary	
should	be	equal	to	that	of	the	major	isotopologue	multiplied	by	xR0noxy.	

	

iv) Finally,	with	a	combined	distributed	flux	and	deposition	velocity	boundary	

condition,	the	total	distributed	flux	of	the	minor	species	is	calculated	as	with	

the	flux	boundary	condition,	and	the	deposition	velocity	is	kept	the	same	(as	

above).	The	height,	H,	over	which	the	flux	is	distributed	is	the	same	for	each	
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isotopologue,	since	the	standard	model	does	not	incorporate	fractionations	

that	could	occur	in	processes	in	the	injection	of	volcanic	and	biogenic	gases	

into	the	model.	For	example,	SOP	and	SOQ	have	the	same	deposition	velocity	

as	 SO2	 (though	 the	 absolute	 fluxes	 out	 of	 the	 atmosphere	 scale	 with	 the	

number	densities),	but	the	fluxes	that	are	distributed	within	the	first	20	km	

of	the	atmosphere	have	been	multiplied	by	xR0	and	noxy.	

	

Since	the	standard	modern	model	atmosphere	only	uses	upper	boundary	conditions	

for	 atomic	 nitrogen	 (Section	 2.5.2),	 no	 upper	 boundary	 conditions	 need	 to	 be	

adjusted	for	the	oxygen	isotope	model.	

	

 – Reaction rates for reactions involving minor isotopologues 

As	 discussed	 in	 Section	 2.2,	 one	 primary	model	 input	 is	 the	 rates	 of	 kinetic	 and	

photochemical	reactions	that	produce	and	destroy	the	species	in	the	atmosphere.	

For	each	reaction	that	involves	an	oxygen-bearing	species,	the	reaction	is	replaced	

by	 multiple	 reactions	 with	 the	 different	 isotopologues.	 For	 reactions	 where	 all	
oxygen-bearing	 reactants	 only	 contain	 the	 major	 isotope	 16O,	 the	 reaction	 rate	

remains	 the	 same	 as	 in	 the	 original	 model.	 For	 reactions	 involving	 minor	

isotopologues,	we	 follow	the	same	assumptions	as	Pavlov	and	Kasting	(2002),	as	

follows:	

	

4.1.3.1 – Kinetic reaction rates 

We	assume	 that	 reactions	 involving	 two	or	more	P-	or	Q-bearing	 species	do	not	

occur,	e.g.	
P + Q → PQ	
PH + HOP → HE P + OP		

	



	

	 	

Table	4-1:	Summary	of	boundary	conditions	for	minor	isotopologues,	where	MR	is	the	mixing	ratio	(with	subscripts	min=minor	isotopologue,	maj=major	
isotopologue,	or	the	species	name),	noxy	is	the	number	of	oxygen	atoms	in	the	molecule,	and		xR0	is	the	universal	isotope	ratio	(17R0=0.00038,	18R0=0.002).	The	
last	column	shows	the	O-bearing	species	with	the	boundary	condition	in	the	standard	model	(major	species	name	only).	

Lower	boundary	

condition	

Relation	to	major	isotopologue	

boundary	condition	
Example	 Species	

i)	Mixing	ratio	 !"#$% = 	!"#() × "+ , × -.+ 	
!"/0 =	!"/1 × 0.00038 × 2	
!"/7 = 	!"/1 × 0.002 × 2	

O2,	CO,	N2O,	CO2	

ii)	Flux	 8#$% = 	8#() × "+ , × -.+ 	
8/0 = 	8/1 × 0.00038 × 2	
8/7 = 	8/1 × 0.002 × 2	
(NB.	Not	in	standard	model.)	

None	in	standard	model;	
see	Chapter	5.	

iii)	Deposition	
velocity	

9:;<_#$% = 	9:;<_#() 	
Resulting	in	

8.>? = 	9:;< × !", 	× [!],		
Where	Fout	is	the	resulting	flux	out	of	the	
atmosphere,	and	MR0		and	[M]0	are	the	

mixing	ratio	and	atmospheric	density	at	
the	ground	respectively.	

9:;<_//0 = 	9:;<_/B 	
9:;<_//7 = 	9:;<_/B 	
Resulting	in	
8.>?_//0 =	8.>?_/B × 0.00038 × 3	
8.>?_//7 = 	8.>?_/B × 0.002 × 3	
(since	!"#$% = 	!"#() × "+ , × -.+)	

O,	H2O,	OH,	HO2,	H2O2,	HCO,	
H2CO,	NO,	NO2,	HNO,	SO,	

H2SO4,	HSO,	SO3,	OCS,	O3,	

HNO3,	NO3,	HO2NO2,	N2O5,	
SO4AER	

iv)	Distributed	

flux	&	deposition	

velocity	

8#$% = 	8#() × "+ , × -.+ 	
9:;<_#$% = 	9:;<_#() 	

C#$% = 	C#() 	
	

8D/0 = 	8D/1 × 0.00038 × 2	
8D/7 = 	8D/1 × 0.002 × 2	
9:;<_D/0 = 	9:;<_D/1 ;	CD/0 =	CD/1 	
9:;<_D/7 = 	9:;<_D/1 ;	CD/7 = 	CD/1 	

SO2	
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This	is	consistent	with	our	earlier	assumption	that	no	molecules	with	more	than	one	

minor	isotope	exist,	since	these	would	otherwise	be	produced.	This	simplification	is	

acceptable	because	the	proportions	of	minor	 isotopic	species	are	sufficiently	 low	

that	the	resulting	reaction	rates	would	be	negligible.	For	kinetic	reactions	with	only	

one	product	pathway,	such	as:	

O	+	OOP	à	O2	+	OP	

O	+	NQ	+	M	à	NOQ	+	M		

	

the	reaction	rate	remains	the	same	as	for	the	original	reaction	(Lyons,	2001;	Pavlov	

and	Kasting,	2002).	In	Chapter	5,	we	develop	the	model	to	include	mass-dependent	

fractionations	via	rate	dependencies	on	the	reduced	mass	of	the	isotopologues	in	all	

two-body	and	three-body	reactions	(e.g.	Liang	et	al.,	2007;	Young	et	al.,	2014),	which	

allows	the	model	to	simulate	important	processes	in	the	atmosphere.	

	

4.1.3.2 – Branching ratios 

If	the	addition	of	different	isotopologues	results	in	more	than	one	combination	of	

products,	e.g.	

HCP	+	O2	à	CO	+	HOP	or		

				à	CP	+	HO2	

O	+	NOQ	à	NO	+	OQ	or		

				à	NQ	+	O2,	

	

the	reactions	are	allocated	a	‘branching	ratio,’	such	that	the	total	of	the	branching	

ratios	of	the	different	pathways	is	equal	to	one.	The	branching	ratios	can	be	chosen	

using	one	of	two	methods.	

	

A	first	option	is	that	the	branching	ratio	can	be	calculated	statistically,	as	1	divided	

by	 the	 number	 of	 oxygen	 atom	 ‘positions’	 that	 a	 17O	 or	 18O	 could	 fall	 into	 (i.e.	

1/(noxy,R1	+	noxy,R2)).	For	example,	for	the	reaction:	

HCO	+	O2	à	CO	+	HO2	
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three	oxygen	atoms	are	involved.	When	the	reactants	are	instead	HCP	and	O2,	the	

products	could	be	either	CO	+	HOP	or	CP	+	HO2.	Since	two	of	the	three	oxygen	atoms	

involved	 in	 this	 reaction	 are	 in	 the	HO2	molecule,	 the	 probabilities	 of	 the	minor	

isotope	ending	up	in	the	HO2	and	CO	are	⅔	and	⅓	respectively.	When	the	reactants	

are	CO	+	HOP,	the	same	two	product	pathways	again	have	probabilities	of	⅔	and	⅓.	

This	whole	method	will	then	be	copied	for	the	Q-bearing	isotopologues,	which	will	

be	treated	in	the	same	way.	

	

The	second	option	involves	more	careful	thought	about	the	pathways	that	are	more	

likely	to	occur	in	terms	of	chemical	kinetics.	To	continue	to	use	the	reaction	HCO	+	

O2	à	CO	+	HO2	as	an	example,	chemically-speaking,	it	seems	more	probable	that	the	

reactant	O2	will	attract	the	H	from	HCO,	leaving	the	CO	as	a	product,	as	opposed	to	

the	carbon	atom	and	one	of	the	O	atoms	from	O2	swapping	places.	The	intuition	of	

this	particular	example	has	supporting	evidence	from	theoretical	work	(Hsu	et	al.,	

1996),	which	has	shown	that	the	most	likely	pathway	for	the	reaction	involves	the	

attachment	of	the	O2	molecule	to	the	carbon	atom,	followed	by	the	joining	of	the	H	

atom	to	the	far	end	of	the	oxygen	molecule,	and	the	breaking	of	the	second	C-O	bond.	

In	this	case,	the	two	O	atoms	in	the	product	HO2	will	be	the	same	two	O	atoms	from	

the	O2	reactant.	

	

Therefore,	this	second	method	of	selecting	branching	ratios	involves	elimination	of	

the	 branches	 that	 are	 chemically	 unlikely	 to	 occur,	 and	 redistribution	 of	 the	

statistical	probability	of	other	branches	 (such	that	 they	 still	 sum	 to	1).	For	most	

cases,	including	the	example	in	the	previous	paragraph,	this	will	mean	there	is	only	

one	pathway	remaining,	which	gains	a	branching	ratio	of	1,	such	that	the	rate	is	the	

same	 as	 the	 original	 reaction.	 For	 others,	 where	 for	 example,	 there	 are	 three	

products,	and	one	is	unlikely	to	be	significant,	the	probability	of	each	pathway	can	

be	calculated	as	with	Method	1.	An	example	of	this	kind	of	situation	is	the	reaction:	

O	+	HO2NO2	à	OH	+	NO2	+	O2	
	

Using	Method	1,	for	reactants	P	+	HO2NO2,	there	are	five	oxygen	atom	‘positions’,	so	

the	probability	of	products	PH	+	NO2	+	O2,	OH	+	NOP	+	O2,	and	OH	+	NO2	+	OP	are	⅕,	
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⅖	and	⅖	respectively.	The	same	statistical	distribution	would	hold	if	the	reactants	

were	O	+	HO2NOP.	However,	using	Method	2,	it	could	be	argued	that	the	reaction	is	

most	likely	to	occur	by	the	abstraction	of	the	H	by	the	single	O	atom,	alongside	the	

breakdown	 of	 the	 rest	 of	 the	molecule	 to	 NO2	 and	 O2,	 as	 opposed	 to	 any	 other	

combination	of	mechanisms.	For	reactants	P	+	HO2NO2	therefore,	it	can	be	assumed	

that	the	products	will	always	be	PH	+	NO2	+	O2,	and	that	the	other	combinations	of	

branches	are	negligible.	On	the	other	hand,	for	reactants	O	+	HO2NOP,	the	branch	to	

PH	+	NO2	+	O2	is	unlikely	 to	occur.	Because	we	do	not	specify	 the	position	of	 the	

minor	 isotope	 in	 the	 initial	 HO2NO2	 molecule,	 and	 there	 are	 two	 oxygen	 atom	

‘positions’	in	each	of	the	products	NO2	and	O2,	the	branches	to	products	NOP	+	O2	

and	NO2	+	OP	are	half	as	likely	as	the	major	isotopologue	reaction.	

	

In	 these	 cases,	 the	 branching	 ratios	 to	 the	 products	 may	 therefore	 be	 different	

depending	on	where	the	minor	isotope	in	the	reactants	is	located.	In	the	case	of:	

HCO	+	O2	à	CO	+	HO2	
	

our	previous	discussion	would	suggest	that	the	reaction	HCP	+	O2	could	be	assumed	

to	always	result	in	CP	+	HO2,	and	the	reactants	HCO	+	OP	would	always	result	in	CO	

+	HOP.	However,	for	the	reaction:	

O	+	HO2	à	OH	+	O2	
	

which	 Sridharan	 et	 al.	 (1985)	 shows	 proceeds	 by	 O-abstraction	 from	 the	 HO2	

molecule,	the	possible	pathways	would	be	as	follows:	

	

	 O	+	HO2	à	OH	+	O2,	rate	k	

	 P	+	HO2	à	OH	+	OP,	rate	k	(with	branch	to	PH	+	O2	assumed	negligible)	

O	+	HOP	à	PH	+	O2,	rate	½k	(because	one	of	the	two	oxygen	atoms	in	HO2	

remains	attached	to	the	H	as	OH)	

O	+	HOP	à	OH	+	OP,	rate	½k	(because	one	of	the	two	oxygen	atoms	in	HO2	

joins	the	O	to	form	O2)	

	

If	the	reaction	were	treated	using	Method	1,	the	pathways	would	be:	
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	 O	+	HO2	à	OH	+	O2,	rate	k	

	 P	+	HO2	à	OH	+	OP,	rate	⅔k	

	 P	+	HO2	à	PH	+	O2,	rate	⅓k	

	 O	+	HOP	à	OH	+	OP,	rate	⅔k		

	 O	+	HOP	à	PH	+	O2,	rate	⅓k	

	

For	each	method,	the	total	of	the	rates	of	the	pathways	of	two	specific	reactants	is	

equal	to	the	rate	of	the	original	reaction,	but	the	rates	of	each	pathway	differ	to	some	

extent.	Note	that	the	P	and	Q	species	are	being	treated	exactly	the	same	–	produced	

and	destroyed	in	reactions	with	the	same	rate	constants	and	branching	ratios.	

	

We	chose	to	use	the	second	method	in	the	development	of	the	oxygen	isotope	model,	

in	order	to	achieve	a	model	atmosphere	with	reaction	rates	as	representative	of	the	

actual	atmosphere	as	possible.	Where	there	was	not	sufficient	evidence	found	in	the	

literature	to	suggest	that	one	pathway	was	more	probable	than	another,	we	used	

Method	 1.	 For	 an	 investigation	 of	 the	 model	 sensitivity	 to	 this	 assumption,	 see	

Section	5.4.3	of	Chapter	5.	

	

4.1.3.3 – Reaction rates of isotopic ‘twins’ 

We	 followed	 the	method	of	Pavlov	and	Kasting	 (2002),	 also	used	by	Claire	et	 al.	

(2014),	by	doubling	rates	in	the	case	of	a	self-reaction	between	a	major	and	minor	

isotopologue	of	the	same	molecule	(e.g.	OH	+	PH,	O	+	Q).	This	was	used	to	ensure	

mass	conservation	in	the	sulphur	isotope	models.	To	illustrate	the	necessity	of	this	

method,	consider	the	three-body	reactions:	

O	+	O	(+	M)	à	O2	(+	M)		 	 	 	 R4.1	

O	+	Q	(+	M)	à	OQ	(+	M)	 	 	 	 R4.2	

	

Through	reaction	R4.1,	O2	is	produced	at	rate:	k1[O][O],	which	can	be	normalised	to	

k4.1×1×1	or	simply	k4.1	(by	neglecting	the	absolute	concentration	of	[O]),	where	k4.1	

is	the	rate	constant	for	reaction	R4.1.	Meanwhile,	OQ	is	produced	at	rate	k4.2[O][Q],	

which	can	be	normalised	to	k4.2×1×0.002	or	0.002k4.2,	where	k4.2	is	the	rate	constant	
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for	reaction	R4.2.	If	k4.1=k4.2,	OQ	would	be	produced	at	0.002	times	the	rate	of	O2.	

However,	as	outlined	in	Section	4.1.1,	the	OQ	concentration	should	be	0.004	times	

that	of	O2,	because	there	are	two	oxygen	atoms	in	the	molecule;	the	sinks	of	OQ	will	

then	be	0.004	times	those	of	O2.	At	steady	state,	the	rate	constant	k4.2	must	therefore	

be	twice	that	of	k4.1	to	conserve	mass	balance.	For	two-body	reactions,	this	is	done	

by	multiplying	the	A	in	Eq.	2-3	by	two.	For	three-body	reactions,	the	rate	is	doubled	

by	doubling	both	the	A0	and	the	A∞	values,	prior	to	combination.	

	

4.1.3.4 – Photolysis reactions 

All	the	photolysis	reactions	in	Atmos	involve	the	breakdown	of	a	molecule	by	light	

into	 two	or	more	molecules,	or	 the	excitation	of	 a	molecule	 into	a	higher	energy	

state.	For	these	reactions,	there	may	be	more	than	one	pathway	for	products,	but	

there	 is	only	one	reactant,	so	we	assume	that	probabilities	of	different	pathways	

occurring	is	based	on	the	number	of	spaces	for	oxygen	atoms	in	each	molecule,	as	in	

Method	1.	For	example,	for	the	reaction	SO3	+	h!	à	SO2	+	O,	the	photolysis	of	SOOP	

is	likely	to	produce	SOP	+	O	two	thirds	of	the	time,	and	SO2	and	P	one	third	of	the	

time.	

	

We	also	assume	here	that	the	photolysis	cross-sections	of	minor	isotopologues	are	

the	same	as	those	of	the	major	isotopologues.	Work	with	the	photolysis	of	SO2	(e.g.	

Endo	et	al.,	2015)	has	shown	that	this	is	not	necessarily	an	adequate	assumption	for	

multiple	sulphur	isotopes,	but,	since	our	aim	at	this	stage	is	to	develop	an	oxygen	

isotope	model	with	no	 fractionations	 initially,	 the	 isotopically-substituted	species	

must	behave	in	the	same	way	as	the	major	isotopologues,	so	this	assumption	is	both	

convenient	 and	 acceptable	 here.	 Additionally,	 oxygen	 MIF	 has	 been	 studied	 for	

decades	 and	 has	 only	 been	 found	 to	 be	 generated	 through	 one	 reaction	 under	

atmospheric	conditions,	which	is	the	formation	(rather	than	the	photolysis)	of	ozone	

(e.g.	Wiegel	et	al.,	2013).	
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 – Other considerations 

As	 well	 as	 modifying	 reaction	 rates	 and	 initial	 densities,	 inclusion	 of	 the	 three	

isotopes	necessitated	incorporation	into	other	various	model	subroutines.	

	

4.1.4.1 – Rainout and H2O 

Firstly,	since	H2O	in	the	model	is	reset	for	the	troposphere	(see	Section	2.4.2),	the	

same	is	required	for	H2P	and	H2Q	(which	were	set	to	MRH2O	xR0).	This	simplification	

is	based	on	the	assumption	of	an	 infinite	reservoir	of	water,	which,	 in	relation	to	

atmospheric	concentrations,	the	oceans	constitute.	Since	the	mass	of	the	oceans	is	

so	 large,	 the	 isotopic	 composition	 of	 oceanic	 H2O	 is	 only	 negligibly	 affected	 by	

atmospheric	fractionation	processes	and	photosynthetic	production	(Young	et	al.,	

2014).	 Secondly,	 the	 minor	 isotopic	 species	 were	 given	 the	 same	 Henry’s	 law	

coefficients	as	the	corresponding	major	isotopic	species,	since	differing	coefficients	

would	cause	fractionations.	The	different	isotopologues	rain	out	of	the	atmosphere	

with	a	different	number	of	molecules	per	second,	but	this	is	due	to	the	differences	

in	mixing	ratio	in	the	troposphere.	

 

4.1.4.2 – Treatment of particle species 

In	 the	 isotope	 model,	 the	 sulphate	 aerosol	 has	 three	 isotopologues	 -	 SO4AER,	

SOOOPAER,	and	SOOOQAER.	All	sulphate	isotopologues	have	the	same	fallout	rate	and	

rate	 of	 production	 through	 sulphuric	 acid.	 Again,	 this	 means	 that,	 since	 the	

concentrations	of	the	isotopologues	depend	on	the	mixing	ratios,	which	should	be	

related	 via	 the	 fractionation	 factors,	 the	 absolute	 rates	 of	 condensation	 and	

deposition	will	be	different	and	proportional	to		xR0noxy.	

	

4.1.4.3 – Lightning 

In	the	isotope	code,	the	rates	at	which	the	major	isotopologues	of	species	involved	

in	the	lightning	parametrisation	are	produced	and	destroyed	differs	slightly	to	the	

rates	dictating	 the	minor	 isotopologues.	As	an	example,	N2	and	O2	are	destroyed	

with	 rate	 constant	 klightning,	 and	 NO	 is	 produced	 as	 a	 result.	 Since	 “half”	 an	 O2	

molecule	 is	 required	 to	 produce	 a	 NO	 molecule,	 O2	 is	 destroyed	 at	 rate	
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½(klightning[M][O2]),	 where	 [M]	 is	 the	 atmospheric	 density,	 with	 NO	 produced	 at	

twice	that	rate.	Please	note	that	N2	is	treated	as	an	inert	gas,	whose	mixing	ratio	is	

calculated	as	that	required,	once	the	mixing	ratios	of	major	species	are	accounted	

for,	to	produce	a	1	bar	atmosphere.	Its	loss	in	this	reaction	is	therefore	not	calculated	

explicitly	(eg.	Claire	et	al.,	2014).	

However,	lightning	could	break	down	an	OP	molecule	to	either	NP	or	NO.	The	rate	

of	OP	destruction	is	therefore	½(klightning[M][OP]),	as	above,	but	the	rates	of	NP	and	

NO	production	will	also	be	½(klightning[M][OP]),	assuming	that	the	two	branches	are	

equally	 likely	 to	 occur.	 Similar	 branching	 assumptions	were	made	 for	 the	 other	

thermal	equilibrium	reactions.	

	

4.1.4.4 – CO2 photolysis above the upper boundary 

In	the	triple	oxygen	isotope	code,	as	well	as	additional	CO	and	O	flowing	into	the	

uppermost	 grid	 step	 to	 simulate	 CO2	 photolysis	 above	 the	 upper	 boundary,	 the	

products	of	COP	and	COQ	photolysis	(CP	+	O,	CO	+	P,	CQ	+	O,	CO	+	Q)	are	also	added.	

The	rates	of	each	set	of	products	is	set	to	half	that	of	the	major	isotopologues,	since	

there	are	two	branches	for	each	minor	isotopologue,	and	each	of	the	two	branches	

is	equally	likely	to	occur.	

	

 – Validation of the oxygen isotope model 

In	 order	 to	 ensure	 that	 the	 developed	 isotope	 model	 is	 applicable	 for	 use	 in	

modelling	experiments,	model	validation	must	occur.	As	explained	by	Claire	et	al.	

(2014)	and	Pavlov	and	Kasting	 (2002),	 the	model,	without	 the	 inclusion	of	user-

specified	 fractionations,	 should	 produce	 mixing	 ratios	 of	 oxygen-bearing	

atmospheric	 species	 with	 mass-dependent	 and	mass-independent	 fractionations	

equal	 to	 zero	 throughout	 the	 atmosphere.	 This	means	 that	 any	 fractionations	 in	

subsequent	results	should	be	due	only	to	simulated	fractionations	representative	of	

the	atmospheric	system	being	modelled	rather	than	artificial	fractionations.	To	that	

end,	we	examined	 the	MDF	and	MIF	produced	by	 the	model	 for	all	species,	 for	a	

modern	Earth-like	atmosphere.	
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 – Mass-dependent fractionations in the baseline model 

Figure	4-1	shows	the	δ17O	and	δ18O	with	altitude	for	all	oxygen-bearing	species	in	

the	oxygen	isotope	model.	The	species	are	ordered	in	the	plot	by	largest	cumulative	

fractionation	(integrated	over	altitude).	

	

For	each	species	with	altitude,	 the	δ17O	and	δ18O	are	the	same,	meaning	that	 the	

isotopologues	 containing	 P	 and	 Q	 are	 being	 treated	 in	 exactly	 the	 same	 way.	

However,	 there	 are	 mass-dependent	 fractionations,	 despite	 none	 being	

purposefully	introduced	into	the	code.	The	largest	fractionation	is	in	the	short-lived	

trace	species	OCS2,	with	a	peak	 fractionation	of	~15‰	in	the	 lower	mesosphere.	

Most	other	species	have	maximum	fractionations	of	magnitudes	up	to	±5‰.	O3,	O2	
and	CO2	are	all	important	atmospheric	species	in	this	area	of	study,	and	also	have	

the	smallest	cumulative	fractionations.	O3	has	fractionations	of	no	more	than	0.1‰	

for	most	of	the	atmosphere,	but	has	a	maximum	of	1‰	near	the	upper	boundary.	O2	

and	 CO2	 have	 negligible	 fractionations	 throughout	 the	 atmosphere,	 apart	 from	

altitudes	of	80	km	and	above,	where	a	small	negative	fractionation	is	introduced	in	

O2	near	the	upper	boundary.	

	

Even	larger	mass-dependent	fractionations	produced	earlier	in	the	development	of	

this	 code	were	 reduced	by	ensuring	 that	 the	method	outlined	 in	Section	4.1	was	

followed	 exactly	 with	 no	 mistakes.	 Reaction	 rates	 were	 checked,	 ensuring	 that	

reactions	involving	twin	isotopic	species	were	doubled,	and	the	isotopologues	were	

treated	the	same	in	all	subroutines.	Currently,	despite	significant	efforts	to	identify	

the	 source,	 it	 is	 not	 clear	 why	 there	 are	 mass-dependent	 fractionations	 in	 the	

baseline	model.	 Something	 in	 the	model	means	 that	 16O	 is	 being	 treated	 slightly	

differently	 to	 17O	 and	 18O.	 The	 following	 subsection	 details	 some	 of	 the	 possible	

sources	of	the	fractionations.	

	

4.2.1.1 – Possible sources of fractionations 

An	obvious	potential	source	of	the	fractionations	would	be	a	mistake	in	a	reaction	

rate.	Since	there	are	almost	1000	reactions	in	the	isotope	model,	it	is	plausible	that	
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a	mistake	 could	 have	 been	 included	 and	 propagated	 through	 other	 reactions	 to	

affect	 the	mixing	 ratios	 of	 several	 species.	 However,	 in	 addition	 to	 checking	 the	

reaction	rate	tables	thoroughly,	we	have	developed	python	scripts	to	plot	reaction	

rates	 and	 rate	 constants,	 and	 calculate	 integrated	 rates	 and	 rate	 constants	with	

altitude,	in	order	to	better	visualise	any	problems,	and	these	have	shown	nothing	

out	of	 the	ordinary.	Particle	deposition	and	rainfall	rates	were	checked	 in	output	

files	to	ensure	that	all	isotopologue	species	were	treated	in	the	same	way.	Branching	

ratios	 were	 checked	 in	 order	 to	 ensure	 that	 the	 total	 of	 the	 rates	 of	 multiple	

branches	with	isotopic	species	was	equal	to	that	of	the	original	reaction	rate.	

	

We	 tested	 the	 removal	 of	 the	 Q-bearing	 species,	 to	 investigate	 whether	

fractionations	 were	 reduced	 in	 a	 model	 with	 only	 16O	 and	 17O.	 For	 this	 model	

atmosphere,	 the	 mass-dependent	 fractionations	 were	 greatly	 reduced	 (with	 a	

maximum	of	2.5‰	in	OCS),	but	had	a	very	similar	shape	to	the	fractionations	for	the	

model	atmosphere	with	all	three	isotope	species.	This	shows	that	i)	the	source	of	

the	fractionations	is	independent	of	the	model	template	used,	and	therefore	likely	

to	be	due	to	an	error	in	the	wider	model	code	as	opposed	to	in	the	introduction	of	

isotope	 species;	 ii)	 the	 fractionations	are	exacerbated	 by	 the	 inclusion	of	 a	 third	

isotope	 species.	 This	 latter	 point	 hints	 at	 the	 possibility	 that	 some	 of	 the	

assumptions	we	have	made	in	the	isotope	model	are	adding	to	these	fractionations.	

	

For	example,	we	have	assumed	that	molecules	with	multiple	heavy	oxygen	atoms	

make	up	negligible	proportions	of	 the	 total	mixing	 ratios,	 and	have	 thus	 ignored	

them.	However,	this	means	that	there	is	a	slightly	greater	sink	and	source	for	species	

containing	only	16O	atoms.	For	example,	in	the	reaction:	

	

R4.3)	O	+	O2	à	O3	

R4.4)	P	+	O2	à	OOP	

R4.5)	O	+	OP	à	OOP	

R4.6)	Q	+	O2	à	OOQ	

R4.7)	O	+	OQ	à	OOQ,	
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Figure	4-1:	δ17O	with	altitude	for	all	oxygen-bearing	species	in	the	oxygen	isotope	model,	for	a	case	with	no	user-specified	fractionations.	The	species	are	
ordered	in	the	plot	(left	to	right,	and	top	row	to	bottom	row)	by	largest	cumulative	fractionation	(integrated	over	altitude).	For	all	species	in	this	case,	the	
δ17O	values	are	equal	to	the	δ18O	values.	Some	artificial	non-zero	δ17O	values	are	produced.	For	this	model	case,	the	δ18O	profiles	for	each	species	(not	shown)	
are	identical.	



	
	

	 	

	

Figure	4-2:	∆17O	values	with	altitude	for	all	oxygen-bearing	species	in	the	oxygen	isotope	model,	with	∆17O	=	!17O	–	0.528	×!18O,	for	a	case	with	no	user-
specified	fractionations.	The	profiles	are	close	to	zero	for	most	species,	but	there	are	some	artificial	fractionations	introduced.	The	species	are	ordered	in	the	
plot	(left	to	right,	and	top	row	to	bottom	row)	by	largest	cumulative	∆17O	(integrated	over	altitude).		
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O2	is	destroyed	by	R4.3,	R4.4	and	R4.6	(all	with	rate	constant	k),	whereas	OP	and	OQ	

are	 only	 destroyed	 by	 R4.5	 and	 R4.7,	 respectively	 (also	 with	 rate	 constant	 k).	

However,	if	we	allowed	for	multiply-substituted	species,	each	isotopic	‘version’	of	

O2	is	destroyed	by	three	reactions,	with	the	addition	of:	

	

R4.8)	P	+	OP	à	OPP	

R4.9)	O	+	PP	à	OPP	

R4.10)	P	+	PP	à	PPP	

R4.11)	Q	+	OQ	à	OQQ	

R4.12)	O	+	QQ	à	OQQ	

R4.13)	Q	+	QQ	à	QQQ	

R4.14)	O	+	PQ	à	OPQ	

R4.15)	P	+	OQ	à	OPQ	
R4.16)	Q	+	OP	à	OPQ	

R4.17)	P	+	PQ	à	PPQ	

R4.18)	Q	+	PP	à	PPQ	

R4.19)	P	+	QQ	à	PQQ	

R4.20)	Q	+	PQ	à	PQQ	

	

These	sources	of	error	have	in	previous	work	(e.g.	Claire	et	al.,	2014;	Lyons,	2001;	

Pavlov	and	Kasting,	2002;	Young	et	al.,	2014)	been	assumed	to	be	negligible,	but	it	

is	possible	that	these	small	fractionations	could	accumulate,	especially	as	there	are	

several	species	 that	contains	several	oxygen	atoms,	 in	which	this	effect	would	be	

intensified.	In	fact,	Wiegel	et	al.	(2013),	find	that	there	is	a	difference	of	2-3‰	for	

their	 species	 of	 interest	 (CO2	 and	 O(1D))	 between	 cases	 with	 and	 without	 the	

inclusion	of	doubly-substituted	species	and	reactions.	Their	model	involved	20	non-
substituted	reactions,	so	 it	was	considerably	simpler	 for	 them	to	 include	doubly-

substituted	reactions	than	it	would	be	to	include	them	in	our	model	(with	more	than	

300	 non-substituted	 reactions).	 However,	 they	 also	 found	 that	 the	 inclusion	 of	

triply-substituted	species	and	 reactions	made	 little	difference	on	 top	of	 this.	The	

inclusion	of	doubly-substituted	species,	without	the	added	complication	of	adding	
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triply-substituted	 species	 might	 therefore	 be	 a	 helpful	 and	 feasible	 aim	 for	

development	of	Atmos.	

	

Alternatively,	the	fractionation	may	be	due	to	our	assumption	in	which	we	set	the	

mixing	ratios	of	the	major	isotopic	species	to	the	initial	mixing	ratios	of	the	species,	

and	added	the	17O-	and	18O-	substituted	species	mixing	ratios	on	top	of	these	(see	

Section	4.1.1).	However,	further	investigation	of	these	two	potential	sources	of	error	

is	beyond	the	scope	of	this	thesis	at	the	present	time.	

	

 – Mass-independent fractionations 

4.2.2.1 – ∆17O in the baseline model 

As	mentioned	above,	the	δ17O	and	δ18O	are	the	same	in	this	model	for	all	species,	

since	we	have	not	yet	included	mass-dependent	fractionations	to	tune	it	to	predict	

the	 modern	 atmosphere.	 This	 means	 that,	 despite	 the	 non-zero	 artificial	

fractionations	in	17O	and	18O,	the	model	is	not	artificially	producing	fractionations	

between	the	two	heavy	isotopes.	However,	because	of	the	non-zero	δ17O	and	δ18O	

values	and	their	relationship	to	∆17O,	the	∆17O	values	are	also	non-zero.	This	can	be	

seen	in	Figure	4-2,	in	which	the	∆17O	values	of	the	different	species	are	plotted	with	

altitude.	Ideally,	the	∆17O	values	would	be	0	±	~5×10-5	‰,	which	reflects	the	Fortran	

machine	error	for	8-bit	precision	floating-point	numbers,	and	is	on	the	same	order	

of	magnitude	as	that	of	Claire	et	al.’s	(2014)	multiple	sulphur	isotope	model.	The	

maximum	∆17O	 value	 is	~7.5‰	 for	OCS2,	 since	 the	 greatest	 δ17O	 and	 δ18O	were	

15‰	for	this	species	and	altitude.	For	most	species,	the	∆17O	values	are	0	±	~2	‰.	

Again,	the	smallest	artificial	fractionations	are	for	O3,	O2	and	CO2,	which	is	useful,	as	
these	are	key	species	of	interest	for	Chapters	5	and	6.	For	these	species	in	particular,	

this	 error	 is	 small	 compared	 to	 the	 mass-dependent	 fractionations	 that	 we	 will	

introduce	in	Chapter	5,	but	we	must	bear	in	mind	that	this	error	remains.	

	

This	 model	 is	 therefore	 suitable	 within	 specified	 error	 for	 predicting	 mass-

independent	fractionations	in	atmospheric	species,	as	we	can	be	confident	that,	at	

least	for	a	modern-like	atmosphere,	only	small	mass-independent	fractionations	are	
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being	produced.	Despite	 the	 fractionations,	 the	uncertainty	 for	key	species	O3,	O2	

and	CO2	is	very	low	for	δ17O,	δ18O	and	∆17O.	

	

For	the	baseline	model	shown	in	Figures	4-1	and	4-2,	CO2	is	treated	as	a	long-lived	

species	 rather	 than	an	 inert	 species.	This	 is	 an	 important	 change	 to	make	 to	 the	

model,	since	CO2	is	thought	to	have	an	important	role	in	the	propagation	of	large	

oxygen	 isotope	anomalies	 through	the	atmosphere	(see	Chapter	1).	There	 is	very	

little	difference	between	the	∆17O	values	predicted	by	the	baseline	model	with	and	

without	 this	 change.	 This	 model	 has	 therefore	 also	 been	 validated	 for	 use	 in	

predicting	mass-independent	 fractionations,	and	treatment	of	CO2	as	a	 long-lived	

rather	than	inert	species	will	be	used	in	all	future	models.	

	

 – Utility of the oxygen isotope model 

The	baseline	model	 can	be	used	 to	predict	 the	magnitudes	of	∆17O	values	 for	all	

species	at	all	altitudes	in	the	model,	within	error.	However,	further	work	must	be	

done	 to	 reduce	 the	 artificial	 mass-dependent	 (and	 resulting	 apparent	 mass-

independent)	 fractionations	 in	 the	 three-isotope	 model,	 to	 allow	 for	 more	

meaningful	 comparison	 between	 the	 isotopic	 compositions	 of	 some	 species	 and	

observations	 from	 the	 literature.	 However,	 since	 the	 artificial	 fractionations	 of	
several	 of	 our	 particular	 species	 of	 interest	 (CO2,	 O2,	 and	 O3)	 are	 small,	 we	 can	

compare	 δ17O,	 δ18O	 and	 ∆17O	 values	 to	 observations,	 bearing	 in	mind	 this	 small	

potential	for	error.	

	

For	Chapters	5	and	6,	we	consider	how	best	to	account	for	the	uncertainty	due	to	

artificial	fractionations	in	our	model	results.	One	option	is	to	subtract	the	artificial	

δ17Oart,	δ18Oart	and	∆17Oart	(with	0‰	for	the	latter),	calculated	for	a	parallel	model	

with	 no	 user-introduced	 fractionations	 but	 with	 otherwise	 identical	 conditions,	

from	the	model-produced	values,	to	obtain	only	the	non-artificial	fractionations.	A	

second	option,	and	the	one	we	have	adopted	for	Chapters	5	and	6,	is	to	subtract	the	

artificial	δ17Oart	and	δ18Oart	from	the	model-produced	δ17O	and	δ18O	values,	before	

calculating	the	∆17O	values,	as	follows:	
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∆ "#$%%&#'&(
)* =		

-δ ")*
/$(&0 − 	δ ")*

2%'3	– 	0.528 × (δ ")<
/$(&0 − δ ")<

2%')	
(Eq.	4-3)	

	

 – Calibration of the oxygen isotope model 

In	Chapter	5,	we	take	the	baseline	model	described	here,	and	further	develop	it	to	

better	 reproduce	 the	 modern	 atmosphere.	 In	 particular,	 we	 consider	 boundary	

conditions	 of	 major	 species,	 include	 important	 isotope	 exchange	 reactions,	 and	

incorporate	 reactions	 known	 to	 impart	 mass-independent	 and	 mass-dependent	

oxygen	isotope	fractionations.	We	use	18	model	cases	to	demonstrate	how	each	of	

the	 features	 affects	 the	>17O,	>18O	 and	∆17O	 of	 various	 atmospheric	 species,	 and	

compare	model	outputs	to	triple	oxygen	isotope	data	from	the	literature	in	order	to	

fine-tune	the	model	for	further	application.		

	

 – Applications of the oxygen isotope model to early Earth 

atmospheres 

In	Chapter	6,	we	systematically	model	the	response	of	the	atmosphere	in	terms	of	

output	∆17O	in	various	species	under	different	O2/CO2	concentrations	and	ratios,	as	

it	has	been	suggested	that	low	productivity	and/or	high	pCO2	might	be	the	cause	of	

incidences	of	very	negative	∆17O	in	the	geological	record	(Bao	et	al.,	2008;	2009;	Cao	

and	Bao,	2013;	Crockford	et	al.,	2018;	Planavsky	et	al.,	2020;	Young	et	al.,	2014).	We	

also	carry	out	flux-driven	modelling	in	order	to	investigate	whether	the	non-zero	

∆17O	measured	in	the	geological	record	of	the	Proterozoic	(e.g.	review	by	Crockford	

et	al.	(2019))	could	have	been	produced	by	Chapter	3’s	trace-O2	atmospheres.		

	



	

	 		
	

	



	

	 		
	

	

  
 

Predicting Δ17O profiles for modern atmospheric species using a 

1-D photochemical model 

	

	

	

	

Abstract 

In	 Chapter	 1	we	 outlined	 the	 potential	 for	 a	 1-D	 photochemical	 oxygen	 isotope	

model	for	interpreting	Δ17O	in	the	geological	record	in	terms	of	palaeo-atmospheric	

composition.	Here,	we	continue	to	develop	the	model	described	in	Chapters	2	and	4,	

in	order	to	better	predict	triple	oxygen	isotope	compositions	of	key	species	in	the	

modern	atmosphere.	We	show	the	effects	and	importance	of	the	inclusion	of	i)	large-

magnitude	 fixed	 flux	(with	deposition	velocity)	 lower	boundary	conditions	 for	O2	
and	 CO2;	 ii)	 mass-dependent	 fractionations;	 and	 iii)	 various	 isotope	 exchange	

reactions	 between	CO2,	 O(1D),	 O	 and	O2,	which	were	 not	 included	 in	 the	models	

presented	in	Chapter	4.	We	test	the	sensitivity	of	δ18O	and	Δ17O	(for	CO2,	O2,	H2O,	

NO3,	 SO4,	 O3,	H2O2,	HNO3	 and	H2SO4)	 to	 environmental	 factors	 including	 rainfall,	

temperature,	 latitude	 and	 the	 isotopic	 composition	 of	 local	 water	 vapour,	

demonstrating	 that	 our	 model	 achieves	 spreads	 in	 triple	 oxygen	 isotope	 space	

similar	to	observations.	In	particular,	the	trends	in	our	model	results	are	in	the	same	

direction	as	those	seen	in	global	nitrate	observations.	We	then	show	that	the	model	

case	that	best	reproduces	modern	observations	(other	than	for	sulphate)	includes	

isotopologue-specific	mass-independent	fractionation	factors	which	are	pressure-	

and	temperature-dependent.	This	is	the	model	case	we	will	utilise	in	Chapter	6.	

	

This	chapter	is	in	preparation	as	a	journal	article	with	the	author	list:	B.	Gregory,	M.	
Claire,	S.	Rugheimer.	
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 – Introduction 

The	deviation	of	δ17O	from	the	Terrestrial	Fractionation	Line	(TFL)	for	a	given	δ18O,	

denoted	by	Δ17O,	has	in	recent	years	been	shown	to	be	a	useful	proxy	for	various	

atmospheric	 processes.	 Since	 the	 only	 known	 source	 of	 mass-independent	

fractionation	of	oxygen	isotopes	(O-MIF)	is	in	the	formation	of	stratospheric	ozone	

via	 the	Chapman	reactions	 (see	Chapter	1,	 Section	1.3),	Δ17O	values	measured	 in	

other	atmospheric	species	and	geological	materials	can	offer	information	about	the	

transfer	of	such	signals	in	the	atmosphere.	

	

Many	atmospheric	species,	including	CO2,	O(1D),	H2O2,	SO4,	NO3	and	ClO4	have	been	

shown	 to	 have	 inherited	 a	 large,	 positive	 oxygen	 isotope	 anomaly	 from	

stratospheric	 ozone	 through	 chemical	 reactions	 (e.g.	 review	by	Thiemens,	 2006;	

Thiemens	et	al.,	1995b).	It	has	long	been	understood,	through	the	use	of	both	box	

and	1-D	photochemical	models,	that	the	transfer	of	O-MIF	from	stratospheric	ozone	
to	stratospheric	CO2	is	by	the	oxygen	isotope	exchange	between	CO2	and	O(1D)	(the	

latter	being	a	photolysis	product	of	enriched	O3),	via	the	short-lived,	excited-state	

intermediate	CO3*	(Yung	et	al.,	1997;	see	Figure	1-5a).	The	use	of	various	oxygen	

isotope	 models	 since	 then	 has	 identified	 potential	 pathways	 through	 which	 the	

anomaly	is	transferred	to	other	aforementioned	species	(e.g.	Alexander	et	al.,	2009b;	

Lyons,	2001;	Michalski	et	al.,	2004b).	Some	of	the	first	predictions	of	Δ17O	values	in	

a	large	number	(15)	of	oxygen-bearing	species	throughout	the	atmospheric	column	

were	made	by	a	photochemical	model	(Lyons,	2001).	Many	of	these	species	interact	

with	 the	 Earth’s	 surface	 and	 are	 removed	 from	 the	 atmosphere.	 Sulphate	 (SO4),	

nitrate	(NO3)	and	perchlorate	salts	can	be	removed	from	the	atmosphere	through	

wet	and	dry	deposition,	and	preserved	in	sufficiently	arid	conditions.	Non-zero	Δ17O	

observations	for	these	salts	in	Atacama	and	Mojave	Desert	soils	(e.g.	Bao	et	al.,	2001;	

Bao	and	Gu,	2004;	Jackson	et	al.,	2010;	Michalski	et	al.,	2003;	2004a;	2004b),	in	the	

Antarctic	Dry	Valleys	(e.g.	Bao	et	al.,	2000;	Bao	and	Marchant,	2006;	Michalski	et	al.,	
2005),	and	in	snow	pits	and	ice	cores	(e.g.	Alexander	et	al.,	2002;	2003;	Geng	et	al.,	

2014;	 Kunasek	 et	 al.,	 2008;	 2010)	 have	 revealed	 at	 least	 a	 partial	 atmospheric	

component.	
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To	maintain	 isotopic	mass-balance,	 atmospheric	 O2	 gains	 a	 negative	 Δ17O	 value,	

which	is	small	in	magnitude	because	the	modern	atmospheric	oxygen	reservoir	is	

large	(Bender	et	al.,	1994).	The	tropospheric	O2	Δ17O	value	is	a	result	of	mixing	of	

the	stratospheric	signal	and	primary	productivity	(Luz	et	al.,	1999;	see	Figure	1-5b).	

Primary	productivity	is	a	source	of	mass-dependently	fractionated	oxygen,	which	is	

compounded	by	the	mass-dependent	effects	of	respiration.	The	latter	preferentially	

draws	isotopically-light	O2	out	of	the	atmosphere.	However,	the	slope	of	the	δ17O	

against	δ18O	values	is	slightly	different	for	respiration	compared	to	other	processes,	

which	results	in	an	additional	apparent	mass-independent	fractionation	(e.g.	Nagel	

et	al.,	2001;	Young	et	al.,	2014).		

	

Here,	we	continue	to	develop	the	1-D	photochemical	model,	Atmos,	in	its	inclusion	

of	the	three	isotopes	of	oxygen.	This	enables	prediction	of	Δ17O	profiles	with	altitude	
for	 32	 oxygen-bearing	 species,	 as	 well	 as	 Δ17O	 of	 species	 removed	 from	 the	

atmosphere	and	deposited	on	the	Earth’s	surface	through	wet	and	dry	deposition.	

In	Section	5.2,	we	briefly	re-introduce	the	oxygen	isotope	model	we	developed	in	

Chapter	 4.	 In	 Section	 5.3,	we	 introduce	 some	 important	 factors	which	 affect	 the	

triple	 oxygen	 isotope	 composition	 of	 oxygen-bearing	 atmospheric	 species	 and	

discuss	 options	 for	 incorporating	 them	 into	 our	 oxygen	 isotope	 photochemical	

model.	We	outline	the	test	cases	we	carry	out	to	determine	both	the	sensitivity	of	

the	model	to	these	factors	and	their	role	in	improving	the	model	to	better	simulate	

modern	oxygen	isotope	measurements.	Specifically,	our	first	test	cases	(Cases	0-6)	

develop	the	model	to	imitate	important	processes	such	as	large	biological	fluxes	of	

O2	 and	 CO2,	 isotope	 exchange	 between	 CO2	 and	 O(1D),	 and	 mass-dependent	

fractionations	 (MDFs).	We	also	 test	 the	 sensitivity	 to	an	assumption	we	made	 in	

Chapter	4	about	 the	branching	ratios	of	atmospheric	reactions.	Our	second	set	of	
test	cases	(Cases	7-12)	use	Case	6	as	a	base	model	and	demonstrate	the	effects	of	

the	variation	of	globally-heterogeneous	environmental	factors.	Our	third	set	of	test	

cases	(Cases	13-17)	is	intended	to	show	how	adjustment	of	fractionation	factors	and	

inclusion	of	additional	isotope	exchange	reactions	build	on	the	simpler	base	model	

of	Case	6	to	better	reproduce	modern	observations.	The	results	are	presented	 in	

Section	5.4,	where	the	model	output	is	compared	to	existing	model	and	observed	
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Δ17O	values.	This	comparison	allows	us	to	use	these	test	cases	to	calibrate	the	model	

for	use	in	the	modern	atmosphere,	focussing	on	nine	species	in	particular	(CO2,	O2,	

H2O,	NO3,	SO4,	O3,	H2O2,	HNO3	and	H2SO4).	Section	5.5	presents	Case	17	as	the	model	

case	 that	best	 reproduces	modern	atmospheric	measurements	and	 therefore	 the	

model	case	we	will	use	in	Chapter	6.	We	also	discuss	some	areas	for	future	work	for	

further	development	and	calibration	of	the	model.	

	

 – Model description 

For	 details	 of	model	 development	 and	 assumptions	made,	 see	 in	 Chapter	 4.	 The	

resulting	 oxygen	 isotope	 model	 includes	 97	 species	 involved	 in	 932	 reactions	

(including	21	new	reactions	added	in	this	chapter).	The	model	includes	the	same	

parametrisations	 of	 atmospheric	 processes	 (e.g.	 lightning,	 H	 escape)	 as	 that	 in	

Chapters	2–4.	Here,	 as	 in	Chapter	4,	 the	model	 atmosphere	 is	 split	 into	200	grid	

steps	with	the	change	in	altitude	between	each	grid	step	equal	to	0.5	km.	Chlorine	

species	 have	 been	 neglected	 for	 simplicity.	 As	 described	 previously,	 each	model	

atmosphere	is	a	steady	state	solution.	

	

To	begin,	we	must	ensure	that	we	are	consistent	with	the	use	of	the	definition	of	

Δ17O.	There	has	been	much	debate	about	the	most	appropriate	definition	for	Δ17O	
(see,	 e.g.	 review	by	Bao	 et	 al.,	 2016),	 as	different	mass-dependent	processes	 can	

fractionate	 oxygen	 isotopes	 with	 slightly	 different	 δ17O-δ18O	 slopes.	 In	 addition,	

some	 workers	 use	 a	 linear	 definition,	 while	 others	 use	 a	 natural	 logarithmic	

definition.	We	choose	to	use	the	definition:		

	

∆17O	=	δ17O	–	0.528	δ18O		 	 	 (Eq.	5-1)	

where:	

> "? = @A
BCDEFGEC
H

BCIJKLJML
H N − 1P	 	 	 (Eq.	5-2)	

and:	

Q? = 	
RH

RST 		 	 	 	 (Eq.	5-3)	
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and	U	is	17	or	18.	Therefore,	in	our	comparison	of	model	results	with	published	data	

and	 models,	 we	 ensured	 that,	 if	 our	 sources	 used	 a	 differing	 definition,	 we	

recalculated	Δ17O	using	Equation	5-1.	

	

As	 outlined	 in	Section	4.3,	 small	 artificial	 fractionations	 are	 accounted	 for	 in	 the	

models	presented	here	by	subtracting	δ17Oart	and	δ18Oart	from	the	model-produced	

δ17O	and	δ18O	values	before	calculating	∆17O.	

	

 – Factors affecting triple oxygen isotope compositions of 

atmospheric species 

The	 stratospherically-derived	 mass-independent	 fractionation	 produced	 in	 the	

formation	of	ozone	is	an	important	component	of	the	resulting	triple	oxygen	isotope	

composition	 of	 atmospheric	 species.	 However,	 in	 addition,	 the	 magnitude	 of	

biological	 fluxes	and	various	mass-dependent	 fractionations	affect	∆17O,	>17O	and	

>18O	values.	Oxygen	 isotope	exchange	 reactions	 can	be	 important	 in	 transferring	

MIF	between	species,	and	environmental	factors,	such	as	rainfall,	temperature	and	

latitude	 also	 appear	 to	 play	 a	 role.	 In	 this	 chapter,	 we	 perform	 a	 series	 of	

experiments	 to	 test	 the	 sensitivity	 of	 the	 model	 to	 these	 factors,	 and	 use	 the	

experiments	to	hone	the	model	to	reproduce	modern	observations.	The	results	will	

be	 presented	 in	 Section	 5.4,	 but	 in	 this	 section	 we	 give	 an	 overview	 of	 the	

experiments,	discussing	the	importance	of	some	of	these	major	factors	and	how	they	
are	tested	and/or	implemented	in	our	model.	

	

A	synopsis	of	the	test	cases	we	will	run	can	be	found	in	Tables	5-1,	5-2,	5-3	and	5-4,	

with	Table	5-1	giving	an	overview.	In	Cases	0-6,	we	gradually	develop	a	base	model	

(Case	 6),	 which	 includes	 some	 of	 the	 important	 processes	 determining	 oxygen	

isotope	 compositions	 of	 atmospheric	 species	 (Table	 5-1).	 We	 incrementally	

incorporate	 these	major	 processes,	 showing	 how	 they	 affect	 the	∆17O	 profiles	of	

some	 major	 species,	 meanwhile	 demonstrating	 that	 our	 assumptions	 regarding	

lower	boundary	conditions	(LBCs)	and	reaction	branching	ratios	are	acceptable.	In	
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particular,	this	involves	examining	the	sensitivity	of	a	model	with	a	single	source	of	

O-MIF	 to	 boundary	 conditions,	 branching	 ratios	 of	 reactions,	 the	 inclusion	 of	 a	

reaction	 implementing	 isotope	 exchange	 between	 CO2	 and	 O(1D)/O,	 and	 the	

inclusion	of	MDFs.	Further	details	of	the	incorporation	of	MDFs	are	summarised	in	

Table	5-2.	We	then	use	the	resulting	Case	6	as	a	base	model	against	which	model	

atmospheres	 with	 varying	 rainfall,	 temperature,	 latitude,	 H2O	 vapour	 isotopic	

composition,	vertical	mixing	and	tropopause	height	are	compared	(Table	5-3),	 in	

order	 to	assess	whether	our	model	 can	reproduce	 spreads	of	 values	observed	 in	

atmospheric	and	geologic	measurements	globally.	 Subsequently,	we	examine	 the	

effect	 of	 varying	 the	 O-MIF	 source	 in	 ozone	 formation	 (Case	 13;	 Table	 5-4)	 and	

finally	 tune	the	model	by	adjusting	one	of	 the	fractionation	 factors	and	 including	

some	additional	isotope	exchange	reactions	(Cases	14-17).	

	
The	following	subsections	detail	some	of	the	factors	that	can	influence	>17O,	>18O	

and	∆17O	values	of	atmospheric	species,	which	we	consider	in	this	thesis.	

	

 – Mass-independent fractionation in ozone formation 

Ozone	 forms	 via	 a	 three-body,	 pressure-dependent	 reaction	 between	 O	 and	 O2	
(Chapter	1,	Section	1.3).	In	this	thesis,	we	do	not	differentiate	between	asymmetric	

and	symmetric	ozone	isotopologues	(i.e.	between	molecules	with	the	heavy	isotope	

positioned	 either	 terminally	 or	 centrally).	 We	 choose	 to	 do	 this	 for	 simplicity,	

because	we	are	only	concerned	with	the	bulk	ozone	Δ17O,	and	because	the	inclusion	

of	mass-dependent	fractionation	effects	appears	to	be	more	important	(Young	et	al.,	

2014).	In	our	reaction	network	therefore,	the	ozone-forming	reactions	are:	

	

	 ")V + "X +Y →	 "[ + Y
)V)V 	

")V + " ")* +Y →	 " " ")*)V + Y)V)V 	

")* + "X +Y →	 " " ")*)V + Y)V)V 	

")V + " ")< +Y →	 " " ")<)V + Y)V)V 	

")< + "X +Y →	 " " ")<)V + Y)V)V 	

[R5.1a]	

[R5.1b]	

[R5.1c]	

[R5.1d]	
[R5.1e]	

	



	

	 		
	

	

Table	5-1:	Overview	of	test	cases	presented	in	this	chapter,	with	details	of	the	factors	varied	for	each.	Abbreviations	used	are	as	follows:	LBCs	(lower	boundary	
conditions);	!MIF	(mass-independent	 fractionation	 factor);	MDFs	 (mass-dependent	 fractionations);	 BRs	 (branching	 ratios);	 pu	 (photochemical	 units,	 1	 pu	 =	 1	
molecule	cm-2	s-1);	DV	(deposition	velocity);	MR	(mixing	ratio).	
Case	

No.	

Factor(s)	

examining	

Results	

in	Fig.:	

LBCs	for	O2,	CH4,	H2,	CO,	N2O	&	

CO2	

Exchange	reactions	

included	

!MIF	 MDFs	included	 Reaction	

BRs	

0	 !MIF,	LBCs	 5-2	 Fixed	flux	for:	O2	(9.5×1011	pu)	

CH4	(1011	pu)	

H2	(2.38×109	pu)	

CO	(3.15×1011	pu)	

N2O	(1.06×109	pu)	

CO2	(109	pu	&	DV	=	5.94×10-5	cm	

s-1)	

-	 1.065	 None	 Method	2	

1	 LBCs	 5-2	 MR	for:	O2	(0.21)	

CH4	(1.8×10-6)	

H2	(5.3×10-7)	

CO	(1.1×10-7)	

N2O	(3.1×10-7)	

CO2	(2.8×10-4)	

-	 1.065	 None	 Method	2	

2	 LBCs	 5-2	(&	

5-3)	

Fixed	flux	for:	O2	(4×1013	pu	&	

DV	=	7.56×10-6	cm	s-1)	

CH4	(1011	pu)	

H2	(2.38×109	pu)	

CO	(3.15×1011	pu)	

N2O	(1.06×109	pu)	

CO2	(2.2×1013	pu	&	DV	=	3.2×10-

3	cm	s-1)	

-	 1.065	 None	 Method	2	



	

		
	

	

Table	5-1	cont.	
	
Case	

No.	

Factor(s)	

examining	

Results	

in	Fig.:	

LBCs	for	O2,	CH4,	H2,	CO,	N2O	&	

CO2	

Exchange	reactions	

included	

!MIF	 MDFs	included	 Reaction	

BRs	

3a	 Reaction	

BRs	

5-3	 Fixed	flux;	additional	DV	for	O2	

&	CO2	(as	Case	2)	

O(1D)	+	O2	à	O	+	O2	

(through	Method	1	BR	

assumption)	

1.065	 None	 Method	1	

3b	 Exchange	

reactions	

5-3	 Fixed	flux;	additional	DV	for	O2	

&	CO2	(as	Case	2)	

CO2	+	O(1D)	à	CO2	+	O	 1.065	 None	 Methods	

1	(3bi)	&	

2	(3bii)	

4	 MDFs	 -	 Fixed	flux;	additional	DV	for	O2	

&	CO2	(as	Case	2)	

CO2	+	O(1D)	à	CO2	+	O	 1.065	 O2	fluxes	in	and	out.	See	Table	

5-2)	

Method	2	

5	 MDFs	 5-4	(5c	

only)	

Fixed	flux;	additional	DV	for	O2	

&	CO2	(as	Case	2)	

CO2	+	O(1D)	à	CO2	+	O	 1.065	 O2	fluxes	in	and	out;	CO2.	See	

Table	5-2.	

Method	2	

6	 MDFs	 5-4,	5-5	

(&	5-6,	

5-7,	5-8,	

5-11)	

Fixed	flux;	additional	DV	f	or	O2	

&	CO2	(as	Case	2)	

CO2	+	O(1D)	à	CO2	+	O	 1.065	 O2	fluxes	in	and	out;	CO2	fluxes	

in;	all	2-	and	3-body	reactions.	

See	Table	5-2.	

Method	2	

7-12	 Environme-

ntal	factors	

(see	Table	

5-3)	

5-6	–	5-

11	

Fixed	flux;	additional	DV	for	O2	

&	CO2	(as	Case	2)	

CO2	+	O(1D)	à	CO2	+	O	 1.065	 O2	fluxes	in	and	out;	CO2	fluxes	

in;	all	2-	and	3-body	reactions	

(as	Case	6)	

Method	2	

	



	

		
	

	

	
Table	5-1	cont.	
	
Case	

No.	

Factor(s)	

examining	

Results	

in	Fig.:	

LBCs	for	O2,	CH4,	H2,	CO,	N2O	&	

CO2	

Exchange	reactions	

included	

!MIF	 MDFs	included	 Reaction	

BRs	

13	 !MIF	 5-12,	5-

13,	5-14	

(13d	

only)	

Fixed	flux;	additional	DV	for	O2	

&	CO2	(as	Case	2)	

CO2	+	O(1D)	à	CO2	+	O	 See	Table	5-4	 As	Case	6	 Method	2	

14	 MDFs	 5-14,	5-

15	

Fixed	flux;	additional	DV	for	O2	

&	CO2	(as	Case	2)	

CO2	+	O(1D)	à	CO2	+	O	 Varying,	T-	and	

P-dependent	(as	

Case	13d;	see	

Table	5-4)	

Adjustment	to	MDF	in	CO2	flux	

in	(see	Table	5-2).	

Method	2	

15	 Exchange	

reactions	

5-15	 Fixed	flux;	additional	DV	for	O2	

&	CO2	(as	Case	2)	

CO2	+	O(1D)	à	CO2	+	O	

O(1D)	+	O2	à	O	+	O2	

As	Case	13d	 As	Case	14	 Method	2	

16	 Exchange	

reactions	

5-15,	5-

16	

Fixed	flux;	additional	DV	for	O2	

&	CO2	(as	Case	2)	

CO2	+	O(1D)	à	CO2	+	O	

O(1D)	+	O2	à	O	+	O2	

O	+	O2	à	O	+	O2	

As	Case	13d	 As	Case	14	 Method	2	

17	 Exchange	

reactions	

5-16	 Fixed	flux;	additional	DV	for	O2	

&	CO2	(as	Case	2)	

CO2	+	O(1D)	à	CO2	+	O	

O(1D)	+	O2	à	O	+	O2	

O	+	O2	à	O	+	O2	

O2	+	CO2	à	O2	+	CO2	

As	Case	13d	 As	Case	14	 Method	2	
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Table	5-2:	Summary	of	mass-dependent	fractionations	(MDFs)	included	in	Cases	4-6.	17R0	and	18R0	
are	the	universal	isotope	ratios	of	17O	and	18O	relative	to	16O,	respectively,	and	noxy	is	the	number	of	
oxygen	atoms	in	the	molecule.	
	
Case	No.	 Description	 Details	of	MDFs	

4	 MDF	in	O2	

fluxes	in	and	

out	of	

atmosphere	

OP	flux	in	=	O2	flux	×	17R0	×	noxy	×	1.005250.52	

OQ	flux	in	=	O2	flux	×	18R0	×	noxy	×	1.00525	

OP	DV	=	O2	DV	×	1/1.01820.5149	

OQ	DV	=	O2	DV	×1/1.0182	

5a	 MDF	in	H2O-

CO2	isotope	

exchange	

reaction	

O2	fluxes	in	and	out	as	in	Case	4.	

MDF	in	CO2-H2O	exchange	reactions	(rates	adapted	from	

Young	et	al.	(2014)),	for	i)	whole	troposphere;	ii)	

lowermost	grid	step.	

5b	 MDF	in	CO2	

fluxes	in	and	

out	of	

atmosphere	

O2	fluxes	in	and	out	as	in	Case	4.	

COP	flux	in	=	CO2	flux	×	17R0	×	noxy	×	1.0410.528	×	1.01820.5149	

COQ	flux	in	=	CO2	flux	×	18R0	×	noxy	×	1.041	×	1.0182	

(See	Eqs.	5-4	and	5-5.)	

COP	DV	=	CO2	DV	×	1/1.0410.528	×	1/1.01820.5149	

COQ	DV	=	CO2	DV	×	1/1.041	×	1/1.0182	

5c	 MDF	in	CO2	

fluxes	into	

atmosphere	

only	

O2	fluxes	in	and	out	as	in	Case	4.	

COP	flux	in	=	CO2	flux	×	17R0	×	noxy	×	1.0410.528	×	1.01820.5149	

COQ	flux	in	=	CO2	flux	×	18R0	×	noxy	×	1.041	×	1.0182	

(See	Eqs.	5-4	and	5-5.)	

No	fractionation	in	CO2	fluxes	out	of	atmosphere.	

6	 MDFs	in	all	

two-	and	

three-body	

reactions	

O2	fluxes	in	and	out	as	in	Case	4.	

CO2	fluxes	in	as	in	Case	5c.	

Fractionations	incorporated	into	reaction	rates	(see	Eqs.	5-

6	and	5-7).	

14	 Adjusted	

MDF	for	CO2	

flux	into	

atmosphere	

O2	fluxes	in	and	out	as	in	Case	4.	

COP	flux	in	=	CO2	flux	×	17R0	×	noxy	×	1.0410.523	

COQ	flux	in	=	CO2	flux	×	18R0	×	noxy	×	1.041	

Fractionations	incorporated	into	reaction	rates	(see	Eqs.	5-

10	and	5-11).	
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Table	5-3:	Summary	of	chosen	parameter	space	explored	in	sensitivity	tests	of	Cases	7-12.	
	
Case	
no.	

Factor	 Base	model	
value	

Min.	value	 Max.	value	 No.	of	
models	

7	 Rainfall	
Default	
(global	
average)	

10-9	×	default	 10	×	default	
10	

8	 Temperature	

Default	(from	
US	Standard	
Atmosphere,	
1976)	

Base	model	
profile	–	20	K	
(throughout	
whole	
profile);	see	
Fig.	5-1.	

Base	model	
profile	+	20	
K	
(throughout	
whole	
profile);	see	
Fig.	5-1.	

6	

9	

Solar	zenith	
angle	

(dependent	on	
latitude)	

50°	(i.e.	
midlatitude	

45°	(i.e.	low	
latitude)	

80°	(i.e.	high	
latitude)	

4	

10	

H2O	isotopic	
composition	
(w/o	(10a)	
and	w/	(10b)	
adjusted	CO2	
flux	MDFs	

Δ17O	=	0‰	
δ18O	=	0‰	
Δ17O	=	0‰	

Δ17O	=	-
15.84‰	
δ18O	=	-30‰	
Δ17O	=	0‰	

Δ17O	=	0‰	
δ18O	=	0‰	
Δ17O	=	0‰	

4	

11	

Eddy	diffusion	
profile	

(parametrising	
vertical	
transport)	

Default	
0.1	×	default	
(throughout	
whole	profile)	

10	×	default	
(throughout	
whole	
profile)	

2	

12	 Tropospheric	
height	

11	km	 9	km	(i.e.	
polar)	

17	km	(i.e.	
tropical)	

2	



	

	 	

Table	5-4:	Fractionation	factors	(aMIF)	of	reactions	R5.1b-R5.1e	used	in	Cases	13b-13d.	Pressure	(P)	in	Torr.	Please	note	that	the	max.	value	in	the	T	profile	
is	288	K.	
	

Reaction	
aMIF	and	justification/reference	

Case	13a	 Case	13b	 Case	13c	 Case	13d	
R5.1b:	
O	+	OP	→		
OOP	

aMIF	=	1.065	
	
Young	et	al.	(2014)	
	
Increased	to	1.07,	
1.08,	1.09,	1.1.	

aMIF	=	1.17	
	
Mauersberger	et	al.	(1999).	
Average	of	aMIF	used	by	Wiegel	
et	al.	(2013);	also	used	by	
Michalski	et	al.,	(2004a).	

aMIF	=		
1.17	+	2.07×10-5		(T	–	300	K)	
	
Wiegel	et	al.	(2013)	assume	T-
dependence	is	the	same	as	O	+	
OQ	in	Janssen	et	al.	(2003).	

!"#$ = 0.5)1.3543 +	 0.97167 − 1.3543
1 + 3 4

3576.26
78.9:8;< + 0.99=	

	
	+	2.07 × 107?		(T	– 	300	K)	

			
Average	of	P-dependent	asymmetric	rate	and	non-P-
dependent	symmetric	rate	(Wiegel	et	al.,	2013).	
	

R5.1c:	
P	+	O2	→	
OOP	

aMIF	=	1.065	
	
Young	et	al.	(2014)	
	
Increased	to	1.07,	
1.08,	1.09,	1.1.	

aMIF	=	1.03	
	
Mauersberger	et	al.	(1999);	
Wiegel	et	al.	(2013);	also	used	
by	Michalski	et	al.	(2004a).	

aMIF	=	
1.03	+	7.82x10-4	(T	–	300	K)	

	
Wiegel	et	al.	(2013)	

aMIF	=	1.03	+	7.82x10-4	(T	–	300	K)	
	
Wiegel	et	al.	(2013)	assume	no	P-dependence	(after	
Guenther	et	al.,	1999).	

R5.1d:	
O	+	OQ	→	
OOQ	

aMIF	=	1.065	
	
Young	et	al.	(2014)	
	
Increased	to	1.07,	
1.08,	1.09,	1.1.	

aMIF	=	1.246	
	
Janssen	et	al.	(2003);	
Mauersberger	et	al.	(1999).	
(Michalski	et	al.,	2004a,	use	
1.27).	

aMIF	=	
1.246	+	2.07x10-5	(T	–	300	K)	
	
Janssen	et	al.	(2003);	in	Wiegel	
et	al.	(2013)	

!"#$ = 0.5)1.4538 +	 1.0092 − 1.4538
1 + 3 4

3010.66
78.9;F:: + 1.08=

+ 	2.07 × 107?		(T	– 	300	K)	
	
Average	of	P-dependent	asymmetric	rate	and	non-P-
dependent	symmetric	rate	(Wiegel	et	al.,	2013).	
	

R5.1e:	
Q	+	O2	→	
OOQ	

aMIF	=	1.065	
	
Young	et	al.	(2014)	
	
Increased	to	1.07,	
1.08,	1.09,	1.1.	
	

aMIF	=	0.92	
	
Janssen	et	al.	(2003);	Wiegel	et	
al.	(2013).	
(Michalski	et	al.,	2004a	use	
0.93).	

aMIF	=	
0.92	+	1.03x10-3	(T	–	300	K)	

	
Janssen	et	al.	(2003);	Wiegel	et	
al.	(2013)	

aMIF	=	0.92	+	1.03×10-3	(T	–	300	K)	
	
Wiegel	et	al.	(2013)	assume	no	P-dependence	(after	
Guenther	et	al.,	1999).	
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(from	reaction	R1.3	in	Section	1.3).	

	

These	reactions	fractionate	oxygen	isotopes	mass-independently.	This	can	be	built	

into	 the	 model	 by	 including	 fractionation	 factors	 in	 the	 reaction	 rates.	 A	

fractionation	factor	(!MIF)	of	1.065	was	chosen	by	Young	et	al.	(2014)	for	the	rates	

of	reactions	R5.1b-R5.1e	relative	to	that	of	reaction	R5.1a	in	their	model.	In	other	

words,	 the	 isotopically-substituted	 reaction	 rates	 are	 65%	 faster	 than	 reaction	

R5.1a.	Since	the	same	!MIF	value	is	used	for	reactions	involving	17O-	and	18O-bearing	

species	(i.e.	for	R5.1b-R5.1e),	a	mass-independent	fractionation	results.	Young	et	al.	

(2014)	 chose	 1.065	 as	 the	 fractionation	 factor	 because	 it	 reproduced	 observed	

atmospheric	oxygen	isotope	compositions	for	ozone.	

	

We	begin	our	experiments	by	 including	only	 the	mass-independent	 fractionation	

producing	 high	 δ17O	 and	 δ18O	 in	 stratospheric	 ozone,	 also	 using	 a	 fractionation	

factor	of	1.065	for	R5.1b-R5.1e.	For	Cases	0-3,	this	is	the	only	source	of	fractionation	

in	the	model.	This	 initial	 test	 is	 important	as	it	 isolates	 the	effects	on	Δ17O	of	 the	

introduction	 of	 a	 single	 fractionation	 source	 in	 the	 atmospheric	 system.	 For	

simplicity,	we	also	use	this	!MIF	value	for	Cases	4-12	as	we	examine	the	effects	of	

varying	other	factors	(see	below).	In	Case	13a,	we	explore	the	effects	of	varying	the	

magnitude	of	!MIF	from	1.065,	choosing	1.1	as	an	arbitrary	maximum	value.	

	

However,	 the	 fractionation	 factors	 have	 also	 been	 determined	 via	 empirical	

measurement.	 It	 was	 discovered	 through	 experiments	 that	 !MIF	 in	 fact	 differs	

between	reactions	depending	on	the	isotopologues	involved	(Anderson	et	al.,	1997;	

Mauersberger	et	al.,	1999;	Sehested	et	al.,	1998).	The	results	of	Mauersberger	et	al.	

(1999)	suggested	that	the	reactions	involving	16O	and	either	OP	or	OQ	were	more	

likely	to	occur	than	reactions	involving	16O	and	16O16O	or	P/Q	and	16O16O.	Janssen	et	

al.	(2001)	developed	this	argument	by	demonstrating	that	when	a	16O	atom	collides	

with	OQ,	 the	rate	of	 formation	of	OOQ	(the	asymmetric	molecule)	 is	greater	 than	

that	of	OQO	(the	symmetric	molecule).	Therefore,	in	Case	13b,	we	include	different	

fractionation	 factors	 for	 reactions	 R5.1b-R5.1e	 (Column	3	 in	 Table	 5-4).	We	 use	

rates	adapted	from	Wiegel	et	al.	(2013),	with	adjustments	since	they	differentiate	
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between	 reactions	producing	 symmetric	 and	asymmetric	 isotopologues,	whereas	

we	do	not.	Since	Janssen	et	al.	(2003)	and	Mauersberger	et	al.	(1999)	give	combined	

rates	for	R5.1b	and	R5.1d,	where	Wiegel	et	al.	(2013)	specify	between	asymmetric	

and	symmetric	isotopologues,	we	use	the	rates	of	the	former	two	authors	for	Case	

13b.		

	

Experiments	have	also	displayed	a	temperature-	and	pressure-dependence	of	!MIF	
for	each	reaction,	which	are	incorporated	into	the	model	of	Wiegel	et	al.	(2013).	The	

temperature-dependence	 was	 measured	 by	 Janssen	 et	 al.	 (2003)	 for	 the	 18O-

substituted	 reactions;	 we	 use	 their	 formulations,	 along	 with	 those	 assumed	 by	

Wiegel	 et	 al.	 (2013)	 for	 the	 17O-substituted	 reactions,	 for	our	model	 in	 Case	13c	

(Column	 4	 in	 Table	 5-4).	 The	 fractionation	 factor	 increases	 with	 increasing	 T	

(temperature	in	Kelvin).	Note	that,	for	most	model	runs	presented	in	this	thesis,	the	

maximum	temperature	 in	 the	atmospheric	profile	 is	288	K	at	 the	ground,	 so	 the	

rates	for	each	altitude	in	Case	13c	are	lower	than	those	for	Case	13b.	

	

We	 attempt	 to	 investigate	 the	 pressure-dependence	 of	!MIF	 (e.g.	 Guenther	 et	 al.,	

1999)	 using	 the	 terms	 adopted	 by	Wiegel	 et	 al.	 (2013)	 and	 given	 in	 Table	 5-4.	

(Column	5;	Case	13d)	It	is	assumed	that	the	only	pressure-dependent	fractionation	

factor	 is	 that	of	 the	branches	of	R5.1b	and	R5.1d	which	produce	 the	asymmetric	

isotopologue	 (Guenther	 et	 al.,	 1999;	 Wiegel	 et	 al.,	 2013).	 Since	 we	 do	 not	

differentiate	in	Case	13	between	symmetric	and	asymmetric	isotopologues	of	ozone,	

we	adapt	the	latter	authors’	pressure-dependent	fractionation	factors	such	that	we	

use	an	average	of	 the	P-dependent	asymmetric-isotopologue-producing	term	and	

the	 non-P-dependent	 asymmetric-isotopologue-producing	 term.	 We	 include	 T-

dependent	factors,	as	in	Case	13c,	for	all	four	reactions.	For	the	Case	13	experiments,	

we	keep	all	other	factors	the	same	as	in	the	Case	6	base	model	(Table	5-1).	

	

These	 processes	 are	 likely	 to	 be	 important	 in	 predicting	 the	 oxygen	 isotope	

compositions	of	 atmospheric	 species.	While	Wiegel	 et	 al.	 (2013)	 choose	 a	 single	

temperature	and	pressure	representative	of	the	whole	atmosphere	for	each	model	

run,	we	vary	temperature	and	pressure	with	altitude	in	the	atmospheric	column,	so	
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our	incorporation	of	these	factors	will	allow	variation	of	the	fractionations	in	the	

ozone-formation	reactions	with	altitude.	

	

 – Lower boundary conditions 

One	of	our	main	conclusions	from	the	study	of	lower	boundary	conditions	in	Chapter	

3	was	that	it	is	important	to	carefully	prescribe	and	describe	LBCs	in	photochemical	

models.	We	showed	that	 for	an	exploration	of	LBCs	 for	different	O2	 levels,	 it	was	

helpful	and	intuitive	to	allocate	flux-driven	LBCs	to	O2	and	CH4,	representative	of	

various	magnitudes	of	biological	flux.	We	also	concluded	that	it	is	more	appropriate	

to	choose	flux	boundary	conditions	for	the	trace	reducing	species	H2,	CO	and	N2O.	

While	Atmos	has	utilised	mixing	ratio	boundary	conditions	for	these	species	for	a	

number	 of	 years	 to	 reproduce	 the	modern	 Earth	 atmosphere,	 use	 of	 alternative	

boundary	conditions	is	important	for	the	varying-O2	flux	cases	we	run	in	Chapter	6.	

Furthermore,	boundary	conditions	involving	fluxes	of	key	species	into	and/or	out	

of	the	atmosphere	are	more	useful	for	our	applications	of	an	oxygen	isotope	code	

than	boundary	conditions	that	hold	mixing	ratios	fixed.	This	is	because	we	intend	to	

predict	Δ17O	of	oxygen-bearing	 species	 (such	as	O2	and	CO2)	at	 the	ground-level,	

rather	than	prescribing	them	by	fixing	a	mixing	ratio	as	an	input.	

	

We	therefore	choose	to	use	flux-driven	boundary	conditions	for	O2,	CH4,	H2,	CO	and	

N2O,	with	or	without	an	additional	drawdown	flux	specified	by	a	deposition	velocity	

(see	Chapter	2)	for	O2.	For	Case	0,	we	choose	a	fixed	flux	lower	boundary	condition	

for	O2,	similar	to	that	used	in	Cases	1	and	2	of	Chapter	3,	equal	to	the	flux	predicted	

by	the	model	for	a	modern	O2	mixing	ratio	of	0.21.	Flux	boundary	conditions	are	also	

given	to	CH4,	CO	and	N2O,	equal	to	the	predicted	fluxes	for	the	models	with	mixing	

ratio	boundary	conditions	for	these	species.	The	CH4,	CO	and	N2O	fluxes	required	

are	1.43×1011	pu	(where	1	pu	=	1	molecule	cm-2	s-1),	3.15×1011	pu	and	1.06×109	pu,	

respectively.	 The	 predicted	 flux	 for	 H2	 is	 negative	 (into	 the	 ocean	 from	 the	

atmosphere),	so	we	reduce	the	CH4	flux	to	1011	pu	such	that	the	H2	flux	becomes	

positive	(2.38×109	pu),	and	use	this	(see	Chapter	3	for	a	similar	approach).	These	

fluxes	differ	slightly	from	those	chosen	for	the	modern	atmosphere	in	Chapter	3	for	
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two	reasons.	Firstly,	the	model	presented	here	is	marginally	more	oxidising,	because	

of	our	assumption	that	the	mixing	ratio	of	the	purely	16O-bearing	species	is	equal	to	

the	 original	mixing	 ratio	of	 the	 species,	 so	 the	 total	mixing	 ratio	 for	 a	 particular	

species	has	been	increased	by	the	additional	mixing	ratios	of	the	P-	and	Q-bearing	

species.	Secondly,	 this	model	does	not	 include	chlorine-bearing	molecules,	which	

will	result	in	some	variations	in	the	dynamics	of	oxidising	and	reducing	species	in	

the	atmosphere.	

	

For	the	models	in	Chapter	3,	CO2	had	a	fixed	mixing	ratio	boundary	condition,	set	to	

the	pre-industrial	modern	value	of	2.8×10-4.	For	Case	0,	since	as	with	O2,	we	want	to	

predict	rather	than	prescribe	the	Δ17O	values	of	CO2	 in	 the	atmosphere,	we	use	a	

boundary	condition	in	which	both	a	distributed	flux	and	a	deposition	velocity	are	

specified.	 Assuming	 that	 a	 significant	 proportion	 of	 the	 modern	 CO2	 flux	 to	 the	

atmosphere	is	biological	rather	than	volcanic,	we	distribute	the	flux	of	CO2	into	the	

model	atmosphere	over	the	first	grid	step	only	(equal	to	500m).	With	a	fixed	mixing	

ratio	boundary	condition,	the	predicted	flux	is	into	the	ocean	from	the	atmosphere.	

Rather	 than	 using	 either	 a	 flux	 boundary	 condition	 with	 a	 negative	 value	 or	 a	

deposition	 velocity	 only,	 both	 of	 which	 are	 numerically	 imperfect	 options,	 we	

choose	a	small	flux	into	the	atmosphere	(109	pu)	across	the	first	500m	and	a	large	

deposition	velocity	(5.94×10-5	cm	s-1),	such	that	the	preindustrial	CO2	mixing	ratio	

is	predicted	as	a	result.	To	test	the	sensitivity	of	the	model	to	the	choice	of	LBC	type,	

we	compare	Case	0	to	a	case	in	which	O2,	CH4,	CO,	H2,	N2O	and	CO2	are	given	fixed	

mixing	ratio	boundary	conditions	(equal	to	modern	Earth	mixing	ratio	values	(Table	

5-1);	Case	1).	

	

However,	it	has	been	shown	that	the	tropospheric	Δ17O	of	O2	is	influenced	by	both	

stratospheric	Δ17O,	which	is	negative	due	to	the	mass-balance	in	ozone	formation	

(Yung	et	al.,	1997),	and	photosynthetic	O2,	which	is	mass-dependently	fractionated	

(Luz	et	al.,	1999;	Young	et	al.,	2014).	For	Case	0,	as	in	Chapter	3,	we	use	an	O2	flux	of	

magnitude	 ~1012	 pu	 to	 reproduce	 annually-averaged	 inputs.	 For	 our	 purposes	

earlier	in	this	thesis,	the	parametrisation	of	large,	short-term	O2	fluxes	into	and	out	

of	 the	 atmosphere	 as	 a	 combination	 of	 smaller	 fluxes	was	 acceptable,	 since	 they	
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cancelled	out	on	 the	 timescales	 in	which	we	were	 interested.	Here	however,	 the	

gross	 flux	 of	 O2	 into	 the	 atmosphere	 from	 photosynthesis	 (gross	 primary	

productivity,	 GPP)	 is	 important,	 because	 it	 has	 an	 influence	 on	 the	 Δ17O	 of	

tropospheric	 O2.	 O2	 is	 pumped	 into	 the	 atmosphere	 mass-dependently,	 but	 is	

removed	 with	 an	 isotopic	 ratio	 related	 to	 the	 isotopic	 composition	 of	 the	

atmosphere.	Primary	productivity	therefore	acts	to	dilute	the	mass-independently-

fractionated	composition	of	atmospheric	O2	(Figure	1-5b).	Since	the	modern	gross	

O2	production	 is	~4×1013	pu	(Zahnle	et	al.,	2006),	an	order	of	magnitude	greater	

than	the	annually-averaged	O2	flux	used	for	Case	0,	it	follows	that	the	latter	should	

produce	Δ17O	values	roughly	ten	times	too	big.	

	

For	an	additional	case	(Case	2),	we	therefore	increased	the	O2	flux	over	the	lower	

boundary	into	the	model	to	4×1013	pu,	which	was	entered	into	the	first	500m	of	the	

atmosphere.	 Coupling	 to	 a	 (tuned)	 deposition	 velocity	 boundary	 condition	 of	

7.56×10-6	cm	s-1	maintained	a	modern	O2	mixing	ratio	of	0.21.	OP	and	OQ	fluxes	into	

the	model	 for	 this	 case	were	kept	at	 ratios	of	7.6×10-4	 and	4×10-3	 relative	 to	O2,	

respectively,	 in	 order	 to	 introduce	 no	 mass-independent	 or	 mass-dependent	

fractionations	at	this	stage.	These	fluxes	into	and	out	of	the	model	are	much	larger	

than	those	we	used	for	Chapter	3,	but	this	is	acceptable,	since	the	purpose	here	is	

different.	In	Chapter	3,	we	used	a	feedback	flux	related	to	concentration	via	a	half-

power	law	to	simulate	longer-term	oxidative	weathering	(Johnson	et	al.,	2019),	but	

since	here	the	overwhelming	sink	of	O2	is	short-term	respiration,	we	use	a	linearly-

related	 feedback	 flux	 instead.	 To	 ensure	 that	 the	 lower	 boundary	 fluxes	of	 trace	

species	CH4,	H2,	CO	and	N2O	were	still	valid	for	predicting	modern	mixing	ratios	of	

these	gases,	we	repeated	the	steps	noted	above,	by	setting	the	boundary	conditions	

back	to	modern	mixing	ratios	for	these	species,	and	individually	changing	them	to	

flux	boundary	conditions	using	the	predicted	fluxes.	As	it	happened,	the	predicted	

fluxes	were	the	same	as	those	for	Case	0,	so	these	are	also	used	for	the	Case	2	models,	

and	all	other	cases	presented	in	this	chapter.	

	

For	CO2,	the	modern	fluxes	on	short	timescales	are	also	much	larger	than	the	net	CO2	

fluxes	 used	 in	 Case	 0.	 Similar	 to	 O2,	 CO2	 entering	 the	 atmosphere	 has	 no	mass-
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independently	fractionated	component,	whereas	CO2	removed	from	the	atmosphere	

has	an	oxygen	isotope	composition	dependent	on	atmospheric	Δ17OCO2,	so	a	larger	

CO2	flux	will	act	to	dilute	the	Δ17O	values.	For	Case	0,	we	use	a	boundary	condition	

allowing	for	a	distributed	flux	of	CO2	into	the	atmosphere	and	a	deposition	flux	out	

of	 the	 atmosphere,	with	 values	 chosen	only	 to	 reproduce	 the	 net	 flux	 out	 of	 the	

atmosphere	(with	a	small	 token	flux	 into	the	atmosphere	 for	numerical	reasons).	

However,	the	gross	CO2	flux	into	the	atmosphere	consists	of	volcanic	and	biogenic	

fluxes,	is	much	larger	and	is	balanced	by	a	large	flux	of	CO2	out	of	the	atmosphere	

into	the	oceans	through	dissolution	and	photosynthesis.	

	

For	 Case	 2,	we	 choose	 a	 CO2	 flux	 of	 2.2×1013	pu,	 because	 this	 is	 the	 rate	 of	 CO2	

effusion	from	the	oceans	used	by	Young	et	al.	(2014)	in	their	oxygen	isotope	model.	

The	averaged	volcanic	CO2	flux	into	the	atmosphere	is	much	smaller,	with	estimates	

from	1.5×1010	pu	(used	in	the	Young	et	al.	(2014)	model)	to	3×1010	pu	(Zahnle	et	al.,	

2006).	Since	the	volcanic	flux	is	negligible	compared	to	the	oceanic	flux,	we	assume	

this	is	contained	within	our	estimate	of	flux	to	the	atmosphere.	Having	set	the	CO2	

flux,	 we	 varied	 the	 deposition	 velocity	 such	 that	 the	 modern	 preindustrial	 CO2	

mixing	 ratio	 of	 2.8×10-4	 was	 produced.	 The	 deposition	 velocity	 required	 was	

3.2×10-	3	cm	s-1.	The	ground-level	number	density	in	this	case	is	7×1015	molecules	

cm-3,	which	results	in	a	flux	out	of	the	atmosphere	of	2.24×1013	pu.	The	δ17O	and	

δ18O	values	of	the	fluxes	of	CO2	into	and	out	of	the	atmosphere	are	zero,	achieved	by	

imposing	 into-the-atmosphere	 fluxes	 of	 COP	 and	 COQ	 at	 the	 isotopic	 ratios	 of	

0.00076	 and	 0.004	 (as	 with	 O2),	 and	 using	 the	 same	 Vdep	 value	 for	 all	 three	

isotopologues.	

	

The	large-magnitude	biological	O2	and	CO2	fluxes	of	Case	2	are	important,	so	will	be	

included	for	all	models	in	Cases	2-17	of	this	chapter	(Table	5-1).	

	

 – Atmospheric kinetic reactions 

The	steady-state	atmospheric	chemistry	of	 the	model	output	 is	dependent	on	the	

hundreds	of	reactions	which	are	included	in	the	model	atmosphere.	It	is	therefore	



5 – Predicting ∆17O profiles for modern atmospheric species 

	

	137		
	

	

important	that	the	reaction	network	and	rates	are	representative	of	the	chemistry	

of	the	atmosphere.	

	

Firstly,	as	discussed	in	Section	4.1.3	of	Chapter	4,	there	are	two	methods	that	can	be	

used	 when	 considering	 incorporating	 reactions	 involving	 heavy	 oxygen	

isotopologues.	The	oxygen	isotope	model	presented	in	Chapter	4	used	‘Method	2,’	in	

which	 only	 the	 product	 isotopologues	 that	 are	most	 likely	 to	 be	 formed	 from	 a	

certain	 set	 of	 isotopically-substituted	 reactants	 are	 included,	 while	 others	 are	

removed.	 In	 ‘Method	1,’	 the	branching	ratios	of	possible	reactants	are	dependent	

only	on	the	number	of	oxygen	isotope	positions,	and	therefore	the	simple	statistical	

likelihood	of	a	heavy	isotope	ending	up	in	one	of	those	positions.	Method	1	has	been	

used	by	previous	authors	(e.g.	Lyons,	2001;	Young	et	al.,	2014;	Yung	et	al.,	1997),	so	

we	considered	 it	worthwhile	 to	produce	a	model	atmosphere	using	Method	1,	 to	

examine	the	effect	on	Δ17O	profiles	of	this	assumption	(Case	3a).	

	

Secondly,	having	compared	the	reactions	in	the	oxygen	isotope	model	of	Young	et	

al.	 (2014)	 to	 our	 reactions	 table,	 we	 noticed	 that	 the	 former	 included	 isotopic	

exchange	reactions	in	the	quenching	of	O(1D)	by	CO2	(CO2	+	O(1D)	→	CO2	+	O	and	

isotopic	equivalents;	R916-R924	in	reaction	Table	C-1	in	Appendix	C).	These	are	not	

present	in	our	original	model	developed	in	Chapter	4.	This	reaction	is	actually	very	

important,	as	it	parametrises	the	reaction	CO2	+	O(1D)	→	CO3*	→	CO2	+	O,	which	has	

been	shown	to	be	key	in	the	transfer	of	the	MIF	signal	to	stratospheric	CO2	(Yung	et	

al.,	1991;	1997),	and	which	involves	isotopic	scrambling	(Burkholder	et	al.,	2015,	

and	 references	 therein).	 To	 understand	 the	 importance	 of	 the	 inclusion	 of	 these	

reactions	in	the	model,	we	compare	the	model	with	and	without	the	reactions	R916-

R924	 (Table	 C-1,	 Appendix	 C).	 We	 use	 rate	 constants	 from	 the	 JPL	 Evaluation	

Number	18	 (Burkholder	et	 al.,	 2015),	which	 is	 the	 same	as	used	by	Wiegel	 et	 al.	

(2013),	though	they	use	the	rate	constant	for	298	K	only	for	their	model.	

	

To	explore	these	concepts,	we	compare	two	model	atmospheres	using	Methods	1	

and	 2,	 without	 the	 CO2/O(1D)	 isotope	 exchange	 reaction	 (Cases	 2	 and	 3a,	

respectively),	to	two	using	Methods	1	and	2,	but	with	the	additional	reaction	(Cases	
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3bi	and	3bii,	respectively).	For	Cases	4-17,	we	choose	the	Method	2	branching	ratios	

and	include	the	isotope	exchange	reaction.	

	

There	 are	 several	 other	 oxygen	 isotope	 exchange	 reactions	 which	 have	 been	

included	 in	 the	 reaction	 networks	 of	 other	 models.	 We	 include	 three	 exchange	

reactions	in	Cases	15-17	after	incorporation	of	the	mass-dependent	fractionations	

(Cases	 4-6)	 and	 the	 more	 complex	 mass-independent	 fractionations	 in	 ozone	

formation	 (Case	 13).	 This	 is	 because	 the	way	 they	 are	 incorporated	 into	models	

differs	 between	 authors	 and	 is	 a	 little	 more	 uncertain.	 We	 therefore	 decide	 to	

demonstrate	that	their	inclusion	allows	our	model	to	better	reproduce	atmospheric	

measurements	 once	 the	 other	 factors	 have	 been	 taken	 into	 account.	 The	 three	

groups	of	reactions	are	as	follows.	

	

The	exchange	reaction	O(1D)	+	O2	→	O	+	O2	is	included	in	the	model	of	Wiegel	et	al.	

(2013),	and	we	reintroduce	it	for	Case	15.	In	all	models	in	Cases	0-14	(except	Cases	

3a	 and	 3bi,	 with	Method	 1	 branching	 ratios),	 this	 reaction	 is	 included	 only	 as	 a	

quenching	reaction.	Inclusion	of	an	isotope	exchange	reaction	involves	the	addition	

of	four	further	reactions,	and	the	reduction	of	rates	such	that	the	total	rate	for	a	set	

of	reactants	remains	the	same,	as	follows	(see	R96-104,	Table	C-1,	Appendix	C):	

	

R5.2)	O(1D)	+	O2	→	O	+	O2,	rate	k	

R5.3)	O(1D)	+	OP	→	O	+	OP,	rate	k,	

changed	to		 R5.2a)	O(1D)	+	OP	→	O	+	OP,		 rate	⅔	k,	and	

	 	 	 R5.2b)	O(1D)	+	OP	→	P	+	O2,		 rate	⅓	k	

R5.4)	P(1D)	+	O2	→	P	+	O2,	rate	k,	

changed	to		 R5.3a)	P(1D)	+	O2	→	P	+	O2,		 	 rate	⅓	k,	and	

	 	 	 R5.3b)	P(1D)	+	O2	→	O	+	OP,		 rate	⅔	k	

R5.5)	O(1D)	+	OQ	→	O	+	OQ,	rate	k,	

changed	to		 R5.4a)	O(1D)	+	OQ	→	O	+	OQ,		 rate	⅔	k,	and	

	 	 	 R5.4b)	O(1D)	+	OQ	→	Q	+	O2,		 rate	⅓	k	
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R5.6)	Q(1D)	+	O2	→	Q	+	O2,	rate	k,	

changed	to		 R5.5a)	Q(1D)	+	O2	→	Q	+	O2,		 rate	⅓	k,	and	

	 	 	 R5.5b)	Q(1D)	+	O2	→	O	+	OQ,		 rate	⅔	k	

	

Another	isotopic	exchange	reaction	that	involves	isotopic	redistribution	between	O	

and	O2,	as	discussed	by	Michalski	et	al.	(2004b),	Wiegel	et	al.	(2013),	Young	et	al.	

(2014)	 and	 Yung	 et	 al.	 (1997)	 is	 exchange	 between	 O	 and	 O2,	 via	 the	 following	

reactions	(R925-928,	Table	C-1,	Appendix	C):	

	

R5.7a)	P	+	O2	→	O	+	OP	

R5.7b)	O	+	OP	→	P	+	O2	

R5.7c)	Q	+	O2	→	O	+	OQ	

R5.7d)	O	+	OQ	→	Q	+	O2	
	
These	reactions	are	important	because	they	are	fast	compared	to	the	formation	rate	

of	ozone	(Michalski	et	al.,	2004b),	so	dictate	the	isotopic	composition	of	the	O	and	

O2	 that	 form	ozone.	 They	 also	 impart	 a	mass-dependent	 fractionation,	 since	 the	

forward	 and	 backward	 reactions	 occur	 at	 different	 rates,	 and	 vary	 between	 the	

isotopologue	products	according	to	temperature,	as	measured	by	Kaye	and	Strobel	

(1983).	

	

Michalski	 et	 al.	 (2004b)	 use	 a	 box	model	 rather	 than	 a	 comprehensive	 reaction	

scheme,	so	use	only	the	equilibrium	rate	constants	for	P	(equal	to	"#$%	'(	).+#
"#$%	'(	).+,

)	and	Q	

(equal	to	"#$%	'(	).+-
"#$%	'(	).+.

).	Young	et	al.	(2014)	use	a	fixed	non-T-dependent	rate	constant	

of	2×10-16	cm3	s-1	 for	 these	reactions,	 taken	from	that	 for	 the	reaction	O2(1∆)	+	O	

from	Sander	et	al.	(2006).	In	the	model	of	Young	et	al.	(2014),	the	rate	constants	of	

R5.7a-R5.7d	differ	only	due	to	mass-dependent	effects	(later	described	in	Section	

5.3.4;	Case	6)	and	the	statistical	likelihood	of	a	heavy	isotope	ending	up	in	a	certain	

position.	Wiegel	et	al.	(2013)	use	the	reaction	rate	as	measured	by	Fleurat-Lessard	

et	al.	(2003,	which	is	also	used	by	Früchtl	et	al.	(2015)),	along	with	the	equilibrium	

rate	constants	from	Kaye	and	Strobel	(1983).	
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We	follow	Wiegel	et	al.	(2013)	in	our	incorporation	of	the	rates	and	equilibrium	rate	

constants	 from	 Fleurat-Lessard	 et	 al.	 (2003)	 and	 Kaye	 and	 Strobel	 (1983)	

respectively,	for	Case	16	(Table	C-1,	Appendix	C).	

	
Finally,	 we	 noted	 that	 Wiegel	 et	 al.	 (2013)	 include	 quenching	 and	 exchange	

reactions	via:	

	

O2(1Σ)	+	CO2	→	O2(1∆)	+	CO2,		 rate	coefficient	=	4.1×10-13	cm3	s-1	

O2(1∆)	+	CO2	→	O2	+	CO2,		 	 rate	coefficient	<	2×10-20	cm3	s-1	

	

and	isotopic	equivalents,	which	involve	excited-state	O2	molecule	species	O2(1Σ)	and	

O2(1∆).	We	do	not	include	the	excited-state	O2	molecules	in	the	model	at	present,	but	

consider	the	parameterisation	of	these	reactions	in	our	model,	by	including	isotopic	

exchange	 during	 a	 fictitious	 reaction	 between	 O2	 and	 CO2	 (R929-932,	 Table	 C-1,	

Appendix	C):	

	

R5.8a)	OP	+	CO2	→	O2	+	COP	

R5.8b)	O2	+	COP	→	OP	+	CO2	

R5.8c)	OQ	+	CO2	→	O2	+	COQ	

R5.8d)	O2	+	COQ	→	OQ	+	CO2	

	

We	 justify	 this	 given	 that	 Wiegel	 et	 al.	 (2013)	 also	 include	 isotopic	 exchange	

between	O2	and	O2(1Σ)/O2(1∆).	To	incorporate	this	in	our	model,	we	take	the	lowest	

of	the	two	rate	constants	(2×10-20	cm3	s-1),	and	divide	this	by	the	number	density	

ratio	of	O2(1∆)	to	O2	in	the	upper	atmosphere,	which	is	roughly	10-8	(Yankovsky	and	

Manuilova,	2006)	to	approximate	a	rate	constant	for	our	new	reactions.	We	divide	

this	 rate	 by	 two	 to	 account	 for	 isotopic	 branching	 ratios	 assuming	 statistical	

equilibrium	–	a	first	branch	has	the	same	products	and	reactants,	and	is	not	included	

in	our	reaction	table,	while	 the	second	branch	 is	 for	 the	exchange	reactions.	This	

results	in	a	low	rate	constant	of	10-28	cm3	s-1	for	R5.8a-5.8d.	Normally,	reaction	rates	

this	 slow	 would	 have	 little	 effect	 on	 model	 photochemistry,	 but	 the	 number	

densities	of	reactants	O2	and	CO2	are	large.	
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 – Mass-dependent fractionations 

While	 the	 magnitude	 of	 Δ17O	 is	 our	 main	 concern,	 we	 model	 the	 effects	 of	 the	

incorporation	of	mass-dependent	fractionations	for	two	main	reasons.	Firstly,	we	

want	 to	 attempt	 to	 simulate	 δ17O	 and	 δ18O	 of	 different	 species	 as	 well	 as	 Δ17O	

(despite	the	inherent	error	due	to	artificial	fractionations	produced	–	see	Section	4.2	

of	Chapter	4).	Secondly,	there	are	various	mass-dependent	processes	that	occur	in	

the	 Earth	 system	 that	 nevertheless	 produce	 an	 apparent	 mass-independent	

fractionation	if	they	have	a	different	δ17O-δ18O	slope	(see	e.g.	Bao	2016;	Young	et	al.,	

2002;	2014).	

	

While	 unable	 to	 incorporate	 all	 possible	mass-dependent	 effects,	 we	 attempt	 to	

include	some	of	the	more	important	ones	for	the	O3-CO2-O2	system.	The	test	cases	

are	summarised	in	Table	5-2.	

	
5.3.4.1 – MDF in O2 fluxes 

Young	et	al.	(2014)	argued	from	their	oxygen	isotope	model	that	only	around	a	third	

of	 the	Δ17O	of	 tropospheric	O2	results	 from	stratospheric	chemistry	(i.e.	 the	mass	

balance	resulting	from	the	enrichment	of	ozone,	CO2	and	O(1D)	through	the	ozone	

formation	reaction	and	subsequent	reactions),	with	the	remainder	being	a	result	of	

mass-dependent	 processes	 with	 a	 slightly	 different	 fractionation	 slope.	 We	

therefore	incorporated	the	mass-dependent	fractionations	for	O2	by	i)	varying	the	

O2,	OP	and	OQ	fluxes	into	the	model,	such	that	the	δ17O	and	δ18O	of	O2	are	non-zero;	

ii)	adjusting	the	deposition	velocities	of	O2,	OP	and	OQ	such	that	a	fractionation	is	

imparted	as	the	isotopologues	are	removed	from	the	atmosphere.	

	

Following	Young	et	al.	 (2014),	we	 incorporate	a	mass-dependent	 fractionation	 in	

oxygen	isotopes	due	to	photosynthesis	with	enriched	source	water	by	multiplying	

the	 source	 of	 OQ	 at	 the	 lower	 boundary	 by	 1.00525,	 and	 the	 source	 of	 OP	 by	

1.005250.52.	Note	that	this	assumes	that	all	oxygen	flowing	into	the	model	is	from	

photosynthesis,	 which	 is	 an	 adequate	 assumption,	 given	 that	 we	 are	 simulating	

gross	 primary	 productivity,	 which	 is	 the	 largest	 source	 of	 oxygen	 on	 short	

timescales.	
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Respiration	 preferentially	 removes	 lighter	 isotopes	 from	 the	 atmosphere.	 Again,	

following	the	model	of	Young	et	al.	(2014),	we	account	for	this	by	multiplying	the	

deposition	velocity	of	OQ	by	1/1.0182	to	impart	an	18.2‰	fractionation	in	18O,	and	

multiplying	the	deposition	velocity	of	OP	by	1/1.01820.5149.	

	

5.3.4.2 – MDF in CO2 fluxes 

Measurements	of	ground-level	atmospheric	CO2	indicate	20.45‰	≤	δ17O	≤	21.74‰	

and	39.49‰	≤	δ18O	≤	41.84‰	(Thiemens	et	al.,	2014).	Young	et	al.	(2014)	model	

this	 by	 including	 CO2-H2O	 exchange	 reactions,	 which	 account	 for	 fractionations	

between	 tropospheric	 CO2	 and	 water	 at	 the	 surface,	 including	 those	 involving	

processes	in	leaves.	Exchange	between	CO2	and	H2O	is	rapid,	so	they	assume	δ17O,	

δ18O	 and	 Δ17O	 values	 of	 0‰	 for	 CO2	 flowing	 into	 the	 model.	 They	 include	 no	

fractionations	in	(or	even	concentration-dependence	on)	the	rate	of	photosynthesis	

drawing	CO2	out	of	the	atmosphere.	

	

We	explore	two	potential	methods	of	incorporating	accurate	fractionations	in	the	

CO2-H2O	system.	Firstly,	we	try	a	method	similar	to	that	of	Young	et	al.	(2014).	We	

keep	fluxes	of	CO2	in	and	out	of	the	model	at	the	same	isotopic	ratios	as	the	standard,	

VSMOW.	We	 include	 the	 exchange	 reactions	 using	 a	 rate	 based	 on	 Young	 et	 al.’s	

(2014)	model,	but	lower,	since	they	include	the	number	density	of	H2O	in	their	rate	

constant.	We	run	cases	i)	with	the	reactions	for	the	troposphere	only	(Case	5ai);	and	

ii)	 with	 the	 reactions	 for	 the	 lowermost	 grid	 step	 only	 (Case	 5aii).	We	 try	 both	

options	since	our	model	is	different	in	set-up	to	that	of	Young	et	al	(2014).	While	

they	use	a	box	model	with	troposphere	and	hydrosphere	boxes,	we	are	using	a	full	

1-D	 photochemical	 model.	 Since	 CO2-H2O	 exchange	 is	 a	 process	 that	 happens	

predominantly	at	the	surface,	catalysed	by	the	biosphere,	we	consider	it	important	

to	test	the	sensitivity	to	the	vertical	extent	of	the	effects	of	these	exchange	reactions.	

	
Secondly,	we	implement	the	fractionations	in	CO2	by	instead	adjusting	the	fluxes	of	

CO2	into	and	out	of	the	model	atmosphere.	We	use	the	following	relation	for	the	CO2	

flux	into	the	atmosphere:	
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COP	flux	=	CO2	flux	×	17R0	×	noxy	×	!exch./	×	!evap.0.52	 	 (Eq.	5-4)	

COQ	flux	=	CO2	flux	×	18R0	×	noxy	×	!exch.	×	!evap.	 	 (Eq.	5-5)	

	

where	9R0	is	the	standard	isotopic	ratio	of	heavy	isotope	9O	to	16O	(i.e.	17R0	=	0.00038	

and	18R0	=	0.002)	and	noxy	is	the	number	of	oxygen	atoms	(i.e.	2	for	CO2;	see	Chapter	

4).	The	!exch.	and	!evap.	terms	are	the	mass-dependent	fractionation	factors	for	the	

CO2	flux	due	to	CO2-H2O	exchange	and	evapotranspiration,	respectively,	while	D	is	a	

constant	that	governs	the	fractionation	due	to	exchange	in	COP,	and	the	exponent	

for	evapotranspiration	is	0.52,	after	Young	et	al.	(2014).	We	use	values	of	1.041	and	

1.00525	for	!exch.	and	!evap.,	respectively,	following	Young	et	al.	(2014).	We	assume	a	

D	value	of	0.528	(Young	et	al.,	2014),	but	Hofmann	et	al.,	(2012)	find	a	D	value	of	

0.522,	and	Barkan	and	Luz	(2012)	and	Liang	et	al.	 (2017)	use	0.5229,	so	there	 is	

some	uncertainty.	In	one	of	our	final	test	cases	(Case	14),	we	experiment	with	the	

!evap.	 and	 D	 values	 in	 order	 to	 tune	 the	 model	 to	 better	 reproduce	 modern	

observations.	

	

Though	Young	et	al.	(2014)	included	no	fractionation	in	CO2	for	photosynthesis,	we	

test	the	effects	of	including	a	mass-dependent	fractionation	in	the	drawdown	flux,	

which	would	 act	 to	 preferentially	 remove	 the	 lighter	 isotopes.	We	 incorporate	 a	

fractionation	such	that	COQ	was	removed	at	a	rate	 U
U.VWU

× U
U.VUYZ

	times	as	quickly	as	

CO2,	 and	 COP	was	 removed	 at	 a	 rate	 U
U.VWU[.\]^

× U
U.VUYZ[.\_`a

	 as	 quickly	 as	 CO2.	 This	

effectively	doubles	the	fractionation	incorporated	in	the	upward	flux,	and	is	similar	

to	the	way	in	which	the	exchange	reactions	in	Young	et	al.’s	(2014)	model	destroy	

CO2,	COP	and	COQ	at	different	rates	(while	simultaneously	forming	them	at	different	

rates).		

	
5.3.4.3 – MDFs in two-body and three-body reactions 

To	 incorporate	 some	 of	 the	 mass-dependent	 fractionations	 that	 occur	 in	 other	

oxygen-bearing	species	via	reactions,	we	follow	the	method	of	Young	et	al.	(2014),	

who	 include	 a	 mass-dependent	 fractionation	 factor	 (!MDF)	 due	 to	 collision	

frequencies	 of	 different	 isotopologues,	 while	 ignoring	 the	 effects	 of	 reactions	



5 – Predicting ∆17O profiles for modern atmospheric species 

	

	144		
	

	

between	molecules	that	are	vibrationally-excited	and	zero-point	energy	differences.	

We	adopt	their	method	and	assumptions	as	follows.	

	

For	each	two-body	and	three-body	reaction	in	our	reaction	network,	we	multiply	

the	reaction	rate	by	a	factor,	aMDF,	dependent	on	the	masses	of	the	molecules	of	the	

reactants	via:	

!efg = i
j
jk
		 	 	 	 (Eq.	5-6)	

Where	µ’	is	the	reduced	mass	of	the	two	reactants,	with	molecular	masses	m1	and	

m2,	respectively,	related	by:	

l′ = n_n]

n_o	n]
	 	 	 	 (Eq.	5-7)	

and	µ	is	the	reduced	mass	of	the	isotopologues	of	the	two	reactants	containing	only	
16O	(rather	than	heavier	 isotopes).	Since	aMDF	is	 therefore	unity	 for	 the	reactions	

containing	only	the	lightest	isotope,	we	only	include	aMDF	for	the	reactions	involving	

isotopologues	containing	17O	and	18O.	We	round	the	molecular	masses	(m1	and	m2)	

to	integer	numbers.	For	all	other	reactions	therefore,	the	value	of	aMDF	is	less	than	

1,	since	larger	molecules	move	more	slowly	and	are	less	likely	to	collide.	

	

For	Case	6,	 these	 fractionations	are	 included	 in	 combination	with	 the	CO2/O(1D)	

isotope	exchange	reaction	(Case	3b),	and	MDFs	in	O2	fluxes	(Case	4)	and	the	upward	

CO2	flux	(Case	5c).	

	

 – Environmental factors 

Triple	oxygen	isotope	measurements	from	atmospheric	and	deposited	species	show	

spreads	 in	 the	 data	 for	 different	 species,	 due	 to	 differences	 in	 source	 locations	

globally	 and/or	 seasonal	 variations	 (Figure	 1-4;	 e.g.	 Thiemens	 et	 al.,	 2014).	 We	

therefore	explore	the	sensitivity	of	our	model	to	several	environmental	factors,	to	

investigate	whether	it	reproduces	some	of	the	spread	of	the	observational	data.	The	

factors	we	focus	on	are	rainfall,	temperature,	latitude,	the	isotopic	composition	of	

tropospheric	water	vapour,	vertical	transport	and	tropopause	height.	
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We	use	Case	6	as	a	‘base	model,’	from	which	to	vary	the	aforementioned	factors,	for	

comparison.	To	summarise,	Case	6	incorporates	a	fractionation	factor	of	1.065	for	

all	 four	 isotopically-substituted	 O3-forming	 reactions.	 Mass-dependent	

fractionations	are	incorporated	in	O2	fluxes	in	and	out	of	the	model	atmosphere	over	

the	 lower	 boundary,	 in	 the	 CO2	 flux	 into	 the	model	 atmosphere,	 and	 as	 collision	

velocity	 fractionations	 in	each	 two-body	and	 three-body	 reaction.	The	branching	

ratios	of	Method	2	are	used,	with	the	inclusion	of	the	CO2/O(1D)	exchange	reactions	

R916-R924.	

	

Table	5-3	is	a	synopsis	of	the	values	used	by	the	base	model	for	various	parameters	

explored	in	this	section.	The	base	model	uses	Atmos’	default	rainfall	level	for	Earth	

(see	Section	2.4.2)	and	default	eddy	diffusion	profile	(without	Cl;	see	Figure	2-3b),	

to	 parametrise	 vertical	 transport,	 and	 is	 run	with	 a	 solar	 zenith	 angle	 of	 50°	 to	

simulate	a	mid-latitude	 location.	The	 tropospheric	H2O	δ17O	and	 δ18O,	which	are	

hardcoded	 in	 the	 model,	 are	 set	 to	 0‰,	 as	 they	 also	 are	 for	 Cases	 0-6.	 The	

tropospheric	 height	 is	 set	 to	 11	 km,	 and	 the	 temperature	 profile	 is	 that	 of	 the	

modern	atmosphere	(US	Standard	Atmosphere,	1976),	with	a	surface	temperature	

of	288.15	K	(15°C).	

	

The	base	model	does	not	perfectly	match	all	 the	data	(see	Case	6	results),	partly	

because	 it	 does	 not	 include	 the	 isotopologue-specific	 mass-independent	

fractionation	factors	(see	Case	13)	or	several	important	isotope	exchange	reactions	

(see	 Cases	 14-17).	 However,	 these	 omissions	 allow	us	 to	 focus	 on	 the	 effects	 of	

environmental	 variables	 on	 a	 simpler	 system	 with	 a	 single	 mass-independent	

fractionation	source.	While	the	absolute	oxygen	isotope	ratios	might	not	match	the	

published	measurements	due	to	these	omissions,	this	study	is	nevertheless	useful	

in	investigating	the	sensitivities	of	the	model	to	changes	in	the	chosen	factors.		

	

5.3.5.1 – Rainfall 

It	 has	 been	 shown	 that	 Δ17O	 in	 various	 species	 varies	 with	 rainfall.	 Areas	 of	

particular	 interest	 for	 the	 measurement	 of	 high	 Δ17O	 in	 nitrates,	 sulphates	 and	
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perchlorates	 include	 some	 of	 the	 driest	 places	 on	 Earth,	 including	 the	 Atacama	

Desert	 in	 northern	 Chile	 and	 the	 Antarctic	 Dry	 Valleys.	 These	 locations	 are	

conducive	 to	 the	 preservation	 of	 high	 O-MIF,	 since	 the	 isotopically-anomalous	

atmospheric	 salts	 are	 less	 easily	 leached	 away	 (e.g.	 Bao,	 2015;	 Michalski	 et	 al.,	

2004a)	or	reworked	by	biological	and	other	processes	(e.g.	Bao	et	al.,	2001).	Drier	

atmospheric	columns	can	also	dictate	species’	formation	pathways	and	influence	the	

initial	Δ17O	values	 in	 these	areas,	by	varying	 the	 relative	 importance	of	different	

oxidants	 (e.g.	 Catling	 et	 al.,	 2010)	 and	 their	 isotopic	 composition	 (e.g.	 Lee	 et	 al.,	

2001;	Michalski	et	al.,	2003;	Savarino	et	al.,	2000).	For	example,	dry	polar	air	can	

reduce	isotopic	exchange	between	isotopically	‘normal’	tropospheric	H2O	and	the	

oxidant	OH,	which	is	then	able	to	impart	a	non-zero	oxygen	isotope	anomaly	(Morin	

et	al.,	2007).	Effects	on	oxidative	pathways	over	glacial-interglacial	timescales	have	

also	been	studied	(e.g.	Alexander	et	al.,	2003).	

	

We	 therefore	 investigate	 the	 sensitivity	 of	 the	 model	 to	 rainfall	 by	 varying	 the	

rainfall	rate	by	several	orders	of	magnitude.	The	default	rainfall	rate	in	the	model,	

used	in	the	base	model	and	all	other	results	presented	thus	far,	is	representative	of	

the	average	annual	 rainfall	 rate	on	Earth.	For	Case	7,	we	 increase	 the	 rate	by	an	

order	 of	magnitude,	 and	 decrease	 it	 by	 nine	 orders	 of	magnitude	 (essentially	 to	

nothing).	

	
5.3.5.2 – Temperature profile 

The	global	surface	temperatures	are	wide-ranging,	and	it	is	possible	that	some	of	

the	 scatter	 in	 the	 observed	 oxygen	 isotope	 compositions	 of	 atmospheric	 and	

surface-deposited	species	reflects	temperature	variations,	which	also	occur	in	the	

same	 geographical	 location	 with	 seasonal	 variation.	 We	 therefore	 explore	 the	

sensitivity	of	 the	model	 results	 to	variations	 in	 temperature.	We	carry	out	 these	

experiments	by	adding	or	subtracting	several	Kelvin	from	the	original	temperature	

profile,	such	that	the	shape	of	the	profile	is	the	same	for	each	case,	but	shifted	in	

temperature	space.	We	run	7	models	(Case	8),	using	the	original	temperature	profile	
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and	the	temperature	profile	±5	K,	±10	K	

and	 ±20	 K	 (see	 Figure	 5-1	 for	 the	

temperature	profiles	used).	It	would	be	

interesting	to	explore	the	effects	of	only	

varying	the	surface	temperature,	or	the	

tropospheric	temperatures,	as	these	are	

the	 ones	 most	 likely	 to	 undergo	 the	

largest	temperature	variations	globally,	

but	 this	 is	 beyond	 the	 scope	 of	 this	

work.	Since	most	of	the	model	reactions	

involve	 temperature	 dependence,	 the	

bulk	chemistry	of	the	entire	atmosphere	

is	 perturbed	 by	 these	 temperature	

variations.	

	

5.3.5.3 – Case 9: Latitude 

The	 latitude	 in	 the	 model	 is	 important	 since	 it	 dictates	 the	 diurnally-averaged	

incoming	 flux	 of	 solar	 light,	 as	 well	 as	 the	 column	 density	 through	 which	 the	

radiation	 passes.	 Both	 of	 these	 factors	 drive	 photolysis	 reaction	 rates,	 which	

critically	influence	the	formation	of	ozone	and	therefore	the	production	of	O-MIF.	

The	measured	data	 shown	 in	Figure	1-4	 (and	figures	 in	 this	 chapter)	are	 from	a	

range	 of	 latitudes,	 with	 some	 trends	 seen	 in	 oxygen	 isotope	 composition	 with	

latitude	(see	e.g.	Figure	5-9).	

	

The	model	uses	an	insolation-weighted	average	solar	zenith	angle	as	an	input,	which	

is	50°	 for	all	model	 results	presented	 so	 far	 in	 this	 chapter	 (and	 for	most	model	

results	presented	in	Chapter	3),	simulating	a	mid-latitude	atmosphere	(arguably	an	

average	representative	for	the	globe).	Lower	and	higher	zenith	angles	can	be	used	

to	simulate	lower	and	higher	latitudes	respectively.	We	vary	solar	zenith	angle	from	

45°	to	80°	(representative	of	tropical	and	polar	latitudes,	respectively;	Hartmann,	

1994),	with	additional	sensitivity	tests	for	zenith	angles	of	50°,	60°	and	70°.	

Figure	 5-1:	 Temperature	 profiles	 used	 for	 the	
models	 in	 Case	 8.	 Red	 colours	 show	 profile	
temperatures	 increasing	 from	 the	 base	 model;	
blue	colours	show	temperatures	decreasing	from	
the	base	model.	
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5.3.5.4 – Isotopic composition of H2O 

It	 has	 been	 shown	 that	 the	 isotopic	 composition	 of	 water	 vapour	 can	 vary	

substantially	globally.	One	factor	affecting	this	is	movement	of	atmospheric	parcels	

over	the	continents.	As	water	vapour	rises	over	landmasses,	it	becomes	depleted	in	

heavier	isotopes,	as	these	are	preferentially	removed	by	rainfall	as	the	air	mass	rises	

and	 cools.	 This	 results	 in	 negative	 δ18O	 and	 δ17O	 values	 relative	 to	 VSMOW.	

Investigating	the	sensitivity	of	the	model	output	to	the	isotopic	composition	of	water	

vapour	is	important	because	it	has	been	shown	to	affect	that	of	carbon	dioxide,	as	

CO2-H2O	exchange	in	the	troposphere	is	an	important	process	acting	to	dilute	the	

stratospheric	MIF	signal	in	tropospheric	CO2.	

	

Our	base	model	atmosphere	(and	all	model	atmospheres	presented	 in	Cases	0-9)	

are	programmed	such	that	the	H2O,	H2P	and	H2Q	mixing	ratios	are	reset	after	every	

timestep,	 in	 order	 to	 account	 for	 an	 assumed	 ‘infinite’	 source	 of	water	 from	 the	

oceans,	which	is	a	much	larger	reservoir	for	H2O	than	the	atmosphere.	The	mixing	

ratios	are	set	such	that	δ17O	=	δ18O	=	0‰.	(Note	that	 this	(somewhat	artificially)	

results	 in	 Δ17O	 =	 0‰.)	 For	 Case	 10,	 we	 test	 the	 sensitivity	 of	 Δ17O	 and	 δ18O	 of	

atmospheric	species	to	the	tropospheric	isotope	composition	of	H2O.	

	

The	 isotopic	 composition	 of	 water	 vapour,	 according	 to	 the	 δ17O-δ18O	 plot	 of	

atmospheric	species	in	the	review	by	Thiemens	(2006),	shows	that	water	vapour	

falls	along	the	terrestrial	fractionation	line	and	has	δ18O	ranging	from	0-30‰.	For	a	

first	 test	(Case	10a),	we	choose	a	δ18O	value	 in	 the	middle	of	 this	 field	(-17.4‰)	

which	is	also	the	average	summer	δ18O	measured	by	Welp	et	al.	(2008).	In	order	to	

maintain	a	Δ17O	value	of	0‰	for	the	troposphere,	we	choose	a	δ17O	value	of	0.528	×	

-17.4‰	(-9.1872‰).	

	

The	isotope	exchange	between	H2O	and	CO2	is	a	process	which	we	attempt	to	include	

in	our	model	(see	Case	5).	Of	the	two	options	discussed	in	Section	5.3.4.2,	we	choose	

to	do	this	by	including	fractionations	in	the	CO2	flux	into	the	model	atmosphere	for	

Cases	 5c-10a.	 However,	 the	 alternative	 method	 of	 Young	 et	 al.	 (2014),	 who	

incorporate	 this	 relationship	 through	 the	 addition	 of	 atmospheric	 reactions	
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between	CO2	and	H2O,	has	the	advantage	of	a	clear	relationship	between	the	isotopic	

compositions	of	H2O	and	CO2.	A	change	in	the	former	therefore	results	in	a	change	

in	 the	 latter,	which	will	not	occur	using	 the	method	of	Case	10a,	 as	we	have	not	

included	this	link.	

	

Recall	 that	 the	 fractionation	 we	 included	 for	 the	 flux	 of	 CO2	 into	 the	 model	

atmosphere	(Eqs.	5-4	and	5-5)	was	incorporated	by	multiplying	the	flux	of	CO2	by	

the	 universal	 ratio	 of	 the	 isotopic	 species,	 a	 fractionation	 factor	 (!exch.)	 of	 1.041	

(representing	 the	 fractionation	 of	 CO2	 from	 H2O)	 and	 a	 fractionation	 factor	 of	

1.00525	(for	evapotranspiration).	So	far,	our	model	has	assumed	that	the	H2O	δ18O	

is	0‰,	and	so	!exch.	produces	the	same,	positive	fractionation	in	CO2,	which	is	then	

compounded	by	the	evapotranspiration	fractionation.	However,	if	the	H2O	δ18O	is	

less	than	0‰,	this	must	be	taken	into	account	in	the	fractionation	of	the	fluxes,	and	

the	term	becomes:	

	

!%p-q. = 	 r
s_^tu]v
UVVV

w + 1.041	 	 	 	 (Eq.	5-8)	

	

This	should	act	to	reduce	the	δ18O	and	also	δ17O,	as	the	fractionation	factor	for	17O	

becomes:		

!%p-q. 	=
y 	 zrs

_{tu]v
UVVV

w + 1.041|
V.)ZY

	 	 (Eq.	5-9)	

	

Therefore,	 for	 each	model	 run,	we	 change	 the	H2O	 isotopic	 composition	 and,	 for	

consistency,	the	fractionation	of	the	CO2	fluxes	into	the	model	atmosphere,	in	order	

to	account	 for	 the	same	fractionation	(41‰)	from	a	different	 initial	H2O	 isotopic	

composition.	

	

5.3.5.5 – Eddy diffusion coefficient profile 

As	mentioned	in	Chapter	2	(Section	2.3),	vertical	transport	of	molecules	in	the	model	

is	parametrised	by	eddy	diffusion	coefficients,	which	vary	with	altitude.	The	eddy	
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diffusion	coefficient	is	high	in	the	troposphere	and	low	in	the	lower	stratosphere,	

increasing	again	with	altitude	in	the	stratosphere	(Figure	2-3b).	

	

We	vary	the	eddy	diffusion	profile	to	assess	whether	a	change	in	vertical	transport	

affects	 the	 vertical	 distribution	of	O-MIF	 in	 the	 atmospheric	 column.	While	 such	

changes	 in	 vertical	 transport	 are	 not	 necessarily	 realistic	 representations	 of	 the	

Earth	system,	they	are	nevertheless	useful	in	understanding	the	effects	of	transport	

of	molecules	on	the	ultimate	Δ17O	of	different	species,	and	may	capture	some	of	the	

variation	in	vertical	transport	globally,	due	to,	e.g.	increased	tropospheric	mixing	at	

low	 latitudes.	 We	 therefore	 vary	 the	 eddy	 diffusion	 profiles	 from	 an	 order	 of	

magnitude	lower	than	in	the	base	model	to	an	order	of	magnitude	higher	(Case	11).	

We	multiply	the	eddy	diffusion	coefficient	at	all	altitudes	by	the	chosen	factor.	

	

5.3.5.6 – Tropopause height 

We	note	that	some	authors	define	a	tropopause	at	an	altitude	other	than	the	11	km	

that	we	use	in	our	model	(e.g.	Wiegel	et	al.,	2013).	In	general,	the	tropopause	occurs	

at	a	lower	altitude	at	the	poles	and	a	higher	altitude	at	the	equator.	We	therefore	

test	 the	 effects	 of	 changing	 the	 tropopause	 height	 in	 the	 model	 from	 9	 km	

(representative	of	the	poles)	to	17	km	(representative	of	the	tropics)	for	Case	12.	

	

 – Results 

In	this	section,	we	present	our	model	results	and	compare	the	output	oxygen	isotope	

compositions	of	various	species	to	those	of	existing	models	and	observational	data.	

We	examine	Δ17O	profiles	of	key	species	at	a	range	of	altitudes.	For	Cases	7-12,	we	

also	compare	δ18O	and	Δ17O	values	from	deposited	species,	including	sulphates	and	

nitrates.	We	present	the	results	in	order	of	case	number.	Firstly,	we	show	the	effects	

of	 introducing	 a	mass-independent	 fractionation	 factor	 of	 1.065	 into	 the	 ozone-

forming	reactions	(Case	0).	We	secondly	demonstrate	the	sensitivity	of	the	model	to	

LBCs,	 reaction	 branching	 ratios,	 CO2/O(1D)	 exchange	 and	MDFs	 (Cases	 1-6).	 The	

third	group	of	cases	presented	determines	the	effects	of	environmental	factors.	The	
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more	detailed	tests	regarding	!MIF	are	presented	as	a	fourth	group	(Case	13).	Finally,	

we	demonstrate	that	a	 final	 test	case	(Case	17)	reproduces	modern	observations	

fairly	well,	 having	 tuned	 one	 of	 the	 !MDF	 values	 (Case	 14)	 and	 included	 further	

isotope	exchange	processes	(Cases	15-17).	

	

 – Case 0: Effect of a mass-independent fractionation in the reaction 

forming stratospheric ozone 

We	initially	assess	the	effect	of	including	a	single	mass-independent	fractionation	in	

the	ozone-formation	reaction	(!MIF	=	1.065	for	R5.1b-R5.1e).	Figure	5-2	shows	the	

Δ17O	 profiles	 for	 selected	 species	 for	 Case	 0	 (teal	 lines),	which	 utilises	 fixed	 flux	

lower	boundary	conditions	for	O2,	CH4,	CO,	H2	and	N2O,	and	a	fixed	distributed	flux	

with	deposition	velocity	LBC	for	CO2.	The	Case	0	results	are	compared	to	values	from	

existing	 models	 and	 data,	 which	 are	 shown	 as	 symbols.	 The	 mass-independent	

fractionation	in	the	ozone-forming	reaction	results	in	a	large,	positive	Δ17O	value	for	

ozone	 of	 26‰,	 which	 is	 uniform	 throughout	 the	 whole	 atmospheric	 column,	

consistent	 with	 observations.	 Sulphate	 and	 nitrate	 aerosol	 inherit	 a	 large	 Δ17O,	

which	peaks	in	the	stratosphere	and	is	lower	in	the	troposphere,	lying	within	the	

range	 of	 tropospheric	 observations.	 In	 comparison	 to	 measurements	 showing	

negligible	Δ17OCO2	in	the	modern	troposphere	(e.g.	Thiemens	et	al.,	2014),	our	Case	

0	model	values	are	much	larger,	as	carbon	dioxide	gains	a	uniform	positive	Δ17O	of	

2-2.5‰.	While	positive	as	expected,	the	Δ17OCO2	profile	does	not	show	the	observed	

increase	in	Δ17O	in	the	stratosphere.	In	conserving	mass	balance,	O2	gains	a	negative	

Δ17O	of	-4‰	in	the	model.	O2	in	the	modern	atmosphere	does	have	a	negative	MIF	

signal,	but	the	magnitude	is	roughly	ten	times	smaller	than	predicted	here.	Atomic	

oxygen	(not	shown)	behaves	similarly	in	the	model,	with	fairly	large	negative	Δ17O	

values	 throughout	 the	atmospheric	 column,	but	only	when	O2	has	 flux	boundary	

conditions.	With	fixed	flux	boundary	conditions,	N2O	has	a	small	positive	Δ17O	and	

CO	has	a	very	small	negative	Δ17O	(not	shown).	

	



	

	 	

	

Figure	5-2:	Δ17O	profiles	for	selected	species,	for	Cases	0	(teal),	1	(purple;	mixing	ratio	LBCs)	and	2	(orange).	The	larger	fluxes	
of	O2	and	CO2	in	and	out	of	the	model	atmosphere	for	Case	2	compared	to	Case	0	result	in	a	decrease	in	the	magnitude	of	Δ17O.	
For	comparison,	some	observed	Δ17O	values	from	the	literature	are	shown	(see	key	to	right	of	plot	for	references).	
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H2O,	H2P	and	H2Q	(water	vapour)	mixing	ratios	are	initially	set	in	the	model	such	

that	 the	 δ17O	 and	 δ18O	 are	 equal	 to	 0‰	 (see	 Section	 4.1.4),	 so	 Δ17O	 in	 the	

troposphere	is	also	0‰;	stratospheric	water	vapour	on	the	other	hand	has	a	large	

Δ17O,	peaking	at	an	altitude	of	35-40	km.	Related	species	OH,	HO2	and	H2O2	also	have	

small	Δ17O	in	the	troposphere,	and	large,	positive	Δ17O	values	in	the	stratosphere	

(not	shown).	

	

The	inclusion	of	a	single	MIF	in	ozone	formation	has	allowed	the	model	to	predict	

some	of	the	general	trends	of	atmospheric	Δ17O,	but	comparison	with	observations	

shows	that	this	falls	short	of	fully	reproducing	real	Δ17O	profiles.	In	the	following	

sections,	 our	 exploration	 of	 the	 model	 sensitivity	 to	 some	 of	 the	 other	 factors	

described	 in	 Section	 5.3	 will	 help	 to	 highlight	 ways	 in	 which	 inclusion	 or	

improvement	of	 the	model	 treatment	of	 these	factors	might	better	reproduce	the	

modern	Δ17O	profiles.	

	

 – Cases 1 and 2: Lower boundary conditions 

Inclusion	 of	 a	 mass-independent	 fractionation	 in	 the	 ozone-forming	 reactions	

results	 in	 large,	non-zero	O-MIF	 in	some	atmospheric	species	(Case	0).	On	Figure	

5-2,	these	results	are	compared	to	the	results	of	a	case	with	mixing	ratio	boundary	

conditions	for	O2,	CH4,	H2,	CO,	N2O	and	CO2	(Case	1),	which	indicates	the	sensitivity	

of	the	model	to	the	choice	of	type	of	boundary	condition.	As	for	Case	0,	the	inclusion	

of	 the	 mass-independent	 fractionation	 results	 in	 large	 Δ17O	 values	 for	 O3	 and	

stratospheric	NO3,	SO4	and	H2O.	However,	with	mixing	ratio	boundary	conditions,	

Δ17O	for	O2	and	CO2	are	0‰	throughout	the	whole	atmospheric	column,	which	is	

not	unexpected,	as	oxygen	isotope	composition	is	prescribed	at	the	lower	boundary	

for	these	species.	

	

For	Case	0,	the	Δ17O	values	for	O2	and	CO2	are	negative	and	positive,	respectively,	

but	with	magnitudes	too	large	compared	to	tropospheric	measurements.	Figure	5-2	

also	shows	the	results	of	Case	2,	in	which	large	fluxes	of	O2	and	CO2	into	and	out	of	

the	atmosphere	over	the	lower	boundary	are	chosen.	As	a	result,	the	magnitudes	of	
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both	 the	 Δ17OO2	 and	 Δ17OCO2	 decrease.	 The	 Δ17O	 for	 CO2	 becomes	 ~0‰	 in	 the	

troposphere,	with	a	negligible	increase	in	the	stratosphere	and	upper	atmosphere.	

The	absolute	oxygen	Δ17O	values	decrease	to	~-0.1‰.	While	these	profiles	do	not	

perfectly	match	the	observational	data,	the	inclusion	of	gross	fluxes	of	O2	and	CO2	

both	into	and	out	of	the	atmosphere	is	clearly	important	in	the	accurate	prediction	

of	modern	atmospheric	Δ17O,	at	 least	 for	O2	and	CO2.	The	remainder	of	 the	cases	

described	in	this	chapter	use	the	‘Case	2’	LBCs,	allowing	large	fluxes	into	and	out	of	

the	 atmosphere	 for	 these	 two	species,	with	only	minor	 changes	 in	magnitude	 to	

incorporate	mass-dependent	 fractionations,	 and	 these	LBCs	are	used	 in	our	 final	

model	(Case	17).	

	

 – Case 3: Reactions and rates 

5.4.3.1 – Case 3a: Choice of branching ratios 

Figure	 5-3	 shows	 the	 Δ17O	 profiles	 of	 selected	 species	with	 the	Method	 2	 (solid	

purple	 lines)	 and	 Method	 1	 (solid	 teal	 lines)	 branching	 ratios,	 to	 indicate	 the	

sensitivity	of	the	model	to	the	branching	ratios	of	the	atmospheric	reactions	(Case	

3a).	The	choice	of	method	does	not	affect	the	atmospheric	Δ17O	profiles	of	O2	or	CO2,	

but	there	is	a	noticeable	effect	for	some	other	species.	For	Method	2,	O3	(and	O	and	

O(1D),	 not	 shown)	 have	 fairly	 uniform	 Δ17O	 values	 throughout	 the	 atmospheric	

column,	whereas	under	the	Method	1	assumption,	there	is	a	minimum	at	an	altitude	

of	~50	km	(around	the	stratopause),	with	a	maximum	decrease	in	Δ17O	of	~2‰,	

~6‰	and	~1.5‰	respectively.	This	inflection	is	also	seen	in	the	profiles	of	HNO3	

(not	 shown)	 and	NO3,	which	 are	 known	 to	 inherit	 an	 anomalous	oxygen	 isotope	

signature	from	ozone.	The	magnitude	of	the	Δ17O	values	in	the	atmospheric	profiles	

of	H2O	and	SO4	is	also	reduced	somewhat	using	Method	1.	The	decrease	in	Δ17O	value	

in	species	with	a	large,	positive	oxygen	isotope	anomaly	results	in	a	slight	decrease	

in	the	magnitude	of	Δ17OO2,	of	less	than	0.1‰,	to	conserve	mass	balance.	



	

	 	

	

Figure	5-3:	∆17O	profiles	for	selected	species	for	Case	3.	Results	from	models	run	using	Method	1	(teal)	and	Method	2	(purple)	for	the	branching	ratios	of	
the	reactions	are	shown	(Case	3a	and	Case	2,	respectively).	The	dotted	lines	show	models	in	which	the	exchange	reactions	R916-R924	have	been	included	
(Case	3b).	Grey	crosses	show	observations	(see	Figure	5-2	for	references),	and	grey	squares	show	model	predictions	from	Young	et	al.	(2014).	
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Having	 isolated	 the	effects	of	 a	 couple	of	reactions	 included	 in	Method	1	but	not	

Method	2,	and	considered	likely	to	cause	the	inflection	in	the	Ox	species,	we	found	

that	 the	simulated	addition	of	 isotopic	exchange	 in	the	O(1D)	quenching	reaction	

O(1D)	+	O2	→	O	+	O2	accounts	for	all	of	the	change	in	O(1D),	O	and	O3	between	the	

two	methods	(not	shown	in	figure;	see	Figure	5-15	for	results	of	similar	experiment	

(Case	15)).	For	Method	2,	we	assume	that	this	is	purely	a	quenching	rather	than	an	

isotope	exchange	reaction,	whereas	Wiegel	et	al.	(2013)	include	isotope	exchange	

between	O2	and	O/O(1D)	via	this	mechanism,	as	in	Method	1.	

	

This	reaction	also	accounts	for	some	of	the	differences	in	the	Δ17O	profiles	between	

Methods	 1	 and	 2	 for	 NO3,	 H2O	 and	 SO4.	 We	 will	 consider	 the	 remaining	 minor	

differences	between	the	methods	for	these	species	a	possible	source	of	uncertainty	

for	 predicting	 nitrate	 and	 sulphate	 oxygen	 isotope	 compositions,	 but	 overall	 the	

similarities	 in	 the	 profiles	 should	 instead	 be	 a	 reason	 for	 confidence	 that	 our	

branching	 ratio	 assumptions	 using	 Method	 2	 are	 acceptable	 and	 not	 producing	

wildly	different	results	to	the	statistical	treatment.	We	therefore	use	Method	2	for	

our	 final	 model	 (Case	 17),	 and	 test	 the	 sensitivity	 to	 inclusion	 of	 the	 isotope	

exchange	reaction	again	in	Case	15,	incorporating	it	into	the	final	model	(Case	17).	

	

5.4.3.2 – Case 3b: Inclusion of the isotope exchange reaction CO2 + O(1D) → CO2 

+ O 

Model	results	comparing	the	inclusion	and	exclusion	of	the	reaction	CO2	+	O(1D)	→	

CO2	+	O	(and	its	equivalents	with	substituted	P	and	Q)	are	shown	in	Figure	5-3	by	

dotted	 lines,	 for	models	with	Method	 1	 (teal)	 and	Method	 2	 (purple)	 branching	

ratios.	

	

For	both	Methods	1	and	2,	the	inclusion	of	the	exchange	reactions	produces	a	more	

negative	Δ17O	for	O2	throughout	the	whole	atmospheric	profile,	with	a	reduction	at	

the	ground-level	from	-0.1‰	to	-0.25-0.3‰,	which	is	closer	to	the	measured	and	

model	values	(Barkan	and	Luz,	2005;	Young	et	al.,	2014).	The	other	species	that	this	

particularly	affects	is	CO2,	which	develops	a	pronounced	tropospheric-stratospheric	
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difference	 in	 its	 Δ17O	 profile	 with	 the	 inclusion	 of	 the	 exchange	 reactions,	 as	

observed	 (Alexander	 et	 al.,	 2001;	 Boering	 et	 al.,	 2004;	 Lämmerzahl	 et	 al.,	 2002;	

Thiemens	et	al.,	1995a;	1995b;	Wiegel	et	al.,	2013).	

		

As	shown	by	Yung	et	al.	(1997),	this	exchange	reaction	is	critical	for	the	transfer	of	

the	large	positive	MIF	from	ozone	to	CO2,	through	O(1D),	which	is	a	product	of	ozone	

photolysis.	 This	 explains	 the	 large	 increase	 in	 Δ17O	 in	 stratospheric	 CO2.	 The	

inclusion	of	the	exchange	reactions	does	not	seem	to	affect	the	Δ17O	of	O(1D)	greatly	

(not	shown),	but	the	Δ17OO2	profiles	suggest	that	a	considerable	part	of	the	mass-

balance	is	maintained	by	the	increase	in	the	magnitude	of	the	negative	MIF	in	O2.	

There	are	also	slight	decreases	in	MIF	in	ozone	and	O	(not	shown)	as	a	result	of	the	

inclusion	of	the	exchange	reactions.	With	an	added	sink	for	heavy	O(1D)	in	the	form	

of	 these	 reactions,	 the	 rate	 at	 which	 O(1D)	 recombines	 (through	 O)	 with	 O2	 to	

produce	O3	decreases,	 thereby	decreasing	 the	Δ17O	of	ozone	 slightly.	The	 lack	of	

exchange	with	CO2	also	keeps	the	heavier	isotopes	within	the	O2-Ox	system,	whereas	

when	 there	 is	 a	 route	 out	of	 the	 system	 for	 the	 heavier	 isotopes,	 this	 leads	 to	 a	

depletion	in	O2	with	respect	to	the	heavier	isotopes.	

	

However,	 another	 result	 of	 the	 inclusion	 of	 the	 exchange	 reactions	 is	 the	 slight	

increase	 of	 tropospheric	 Δ17OCO2,	 which	 moves	 further	 from	 the	 tropospheric	

measurements	(Thiemens	et	al.,	2014),	which	show	a	slight	negative	MIF	according	

to	our	definition	of	Δ17O.	Nevertheless,	the	improvement	of	the	entire	atmospheric	

profile,	as	well	as	 the	 inclusion	of	these	reactions	by	other	authors	(Wiegel	et	al.,	

2013;	Young	et	al.,	2014;	Yung	et	al.,	1997)	highlight	these	as	important	reactions	

for	the	final	model.	

	

The	results	of	this	case	are	encouraging,	since	one	of	the	effects	we	investigate	in	

Chapter	6	is	that	of	varying	pCO2/pO2	on	Δ17O,	which	are	related	by	the	rate	at	which	

the	exchange	reaction	occurs	(Young	et	al.,	2014;	Yung	et	al.,	1997).	It	is	helpful	to	

know	that	the	inclusion	of	this	reaction	increases	the	Δ17O	of	stratospheric	CO2	and	

decreases	the	Δ17O	of	ground-level	O2,	as	expected,	which	stands	us	in	good	stead	

for	sensitivities	of	the	right	order	when	pCO2/pO2	is	varied.	
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 – Cases 4, 5 and 6: Mass-dependent fractionations 

Here	we	 present	 the	 results	 of	 including	mass-dependent	 fractionations	 in	 i)	 O2	

fluxes	in	and	out	of	the	model	atmosphere;	ii)	CO2	sources	and	sinks;	and	iii)	two-	

and	three-body	reactions,	simulating	kinetic	effects.	

	

Incorporating	 the	 combination	of	 the	~5.25‰	and	18.2‰	fractionations	 (of	 18O	

relative	to	16O)	from	photosynthesis	and	respiration,	respectively,	for	the	O2	fluxes	

in	and	out	of	the	model	atmosphere,	respectively,	results	in	a	δ18O	of	ground-level	

O2	of	22.6‰,	close	to	observations	(Case	4;	results	not	shown,	but	very	similar	to	

Cases	5c	and	6	 in	Figure	5-4b	for	O2).	Even	though	no	 further	mass-independent	

fractionations	have	been	added	to	the	model,	the	differing	δ17O-δ18O	slopes	for	the	

mass-dependent	 photosynthesis	 and	 respiration	 processes	 produce	 a	 more	

negative	Δ17O	in	O2	than	is	observed	for	Case	3b	(compare	Case	5c,	which	is	similar	

to	Case	4	(Figure	5-4b),	to	Case	3b	(Figure	5-3b)).	The	inclusion	of	photosynthesis	

alone	allows	the	model	to	approach	the	observed	value,	while	the	inclusion	of	both	

processes	 overshoots	 and	 produces	 a	 Δ17O	 more	 negative	 that	 those	 observed	

(Barkan	and	Luz,	2005;	Young	et	al.,	2014).	

	

The	 Case	 4	 atmospheres	have	 ground-level	 δ17O	 and	 δ18O	 of	 zero	 for	 CO2,	while	

measurements	 indicate	values	of	~21‰	and	~40‰,	respectively.	Cases	5ai	 and	

5aii,	in	which	MDFs	are	incorporated	into	tropospheric	CO2	via	exchange	reactions	

with	H2O,	after	Young	et	al.	(2014),	produce	atmospheres	with	vastly	isotopically	

light	 tropospheric	 CO2	(results	 not	 shown).	 This	 happens	 because,	 in	 our	model,	

there	 is	 an	 infinite	 source	 of	 H2O	 with	 the	 isotopic	 composition	 of	 VSMOW,	 so	

isotopically	 light	 H2O	 is	 constantly	 replenished	 and	 able	 to	 exchange	 with	 CO2,	

decimating	 the	 concentrations	 of	 heavier	 COP	 and	 COQ.	 Using	 exactly	 the	 same	

method	as	Young	et	al.	(2014)	is	therefore	not	the	best	approach	for	this	factor.	

	

	

	



	

	 	

	

Figure	5-4:	Profiles	of	model	δ17O	(purple),	δ18O	(teal)	and	∆17O	(black)	values	for	selected	atmospheric	species	for	Cases	5c	(solid	line)	and	6	(dotted	line).	
Note	the	fractionations	in	O2	and	CO2	for	both	cases	due	to	the	inclusion	of	mass-dependently	fractionated	fluxes	of	these	species,	compared	to	Case	3b.	O2	
fractionations	 for	Case	4,	not	shown	here,	are	similar	to	those	of	Cases	5c	and	6.	Comparison	of	 the	Case	5c	and	Case	6	profiles	highlights	 the	effects	of	
fractionations	 due	 to	 varying	 collision	 velocities	between	 isotopologues	 (included	 in	 the	 latter).	Note	 the	 different	 axes	 for	 δ17O/δ18O	 and	 ∆17O	 values,	
respectively.	
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The	inclusion	of	MDFs	in	CO2	fluxes	both	in	and	out	of	the	model	atmosphere	(Case	

5b)	results	in	δ17O	and	δ18O	values	which	are	too	large	compared	to	atmospheric	

measurements	of	CO2	(results	not	shown).	For	the	remaining	cases	described	in	this	

chapter,	we	therefore	follow	Young	et	al.	(2014)	and	neglect	any	fractionations	in	

the	drawdown	of	CO2	from	the	atmosphere,	instead	only	including	fractionations	in	

the	upward	flux	of	CO2	(Case	5c;	Figure	5-4).	

	

Figure	5-4	 shows	 that	 the	 inclusion	of	mass-dependent	 fractionations	 in	all	 two-

body	and	three-body	reactions	(Case	6,	compared	to	Case	5c)	produces	a	noticeable	

effect	on	the	δ17O	and	δ18O	of	all	species.	For	some	species	(e.g.	O3,	CO2,	HNO3,	SO4	

and	H2SO4,	as	well	as	H2O2	and	H2CO,	not	shown),	δ18O	is	reduced	in	magnitude.	This	

is	 a	 particularly	 stark	 effect	 for	 sulphate,	 nitrate	 and	 ozone,	 which	 are	 heavy	

molecules,	 so	 the	 resulting	 fractionations	 are	 larger	 and	 the	 δ17O	 and	 δ18O	 are	

significantly	 reduced.	However,	 for	other	 species	 (e.g.	OH,	HO2	 (not	 shown),	O2),	

δ18O	increases	with	the	addition	of	the	Case	6	fractionations.	The	Δ17O	profiles,	both	

with	and	without	these	fractionations	(Figure	5-4),	show	that	the	effect	on	Δ17O	is	

very	small,	as	expected.	

	

One	thing	to	note	is	that,	for	Case	6,	the	SO4	and	H2SO4	δ17O	and	δ18O	values	are	much	

lower	than	measurements	suggest	(e.g.	Bao	et	al.,	2001;	Lee	et	al.,	2001;	Michalski	

et	 al.,	 2004b),	 reaching	 negative	 values.	 This	 could	 be	 because	 the	 only	 sinks	 of	

H2SO4	in	the	model	are	the	formation	of	particulate	SO4	aerosol	and	rain,	and	the	

only	sinks	of	SO4	aerosol	are	particle	fallout	and	rain,	and	none	of	these	processes	

currently	 includes	 an	MDF.	 As	 a	 result,	 light	 isotopes	 are	 concentrated	 in	 these	

species,	since	the	heavier	isotopes	are	involved	in	reactions	less	frequently.	It	may	

therefore	be	worth	investigating	the	inclusion	of	mass-dependent	effects	in	the	wet	

and	dry	deposition	of	these	species.	It	would	also	be	instructive	to	include	additional	

sulphate-forming	reactions	in	the	model,	since	there	are	other	production	pathways	

via	heterogeneous	oxidation	of	SO2	involving	MIF-carrying	O3	and	OH	(Savarino	et	

al.er,	2000)	that	we	have	not	included.	
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Figure	5-5	 summarises	 the	Case	6	ground-level	 atmospheric	 results	 in	δ18O-Δ17O	

space	 for	8	key	 species,	 compared	 to	atmospheric	measurements.	 In	general,	 the	

model	Δ17O	values	match	the	measurements	fairly	well,	though	the	δ18O	values	are	

not	quite	the	same.	

	

 – Cases 7-12: Sensitivity of model δ17O, δ18O and Δ17O to environmental 

factors 

With	some	important	components	incorporated	in	the	oxygen	isotope	model,	Case	

6	matches	 the	 existing	 ∆17O	measurements	 fairly	well.	 However,	 for	 NO3/HNO3,	

SO4/H2SO4	 and	O3,	 the	 spread	 of	 data	 points	 from	 existing	 literature	 shows	 that	

various	 factors	 acting	 in	 the	Earth	 system	 can	 induce	 a	 spread	 in	 Δ17O	 and	!18O	
values	(Figure	5-5;	Figure	1-4).	Here,	we	show	how	rainfall,	temperature,	latitude,	

Figure	5-5:	Ground-level	model	atmosphere	δ18O	and	∆17O	(filled	symbols)	compared	to	
ground-level	atmospheric	measurements	(unfilled	symbols)	for	selected	species.	Please	
note	 that	 atmospheric	 measurements	 for	 O2	 and	 H2O2	 are	 hidden	 behind	 model	
predictions.	
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the	 isotopic	 composition	 of	 tropospheric	 water	 vapour,	 vertical	 transport	 and	

tropospheric	height	affect	our	triple	oxygen	isotope	model	output	and	contribute	to	

the	 spread	 of	 existing	 measurements	 in	 !18O-∆17O	 space.	 The	 results	 of	 these	
sensitivity	tests	are	shown	in	Figures	5-6	–	5-11,	with	comparison	to	the	base	model	

(Case	6;	Table	5-1;	Table	5-3).	Further	improvements	are	made	to	better	tune	the	

base	model	to	modern	measurements	later	in	this	chapter	(Sections	5.4.7	and	5.4.8),	

but	 at	 this	 stage	 our	 results	 nevertheless	 indicate	 the	way	 in	which	 the	 oxygen	

isotope	 ratios	 of	 atmospheric	 and	 deposited	 species	 can	 be	 affected	 by	

environmental	variables.	

	

Figure	5-6	shows	the	spread	of	atmospheric	Δ17O	variation	with	altitude	for	each	

factor	(Cases	7–10).	Figures	5-7	and	5-8	show	the	way	in	which	each	factor	affects	

the	position	of	several	chosen	species	on	a	plot	of	δ18O	against	Δ17O,	for	dry	and	wet	

deposition,	 respectively.	 Here,	 we	 define	 dry	 deposition	 as	 the	 flux	 of	 species	

flowing	over	the	lower	boundary	out	of	the	model	atmosphere.	Wet	deposition	is	

the	removal	of	the	species	via	dissolution	in	rainwater.	It	is	therefore	expected	that	

some	combination	of	the	two	types	of	deposition	results	in	the	isotopic	composition	

of	species	measured	at	the	surface	(e.g.	on	or	in	soils).	Figure	5-9	focusses	on	nitrate	

(HNO3)	in	particular,	comparing	the	trends	seen	within	Cases	7–9	more	closely	with	

trends	in	the	existing	data.	The	results	of	Case	11	are	shown	in	Figure	5-11.	

	

5.4.5.1 – Case 7: Investigating sensitivity to rainfall 

The	 variation	 in	 rainfall	 (between	 10	 times	 and	 10-9	 times	 the	 average	 modern	

rainfall	rate)	affects	the	Δ17O	profiles	of	CO2,	O3,	H2O	and	stratospheric	NO3	very	little	

(Figure	5-6,	blue	shading).	However,	the	magnitude	of	the	Δ17O	values	for	O2	and	

tropospheric	NO3	and	SO4	decrease	with	increasing	rainfall.	Figure	5-7	shows	that	

the	δ18O/Δ17O	values	of	CO2	are	little	affected	by	the	rainfall	rate,	but	trends	are	seen	

for	HNO3,	SO4,	H2SO4	and	H2O2,	with	increasing	δ18O	and	Δ17O	values	with	decreasing	

rainfall	(Figures	5-7	and	5-8).	This	trend	is	only	significant	to	rainfall	levels	of	0.01%	

of	 the	 base	 model	 rainfall	 rate.	 Rates	 lower	 than	 this	 are	 so	 small	 that	 further	

decreases	have	little	further	effect.	Figure	5-9a	compares	this	trend	for	nitrate	with	
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the	trends	in	the	data.	The	Δ17O	of	deposited	nitrate	salts	in	the	Mojave	Desert	have	

lower	δ18O	and	Δ17O	values	than	those	from	the	drier	Atacama	Desert	and	Antarctic	

Dry	Valleys	(source	 locations	not	shown	on	Figure	5-9).	Our	data	show	the	same	

trend	of	decreasing	O-MIF	with	increasing	rainfall,	but	our	sensitivity	test	does	not	

capture	the	large	spread	of	observed	values.	In	order	to	match	observations,	it	may	

be	 that	 a	 combination	 of	 variations	 in	 rainfall	 and	 other	 geographic	 factors	 (e.g.	

temperature	and	latitude)	in	combination	are	required.	

	

5.4.5.2 – Case 8: Investigating sensitivity to the temperature profile 

The	red	shading	on	Figure	5-6	shows	the	space	that	the	Δ17O	profiles	cover	with	the	

modelled	variations	in	temperature	profile	(up	to	±20	K	at	all	altitudes).	O(1D),	O	

(not	 shown)	 and	O3	 are	 very	 little	 affected	 by	 temperature	 variations,	 except	 at	

altitudes	 above	 70	 km	 (not	 shown).	 The	 Δ17O	 of	 tropospheric	 CO2	 is	 relatively	

unaffected,	 while	 in	 the	 stratosphere	 lower	 temperatures	 result	 in	 higher	 Δ17O,	

matching	the	observations	slightly	better.	For	O2,	 temperature	has	 little	effect	on	

Δ17O	profiles,	apart	from	for	the	highest	temperature,	which	results	in	a	decrease	of	

Δ17O	to	more	negative	values	by	0.05‰,	accounting	for	most	of	the	spread	seen	in	

Figure	5-6	for	O2.	

	

Large	Δ17O	in	stratospheric	water	vapour	between	the	stratopause	and	~11	km	at	

low	temperatures	contributes	towards	the	high	Δ17O	in	stratospheric	SO4,	but	there	

is	little	variation	in	tropospheric	Δ17OSO4,	especially	at	the	surface,	although	Δ17O	is	

slightly	higher	for	higher	temperatures.	The	opposite	is	the	case	for	tropospheric	

Δ17ONO3,	 where	 some	 of	 the	 spread	 of	 the	 measured	 ground-level	 atmospheric	

measurements	 seems	 to	 be	 captured	 by	 high-T	 low-Δ17O	 and	 low-T	 high-Δ17O	

models.	In	the	stratosphere,	the	peak	of	Δ17ONO3	is	higher	in	magnitude	and	altitude	

for	higher	temperatures,	resembling	the	ozone	mixing	ratio	curve.	

	

	



	

	 	

	Figure	5-6:	∆17O	space	covered	by	∆17O	profiles	when	the	environmental	parameters	are	varied.	Blue,	red,	purple	and	orange	shaded	areas	show	the	range	
of	∆17O	profiles	produced	when	the	rainfall	 (Case	7),	 temperature	(Case	8),	zenith	angle	(Case	9)	and	tropospheric	δ18O	of	water	vapour	(Case	10b)	are	
varied,	respectively.	Black	solid	 line	shows	the	base	model	profile	(Case	6).	Existing	experimental	(crosses)	and	model	(squares)	data	are	shown	as	grey	
points.	
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	Figure	5-7:	Effects	on	oxygen	isotopic	composition	of	species	as	they	are	removed	from	the	atmosphere	across	the	lower	boundary	of	varying	rainfall	(Case	7),	
temperature	(Case	8),	zenith	angle	(Case	9)	and	δ18OH2O	(Case	10b).	Orange	crosses	show	isotope	composition	of	species	removed	from	the	atmosphere	for	the	
base	model	(Case	6).	Coloured	arrows	show	the	effects	of	varying	each	parameter.	Arrow	heads	signify	increasing	zenith	angle,	temperature	or	rainfall	rate,	or	
decreasing	δ18OH2O.	Observations	are	shown	as	points:	‘x’	symbols	show	rainwater	measurements	(references:	(1)	Savarino	&	Thiemens,	1999;	(4)	Lee	&	Thiemens,	
2001);	‘+’	symbols	show	measurements	from	surface	deposits	(references:	(2)	Michalski	et	al.,	2004b;	(3)	Jackson	et	al.,	2010;	(5)	Bao	et	al.,	2001);	triangular	
points	show	atmospheric	measurements).	
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	Figure	5-8:	Effects	on	oxygen	isotopic	composition	of	species	dissolved	in	rainwater	of	varying	rainfall	(Case	7),	temperature	(Case	8),	zenith	angle	(Case	9)	and	
δ18OH2O	(Case	10b).	Blue	crosses	show	isotope	composition	of	species	removed	from	the	atmosphere	for	the	base	model	(Case	6).	Coloured	arrows	show	the	effects	
of	varying	each	parameter.	Arrow	heads	signify	increasing	zenith	angle,	temperature	or	rainfall	rate,	or	decreasing	δ18OH2O.	Observations	are	shown	as	points:	
‘x’	symbols	show	rainwater	measurements	(references:	(1)	Savarino	&	Thiemens,	1999;	(4)	Lee	&	Thiemens,	2001);	‘+’	symbols	show	measurements	from	surface	
deposits	(references:	(2)	Michalski	et	al.,	2004b;	(3)	Jackson	et	al.,	2010;	(5)	Bao	et	al.,	2001);	triangular	points	show	atmospheric	measurements).	
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(a)	 (b)	

(c)	 Figure	5-9:	Oxygen	isotopic	composition	of	HNO3	flowing	out	of	the	atmosphere	across	
the	 lower	 boundary,	 with	 changes	 in	 environmental	 variables.	 Filled	 crosses	 show	
isotopic	 composition	 of	 model	 atmospheres	 produced	 in	 Cases	 7-9.	 Small	 coloured	
crosses	show	isotopic	composition	of	measured	NO3/HNO3	at	the	Earth’s	surface.	Grey	
points	show	observed	isotopic	composition	of	ground-level	atmospheric	NO3/HNO3.	

(a) Variation	of	isotopic	composition	with	rainfall	(Case	7).	
(b) Variation	of	isotopic	composition	with	temperature	(Case	8).		
(c) Variation	of	isotopic	composition	with	latitude	(Case	9).	For	our	model	results,	

the	 latitude	represented	by	our	 input	average	solar	zenith	angle	 is	shown	by	
the	colour	of	the	point.	
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Figures	 5-7	 and	 5-8	 show	 the	 model	 results	 as	 they	 plot	 in	 δ18O-Δ17O	 space.	

Temperature	affects	the	O3	from	dry	deposition	very	little.	The	δ18O	values	of	O2,	

H2O2,	HO2	(not	shown)	and	CO2	are	not	affected	greatly	by	temperature,	but	there	is	

a	positive	correlation	between	T	and	Δ17OCO2,	and	a	negative	correlation	between	T	

and	Δ17OHO2	(not	shown)	and	T	and	Δ17OH2O2.	For	the	latter,	the	lowest	temperatures	

appear	to	match	the	mid-latitude	rainwater	isotope	measurements	best	(Savarino	

and	Thiemens,	1999).	The	δ18OSO4	and	δ18OH2SO4	values	are	still	too	low	compared	to	

the	measurements,	but	the	model	results	demonstrate	an	increase	in	Δ17O	(and	a	

small	 increase	 in	 δ18O)	with	 decreasing	 temperature.	 This	 pattern	 is	 seen	more	

obviously	in	the	nitrate	data,	which	fit	along	the	slope	of	the	observed	points.	Figure	

5-9b	 shows	 that	 this	 pattern	 is	 also	 seen	 in	 the	measurements,	 as	 nitrates	 from	

colder	 polar	 environments	 have	 higher	 Δ17O	 and	 δ18O	 than	 those	 from	warmer	

climates.	

	

The	very	small	effect	on	Δ17OO3	and	Δ17OO2	(apart	from	at	the	highest	temperatures	

for	the	latter)	seems	unexpected,	given	such	a	large	range	of	temperatures,	as	do	the	

relatively	small	ranges	in	isotopic	composition	in	these	sensitivity	tests	compared	

to	the	measured	data.	One	might	expect	that	temperature	would	have	a	larger	effect,	

since	 it	 affects	 so	many	 reactions	 in	 the	model.	However,	 the	mass-independent	

fractionation	in	the	ozone-forming	reaction	is	temperature-dependent	(Janssen	et	

al.,	2003),	so	the	inclusion	of	this	temperature-dependence	(in	Case	13)	may	enable	

the	model	to	capture	more	of	the	global	variation.		

	

5.4.5.3 – Case 9: Investigating the sensitivity to latitude 

Figure	5-10	shows	the	solar	incoming	radiation	and	the	resulting	ground-level	UV	

fluxes	with	wavelength	 for	models	with	 varying	 zenith	 angle,	 varied	 to	 examine	

changes	 in	 latitude.	All	 five	model	 atmospheres	block	harmful	UV	 radiation	with	

wavelengths	between	200	and	290	nm,	and	 show	similar	 curves	 in	ground-level	

fluxes	 with	 wavelength.	 However,	 atmospheres	 with	 higher	 zenith	 angles	

(representative	 of	 higher-latitude	 atmospheric	 columns)	 provide	 slightly	 more	

shielding	than	atmospheres	with	lower	zenith	angles.	This	can	particularly	be	seen	
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in	 the	 difference	 between	 the	 80∘	case	

and	 the	 other	models	 for	wavelengths	

between	300	and	320	nm.	

	

This	 variation	 in	 incoming	 solar	 flux	

throughout	 the	atmosphere	affects	 the	

oxygen	isotope	compositions	of	some	of	

the	 species.	 In	 the	 stratosphere,	 an	

increase	in	latitude	results	in	a	decrease	

in	 the	 magnitude	 of	 O-MIF	 for	 the	

selected	 species	 (other	 than	 O3,	 which	

remains	unchanged).	The	stratospheric	

effect	on	NO3	 is	small	 (see	Figure	5-6),	

but	towards	the	surface	the	magnitude	of	Δ17O	increases	with	latitude,	which	is	seen	

in	Figures	5-7	and	5-8.	Figures	5-7	and	5-8	also	show	that	the	δ18O	values	of	O2	and	

CO2	are	little	affected	by	the	changes	in	latitude,	while	∆17OCO2	decreases	to	negative	

values	and	∆17OO2	increases	to	less	negative	values.	For	H2O2	and	SO4,	the	case	with	

a	zenith	angle	of	80∘	is	an	extreme	case	with	δ18O	and	∆17O	values	much	higher	than	

the	other	points	(although	this	cannot	be	seen	on	Figures	5-7	and	5-8).	 It	 is	also	

distinctive	because	of	the	different	shapes	of	profiles	that	this	case	produces	in	SO4,	

H2O2	 and	 H2O	 (not	 highlighted	 in	 Figure	 5-6).	 Since	 the	 photolysis	 rates	 at	 the	

highest	altitudes	are	likely	to	be	fairly	different	to	those	further	towards	the	equator,	

it	is	not	unexpected	that	the	profiles	for	this	model	run	do	not	follow	the	same	shape	

as	the	others.	

	

Our	results	show	trends	in	Δ17O	and	δ18O	for	some	species	with	changes	in	zenith	

angle.	 Figure	 5-9c	 shows	 the	 results	 for	 NO3	 in	 particular.	 The	 same	 trend	 of	

increasing	δ18O	and	∆17O	with	increasing	latitude	is	observed.	Our	results	cover	a	

large	range	of	oxygen	isotope	compositions	along	this	trend,	yet	do	not	account	for	

the	whole	spread	of	data	points.	Part	of	this	discrepancy	could	be	that,	in	the	Earth	

system,	changes	in	latitude	are	not	the	only	factor	affecting	atmospheric	chemistry.	

With	a	change	in	latitude	may	come	a	change	in	temperature	or	tropospheric	height,	

Figure	 5-10:	 Ground	 UV	 fluxes	 for	 the	 model	
atmospheres	 in	 Case	 9.	 Labels	 show	 zenith	
angle	used	for	model	run.	Black	line	shows	the	
incoming	‘top	of	the	atmosphere’	fluxes	at	each	
wavelength,	which	does	not	change	with	zenith	
angle.	
	



5 – Predicting ∆17O profiles for modern atmospheric species 
	

	 170	

which	may	act	to	compound	the	effects	on	Δ17O	and	δ18O.	Here	however,	our	effort	

is	 to	 isolate	 the	 effects	 that	 individual	 factors	 have	 on	 the	 oxygen	 isotope	

composition	 of	different	 species.	We	 speculate	 (though	 beyond	 the	 scope	 of	 this	

thesis)	that	if	combined,	the	effects	of	latitude,	rainfall	and	temperature,	as	well	as	

δ18OH2O,	would	magnify	and	account	for	variations	in	the	data,	and	intend	to	explore	

this	in	future	work.	

	

5.4.5.4 – Case 10: Investigating sensitivity to the isotopic composition of H2O 

The	isotopic	composition	of	H2O	is	affected	when	tropospheric	!17OH2O	and	!18OH2O	
values	 of	 -9.1872‰	 and	 -17.4‰,	 respectively,	 are	 set	 (Case	 10a;	 not	 shown	 in	

figure).	The	δ18O	values	decrease,	not	only	in	the	troposphere,	but	throughout	the	

atmospheric	column.	The	profiles	of	OH,	HO2	and	H2O2	(which	are	closely-related	to	

H2O),	and	H2SO4	and	SO4	are	also	affected.	The	latter	two	species	are	only	produced	

by	one	reaction	with	reactant	H2O,	so	their	δ18O	profiles	are	highly	influenced	by	the	

change	implemented	here.	Despite	the	effects	on	δ18O	and	δ17O,	the	Δ17O	profiles	are	

negligibly	affected.	

	

For	Case	10b,	with	the	adaptation	to	the	"exch.	value	to	simulate	CO2-H2O	exchange	
in	the	CO2	 fluxes	(Eqs.	5-8	and	5-9),	the	variation	of	H2O	isotopic	composition	by	

30‰	produces	an	identical	shift	in	δ18O	values	in	tropospheric	CO2,	with	smaller	

shifts	in	the	δ18O	of	SO4	and	NO3	(Figures	5-7	and	5-8).	However,	it	has	very	little	

effect	on	the	Δ17OCO2	profile	(Figure	5-6),	though	the	higher	H2O	δ18O	and	δ17O	values	

result	 in	 marginally	 lower	 Δ17O	 values.	 Tropospheric	 CO2	 measured	 in	 La	 Jolla,	

California	(Thiemens	et	al.,	2014)	exhibited	δ18O	values	of	around	40‰,	which,	for	

Case	10b,	correspond	to	a	tropospheric	H2O	δ18O	value	of	between	0	and	-10‰.	It	

is	possible	that	this	is	close	to	the	isotopic	composition	of	water	vapour	at	this	site,	

since	it	is	close	to	the	Pacific	Ocean	and	coastal	areas	tend	to	have	higher	δ18OH2O.	

However,	further	work	of	comparison	of	tropospheric	δ18OCO2	and	δ18OH2O	ought	to	

be	done	to	test	the	correlation	that	the	model	predicts,	and	therefore	authenticate	

the	way	in	which	we	have	linked	the	CO2	into-the-atmosphere	flux	with	the	chosen	

H2O	isotopic	composition.	
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5.4.5.5 – Case 11: Investigating sensitivity to eddy diffusion coefficient profile 

The	results	of	the	eddy	diffusion	profile	sensitivity	test	are	shown	in	Figure	5-11.	

Higher	eddy	diffusion	causes	 the	 isotopically	 ‘normal’	 tropospheric	H2O	signal	 to	

propagate	 further	 into	 the	 stratosphere,	 compared	 to	 the	base	model	or	 the	 low	

eddy	 diffusion	 case.	 This	 reduces	 the	 magnitude	 of	 Δ17OH2O	 higher	 in	 the	

atmosphere.	It	also	affects	the	Δ17O	of	SO4,	but	in	this	species	it	battles	with	the	effect	

of	 an	 increased	 stratospheric	 signal	 into	 the	 troposphere,	 resulting	 in	 higher	

tropospheric	Δ17O	with	faster	vertical	transport.	

	

The	vertical	profiles	of	O2,	O3	and	CO2	become	more	uniform	with	respect	to	Δ17O	

with	increased	eddy	diffusion	coefficient,	because	any	peaks	and	minima	in	Δ17O	are	

ironed	out	by	increased	mixing.	For	O2,	the	tropospheric	Δ17O	decreases	by	more	

than	0.1‰	with	a	tenfold	increase	in	eddy	diffusion	coefficient.	For	CO2,	a	decreased	

eddy	 diffusion	 coefficient	 increases	 the	 troposphere-stratosphere	 difference	 in	

Δ17OCO2.	This	is	an	effect	also	observed	in	the	model	of	Yung	et	al.	(1997),	who	tested	

the	sensitivity	of	the	Δ17OCO2	profile	to	a	twofold	variation	in	vertical	transport	in	

their	1-D	model.	

	

5.4.5.6 – Case 12: Investigating the sensitivity to tropopause height 

The	Δ17O	profiles	(not	shown)	show	that	the	change	 in	tropospheric	height	has	a	

negligible	effect	on	most	species,	 other	 than	H2O	and	SO4.	The	 former	 is	 affected	

because	 the	 troposphere,	 in	 which	 the	 Δ17O	 is	 held	 at	 a	 constant	 0‰,	 extends	

further	 into	 the	 atmosphere,	 resulting	 in	 smaller	 Δ17O	 in	 the	 stratosphere.	 This	

affects	the	latter,	as	Δ17OSO4	is	closely	dependent	on	Δ17OH2O.	No	other	species	have	

been	affected	by	this	change.	

	

This	may	seem	unusual,	as	it	might	be	assumed	that	the	height	of	the	tropopause	

would	have	more	of	an	effect	on	lots	of	species.	After	all,	the	physics	and	chemistry	

of	the	troposphere	are	very	different	to	that	of	the	stratosphere.	However,	in	reality	

this	is	due	to	additional	differences,	especially	temperature	structure	differences,	

which	 we	 have	 kept	 the	 same	 for	 the	 three	 Case	 12	 models.	 In	 fact,	 the	 only	
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difference	that	a	change	in	the	model	tropospheric	height	has	is	that	of	the	vertical	

extent	of	the	zero	O-MIF	H2O	profile,	and	the	altitude	over	which	rainfall	occurs.	It	

therefore	makes	sense	that	the	only	species	affected	are	H2O	and	the	closely-related	

SO4.	Therefore,	 in	order	to	better	 test	 the	sensitivity	 to	 tropopause	height,	 future	

tests	 should	 co-vary	 this	 with	 self-consistent	 temperature	 and	 eddy	 diffusion	

profiles.	

	

Our	experiments	in	Cases	7-12	have	shown	that	our	model	is	sensitive	to	changes	in	

rainfall,	temperature,	latitude,	!18OH2O	and	vertical	transport	in	a	way	expected	from	
global	oxygen	isotope	observations.	However,	a	key	target	for	future	work	would	be	

to	 expand	 beyond	 ‘one-at-a-time’	 analysis	 and	 investigate	 simultaneous	 co-

variation	of	these	effects	in	a	Monte-Carlo	scheme.	

	

 – Case 13: Variation of aMIF 

Thus	far,	we	have	used	a	value	for	aMIF	of	1.065,	from	Young	et	al.	(2014).	Here,	we	

present	the	sensitivity	of	the	model	results	to	the	choice	of	value	for	aMIF,	and	the	

inclusion	of	variation	of	 the	 fractionation	 factors	between	 isotopologues,	with	or	

without	additional	temperature-	and	pressure-dependencies.	

	

5.4.6.1 – Case 13a: Varying magnitude of aMIF 

The	 grey	 shading	 in	 Figure	 5-12	 shows	 the	 range	 in	 Δ17O	 value	 with	 altitude	

resulting	from	an	increase	in	aMIF	value	from	1.065	to	1.1	(Case	13a).	As	expected,	

the	magnitude	 of	 the	 O-MIF	 signal,	whether	 positive	 or	 negative,	 increases	with	

increased	fractionation	factor.	An	increase	in	aMIF	of	35‰	produces	an	increase	in	

Δ17OO3	 of	 16.5‰,	 and	 a	 decrease	 in	 Δ17OO2	 of	 0.055‰.	 From	 these	 results	 in	

comparison	to	atmospheric	ozone	measurements,	fractionation	factors	greater	than	

1.09	seem	to	be	too	large	to	predict	the	right	magnitudes	of	Δ17OO3	(at	least	for	this	

case,	when	 the	 same	aMIF	 is	 used	 for	 both	P-bearing	 and	Q-bearing	 species	 at	 all	

altitudes).	



 
	

	 	

(a) (b) (c) 

(d) (e) (f) 

Figure	5-11:	Profiles	of	∆17O,	δ17O	and	δ18O	for	Case	11,	including	i)	the	base	model	(Case	6;	black	dashed	line);	ii)	a	case	with	the	eddy	diffusion	greater	by	

a	factor	of	10	(orange	solid	line);	iii)	a	case	with	the	eddy	diffusion	coefficient	smaller	by	a	factor	of	10	(teal	dotted	line).	
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Figure	5-12:	Case	13	results.	Grey	shading	shows	space	covered	by	∆17O	profiles	with	aMIF	varied	between	1.065	and	1.1	for	R5.1b-R5.1e;	grey	arrow	shows	
direction	of	increasing	aMIF	(Case	13a).	Lines	show	profiles	of	δ17O,	δ18O	and	∆17O	for	selected	species,	for	Case	13b-13d	models,	in	which	aMIF	is	varied	for	
each	of	the	four	isotopically-substituted	ozone-forming	reactions.	Note	the	different	scales	for	the	upper	and	lower	x	axes. 
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5.4.6.2 – Case 13b: Initial incorporation of variation of aMIF between different 

ozone-isotopologue-forming reactions 

The	large	measured	fractionation	factors,	varying	between	the	four	ozone-forming	

reactions	(Case	13b;	Table	5-4),	compared	to	the	fractionation	factor	of	1.065	from	

Young	 et	 al.	 (2014;	 Cases	 0-12),	 result	 in	 large	 δ17O	 and	 δ18O	 throughout	 the	

atmospheric	column	for	O,	O3	(Figure	5-12)	and	O(1D)	(not	shown).	There	are	large	

enrichments	in	δ17O	and	δ18O	for	many	other	species,	including	OH,	HO2,	H2O2	(not	

shown),	 H2O,	 N-bearing	 species	 and	 SOx	 species,	 especially	 in	 the	 stratosphere.	

However,	in	many	cases,	the	model	now	overestimates	δ17O	and	δ18O	compared	to	

atmospheric	measurements.	

	

Since	the	magnitude	of	the	aMIF	values	on	average	has	increased	compared	to	those	

in	previous	cases,	the	Δ17O	in	the	atmospheric	profiles	is	also	greater.	Δ17OO3	for	the	

troposphere	and	stratosphere	has	increased	by	almost	10‰,	predicting	Δ17O	values	

at	the	upper	limit	of	the	observations.	This	results	in	Δ17OO(1D)	of	a	similar	magnitude	

and	large	negative	Δ17OO	values	(not	shown).	Stratospheric	CO2,	H2O	and	H2O2	(not	

shown)	 Δ17O	 values	 increase,	 as	 do	 Δ17OSO4	 values	 throughout	 the	 whole	

atmospheric	column,	with	ground-level	predictions	now	at	the	upper	end	of	the	field	

of	 measurements	 for	 the	 latter.	 Δ17ONO3	 values	 in	 the	 troposphere	 and	 lower	

stratosphere	also	increase.	The	magnitude	of	the	negative	Δ17OO2	values	is	increased	

slightly,	though	by	less	than	0.1‰.	

	
While	 the	Δ17O	values	 in	general	 continue	 to	 fit	 fairly	well	with	 the	atmospheric	

measurements,	 the	 δ17O	 and	 δ18O	 values	 of	 the	 species	 are	 quite	 different,	 with	

larger	fractionations	than	observed	for	many	species.	Since	our	primary	aim	is	to	

reproduce	 and	 predict	 Δ17O	 rather	 than	 δ17O	 and	 δ18O,	 this	 is	 of	 secondary	

importance,	but	 it	 is	possible	 that	 i)	 the	 fractionation	 factors	are	 too	 large	or;	 ii)	

other	fractionation	factors	involved	in	the	production	and	destruction	of	ozone	are	

required.	Since	the	fractionation	factors	have	been	measured	and	used	for	the	last	

twenty	years	(Janssen	et	al.,	2003;	Mauersberger	et	al.,	1999;	Wiegel	et	al.,	2013),	it	

is	unlikely	that	the	former	is	the	problem.	We	show	later	in	this	chapter	(Cases	15-
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17)	that	exchange	reactions	acting	to	reduce	the	large	MDFs	caused	by	our	inclusion	

of	these	big	fractionation	factors	should	be	incorporated.	

	
5.4.6.3 – Case 13c: Investigating the T-dependence of aMIF 

The	δ17O	and	δ18O	profiles	(not	shown)	for	most	species	are	not	greatly	affected	by	

the	addition	of	aMIF	temperature-dependence	compared	to	Case	13b.	However,	δ17O	

and	δ18O	for	O	increase	at	the	percent	level,	with	a	peak	around	the	tropopause	and	

lower	stratosphere.	Since	this	is	the	coolest	point	in	the	atmospheric	profile	(apart	

from	at	altitudes	greater	than	70	km),	and	the	strongest	temperature-dependencies	

are	for	reactions	R5.1c	and	R5.1e	where	heavy	isotopes	of	O	are	the	reactants,	this	

difference	can	be	explained	by	significantly	slower	rates	of	P	and	Q	consumption	

relative	to	O-consumption	in	R5.1b	and	R5.1d,	compared	to	Case	13b.	

	

The	difference	that	the	temperature-dependent	term	makes	to	Δ17O	profiles	is	also	

not	 large,	 but	 can	 be	 seen	 in	 Figure	 5-12.	 The	most	 obvious	 differences	 in	 Δ17O	

between	Cases	13b	and	13c	are	in	the	upper	troposphere	and	lower	stratosphere	

(and	at	 the	 top	of	 the	model	 atmosphere	above	~70	km,	not	 shown),	where	 the	

temperatures	 are	much	 cooler	 than	300	K.	 At	 temperatures	 closer	 to	 300	K,	 the	

differences	are	greatly	reduced.	

	
Here,	we	therefore	show	that	the	temperature-dependence	has	little	effect	on	model	

Δ17O	 profiles.	 However,	 since	 there	 has	 been	 shown	 to	 be	 a	 temperature-

dependence	in	the	O-MIF-producing	reaction,	and	our	model	is	capable	of	varying	

reaction	rates	with	altitude	in	a	temperature-dependent	manner,	we	will	implement	

this	in	our	final	model,	along	with	the	variable	!MIF	values	introduced	for	Case	13b.	
	

5.4.6.4 – Case 13d: Investigating the pressure-dependence of aMIF 

Figure	5-13	shows	the	fractionations	imparted	to	ozone	by	the	variation	of	the	rates	

of	our	reactions	R5.1b	and	R5.1d	with	pressure	(in	Pa)	for	the	range	of	pressures	in	

our	 vertical	 column,	 in	 order	 to	 better	 visualise	 what	 the	 relationship	 between	

pressure	(and	therefore	altitude)	and	aMIF	look	like	for	Case	13d.	At	low	pressures,	

higher	 in	 the	atmosphere,	!MIF	 approaches	 the	value	used	 in	Case	13b.	At	higher	
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pressures,	lower	in	the	atmosphere,	the	fractionation	factor	decreases.	As	a	result,	

the	fractionations	generated	in	Case	13d	in	general	are	lower	than	those	produced	

in	Cases	13b	and	13c.	

	

	

	

The	 profiles	 of	 isotopic	 composition	 with	 altitude	 show	 that	 the	 pressure-

dependence	causes	a	greater	variation	in	δ17O,	δ18O	and	∆17O	for	ozone	with	altitude	

than	in	Cases	13b	and	13c	(Figure	5-12).	Higher	pressure	nearer	the	Earth’s	surface	

results	in	lower	values	than	higher	in	the	atmosphere.	This	results	in	a	decrease	in	

the	 difference	 in	 the	 Δ17O	 values	 of	 ozone	 throughout	 the	 atmospheric	 column,	

especially	lower	in	the	atmosphere.	The	Δ17O	profile	increases	by	more	than	0.1‰	

for	 O2	 and	 decreases	 by	 nearly	 3‰	 in	 stratospheric	 CO2.	 There	 are	 also	 large	

decreases	in	Δ17O	throughout	the	atmospheric	column	for	NO3	and	SO4.		

	

The	 addition	 of	 pressure-dependence	 improves	 the	 model	 predictions	 to	 some	

extent.	 It	 satisfies	 the	 expectation	 (e.g.	 Lyons,	 2001)	 and	 constraints	 from	

measurements	that	stratospheric	Δ17OO3	should	be	higher	than	tropospheric	Δ17OO3,	

and	reproduces	stratospheric	ozone	measurements	fairly	well.	Tropospheric	∆17O	

Figure	5-13:	Relationship	between	pressure	and	fractionation	factor	in	
17O	and	18O	for	the	pressure-dependent	Case	13d.	



5 – Predicting ∆17O profiles for modern atmospheric species 
	

	 178	

predictions	for	O2,	SO4	and,	to	a	lesser	extent,	CO2	move	closer	to	the	ground-level	

measurements,	as	do	predictions	for	tropospheric	δ17OSO4	and	δ17ONO3.	However,	the	

model	 underestimates	 tropospheric	 ∆17OO3	 and	 ∆17ONO3.	 It	 continues	 to	

underestimate	δ17OO2	and	δ18OO2	and	continues	to	overestimate	δ17OO3	and	δ18OO3	

throughout	the	atmospheric	column,	and	tropospheric	δ17OCO2	and	δ18OCO2.	

	

Drawing	the	results	from	Cases	13a-13d	together,	we	have	shown	that	including	the	

experimentally-determined	fractionation	factors	in	our	final	model	is	important	as	

they	allow	a	more	detailed	simulation	of	 the	modern	atmosphere	and	enable	the	

model	 to	 reproduce	 stratospheric	∆17OO3	and	 atmospheric	∆17OO2	well.	However,	

further	tuning	and	development	of	the	model	from	Case	13d	is	required	to	better	

match	the	existing	data.	In	particular:	

	

i) For	 CO2,	 the	 δ17O	 and	 δ18O	 values	 seem	 to	 be	 too	 high	 by	 around	 5‰,	

compared	to	the	data,	throughout	the	atmospheric	column.	The	tropospheric	

∆17O	values	are	also	slightly	higher	in	the	model.	

	

ii) Inclusion	 of	 the	 T-	 and	 P-dependence	 of	 the	 aMIF	 values	 seems	 to	 be	

important,	since	the	rates	are	supported	by	evidence	in	the	literature,	and	

inclusion	 of	 them	 improves	 the	 simulation	 of	 ∆17OO2	 and	 stratospheric	

∆17OO3,	as	well	as	δ17ONO3	and	δ18ONO3	to	a	lesser	extent.	However,	without	

the	 pressure-dependent	 terms,	 the	 model	 does	 a	 better	 job	 at	 predicting	

tropospheric	∆17ONO3,	whereas	with	 them	 the	predictions	are	at	 the	 lower	

end	of	the	observations.		

	

iii) Stratospheric	∆17OO3	is	well-predicted	by	the	model,	but	tropospheric	∆17OO3	

is	much	lower	than	observations.	In	all	cases,	δ17OO3	and	δ18OO3	predictions	

are	higher	than	observations.	

	

We	 therefore	 present	 the	 results	 of	 a	 few	 last	 additions	 to	 the	 model,	 whose	

inclusion	allow	the	model	to	better	reproduce	modern	measurements.	
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 – Case 14: Tuning fractionations in CO2 flux 

For	Case	13d,	the	δ17O	and	δ18O	values	are	higher	than	observations	throughout	the	

atmospheric	profile	by	several	permil.	This	can	be	accounted	for,	as	shown	in	Case	

10,	by	a	variation	 in	the	 isotopic	 composition	of	 the	source	water.	A	variation	 in	

δ18OH2O	 results	 in	 a	 model	 variation	 in	 δ18OCO2	 by	 around	 the	 same	 amount,	

according	 to	 our	 assumptions.	 The	 difference	 is	 therefore	 not	 greater	 than	 our	

uncertainty	 in	 the	 effects	 of	 isotopic	 composition	 of	water	 on	 that	 of	 CO2.	 If	 the	

observations	 (shown	 as	points	on	Figure	 5-12a)	were	 from	 the	 same	 location,	 it	

might	be	feasible	to	find	an	average	δ18OH2O	for	the	local	region	and	adjust	the	model	

to	incorporate	this.	However,	the	observational	CO2	isotope	data	for	the	troposphere	

and	lower	stratosphere	is	from	a	wide	range	of	locations	globally	(Liang	et	al.,	2017;	

Thiemens	 et	 al.,	 2014;	 Wiegel	 et	 al.,	 2013),	 where	 a	 wide	 range	 in	 isotopic	

composition	of	source	water	would	be	expected.	Furthermore,	Young	et	al.	(2014)	

estimate	the	global	average	source	water	oxygen	 isotope	composition	as	5.25‰,	

which	is	what	we	have	thus	far	included	in	the	model	to	account	for	global	isotopic	

variations.	

	

Nevertheless,	despite	 the	use	of	 the	global	 average,	we	continue	 to	overestimate	

both	 δ17O	 and	 δ18O,	 and	 ∆17O	 to	 a	 lesser	 extent.	 The	 isotopic	 composition	 of	

tropospheric	 CO2	 is	 highly	 sensitive	 to	 the	 isotopic	 composition	 of	 the	 lower	

boundary	CO2	flux,	so	for	Case	14	we	therefore	adjust	the	COP	and	COQ	fluxes	such	

that	 they	reproduce	the	observations	 from	the	 literature.	We	neglect	 the	!evap.0.52	
and	!evap.	terms	in	Eqs.	5-4	and	5-5	and	use	a	value	for	&	of	0.523	(rather	than	0.528)	
for	respiration	in	Eq.	5-4,	which	is	within	the	range	measured	or	used	in	existing	

literature	for	this	process,	such	that	the	COP	and	COQ	fluxes	are:	

	

COP	flux	=	CO2	flux	×	17R0	×	noxy	×	1.0410.523			 	 (Eq.	5-10)	
COQ	flux	=	CO2	flux	×	18R0	×	noxy	×	1.041		 	 	 (Eq.	5-11)	

	

This	better	reproduces	the	tropospheric	observations	(Case	14;	see	Figure	5-14).	

The	adjustment	of	&	for	the	CO2	boundary	flux	slightly	decreases	the	resultant	∆17O	



5 – Predicting ∆17O profiles for modern atmospheric species 
	

	 180	

such	that	the	model	values	lie	at	the	upper	end	of	the	ground-level	observations.	The	

δ17O,	 δ18O	 and	∆17O	 values	 of	 the	 other	 selected	 species	 are	 not	 affected	 by	 this	

change.	

	

	

	

 – Cases 15-17: Tuning through exchange reactions 

As	 we	 noted	 in	 Section	 5.4.3,	 there	 is	 a	 slight	 difference	 between	 the	 model-

predicted	 atmospheres	 using	 Methods	 1	 and	 2	 for	 the	 branching	 ratios	 of	 the	

reactions,	predominantly	due	to	the	lack	of	exchange	in	the	reaction	O(1D)	+	O2	→	O	

+	O2	and	its	isotopic	equivalents	with	Method	2.	The	model	with	isotopic	exchange	

included	for	this	reaction	(Case	15)	is	shown	by	the	dashed	line	in	Figure	5-15,	with	

comparison	 to	Case	14.	As	noted	 for	Case	3a,	 isotopic	exchange	via	 this	 reaction	

reduces	∆17OO3	by	a	few	permil	in	the	stratosphere,	which	affects	stratospheric	H2O,	

CO2	and	NO3	in	the	same	way.	The	magnitude	of	the	∆17O	values	of	O2	throughout	

the	whole	atmospheric	column	is	decreased	by	less	than	0.1‰.	

Figure	5-14:	δ17O,	δ18O	and	∆17O	profiles	of	CO2	for	Cases	13d	and	14.	
The	difference	between	 the	 cases	 is	 a	slight	 change	 in	the	COP	and	
COQ	fluxes.	



	

	 	

Figure	5-15:	Profiles	of	δ17O,	δ18O	and	∆17O	 for	selected	species	 for	Cases	14,	15	and	16.	Case	15	 includes	 isotope	exchange	via	 isotopically-substituted	
reactions	of	O(1D)	+	O2	→	O	+	O2,	and	Case	16	includes	additional	exchange	through	isotopically-substituted	reactions	of	O	+	O2	→	O	+	O2.	
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Inclusion	of	the	isotope	exchange	reaction	between	atomic	oxygen	and	O2	(Case	16;	

Figure	5-15)	has	a	bigger	effect,	allowing	our	model	to	match	ozone	!17O,	!18O	and	
∆17O	measurements	much	more	closely	in	the	troposphere	and	stratosphere.	The	

!17O,	!18O	 and	 ∆17O	 profiles	 for	 O3,	 O2	 and	 CO2	 (the	 species	we	 are	 particularly	
interested	in	for	our	work	in	Chapter	6)	are	also	predicted	well	by	this	model.	For	

O2,	the	!	17O	and	!	18O	values	become	slightly	less	negative,	resulting	in	∆17O	values	
at	the	lower	end	of	atmospheric	observations;	for	CO2,	the	stratospheric	profiles	of	

!17O	and	!18O	steepen	(showing	less	change	in	!xO	with	a	change	in	altitude),	while	
the	opposite	is	true	of	stratospheric	∆17OCO2.	Potential	slight	improvements	to	the	

Case	16	model	to	better	match	observations	would	be	a	small	reduction	in	the	∆17O	

of	ground-level	CO2	and	a	small	increase	in	the	∆17O	of	ground-level	O2.	

	

In	order	to	address	these	two	areas	for	improvement,	we	include	isotope	exchange	

reactions	between	O2	and	CO2	(Case	17),	 as	a	way	of	 incorporating	the	effects	of	

exchange	 reactions	 between	CO2	 and	 excited-state	 oxygen	 species	 (Wiegel	 et	 al.,	

2013).	Figure	5-16	shows	the	results	of	the	inclusion	of	these	reactions	on	CO2	and	

O2	 oxygen	 isotope	 profiles.	 For	 CO2,	 the	 values	 of	 δ17O,	 δ18O	 and	 ∆17O	 decrease	

slightly,	while	the	δ17O,	δ18O	and	∆17O	values	for	O2	increase	slightly.	For	CO2,	the	

predictions	fit	the	observations	just	as	well	as	in	Case	16,	but	the	inclusion	of	the	

O2/CO2	 reactions	 improves	 the	 predictions	 for	 O2.	 There	 is	 little	 change	 to	 the	

oxygen	 isotope	compositions	of	H2O,	NO3,	 SO4	and	O3	 (not	shown).	We	 therefore	

demonstrate	 that	 this	 exchange	 process	 improves	 the	 model	 prediction	 of	

atmospheric	measurements,	and	include	it	in	our	final	model.	

	

 – New ‘base model’ description for Chapter 6 

In	Chapter	6,	we	explore	the	effects	on	∆17O	signatures	of	variations	in	pCO2	and	pO2.	

There,	we	use	as	a	new	‘base	model’	the	Case	17	model	developed	in	this	chapter	

and	 shown	 in	 Figure	 5-16.	 To	 summarise,	 as	 well	 as	 the	 reactions	 and	 features	

described	for	Case	6,	we	choose	to	include	pressure-	and	temperature-dependent	

mass-independent	fractionation	factors	for	the	ozone-forming	reactions	(as	added	

for	 Case	 13),	 the	 COP	 and	 COQ	 fluxes	 adapted	 for	 Case	 14,	 and	 the	 exchange	
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reactions	included	for	Cases	15-17.	We	choose	to	use	these	features	because	they	

are	justified	by	the	literature,	and	predict	∆17O	values	with	altitude	that	reproduce	

observations,	for	the	most	part.	Further	discussion	of	some	of	the	assumptions	made	

will	 be	 done	 in	 Chapter	 6,	 particularly	 regarding	 the	 inclusion	 of	 the	 O2/CO2	

exchange	reactions.	

	

	

	

 – A note on sulphate predictions 

Atmospheric	sulphate	is	not	predicted	particularly	well	by	the	model,	since	ground-

level	 ∆17O	 is	 overestimated	 and	 δ17O	 and	 δ18O	 are	 underestimated	 compared	 to	

observations.	One	reason	for	the	poor	predictions	of	tropospheric	sulphate	could	be	

the	 lack	 of	 some	 sulphate-producing	 reactions.	 Currently,	 the	 only	 source	 of	

sulphate	in	the	model	is	condensation	of	H2SO4,	which	is	only	formed	by	the	reaction	

of	 SO3	 with	 H2O.	 The	 production	 of	 sulphate	 via	 heterogeneous	 oxidation	 by	

isotopically-anomalous	 O3	 and	 H2O2	 are	 neglected.	 This	 might	 explain	 the	

underestimation	 of	 δ17O	 and	 δ18O,	 but	 does	 not	 necessarily	 explain	 the	

overestimation	of	∆17O	by	the	model.	Inclusion	of	these	reactions	will	be	important	

for	 the	 accurate	 prediction	 of	 triple	 oxygen	 isotopes	 in	 atmospheric	 sulphates,	

which	 has	 applications	 for	 both	 the	modern	 and	 past	 atmospheres.	However,	 in	

Figure	 5-16:	 δ17O,	 δ18O	 and	 ∆17O	 profiles	 for	 (a)	 CO2	 and	 (b)	 O2	 for	Cases	 16	 and	 17.	Case	 17	
includes	the	exchange	reactions	for	O2	+	CO2	→	O2	+	CO2.	
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Chapter	6	we	are	primarily	 interested	 in	the	oxygen	 isotope	compositions	of	CO2	

and	 O2.	 The	 sulphate	 we	 predominantly	 consider	 in	 Chapter	 6	 is	 sedimentary	

sulphate	that	incorporates	the	atmospheric	O2	signal	via	oxidative	weathering,	as	

opposed	 to	 the	 sulphate	 particles	 that	 form	 directly	 in	 the	 atmosphere	 and	 are	

considered	in	this	chapter,	so	we	will	leave	the	improvement	of	the	prediction	of	the	

latter	for	future	work.	

	

 – A note on model uncertainties 

Model	uncertainties	come	from	several	sources.	While	atmospheric	reaction	rates	

are	 fairly	well	 constrained,	 there	 remains	 some	 uncertainty	 (see,	 e.g.	 quantified	

uncertainty	in	data	tables	of	Burkholder	et	al.	(2015)).	As	discussed	in	this	chapter,	

some	 uncertainty	 has	 been	 introduced	 when	 we	 have	 included	 features	 in	 the	

model,	e.g.	in	the	isotopic	composition	of	CO2	fluxes	into	the	atmosphere,	and	in	the	

relationship	between	δ18OCO2	and	δ18OH2O.	As	well	as	investigating	the	effects	of	co-

variation	 of	 environmental	 variables,	 as	 suggested	 at	 the	 end	 of	 Section	 5.4.5,	 it	

would	be	instructive	in	future	work	to	use	a	Monte-Carlo	approach	to	investigate	

the	combined	uncertainty	of	our	assumptions.	

	

 – Conclusions 

Here,	we	have	developed	the	initial	oxygen	isotope	photochemical	model	described	

in	 Chapter	 4,	 to	 better	 reproduce	 modern	 measurements	 of	 atmospheric	 and	

deposited	 species.	 We	 have	 shown	 the	model’s	 dependence	 on	 a	 wide	 range	 of	

simulated	processes,	which	demonstrates	that	our	parametrisation	of	the	processes	

and	our	assumptions	are	acceptable	and	result	in	a	model	atmosphere	producing	

output	close	to	triple	oxygen	isotope	atmospheric	observations.	We	have	also	shown	

the	 sensitivity	 of	 the	model	 to	 environmental	 variables,	 demonstrating	 that	 our	

model	output	varies	with	rainfall,	temperature,	latitude,	!18OH2O	and	vertical	mixing	
as	expected.	We	will	use	the	final	model	presented	here	(Case	17)	as	a	new	‘base	

model’	 for	our	varying-pO2/pCO2	model	 suites	 in	Chapter	6,	with	applications	 to	

early-Earth	atmospheres.	



	

	 	

	

  
 

Model-predicted ∆17O of atmospheric O2 at various pO2 and pCO2, 

and implications for ∆17O of sulphate in the geological record 

 

 
 
	

Abstract 

The	∆17O	value	of	tropospheric	O2	can	be	preserved	in	sulphates	in	the	geological	

record,	and	its	magnitude	is	affected	by	pCO2,	pO2	and	gross	primary	productivity	

(GPP).	 Here,	 we	 use	 the	 1-D	 oxygen	 isotope	 photochemical	 model	 developed	 in	

Chapters	4	and	5	of	this	thesis,	to	investigate	the	sensitivity	of	the	∆17O	values	of	key	

species	to	these	factors,	with	a	particular	focus	on	the	negative	O-MIF	signal	in	O2.	

We	 find	 that	 the	 model-predicted	 ∆17OO2	 values	 decrease	 as	 expected	 with	

increasing	 pCO2	 or	 decreasing	 pO2/GPP.	 We	 use	 model	 results	 with	 coupled	

variations	 in	pCO2	and	pO2/GPP	 to	 consider	 specific	minima	 in	observed	∆17OSO4	

during	 the	 Cryogenian	 period	 and	 in	 the	 mid-Proterozoic,	 in	 terms	 of	 palaeo-

atmospheric	composition.	

	

This	chapter	is	in	preparation	as	a	journal	article	with	the	author	list:	B	Gregory,	M.	

Claire,	S.	Rugheimer.	

	

 – Introduction 

The	 triple	oxygen	 isotope	composition	of	 tropospheric	oxygen	 (∆17OO2)	has	been	

shown	 to	 be	 influenced	 by	 several	 factors.	 A	 mass-independent	 fractionation	 is	

imparted	to	stratospheric	O2	when	ozone	is	formed,	which,	through	troposphere-

stratosphere	mixing	can	affect	the	∆17O	value	of	O2	lower	in	the	atmosphere	(Luz	et	

al.,	 1999).	 This	 effect	 has	 been	 shown	 to	 be	 exacerbated	 by	 an	 increase	 in	
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atmospheric	CO2,	since	CO2	can	inherit	the	large,	positive	∆17O	from	ozone	formation	

through	 the	 photolysis	 product	 O(1D),	 leaving	 the	 Ox-O2	 system	 relatively	 more	

depleted	in	∆17O	(Yung	et	al.,	1997;	Figure	1-5a).	

	

However,	 the	observed	∆17O	value	of	 tropospheric	O2	 is	also	 influenced	by	mass-

dependent	processes	at	the	Earth’s	surface.	Biological	respiration	consumes	oxygen	

while	oxygenic	photosynthesis	replaces	it	with	mass-dependently	fractionated	O2.	

Despite	 the	 absence	 of	mass-independent	 fractionation	 in	 these	 processes,	 small	

differences	 in	 the	 fractionation	slope	can	produce	a	non-zero	∆17O,	depending	on	

the	 chosen	 definition	 of	∆17O	with	 respect	 to	δ17O	 and	 δ18O.	 This	 can	 contribute	

significantly	 to	 observed	 non-zero	 ∆17O	 values	 in	 tropospheric	 O2	 (Young	 et	 al.,	

2014).	

	

It	 has	 therefore	 been	 shown	 that	 the	 primary	 three	 factors	 influencing	 the	∆17O	

value	 of	 tropospheric	 O2	 are	 gross	 primary	 productivity	 (GPP),	 pCO2	 and	 pO2	

(illustrated	in	Figure	1-5).	All	else	being	equal,	an	increased	GPP	acts	to	dilute	the	

stratospheric	non-zero	∆17O	signal	in	tropospheric	O2	(although	mass-dependent	O2	

fluxes	may	 impart	a	small	non-zero	∆17O	value	on	tropospheric	O2;	Blunier	et	al.,	

2002;	Luz	et	al.,	1999;	Young	et	al.,	2014).	An	increase	in	pCO2	increases	the	rate	at	

which	isotopically-heavy	O(1D)	from	ozone	photolysis	exchanges	with	CO2,	leaving	

the	O2	and	O3	reservoir	increasingly	depleted	in	heavy	isotopes,	so	acts	to	increase	

the	magnitude	of	the	negative	atmospheric	∆17OO2	(Yung	et	al.,	2002).	An	increase	in	

pO2,	all	else	being	equal,	would	increase	the	rate	of	O(1D)	and	O	recombination	with	

O2	 to	 produce	 O3,	 allowing	 for	 less	 removal	 of	 heavy	 isotopes	 from	 the	 Ox-O2	

network.	This	results	in	a	less	negative	tropospheric	∆17OO2.	

	

Tropospheric	∆17OO2	can	be	captured	in	sulphate	through	oxidative	weathering	of	

sulphides,	 and	 preserved	 stably	 in	 the	 geological	 record	 (e.g.	 Bao,	 2015).	

Observations	of	particularly	negative	∆17O	values	in	geological	sulphate	have	been	

observed	for	certain	intervals	over	the	Phanerozoic	and	Proterozoic,	and	presented	

as	a	proxy	for	atmospheric	composition.	Please	note	that,	while	our	model	predicts	

positive	 ∆17O	 values	 for	 sulphates	 produced	 in	 the	 atmosphere	 via	 our	 kinetic	



6 – Model-predicted ∆17O of tropospheric O2 

	 187	

reaction	network	(presented	 in	Chapter	5	and	in	Figures	6-2e	and	6-5e),	 it	 is	 the	

sulphates	that	inherit	the	negative	∆17O	values	of	O2	in	which	we	are	most	interested	

in	this	chapter.	The	isotopic	composition	of	these	sulphates	is	not	directly	predicted	

by	our	model,	but	can	be	calculated	from	that	of	O2.		

	

Bao	 et	 al.	 (2008)	 observed	 particularly	 negative	 ∆17O	 in	 carbonate	 associated	

sulphates	(CAS)	in	cap	carbonates	deposited	above	glacial	diamictites	linked	to	the	

proposed	Marinoan	Snowball	Earth.	They	interpreted	the	large	negative	∆17O	values	

as	evidence	for	large	atmospheric	pCO2,	caused	by	an	accumulation	of	volcanic	CO2	

throughout	the	Snowball	Earth	period,	which	acted	as	a	negative	feedback	to	warm	

the	Earth	and	reverse	the	glaciation	(Hoffmann	et	al.,	1998;	Pierrehumbert,	2004).	

Another	sedimentary	succession	of	particular	interest	is	that	of	the	Sibley	Basin	in	

Canada,	 where	 particularly	 low	 ∆17O	 in	 sulphates	 have	 been	 interpreted	 by	

Crockford	 et	 al.	 (2018)	 and	Planavsky	 et	 al.	 (2020)	 as	 evidence	 for	 low	primary	

productivity	 and	 low	 atmospheric	O2	 respectively,	 for	 at	 least	 some	parts	 of	 the	

Proterozoic.	In	addition,	Crockford	et	al.	(2019)	synthesised	∆17OSO4	records	for	the	

last	3	Gyr,	and	used	these,	along	with	estimates	of	pCO2	and	pO2	to	predict	GPP	since	

the	record	began,	with	a	particular	focus	on	the	Proterozoic.	As	discussed	in	Chapter	

1,	many	of	these	interpretations	arise	from	significant	extrapolations	from	simple	

models	of	atmospheric	chemistry	of	oxygen	isotopes.	

	

Here,	 we	 systematically	 vary	 pCO2	 and	 pO2/GPP	 in	 our	 1-D	 oxygen	 isotope	

photochemical	model	to	predict	the	∆17O	values	of	atmospheric	species,	particularly	

focussing	on	O2,	with	some	attention	to	CO2	and	O3.	

	

 – Methods 

We	 use	 the	 oxygen	 isotope	 photochemical	 model	 developed	 for	 this	 thesis,	 as	

described	 in	 Chapters	 4	 and	 5.	 The	 model	 includes	 97	 species	 involved	 in	 932	

reactions,	 including	 isotopically-substituted	 oxygen-bearing	 species	 (Tables	 B-2	

and	 C-1	 in	 Appendices	B	 and	 C,	 respectively),	 and	 all	model	 runs	 presented	 are	

steady-state	solutions.	
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The	model	inputs	and	boundary	conditions	are	described	in	Section	5.5	(Case	17).	

O2	and	CO2	have	 large	 incoming	and	outgoing	 fluxes	across	 the	 lower	boundary,	

representative	of	short-timescale	GPP.	Flux	boundary	conditions	are	given	for	H2,	

CO	and	N2O,	as	described	 in	Section	5.3.2	and	Table	5-1	(Case	2	onwards).	Mass-

dependent	fractionations	are	incorporated	in	the	model	through	i)	the	fluxes	of	O2	

into	and	out	of	the	model	atmosphere;	ii)	the	flux	of	CO2	into	the	model	atmosphere;	

and	iii)	via	all	two-body	and	three-body	reactions.	For	the	latter,	the	reaction	rates	

are	adjusted	to	account	for	different	collisional	frequencies	between	reactants	with	

different	 isotopes.	 A	 mass-independent	 fractionation	 in	 the	 reactions	 that	 form	

atmospheric	 ozone	 is	 included,	 which	 is	 temperature-,	 pressure-,	 and	 product	

isotopologue-dependent.	Rapid	isotopic	exchange	reactions	between	O(1D)/O	and	

CO2,	O(1D)/O	and	O2,	and	O2	and	CO2	are	included	as	described	in	Chapter	5.	

	

 – Results 

We	use	the	model	to	investigate	the	way	in	which	the	Δ17O	values	of	six	key	species	

(CO2,	O2,	H2O,	NO3,	SO4	and	O3,	with	a	particular	focus	on	O2	and	CO2)	are	affected	by	

changes	in	pCO2	and	pO2/GPP.	First,	the	model	outputs	are	examined	with	respect	

to	independent	changes	in	pCO2,	and	then	pO2,	while	keeping	all	others	fixed.	We	

continue	by	exploring	the	effects	of	coupled	changes	in	pCO2	and	pO2.	

	

 – Case 1: Increasing pCO2 results 

We	 assess	 the	 effects	 on	 the	 model	 output	 ∆17O	 of	 atmospheric	 species	 by	

incrementally	 increasing	the	 lower	boundary	 flux	of	CO2.	The	deposition	velocity	

(the	first-order	rate	constant	which	controls	CO2	removal	from	the	atmosphere)	is	

held	constant	at	the	value	used	in	the	base	model	(see	Chapter	5),	in	order	to	allow	

CO2	to	build	up	in	the	atmosphere	to	greater	mixing	ratios.	We	choose	to	increase	

pCO2	 through	 a	 flux	 boundary	 condition	 rather	 than	 a	 mixing	 ratio	 boundary	

condition,	to	allow	the	ground	level	CO2,	COP	and	COQ	mixing	ratios	and	therefore	

the	isotopic	composition	of	CO2	to	vary	freely.	For	Case	1,	the	boundary	conditions	

for	all	other	species	are	the	same	as	for	the	base	model.	
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In	their	box	models,	Crockford	et	al.	(2018)	and	Planavsky	et	al.	(2018)	vary	pCO2	

between	2	and	30	times,	and	2	and	100	times	pre-anthropogenic	levels	respectively,	

while	 Planavsky	 et	 al.	 (2020)	 vary	 pCO2	 between	 0	 and	 500	 times	 the	 present	

atmospheric	level,	to	simulate	a	mid-Proterozoic	atmosphere.	As	an	initial	test,	we	

vary	the	flux	of	CO2	between	1	and	50	times	the	base	model	value	(2.2×1013	pu).	The	

results	are	shown	in	Figures	6-1	and	6-2.	

(a)	

(b)	

Figure	6-1:	Results	for	Case	1	models.	(a)	Predicted	ground-level	mixing	ratios	of	O2	and	CH4	(left-
hand	axis)	and	ground-level	CO2	concentration	in	PAL	(right-hand	axis)	with	lower	boundary	CO2	
flux,	for	model	atmospheres	with	increasing	CO2	flux.	(b)	Predicted	ground-level	∆17O	values	for	O2	
(teal)	 and	 CO2	 (purple)	 plotted	 against	 predicted	 ground-level	 CO2	 concentration,	 for	 the	model	
atmospheres	 with	 increasing	 CO2	 flux.	 Grey	 bars	 show	 values	 before	 correction	 for	 artificial	
fractionation	is	applied.	If	no	grey	bar	is	visible,	the	uncertainty	is	smaller	than	the	size	of	the	point.	
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Figure	6-2:	∆17O	profiles	of	selected	species	with	increasing	pCO2,	which	increases	from	1	PAL	to	~50	PAL	as	the	upward	CO2	flux	is	increased	fiftyfold.	Purple	
shading	shows	variation	of	∆17O	with	altitude	between	the	smallest	(1	PAL	CO2;	right-most	line)		and	largest	(50	PAL	CO2;	left-most	line)	CO2	flux	cases.	Grey	
points	show	observations	(crosses)	and	existing	model	predictions	(squares)	for	the	modern	atmosphere	(1	PAL	CO2;	see	Figure	5-2	for	references).	
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The	 purple	 squares	 in	 Figure	 6-1a	 show	 that	 our	 fifty-fold	 increase	 in	 CO2	 flux	

results	in	model	atmospheres	with	CO2	mixing	ratios	of	2.8×10-4	to	1.39×10-2,	which	

simulates	 approximately	 1	 to	 50	 times	 the	 ‘pre-anthropogenic	 level’	 (defined	 as	

2.8×10-4	with	Crockford	et	al.,	2018;	see	also	Chapters	3	and	5).	Figure	6-1a	also	

shows	that	 the	O2	(teal	circles)	and	CH4	(orange	diamonds)	mixing	ratios	remain	

relatively	unchanged	by	the	increase	in	CO2	flux,	so	any	variation	in	∆17O	value	is	

likely	to	be	due	to	the	increase	in	pCO2	rather	than	other	factors.	

	

Figure	6-1b	shows	the	∆17O	values	of	ground-level	CO2	and	O2	for	the	models	with	

increasing	 ground-level	 CO2	 mixing	 ratio.	 Here,	 ∆17O	 values	 are	 plotted	 against	

model-predicted	 CO2	 mixing	 ratios	 rather	 than	 CO2	 flux,	 because	 we	 have	

demonstrated	above	that	increasing	CO2	flux	is	an	adequate	way	to	vary	pCO2	that	

does	not	affect	other	major	species.	The	results	show	that	∆17OO2	values	(teal	circles)	

become	more	negative	with	increasing	pCO2,	as	expected,	and	∆17OCO2	values	(purple	

squares)	decrease	to	negative	values	with	increasing	pCO2.	The	effects	of	an	increase	

in	 pCO2	 are	 most	 clearly	 seen	 in	 the	 ∆17O	 value	 of	 tropospheric	 O2.	 Since	 the	

tropospheric	 O2	 isotopic	 composition	 is	 the	 one	 captured	 in	 sulphates	 and	

preserved	in	the	geological	record,	these	are	the	values	we	are	most	interested	in.	

For	a	discussion	of	how	∆17O	values	of	O2	correspond	to	magnitudes	of	sulphate	∆17O	

in	the	geological	record	under	these	conditions,	see	Case	4	(Section	6.3.4).	

	

Figure	6-2	shows	 the	∆17O	profiles	with	altitude	of	 several	 selected	atmospheric	

species,	for	the	different	CO2	fluxes.	As	observed	in	Figure	6-1b,	the	∆17OO2	values	at	

all	altitudes	become	increasingly	negative	(signifying	a	greater	mass-independent	

fractionation)	with	increasing	pCO2	(Figure	6-2b).	As	mentioned	in	Section	6.1,	this	

can	be	explained	by	an	increased	transfer	of	heavier	oxygen	isotopes	from	the	Ox-O2	

system	to	CO2.	This	is	consistent	with	the	model	results	showing	decreased	∆17O	for	

O3	at	all	altitudes	(Figure	6-2f).	The	decrease	in	∆17O	for	CO2	(Figures	6-1	and	6-2)	

is	 a	 result	 of	 both	 the	 decrease	 in	 ∆17OO3	 and	 an	 increase	 in	 the	 size	 of	 the	 CO2	

reservoir	across	which	the	anomaly	is	spread.	This	effect	is	particularly	large	in	the	

stratosphere	 for	CO2	and	O2.	This	could	be	because	the	rate	of	O(1D)/O	exchange	

with	CO2	(shown	to	be	important	in	dictating	∆17OCO2	in	Chapter	5,	and	known	to	be	
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key	in	the	transfer	of	the	oxygen	isotope	anomaly	from	O3	to	CO2)	peaks	with	ozone	

concentrations	 in	 the	stratosphere.	 Indeed,	Figure	6-2	reveals	a	decrease	of	∆17O	

value	at	all	altitudes	 for	all	 species	shown.	 In	addition,	exchange	with	H2O	 in	the	

troposphere	 (parametrised	 by	 mass-dependent	 fractionations	 in	 the	 lower	

boundary	conditions	of	CO2,	COP	and	COQ;	see	Chapter	5)	acts	to	quickly	dilute	non-

zero	∆17O	from	the	tropospheric	CO2	reservoir.	Sulphate,	nitrate	and	stratospheric	

H2O	∆17O	values	also	decrease	with	increasing	pCO2.	It	is	clear	that	CO2	plays	a	major	

role	in	transferring	oxygen	isotope	anomalies	to	other	atmospheric	species.		

	

Our	 results	 follow	 a	 similar	 overall	 trend	 to	 previous	 studies,	 but	 predict	 lower	

magnitudes	of	∆17OO2	for	a	given	increase	in	pCO2	than	Bao	et	al.	(2008)	and	Young	

et	al.	(2014).	In	the	following	subsection,	we	discuss	the	results	in	Figures	6-1	and	

6-2	 in	 comparison	 with	 these	 two	 previous	 studies,	 considering	 different	

formulations	of	boundary	conditions,	model	sophistication	and	 inclusion	(or	 lack	

thereof)	of	isotope	exchange	reactions.	

	

6.3.1.1 – Comparison with previous models varying pCO2 

Figure	6-3	shows	a	comparison	of	our	model	results	with	varying	pCO2	to	those	of	

Bao	 et	 al.	 (2008;	 solid	 teal	 line),	 who	 used	 a	 photochemical	 model	 to	 predict	

tropospheric	∆17OO2	with	varying	pCO2.	Note	that,	in	order	to	allow	for	comparison,	

the	definition	of	∆17O	(for	the	teal	points	in	this	figure	only)	has	been	changed	to	

∆17O	=	δ’17O	–	0.52×δ’18O	(where	δ’xO	=	ln(xRspecies/xRstandard);	Definition	1).	Bao	et	al.	

(2008)	describe	a	linear	correlation	between	pCO2	and	∆17OO2,	except	for	high-pCO2	

cases	 where	 this	 relationship	 weakens	 slightly.	 This	 is	 supported	 by	 a	 linear	

relationship	shown	in	ice	core	data	(Blunier	et	al.,	2002;	Luz	et	al.,	1999),	although	

the	pCO2	range	for	the	data	is	much	smaller	(190-281	ppmv)	than	the	extrapolation	

by	Bao	et	al.	 (2008).	They	attribute	the	slight	departure	 from	the	 linear	negative	

correlation	at	high	pCO2	to	a	negative	feedback,	as	the	shuttling	of	heavier	oxygen	

isotopes	from	O3	by	O(1D)	and	CO2	results	in	a	decreased	∆17O	value	of	the	ozone	

formed.	Our	∆17OO2	values	for	pCO2	between	1	and	10	PAL	are	similar	to	those	of	

Bao	et	al.	(2008),	but	our	model	atmospheres	show	no	linear	relationship.	Instead,	
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the	effect	of	pCO2	on	∆17O	decreases	as	pCO2	increases	past	10	PAL,	rendering	our	

∆17O	values	less	negative	than	theirs	for	the	same	pCO2.	The	effect	of	the	negative	

feedback	 described	 by	Bao	 et	 al.	 (2008)	 appears	 therefore	 to	 be	 stronger	 in	 our	

model.	

	

Young+ (2014);
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Figure	6-3:	Comparison	of	Case	1	models	to	existing	models.	Points	show	model-predicted	∆17O	
values	of	ground-level	O2,	with	model-predicted	ground-level	pCO2.	Teal,	unfilled	symbols	show	
our	model	results	plotted	using	the	definition	∆17O	=	δ’17O	–	0.52×δ’18O	to	allow	comparison	to	
the	oxygen	isotope	model	of	Bao	et	al.	(2008;	teal	solid	line).	Dark	purple,	filled	symbols	show	
our	model	results	plotted	using	the	definition	∆17O	=	δ’17O	–	0.528×δ’18O	to	enable	comparison	
to	the	model	of	Young	et	al.	(2014;	dark	purple,	dashed	line).	Upward-pointing	triangles	show	
our	results	from	Case	1,	for	cases	with	increasing	pCO2.	Circles	show	∆17OO2	value	of	a	model	
atmosphere	using	a	fixed	mixing	ratio	lower	boundary	condition	of	50	PAL	for	CO2.	Squares	
show	results	of	model	atmospheres	with	no	isotope	exchange	between	O2	and	CO2.	Crosses	show	
results	using	fractionation	factors	for	the	ozone	formation	reactions	from	Young	et	al.	(2014;	
1.065	 for	 all	 four	 reactions	 forming	 heavy	 ozone	 isotopologues)	 rather	 than	 the	 P-,	 T-	 and	
isotopologue-dependent	fractionation	factors	(Section	5.3.1).	‘Plus’	symbols	show	results	for	a	
case	 with	 no	 O2/CO2	 exchange	 and	 the	 Young	 et	 al.	 fractionation	 factors.	 Pale	 purple	
downward-pointing	 triangles	show	model	 results	with	half	 the	upward	O2	 flux	and	half	 the	
deposition	velocity,	to	simulate	what	Young	et	al.	(2014)	call	“50%	GPP.”	
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Young	 et	 al.	 (2014)	 use	 their	 4-box	 model	 to	 demonstrate	 a	 similar	 non-linear	

relationship	between	pCO2	and	∆17O,	for	various	GPP,	although	also	predict	lower	

negative	∆17OO2	for	a	given	pCO2	(dark	purple	dashed	line	on	Figure	6-3).	Note	that	

Young	et	al.	(2014)	use	a	definition	for	∆17O	of	δ’17O	–	0.528×δ’18O	(Definition	2),	

and	the	dark	purple,	filled	symbols	on	Figure	6-3	show	our	results	according	to	this	

definition	for	comparison.	With	increasing	pCO2,	the	increase	in	the	magnitude	of	

∆17OO2	decreases,	compared	to	the	more	linear	results	of	Bao	et	al.	(2008).	Again,	

our	model	results	agree	well	with	those	of	Young	et	al.	(2014)	for	low	pCO2	(10	PAL	

and	less),	but	are	less	negative	than	the	published	model	results	for	higher	pCO2.	

	

There	 are	 several	 possible	 reasons	 for	 the	 shallowing	 of	 the	 negative	pCO2-∆17O	

gradient	with	 increasing	pCO2.	 Firstly,	 variations	 in	pCO2	 could	 affect	 the	mixing	

ratios	of	other	major	species	in	the	atmosphere.	However,	Figure	6-1a	shows	that	

O2	and	CH4	 concentrations	are	not	 significantly	affected	by	 the	 increase	 in	pCO2.	

Also,	the	concentrations	of	ozone	increase	by	only	0.5%	between	the	1	and	50	PAL	

CO2	 models,	 so	 the	 change	 in	 ∆17O	 is	 not	 due	 to	 a	 change	 in	 the	 rate	 of	 ozone	

formation.	 Secondly,	 we	 noted	 that	 the	 way	 in	 which	 pCO2	 was	 varied	 was	 by	

adjusting	the	upward	lower	boundary	flux	only,	rather	than	the	deposition	velocity	

which	dictates	the	downward	flux	across	the	lower	boundary.	However,	it	would	be	

expected	that	the	increased	cycling	of	CO2	into	and	out	of	the	atmosphere	that	this	

causes	 would	 actually	 act	 to	 remove	 isotopically	 anomalous	 CO2	 from	 the	

atmosphere	and	 replace	 it	with	CO2	with	no	 stratospheric	 isotope	anomaly.	This	

would	exacerbate	the	removal	of	heavy	isotopes	from	the	system	and	drive	down	

the	∆17O	values	of	CO2,	O3	and	O2,	rather	than	causing	them	to	level	off.	However,	in	

order	to	show	that	the	boundary	conditions	were	not	the	cause	of	the	discrepancy,	

we	 produced	 a	 single	 model	 atmosphere	 with	 a	 mixing	 ratio	 lower	 boundary	

condition	stipulating	a	ground-level	CO2	concentration	of	50	PAL	(teal,	unshaded	

and	dark	purple,	shaded	circles	for	Definitions	1	and	2	respectively,	on	Figure	6-3).	

This	did	not	greatly	affect	the	∆17OO2	value.	

	

Thirdly,	we	considered	the	rates	of	isotope	exchange	reactions	O(1D)	+	CO2	→	O	+	

CO2	and	O2	+	CO2	→	O2	+	CO2	and	their	isotopic	equivalents,	and	their	variation	with	
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pCO2.	These	 reaction	 rates	 increase	 linearly	with	pCO2.	As	 the	 importance	of	 the	

former	reaction	increases,	the	isotope	anomaly	is	increasingly	quickly	transferred	

from	ozone	to	carbon	dioxide,	but	the	increase	in	rate	of	the	second	reaction	acts	as	

a	negative	feedback	to	bring	some	of	the	heavy	isotopes	back	into	O2.	The	O2/CO2	

isotope	exchange	reactions	are	not	included	in	the	reactions	of	Bao	et	al.	(2008)	or	

Young	et	al.	(2014).	In	fact,	they	are	fictitious	reactions	that	we	included	(Section	

5.3.3;	 Section	5.4.7)	 to	parametrise	 the	measured	 isotope	exchange	between	CO2	

and	excited-state	O2	species	O2(1Σ)	and	O2(1∆)	(after	Wiegel	et	al.,	2013).	To	test	

whether	this	negative	feedback	could	explain	the	decreasing	gradient	of	the	pCO2-

∆17O	 slope	 in	 our	 results,	 we	 produced	 a	 model	 atmosphere	 with	 the	 O2/CO2	

exchange	reaction	rate	set	to	zero	(squares	on	Figure	6-3).	Neglecting	the	exchange	

produces	atmospheres	close	to	the	results	of	Bao	et	al.	(2008)	in	pCO2-∆17O	space.	It	

therefore	 seems	 that	 this	 is	 likely	 to	 be	 a	 reason	 for	 the	difference	 between	 our	

results	and	those	of	Bao	et	al.	(2008).	

	

As	discussed	in	Chapter	5,	we	chose	the	rate	for	this	reaction	by	dividing	the	JPL-18	

recommended	 O2(1∆)/CO2	 reaction	 rate	 constant	 by	 the	 O2:O2(1∆)	 concentration	

ratio,	and	then	adjusting	to	best	fit	the	∆17O	profile	data.	While	reasonable	to	first	

order,	it	is	therefore	possible	that	the	exchange	reaction	rate	used	here	is	too	fast,	

and	requires	revisiting.	The	best	solution	would	be	to	include	O2(1Σ)	and	O2(1∆)	in	

the	 isotope	 model,	 since	 they	 are	 involved	 in	 some	 important	 reactions.	

Development	of	Atmos	during	the	course	of	the	work	in	this	thesis	has	incorporated	

these	species	and	associated	reactions	(Burkholder	et	al,	2015;	Wiegel	et	al.,	2013)	

into	some	modern	Earth	model	templates	(not	shown),	and	predicts	mixing	ratios	

close	 to	 measurements	 (Yankovsky	 &	 Manuilova,	 2006).	 Inclusion	 of	 isotopic	

equivalents	 for	 excited-state	 O2	 via	 the	methods	 outlined	 in	 Chapter	 4	will	 be	 a	

priority	in	future	work.	

	

However,	 without	 the	 O2/CO2	 isotope	 exchange,	 our	model	 now	 produces	more	

negative	∆17OO2	at	high	pCO2	than	Young	et	al.	(2014).	We	considered	other	potential	

differences	between	our	model	and	that	of	Young	et	al.	(2014).	Firstly,	the	latter	use	

1.065	 as	 a	 fixed	 fractionation	 factor	 in	 the	 ozone	 formation	 reaction	 for	 all	 four	
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heavy-isotopologue	 reactions	 at	 all	 altitudes,	whereas	we	 (like	 Bao	 et	 al.,	 2008)	

adopt	 experimentally-determined	 and	 altitude-variable	 fractionation	 factors.	 To	

assess	the	effect	of	this	difference,	we	produced	two	model	atmospheres	with	fifty	

times	the	upward	lower	boundary	CO2	flux	as	the	base	model,	but	using	the	same	!	
values	 (1.065	with	no	P-	or	T-dependence).	One	model	 atmosphere	 included	 the	

O2/CO2	isotope	exchange	reactions	(crosses	on	Figure	6-3),	and	the	other	did	not	

(‘plus’	symbols	on	Figure	6-3).	The	model	atmospheres	using	the	Young	et	al.	(2014)	

fractionation	factors	had	less	negative	∆17O	for	ground-level	O2	than	those	using	the	

base	model	fractionation	factors.	Perhaps	unsurprisingly,	the	model	without	O2/CO2	

exchange	and	with	Young	et	al.’s	(2014)	fractionation	factors	matches	their	model	

the	best,	differing	by	only	0.8‰	in	the	50	PAL	pCO2	case.	The	remaining	discrepancy	

may	 be	 due	 to	 different	 upward	 and	 downward	 O2	 fluxes	 used	 by	 our	 model	

compared	 to	 Young	 et	 al.’s	 (2014),	 since	 their	 gross	 fluxes	 into	 and	 out	 of	 the	

atmosphere	are	roughly	three	times	larger.	Reducing	our	incoming	O2	flux	and	O2	

deposition	 velocity	 by	 a	 factor	 of	 2	 decreases	 the	 ∆17O	 values,	 as	 shown	 by	 the	

downward-pointing,	pale	purple	triangles	 in	Figure	6-3.	 It	 is	 therefore	 likely	 that	

increasing	our	 fluxes	would	achieve	a	 closer	match	 to	 the	 results	of	Young	et	 al.	

(2014).	

	

6.3.1.2 – Preliminary application to ‘Snowball Earth’ atmospheres 

Bao	et	al.	(2008)	use	their	model	to	suggest	that	pCO2	of	12,000	ppmv	could	explain	

the	 low	 ∆17O	 values	 observed	 in	 Marinoan	 cap	 carbonate-associated	 sulphates	

(Figure	1-3).	Young	et	al.	(2014)	use	their	model	to	show	that	the	∆17O	minimum	of	

-1.64‰	(Bao	et	al.,	2009)	could	only	be	explained	by	CO2	concentrations	of	20,000	

ppmv,	if	the	GPP	was	the	same	as	today.	They	obtain	this	larger	pCO2	value,	partly	

because	 of	 the	more	 recent,	more	 negative	 observations,	 but	 also	 because	 their	

pCO2-∆17O	relation	is	not	linear.	At	high	pCO2,	a	larger	increase	in	pCO2	is	required	

to	produce	the	same	change	 in	∆17O.	Our	model	deviates	 from	the	 linear	relation	

even	more,	so	would	suggest	that	an	even	larger	pCO2	than	20,000	ppmv	would	be	

required,	at	modern	GPP,	to	produce	the	very	low	∆17O	values	at	635	Ma.	In	fact,	the	

curve	of	our	pCO2-∆17O	results	seems	to	start	to	plateau.	We	do	not	increase	pCO2	to	
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the	levels	of	more	than	280	PAL	that	some	authors	propose	(e.g.	Bao	et	al.,	2009;	

Benn	et	al.,	2015),	but	the	extrapolation	of	our	results	along	the	already-shallowing	

trend	suggests	that	negative	feedbacks	in	our	model	would	prevent	the	production	

of	such	 low	∆17OO2	values,	even	with	the	maximum	proposed	pCO2.	We	therefore	

propose	that	high	pCO2	alone	cannot	account	for	the	minimum	Cryogenian	∆17OSO4	

values.	

	

However,	 some	 authors	 instead	 consider	 the	 minimum	 could	 be	 evidence	 for	

reduced	primary	productivity	(Cao	and	Bao,	2013;	Sansjofre	et	al.,	2011).	The	Young	

et	al.	(2014)	model	can	also	explain	the	observations	with	a	lower	pCO2	of	10,000	

ppmv	if	the	rates	of	respiration	and	photosynthesis	are	equal	to	half	of	the	modern	

values	 (pale	 purple	 dashed	 line	 on	 Figure	 6-3).	 This	 hypothesis	 is	 supported	 by	

biogeochemical	modelling	indicating	that	pCO2	was	higher	than	modern	but	only	by	

roughly	 an	 order	 of	magnitude	 (Mills	 et	 al.,	 2017,	 2019).	We	will	 therefore	 also	

explore	the	effects	of	varying	pO2	and	GPP	on	∆17O	value.	

	

 – Case 2: Decreasing pO2 results 

In	order	to	simulate	the	effects	of	varying	pO2	on	the	∆17O	values	of	atmospheric	

species,	we	vary	 the	O2	 fluxes	 across	 the	 lower	boundary.	As	 for	Case	1,	using	a	

mixing	ratio	 lower	boundary	condition	 for	O2	would	not	be	 instructive,	since	the	

∆17O	value	of	tropospheric	O2	is	our	key	output,	and	would	not	be	allowed	to	vary	

freely	(Chapter	5).	For	Case	2,	we	decreased	the	upward	O2	flux	from	4×1013	pu	(the	

base	model	flux,	which	produces	modern	O2	concentrations	at	the	ground-level)	to	

1011	pu.	The	deposition	velocity	dictating	the	O2	flux	out	of	the	atmosphere	remains	

the	 same,	 and	 the	 CH4	 flux	 is	 held	 constant	 at	 1011	 pu	 for	 all	 Case	 2	 model	

atmospheres.	

	

Figure	6-4a	 shows	 the	ground-level	O2	 (filled	 teal	 circles)	 and	CH4	 (filled	orange	

diamonds)	mixing	 ratios	and	CO2	 concentrations	 (filled	purple	 squares)	 for	each	

model	 atmosphere,	plotted	against	 the	 input	 lower	boundary	O2	 flux,	 for	Case	2.	

With	 decreasing	 O2	 flux,	 the	 O2	 mixing	 ratio	 also	 decreases,	 as	 expected.	 This	
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continues	up	to	a	critical	flux	point	–	for	this	suite	of	model	atmospheres,	a	flux	of	

4×1011	–	at	which	point	any	further	decreases	in	O2	flux	result	in	very	low	O2	mixing	

ratios	 of	 less	 than	 10-9.	 Simultaneously,	 methane	 mixing	 ratios	 for	 the	 high-O2	

atmospheres	remain	between	10-7	and	10-5,	until	the	critical	O2	flux	point,	at	which	

point	they	increase	to	around	10-3.	This	result	is	similar	to	that	seen	in	Chapter	3,	as	

there	seems	to	be	a	large	region	of	O2	mixing	ratio	space	in	which	model	solutions	

are	not	easily	produced,	separated	by	a	very	narrow	range	of	O2	 fluxes	 in	a	 flux-

driven	model.	A	variation	in	O2	flux	does	not	greatly	affect	the	CO2	concentrations	

when	 the	CO2	 flux	remains	 constant,	so	variations	 in	pCO2	are	not	affecting	∆17O	

values	to	a	significant	extent	here.		

	

Figure	 6-4b	 shows	 the	 predicted	 ground-level	 O2	 mixing	 ratios,	 now	 on	 the	

horizontal	axis,	plotted	against	the	∆17O	value	of	ground-level	O2	(filled	teal	circles)	

and	CO2	(filled	purple	squares).	The	tropospheric	∆17OCO2	values	remain	relatively	

unchanged,	decreasing	with	decreasing	O2	mixing	ratio	by	less	than	1‰.	However,	

a	decrease	in	O2	mixing	ratios	results	in	a	decrease	in	∆17O	to	more	negative	values,	

reaching	a	minimum	of	-15‰.	The	three	model	atmospheres	with	low	O2	mixing	

ratios	resulting	from	low	O2	fluxes	are	different:	they	have	∆17O	values	very	close	to	

zero,	 indicating	 that	 O-MIF	 is	 not	 being	 propagated	 to	 major	 O-bearing	 species	

under	these	conditions.		

	

Figure	6-5	shows	the	model	output	∆17O	values	of	selected	species	with	altitude,	for	

selected	O2	flux	inputs.	In	general,	as	in	Figure	6-4b,	a	decrease	in	O2	flux	(and	O2	

mixing	ratio)	results	in	a	decrease	in	∆17O	value	at	all	altitudes,	for	O2	fluxes	between	

4×1013	 pu	 and	 5×1011	 pu.	 This	 is	 the	 case	 for	 all	 selected	 species	 except	 for	

tropospheric	 H2O,	 which	 has	 a	 ∆17O	 value	 held	 fixed	 at	 zero	 in	 the	 model	 (see	

Chapter	4).	The	profiles	for	the	three	models	with	O2	fluxes	of	3×1011	pu,	2×1011	pu	

and	1011	pu	act	differently.	For	ozone,	 these	 three	models	have	 the	highest	∆17O	

values	in	the	troposphere	and	lower	stratosphere,	but	since	they	do	not	have	the	

same	shape	as	the	profiles	for	the	other	fluxes,	the	values	are	lower	in	the	upper	

atmosphere	than	for	 the	high-O2	 flux	models.	For	all	other	selected	species,	∆17O	

values	throughout	the	atmospheric	column	are	close	to	zero.	These	atmospheres	are	
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reducing,	 and	 have	 very	 different	 chemistries.	 Due	 to	 insufficient	O2,	 the	 rate	 of	

production	of	ozone	is	greatly	decreased,	and	less	mass-independent	fractionation	

occurs	because	the	process	that	produces	it	has	been	restricted.	The	ozone	that	is	

produced	has	O-MIF	because	we	are	declaring	it	to	do	so	when	formed,	but	the	small	

concentrations	mean	that	this	is	not	significantly	propagated	to	other	atmospheric	

species.	

(a)	

(b)	

Figure	6-4:	(a)	Ground-level	mixing	ratios	of	O2,	CH4	and	CO2	plotted	against	lower	boundary	upward	
O2	flux,	for	Cases	2	(solid	points)	and	3	(unshaded	points).	(b)	Ground-level	∆17OO2	and	∆17OCO2	values	
plotted	 against	 model-predicted	 ground-level	 O2	 mixing	 ratio,	 for	 Cases	 2	 (solid	 points)	 and	 3	
(unshaded	points).	Grey	bars	show	values	before	correction	for	artificial	fractionation	is	applied.	
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Figure	6-5:	Variation	of	∆17OO2	with	altitude,	with	varying	upward	O2	flux	across	the	lower	boundary.	Black	lines	show	profiles	for	model	atmospheres	with	
O2	 fluxes	 of	 4×1013	 pu	 and	 5×1011	 pu,	 and	 green	 shading	 shows	 ∆17O	 values	with	 altitude	 for	model	 atmospheres	with	O2	 fluxes	between	 these	 values	
(individual	profiles	not	shown).	Model	atmospheres	with	fluxes	of	4×1011	pu	and	less	behave	differently,	so	are	shown	by	individual	coloured	lines,	denoted	
by	the	key.	Modern	observations	(crosses)	and	previous	model	predictions	(squares)	are	shown	by	the	grey	points.	
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Another	interesting	feature	of	the	decreasing	O2	flux	suite	is	that	the	model	run	at	

the	critical	flux	point	(corresponding	to	a	flux	of	4×1011	pu),	has	a	lower	mixing	ratio	

than	all	the	other	high-O2	models,	but	a	slightly	less	negative	∆17O	value	(Figure	6-4).	

This	is	also	seen	in	the	∆17O	profiles	of	O2,	O3	and	stratospheric	H2O	and	NO3	(Figure	

6-5).	For	this	model,	O2	and	O3	concentrations	seem	to	have	decreased	to	a	level	at	

which	 significantly	 less	 ozone	 is	 being	 produced	 and	 therefore	 the	 anomalous	

oxygen	 isotope	 signal	 is	weaker.	 It	 is	 likely	a	 transitional	 case,	unstable	 to	 small	

perturbations	towards	either	higher-	or	trace-O2	cases	(see	Chapter	3).	

	

Our	results	from	Case	2	suggest	that	there	exists	a	minimum	∆17O	near	-15‰	that	

can	be	incorporated	into	O2,	although	this	would	need	to	be	verified	over	a	larger	

set	 of	 flux	 cases,	 combined	 with	 considerations	 of	 atmospheric	 stability	 against	

perturbations	and	feedbacks	with	biological	fluxes.	We	start	with	the	former	below.	

	

 – Case 3: Decreasing pO2 with decreasing CH4 flux 

For	a	third	case,	we	decreased	the	O2	flux	to	achieve	a	suite	of	model	atmospheres	

with	varying	pO2,	as	for	Case	2,	but	also	decreased	the	methane	flux.	The	methane	

flux	was	decreased	to	maintain	a	constant	ratio	of	methane	flux	to	upward	O2	flux,	

similar	to	the	models	in	Chapter	3.	Our	aim	was	to	better	simulate	processes	in	the	

Earth	system.	Since	O2	and	CH4	are	biological	fluxes,	it	is	more	consistent	to	vary	

their	fluxes	in	tandem.	The	ratio	of	the	upward	O2	flux	to	the	CH4	flux	is	the	same	as	

for	the	base	model	(CH4:O2	flux	ratio	=	1/400).	This	is	a	much	lower	CH4:O2	flux	ratio	

than	that	used	in	Chapter	3	because	here,	as	explained	in	Chapter	5,	larger	upward	

and	downward	O2	fluxes	are	used,	representing	shorter-term	biological	fluxes.	We	

however	continue	to	use	the	medium-term	net	CH4	flux,	with	no	drawdown	from	the	

atmosphere.	Since	most	biological	methane	is	oxidised	in	sediments	before	it	is	able	

to	be	released	from	the	atmosphere,	and	since	methane	 is	not	an	oxygen-bearing	

species	 whose	 oxygen	 isotope	 ratios	 must	 be	 prescribed	 carefully,	 this	 is	 an	

acceptable	 assumption	 for	 the	 time	 being	 (but	 see	 discussion	 in	 Section	 6.4.2).	

Broadly	 speaking,	 Case	 3	 can	 be	 considered	 as	 simulating	 a	modern-style	 Earth	
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system	 (e.g.	 oxic	 ocean	 with	 high	 sulphate	 levels	 stimulating	 substantial	

methanotrophy	in	sediments)	but	at	differing	levels	of	GPP.	

	

Figure	 6-4	 (unshaded	 symbols)	 shows	 that	 these	 model	 atmospheres	 are	 fairly	

similar	to	those	produced	in	Case	2.	Decreasing	O2	flux	results	in	model	atmospheres	

with	decreasing	ground-level	O2	mixing	ratios,	as	seen	in	Figure	6-4a.	Again,	there	

is	a	window	of	O2	mixing	ratio	space	in	which	no	model	solutions	lie,	for	a	narrow	

flux	range.	This	window	is	very	similar	to	that	seen	for	the	Case	2	results	(2×10-11	to	

2×10-4),	 and	 again,	 reducing	 atmospheres	 with	 high	 CH4	 mixing	 ratios	 are	 seen	

alongside	a	 trace	O2	mixing	ratio	 for	 the	 lowest	 flux.	The	most	stark	difference	 is	

much	lower	predicted	methane	mixing	ratios	for	the	oxic	atmospheres	with	lower	

coupled	 fluxes,	 which	 makes	 sense	 given	 the	 lower	 fluxes.	 Another	 difference	

between	this	case	and	Case	2	is	that	a	lower	O2	flux	is	required	to	trigger	the	jump	

from	higher-	to	trace-O2	mixing	ratios	compared	to	Case	2.	This	makes	sense,	given	

that	 the	 lower	 CH4	 flux	 for	 Case	 3	 has	 reduced	 the	 flux	 of	 reductants	 into	 the	

atmosphere.	 Again,	 pCO2	 levels	 are	 relatively	 unaffected	 by	 the	 variations	

introduced	here.	

	

Figure	6-4b	 shows	 that	 the	ground-level	∆17OCO2	values	do	not	vary	 significantly	

between	Cases	2	and	3.	For	 the	atmospheres	with	ground-level	O2	mixing	 ratios	

greater	than	10-2,	the	ground-level	∆17OO2	values	are	also	very	similar	between	the	

two	cases,	with	the	Case	3	atmospheres	producing	 slightly	more	negative	∆17OO2	

values	at	 lower	O2	mixing	ratios.	This	could	be	because,	as	can	be	seen	 in	Figure	

6-	4a,	the	O2	flux	required	to	produce	the	same	O2	concentration	(for	O2	levels	below	

10-2)	is	lower	for	Case	3.	The	lower	O2	flux	therefore	results	in	less	dilution	of	the	

stratospheric	O-MIF	signal.	

	

 – Case 4: Decreasing pO2 at various pCO2 

Since	much	current	discussion	centres	around	the	combined	effects	of	pO2	and	pCO2	

on	 ∆17OO2,	 we	 produced	 suites	 of	model	 atmospheres	 like	 those	 in	 Case	 3	 (with	

decreasing	O2	and	CH4	upward	fluxes),	with	different	upward	CO2	fluxes	(resulting	
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in	 different	 tropospheric	 CO2	 concentrations).	 Since	 Crockford	 et	 al.	 (2018)	 vary	

pCO2	 in	 their	Monte	Carlo	models	between	2	and	30	times	PAL,	we	run	suites	of	

models	with	10,	20	and	30	times	the	CO2	flux	used	to	produce	a	modern	pCO2	(in	the	

base	model).	This	produces	atmospheres	with	close	to	10,	20	and	30	times	modern	

pCO2.	Planavsky	et	al.	(2020)	and	Young	et	al.	(2014)	explore	pCO2	values	of	higher	

levels	(2-500	PAL	and	1-100	PAL	respectively).	Expansion	of	our	parameter	space	

for	 these	 higher	 ‘Snowball	 Earth’-relevant	 pCO2	 levels	 would	 be	 an	 interesting	

avenue	for	future	investigation	in	the	short-term.	

	

Figure	 6-6	 shows	 some	 extracted	 data	 products	 for	 Case	 4	 model	 results.	 To	

facilitate	comparison	with	the	geologic	record,	we	estimate	the	∆17O	of	sedimentary	

sulphates	 (those	 inheriting	the	negative	∆17O	value	 from	O2	 through	weathering;	

vertical	axis),	which	is	plotted	against	the	model-predicted	ground-level	O2	mixing	

ratio	 (horizontal	 axis).	 To	 estimate	 the	∆17O	 values	 of	 sulphates	 from	 the	model	

output	 ∆17O	 of	 tropospheric	 O2,	 we	 assume	 lower	 and	 upper	 estimates	 for	 the	

proportion	of	oxygen	atoms	in	sulphate	that	come	from	tropospheric	O2	of	8%	and	

15%	(Balci	et	al.,	2007;	Crockford	et	al.,	2018;	Planavsky	et	al.,	2020;	see	review	in	

Section	1.5.2.2),	shown	by	the	upper	line	with	circle	markers	and	the	lower	line	with	

square	 markers,	 respectively.	 The	 shaded	 regions	 therefore	 show	 the	 range	 of	

potential	∆17OSO4	values	that	might	be	expected	to	be	preserved	in	evaporites	under	

an	atmosphere	with	the	chosen	pCO2,	at	a	certain	pO2.	Grey	dashed	lines	show	the	

minimum	observed	∆17O	values	measured	in	sedimentary	sulphates	at	two	specific	

intervals	–	the	mid-Proterozoic	Sibley	basin	sulphates	from	1.4	Ga	(Crockford	et	al.,	

2018),	and	the	cap-carbonate-associated	sulphates	from	635	Ma	(Bao	et	al.,	2008).	

These	are	the	most	negative	∆17O	values	observed	in	the	geological	record	and	are	

of	particular	interest	as	a	proxy	for	GPP,	pO2,	pCO2	or	some	combination.	
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 – Discussion 

 – Palaeo-O2 mixing ratios 

Our	suites	of	model	atmospheres	in	Cases	2	and	3	show	no	model	atmospheres	with	

predicted	O2	mixing	ratios	between	5×10-10	and	2×10-4.	In	Chapter	3,	similar	results	

led	us	to	propose	potential	constraints	on	pO2	for	the	geological	past.	However,	we	

have	 not	 exhausted	 possible	 combinations	 of	biological	 fluxes	 in	 this	 chapter,	 so	

cannot	use	the	 lack	of	atmospheres	with	certain	mixing	ratios	 to	 improve	on	the	

Chapter	3	constraints	in	a	similar	way.	

	

Figure	6-6:	Predicted	∆17O	values	of	geological	sulphate	for	model	atmospheres	with	varying	pO2	
at	different	pCO2	levels.	The	∆17O	values	of	sulphate	are	calculated	from	the	∆17OO2	values	at	the	
ground-level	of	the	atmosphere,	assuming	a	minimum	of	8%	(dashed	lines	with	circular	markers)	
and	a	maximum	of	15%	(dotted	lines	with	square	markers)	of	 the	oxygen	atoms	 from	sulphate	
come	 from	atmospheric	oxygen.	 Shading	 shows	 the	∆17O	values	between	 these	 limits	 for	1	PAL	
(orange	stripes),	10	PAL	(purple),	20	PAL	(teal	stripes)	and	30	PAL	(yellow)	pCO2.	The	single	pairs	
of	red	and	orange	markers	indicate	the	∆17O	values	for	model	atmospheres	with	40	PAL	and	50	
PAL	pCO2,	respectively,	at	modern	O2	levels.	Two	of	the	minimum	∆17OSO4	observations	from	the	
geological	record	are	shown	by	the	grey	dotted	lines.	
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Building	on	Chapter	3,	 there	are	 complementary	 insights	 that	 an	oxygen	 isotope	

photochemical	model	can	offer.	If	similar	suites	of	model	atmospheres	with	varying	

O2	fluxes	and	GPP	are	produced	in	an	oxygen	isotope	model,	the	predicted	∆17OO2	

values	can	be	compared	to	observations	in	the	geological	record	to	add	a	potential	

constraint	on	O2	mixing	ratios	across	certain	key	points	in	geological	history.	Here,	

we	discuss	how	the	results	presented	here	might	start	to	address	this.	

	

6.4.1.1 – Implications for an ozone layer 

Firstly,	we	have	demonstrated	in	Cases	2	and	3	that	trace-O2	atmospheres	produce	

∆17OO2	values	of	zero,	within	error.	Therefore,	we	do	not	expect	 to	 find	non-zero	

∆17OSO4	 values	 before	 the	 GOE,	 and	 any	 non-zero	 ∆17OSO4	 since	 the	 start	 of	 the	

Proterozoic	should	indicate	the	presence	of	an	ozone	layer.	Crockford	et	al.	(2018;	

2019)	 used	 the	 assumption	 that	 the	 presence	 of	 non-zero	∆17OSO4	 since	 the	GOE	

indicates	the	presence	of	an	ozone	layer	to	propose	a	lower	limit	for	Proterozoic	pO2	

of	10-3	PAL	(a	mixing	ratio	of	2.1×10-4),	after	the	results	of	photochemical	models	

which	suggested	that	this	was	the	minimum	pO2	at	which	an	ozone	layer	could	be	

formed	 (e.g.	 Segura	 et	 al.,	 2003).	 However,	 as	 explained	 in	 Chapter	 3,	 the	

photochemical	models	on	which	this	assumption	was	based	used	fixed	mixing	ratio	

boundary	conditions,	which	produce	strikingly	different	results	to	those	presented	

in	Chapter	3	using	 fixed	 flux	boundary	conditions	 for	O2	and	 important	reducing	

species.	In	this	subsection,	we	review	the	implications	of	the	work	in	this	thesis	for	

this	assumption.	

	

In	Chapter	3	we	concluded	that	most	of	our	model	atmospheres	had	O2	mixing	ratios	

of	more	than	2×10-3	or	less	than	6×10-7,	and	for	the	latter,	there	was	no	substantial	

ozone	layer.	It	was	possible	to	produce	model	atmospheres	with	an	ozone	layer	with	

a	pO2	between	these	mixing	ratios,	but	these	atmospheres	were	unstable	to	small	

perturbations	 in	 the	 model	 atmosphere	 conditions.	 Our	 Chapter	 3	 conclusions	

therefore	imply	that	the	minimum	pO2	required	for	non-zero	∆17O	to	be	formed	is	

1%	 PAL,	 approximately	 ten	 times	 larger	 than	 that	 suggested	 by	 Crockford	 et	 al.	

(2018;	2019).	
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Our	oxygen	isotope	model	can	also	contribute	to	this	discussion.	The	results	from	

Cases	 2	 and	 3	 do	 produce	 model	 atmospheres	 with	 O2	 mixing	 ratios	 as	 low	 as	

1.7×10-	4,	which	have	non-zero	∆17O	values	(Figure	6-4).	As	a	thorough	exploration	

of	lower	boundary	flux	parameter	space	like	that	in	Chapter	3	has	not	been	executed,	

this	lower	limit	has	a	higher	associated	uncertainty,	as	our	lowest	pO2	cases	suffered	

some	 photochemical	 instabilities.	 On	 the	 other	 hand,	 the	 lowest	 ∆17OSO4	 values	

measured	 in	 the	 geological	 record	 are	 ~-1.64‰	 (for	 635	Ma;	 Bao	 et	 al.,	 2009).	

Assuming	 modern-day	 pCO2	 and	 the	 lowest	 proposed	 estimate	 (8%)	 of	 the	

percentage	of	 sulphate	atoms	derived	 from	atmospheric	oxygen	 from	Balci	 et	 al.	

(2007),	this	corresponds	to	a	ground-level	∆17OO2	value	of	-20.5‰,	which	is	lower	

than	the	∆17O	predicted	by	our	lowest	oxic	pO2	cases.	If	we	could	assume	that	pCO2	

has	been	constant	at	modern	levels	 throughout	the	Proterozoic	and	Phanerozoic,	

this	 could	 be	 proposed	 as	 evidence	 that	 low	∆17O	 observations	 in	 the	 geological	

record	can	be	explained	by	pO2	with	a	 lower	limit	of	~10-4	However,	given	that	 -

20.5‰	is	a	very	conservative	minimum,	and	pCO2	is	likely	to	have	been	at	levels	

higher	than	modern	levels,	especially	during	the	Cryogenian	period	from	which	the	

minimum	observation	dates	(e.g.	Bao	et	al.,	2008;	Mills	et	al.,	2019;	Sheldon,	2006,	

2013;	see	Figure	1-3),	the	model	atmospheres	with	O2	mixing	ratios	of	around	10-4-

10-3	 may	 not	 necessarily	 need	 to	 be	 invoked	 to	 explain	 the	 oxygen	 isotope	

signatures.	

	

6.4.1.2 – Further preliminary application to ‘Snowball Earth’ atmospheres 

We	discussed	in	Section	6.3.1.2	that	our	model	results	from	Case	1	suggest	that	very	

high	pCO2	(Bao	et	al.,	2008;	2009;	Benn	et	al.,	2015)	cannot	be	the	sole	cause	of	the	

minimum	 Cryogenian	 ∆17OSO4	 values	 (-1.64‰).	 However,	 as	 explained	 in	 the	

previous	 subsection,	 Figure	 6-6	 shows	 that	 the	 minimum	 ∆17O	 values	 can	 be	

reproduced	by	a	model	with	O2	mixing	ratios	less	than	3×10-3	with	pCO2	at	values	

equal	to	today.	Our	models	with	pCO2	higher	than	modern	(which	it	is	likely	to	have	

been;	Mills	et	al.,	2017;	2019)	require	less	of	a	drop	in	pO2;	however,	we	suggest	that	

pCO2	as	high	as	suggested	by	Bao	et	al.	(2009)	and	allowed	by	Young	et	al.	(2014)	

(see	Figure	1-3)	is	not	a	prerequisite	for	the	large,	negative	∆17OSO4	observations.	
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Reduced	primary	productivity,	with	or	without	elevated	pCO2,	could	reproduce	the	

observations	for	this	period.	

	

6.4.1.3 – Mid-Proterozoic atmospheric composition 

The	lowest	∆17O	values	measured	in	mid-Proterozoic	sulphates	(recorded	in	Sibley	

Basin	 sediments)	 is	 -1.00‰	 (according	 to	 our	 ∆17O	 definition;	 Crockford	 et	 al.,	

2018).	Planavsky	et	al.	(2020)	used	their	model	to	propose	a	best-fit	O2	mixing	ratio	

of	~7.1×10-4	(with	uncertainty	range	between	3×10-4	and	2×10-3)	to	produce	such	

low	∆17O.	Using	sulphate-O2	incorporation	factors	between	8%	and	15%	requires	

∆17OO2	 values	 between	 -6.5‰	 and	 -12.5‰	 for	 the	 Sibley	 Basin	 minimum	

observation.	 For	 Cases	 2	 and	 3,	 with	 modern-day	 pCO2,	 we	 predict	 such	 ∆17OO2	

values	at	O2	mixing	ratios	of	10-3-7×10-3.	Figure	6-6	shows	that	model	atmospheres	

with	more	CO2	can	reproduce	the	observations	without	the	need	to	invoke	such	low	

pO2.	Given	that	the	mid-Proterozoic	is	likely	to	have	had	elevated	pCO2	relative	to	

the	modern	atmosphere	(Kasting,	1987;	Kaufman	and	Xiao,	2003;	Sheldon,	2006,	

2013;	see	Figure	1-3),	our	results	suggest	that	O2	mixing	ratios	lower	than	10-3	are	

not	required	to	explain	the	observations.	Our	lower	limit	of	10-3	is	at	the	upper	end	

of	the	range	proposed	by	Planavsky	et	al.	(2020).		

	

While	a	helpful	first	step,	we	must	discuss	a	couple	of	caveats.	Firstly,	lower	∆17OSO4	

would	require	a	lower	pO2,	and,	while	-1.00‰	is	the	lowest	measured	∆17OSO4	value	

for	the	mid-Proterozoic	at	the	moment,	it	cannot	be	assumed	that	this	is	a	minimum	

∆17OSO4	value	for	all	of	the	mid-Proterozoic.	It	is	possible	that	future	work	will	allow	

for	 the	discovery	of	more	negative	O-MIF	 in	 the	geological	 record,	or	 that	 it	was	

present	but	has	not	been	preserved.	While	stable	to	diagenesis	(Bao,	2015),	the	O-

MIF	signature	in	sulphate	can	be	erased	by	biological	sulphur	cycling,	so	ought	to	be	

considered	a	conservative	tracer	(Crockford	et	al.,	2019).	Therefore,	the	minimum	

∆17OSO4	values	cannot	necessarily	be	taken	to	be	the	most	negative	∆17OSO4	values	

possible.	Our	results	show	that	for	a	given	pCO2	value,	lower	O2	concentrations	are	

required	 to	 reproduce	 lower	∆17O	values,	 and	 suggest	 that	 explicit	knowledge	of	

pCO2	may	be	needed	to	constrain	pO2.	Utilising	the	details	of	palaeo-constraints	and	
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models	of	pCO2,	 such	as	 those	described	 in	Section	1.2	and	shown	 in	Figure	1-3,	

would	be	an	interesting	target	for	honing	in	on	pO2	over	particular	intervals	of	the	

Proterozoic	and	Phanerozoic.	Future	integration	of	pCO2	into	atmospheric	models	

may,	with	 further	development,	allow	for	constraints	on	the	pCO2/pO2	ratio	 for	a	

given	∆17O	observation.	

	

Secondly,	we	have	assumed	that	8-15%	of	the	oxygen	atoms	in	sulphate	come	from	

atmospheric	O2,	but	 this	 is	 a	 source	of	uncertainty	 (see	 review	 in	Chapter	1,	 and	

Section	6.4.3	below).	A	smaller	fraction,	or	a	dilution	of	MIF-bearing	sulphate	with	

oceanic	sulphate	may	mean	that	observed	∆17OSO4	values	are	consistent	with	more	

negative	∆17OO2	values,	and	therefore	lower	pO2.	

	

Figure	6-7:	Summary	and	context	of	Chapter	6	results	in	terms	of	palaeo-O2	levels.	Purple	point	
shows	minimum	O2	mixing	 ratio	 required	by	our	models	 to	reproduce	 the	Sibley	sulphate	∆17O	
minimum,	compared	to	the	estimate	of	Planavsky	et	al.	(2020).	This	lower	limit	will	increase	with	
appropriate	inclusion	of	palaeo-pCO2	in	future	work.	Purple	line	and	arrow	show	lower	limit	for	
pO2	required	by	the	presence	of	an	ozone	layer,	according	to	our	Chapter	3	and	Chapter	6	results,	
compared	to	those	previously	used	(black	line;	Crockford	et	al.,	2018;	2019;	Segura	et	al.,	2003).	
This	is	higher	than	our	conservative	constraint	from	the	Sibley	Basin	sulphates,	because	our	study	
in	Chapter	3	suggests	that,	though	a	small	fraction	of	model	atmospheres	are	produced	with	O2	
mixing	 ratios	 between	 6×10-7	 and	 2×10-3,	 they	may	 be	 unstable	 to	 small	 perturbations	 in	 flux.	
However,	we	show	both	constraints	independently	in	this	figure.	
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Therefore,	 we	 have	 shown	 that	 the	 very	 low	 Sibley	 Basin	 sulphate	 ∆17O	

measurements,	dated	to	1.4	Ga,	could	be	produced	under	an	atmosphere	with	an	O2	

mixing	 ratio	 of	 10-3	or	 above,	 which	 does	 not	 require	 as	 low	 a	 pO2	 at	 1.4	 Ga	 as	

previous	 work	 has	 proposed.	 Our	 model	 could	 potentially	 be	 applied	 to	 other	

intervals	of	Earth	history	for	which	∆17O	has	been	measured,	with	consideration	for	

existing	estimates	of	pCO2	(Figure	1-3)	to	produce	a	tighter	constraint.	A	summary	

of	our	results	in	the	context	of	palaeo-O2	levels	is	shown	in	Figure	6-7.	

		

 – Boundary conditions for O2 and CH4 

In	Cases	2-4,	we	have	produced	varying	pO2	by	decreasing	the	O2	flux	and	choosing	

to	i)	keep	the	CH4	flux	constant	(Case	2);	or	ii)	decrease	the	CH4	flux	at	a	constant	

ratio	in	relation	to	the	upward	O2	flux	(Case	3).	However,	neither	of	these	CH4	lower	

boundary	conditions	effectively	reproduce	the	way	in	which	biological	fluxes	were	

varied	for	the	flux-driven	models	in	Chapter	3.	There,	we	varied	the	lower	boundary	

upward	O2	flux,	with	the	CH4	flux	varying	at	a	constant	CH4:O2	flux	ratio	(between	

0.1	and	0.5).	However,	due	to	our	choice	of	lower	boundary	condition	for	O2	in	this	

chapter,	it	is	not	straightforward	to	reproduce	these	model	conditions.	As	explained	

in	Chapter	5,	it	was	necessary	to	choose	high	fluxes	of	O2	into	and	out	of	the	model	

atmosphere,	 as	 correct	 prediction	of	 ∆17O	 values	 of	 tropospheric	O2	 depends	 on	

large,	short-term	biological	fluxes	of	O2	into	and	out	of	the	atmosphere.	In	contrast,	

medium-term	fluxes	of	O2	were	a	more	appropriate	choice	for	the	Chapter	3	models.	

	

To	 enable	 better	 comparison	 of	 model	 atmospheres	 here	 and	 in	 Chapter	 3,	 we	

computed	the	CH4:O2	flux	ratio	for	the	models	in	this	chapter	by	using	the	ratio	of	

the	CH4	flux	to	a	net	O2	flux	equal	to	the	O2	flux	out	of	the	atmosphere	subtracted	

from	 the	 O2	 flux	 into	 the	 atmosphere.	 The	 O2	 flux	 out	 of	 the	 atmosphere	 is	 not	

constant,	 but	 is	 linearly	 dependent	 on	 the	 ground-level	 concentration,	 given	 the	

deposition	velocity	specification	(Section	2.5).	Figure	6-8	shows	the	mixing	ratios	of	

O2	and	CH4	from	Cases	2	and	3,	now	plotted	against	the	CH4:O2	flux	ratio	calculated	

in	this	way.	The	results	from	Case	2	(filled	symbols)	allow	a	comparison	to	those	in	

which	we	incrementally	adjusted	the	CH4:O2	flux	ratio	in	Chapter	3,	because	the	flux	
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ratio	varies	between	0.1	and	0.5	(though	here	it	is	due	to	varying	O2	flux	at	constant	

CH4	 flux,	 as	 opposed	 to	 varying	 CH4	 flux	 at	 constant	 O2	 flux,	 as	 in	 Chapter	 3).	

However,	all	Case	3	CH4:O2	flux	ratios	are	less	than	0.1,	which	is	roughly	the	value	

for	 the	 modern	 atmosphere,	 which	 explores	 parameter	 space	 outside	 of	 that	

explored	 in	 Chapter	 3	 (and	 unlikely	 to	 represent	 Earth’s	 past	 atmosphere).	

Furthermore,	neither	case	has	a	CH4:O2	flux	ratio	held	constant,	as	we	did	for	the	

Case	1	and	3	models	in	Chapter	3.	

	

We	 therefore	produced	a	 further	 suite	of	models,	with	decreasing	O2	 flux,	but	 in	

which	the	CH4	flux	was	adjusted	iteratively	such	that	the	CH4:O2	flux	ratio	(in	which	

the	 O2	 flux	 is	 the	 net	 O2	 flux	 across	 the	 lower	 boundary)	 was	 held	 constant	 at	

0.11±0.01	(which	is	the	flux	ratio	in	the	base	model).	These	models	(Case	5;	coloured	

symbols)	are	shown	in	Figure	6-9,	in	comparison	to	those	of	Cases	2	(filled	black	

symbols)	and	3	(unfilled	black	symbols).	The	results	show	that	(though	we	chose	to	

O2

CH4

decreasing 
O2 flux

(Case 2)

decreasing 
O2 flux 

(Case 3)

Case 2 Case 3

Figure	6-8:	Ground-level	O2	and	CH4	mixing	ratios	plotted	against	CH4:O2	flux	(the	ratio	of	the	CH4	
flux	 to	 the	 net	 O2	 flux),	 for	 model	 atmospheres	 from	 Cases	 2	 (filled	 symbols)	 and	 3	 (unfilled	
symbols).	Arrows	indicate	the	direction	of	decreasing	upward	gross	O2	flux	for	the	model	suites.	
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produce	fewer	model	atmospheres)	Case	5	is	very	similar	to	Case	3,	in	terms	of	O2	

mixing	ratios	and	∆17OO2	values	produced.	The	methane	mixing	ratios	are	higher	for	

Case	5	models	due	to	higher	CH4	fluxes	in	general.	The	models	of	Cases	3	and	5	are	

therefore	acceptable	as	tests	for	varying	GPP	(as	well	as	pO2	as	a	result),	and	show	

lower	 ∆17O	 values	 with	 lower	 GPP/pO2,	 under	 various	 CH4	 boundary	 condition	

choices.	

	

However,	 in	 the	box	model	of	Young	et	 al.	 (2014),	 ‘GPP’	 is	 varied	by	varying	 the	

photosynthesis	rate	(labelled	rp	 in	 their	model)	and	the	respiration	rate	constant	

(labelled	kr)	 at	 constant	 rp/kr.	 This	 results	 in	a	 suite	of	model	 atmospheres	with	

varying	‘GPP’	(i.e.	rp	and	kr,	equivalent	to	a	variation	in	O2	turnover),	but	at	constant	

pO2	(since	rp/kr	remains	constant).	The	pale	purple	symbols	in	Figure	6-3	show	that	

the	effect	of	reducing	‘GPP’	by	a	factor	of	two	is	a	decrease	in	∆17OO2	to	more	negative	

values,	as	Young	et	al.	(2014)	found	using	their	model	(pale	purple	line	on	Figure	

6-3).	

	

Another	notable	difference	between	the	results	presented	in	this	chapter	and	those	

of	Chapter	3	is	that,	in	the	latter,	we	decided	to	include	a	negative	feedback	flux	with	

a	power	law	relation	to	simulate	oxidative	weathering,	after	Johnson	et	al.	(2019).	

Here,	we	 instead	use	a	 linear	negative	 feedback	 flux.	However,	 this	 is	 acceptable	

Figure	6-9:	Results	from	Case	5	(coloured	symbols)	compared	to	those	of	Cases	2	(black	filled	symbols)	
and	3	(black	unfilled	symbols).	(a)	Ground-level	O2	and	CH4	mixing	ratios	with	lower	boundary	O2	flux.	
(b)	 Ground-level	 ∆17OO2	 and	 ∆17OCO2	 with	 model-predicted	 ground-level	 O2	 mixing	 ratio.	 The	
uncorrected	model	∆17O	values	are	shown	by	the	caps	of	the	error	bars	(if	further	from	the	marker	than	
the	radius	of	the	marker).	
	

Case 2
Case 3
Case 5

CH4O2

Case 2
Case 3
Case 5

(a) (b)
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because	in	the	short-term,	the	major	downward	O2	flux	is	due	to	biological	uptake	

rather	than	oxidative	weathering.	

	

 – Uncertainty in the proportion of sulphate atoms from tropospheric 

O2 

The	discussion	thus	far	has	shown	that	pO2	as	low	as	has	been	suggested	in	previous	

work	may	not	necessarily	be	required	to	reproduce	the	oxygen	isotope	data	in	the	

geological	record.	For	most	of	the	Phanerozoic	and	Proterozoic,	∆17OSO4	values	have	

not	 been	 lower	 than	 -0.5‰	 (with	 the	 exceptions	 of	 4	 minimum	 points	 in	 the	

Proterozoic	 seen	 in	 Figure	 1-2).	 Assumed	 values	 for	 the	 percentage	 of	 sulphate	

atoms	 from	O2	of	8-15%	require	a	∆17O	of	 initial	 atmospheric	O2	of	no	 less	 than	

-	6.25‰.	 According	 to	 the	 model	 suites	 presented	 here,	 this	 minimum	 value	

corresponds	 to	 an	 O2	 mixing	 ratio	 of	 no	 lower	 than	 10-3	 PAL	 for	 most	 of	 the	

Proterozoic,	especially	so	if	the	carbonate-silicate	cycle	increases	pCO2	to	counteract	

a	less	luminous	Sun	(Kasting,	1993).	This	could	be	evidence	that	oxygen	levels	have	

been	above	this	limit	since	the	GOE.	However,	as	discussed	above,	it	could	be	that	

more	negative	∆17O	values	are	yet	to	be	discovered	or	were	not	preserved.	Another	

possible	 explanation	 is	 that	 estimates	 of	 8-15%	are	 unsuitable,	 or	 even	 that	 our	

understanding	of	the	processes	by	which	sulphide	is	oxidised	by	atmospheric	O2	is	

not	correct	(Hemingway	et	al.,	2020).	The	amount	of	the	atmospheric	O2	signal	that	

is	preserved	in	sulphate	is	uncertain	(see	review	in	Chapter	1),	and	the	community	

would	 benefit	 from	 tighter	 constraints	 on	 this	 value	 in	 the	 interpretation	 of	

geological	∆17O	values.	

	

 – Conclusions 

In	 this	 chapter,	 we	 have	 explored	 some	 of	 the	 effects	 on	 the	 ∆17O	 values	 of	

atmospheric	O2	resulting	from	atmospheres	with	varying	pCO2	and	pO2.	The	∆17OO2	

values	decrease	with	either	an	 increase	 in	pCO2	or	a	decrease	 in	pO2.	Differences	

between	 our	 model	 and	 previous	 models	 at	 high	 pCO2	 can	 be	 explained	 by	 a	

combination	of	different	mass-independent	 fractionation	 factors,	our	 inclusion	of	
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exchange	between	O2	and	CO2,	 and	 slightly	different	boundary	 fluxes	 for	O2.	The	

models	presented	here	also	offer	potential	constraints	on	pO2	and	pCO2	over	certain	

intervals	of	time.	According	to	our	model,	O2	mixing	ratios	no	lower	than	10-3	need	

be	invoked	to	explain	the	mid-Proterozoic	∆17OSO4	minimum	at	1.4	Ga.	Our	model	

results	also	suggest	that	the	635	Ma	∆17OSO4	minimum	is	unlikely	to	be	explained	by	

high	pCO2	alone,	but	reduced	pO2	(<	3×10-2)	alongside	high	pCO2	(not	necessarily	

greater	than	30	PAL)	may	help	explain	the	observations.	Future	work	will	involve	

minimising	uncertainty	by	e.g.	including	reactions	involving	important	excited-state	

O2	species,	and	a	thorough	exploration	of	boundary	flux	parameter	space	like	that	

presented	 in	 Chapter	 3.	 Nevertheless,	 we	 have	 shown	 that	 the	 oxygen	 isotope	

photochemical	model	is	a	useful	and	promising	tool	for	interpreting	∆17O	values	in	

the	geological	record.
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In	this	thesis	we	use	and	develop	a	1-D	photochemical	model,	with	an	aim	to	better	

constrain	the	evolution	of	oxygen	levels	in	the	atmosphere	over	Earth	history,	with	

some	application	to	carbon	dioxide.	Our	results	are	summarised	in	Figure	7-1,	which	

is	 developed	 from	 Figure	 1-1	 in	 Chapter	 1.	 In	 Chapter	 3,	 most	 of	 the	 model	

atmospheres	 produced	 using	 fixed	 flux	 boundary	 conditions	 as	 opposed	 to	

traditionally-used	mixing	ratio	boundary	conditions	had	O2	mixing	ratios	smaller	

than	 6×10-7	 or	 larger	 than	 2×10-3.	 We	 proposed	 that	 this	 could	 offer	 potential	

constraints	on	atmospheric	pO2	over	Earth	history,	since	our	model	suggests	that	

atmospheres	with	mixing	 ratios	 between	 these	 values	may	 be	 unstable	 to	 small	

perturbations	in	lower	boundary	fluxes	(see	purple	shading	and	purple	dashed	line	

in	Figure	7-1).	In	particular,	we	outlined	how	our	results	address	an	area	of	debate	

pertaining	to	Proterozoic	pO2,	by	suggesting	a	potential	lower	limit	of	2×10-3	(~1%	

PAL).	

	

For	this	application	to	early	Earth	atmospheres,	it	would	be	instructive	to	build	on	

our	study	by	further	exploring	the	stability	of	model	solutions	with	pO2	in	the	6×10-	7	

–	2×10-3	window.	Currently,	we	have	shown	that	our	steady-state	model	solutions	

switch	from	having	trace-	to	high-O2	levels	with	very	small	changes	in	reducing	or	

oxidising	fluxes,	but	use	of	a	time-dependent	model	would	help	us	to	understand	the	

timescales	on	which	this	potentially	rapid	process	might	occur.	A	geologically-fast	

transition	 from	 trace-	 to	 high-pO2	 states	 has	 been	 observed	 by	 existing	 time-

dependent	biogeochemical	modelling	studies	(e.g.	Claire	et	al.,	2006),	which	is	likely	

to	 be	 compounded	 by	 our	 atmospheric	 chemistry	 feedbacks.	 This	may	 therefore	

give	further	insight	into	the	mechanisms,	timescales	and	potential	reversibility	of	
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the	GOE.	Coupling	of	our	atmospheric	model	to	biogeochemical	cycling	models	at	

the	lower	boundary	may	also	help	to	better	simulate	the	inter-connection	between	

biology,	fluxes	of	biological	gases	to	the	atmosphere	and	atmospheric	composition.	

	

We	have	focussed	primarily	on	the	application	of	the	results	of	Chapter	3	for	palaeo-

Earth	 atmospheres,	 but	 there	 are	 also	 implications	 for	 the	 characterisation	 of	

exoplanet	atmospheres.	Firstly,	the	utility	of	the	absorption	features	of	O3	have	been	

highlighted	as	a	proxy	for	O2	(e.g.	Des	Marais	et	al.,	2002;	Leger	et	al.,	1993).	Our	

results	in	Chapter	3	challenge	the	classic	understanding	of	the	relationship	between	

O2	and	O3	levels	(i.e.	the	increase	in	O3	with	O2	concentrations	as	shown	in	Figure	3-

1;	Kasting	and	Donahue,	1980;	Kasting	et	al.,	1985;	Segura	et	al.,	2003),	and	affect	

the	way	in	which	O3	detection	should	be	translated	into	O2	mixing	ratios.	

	

Figure	7-1:	Summary	and	context	of	thesis	results	in	terms	of	palaeo-O2	levels.	The	left-	and	right-
hand	axes	indicate	O2	levels	as	mixing	ratios	and	in	PAL,	respectively.	Grey	boxes	show	ground-level	
pO2	compatible	with	(some)	proxies	plotted	against	age,	as	in	Figures	1-1	and	4-9.	Purple	boxes	
show	 ground-level	 pO2	 compatible	 with	 existing	 proxies	 and	 our	 constraints	 from	 the	 models	
produced	in	Chapter	3.	Coloured	dashed	lines	show	additional	constraints	from	this	thesis.	Orange	
dashed	line	(1)	and	arrow	show	lower	limit	indicated	by	the	results	in	Chapter	6:	10-4	is	the	lowest	
O2	mixing	ratio	with	which	Δ17OO2	were	non-zero	in	the	models	presented	there.	Purple	dashed	line	
(2)	shows	that	the	results	from	Chapter	3,	which	indicate	few	oxidised	atmosphere	model	solutions	
exist	with	pO2	<	2×10-3,	may	increase	this	lower	limit.	Teal	dashed	line	(3)	shows	lowest	O2	mixing	
ratio	 required	 to	 reproduce	 the	most	negative	mid-Proterozoic	and	Phanerozoic	Δ17OSO4	 values	
(except	for	those	at	~635	Ma),	according	to	our	results	in	Chapter	6.	Present	atmospheric	levels	are	
indicated	by	the	black	dotted	line.	
	
	



7 - Conclusions 
	

	 217	

Secondly,	if	we	were	to	observe	Earth	from	space	using	the	biosignature	tools	we	

currently	use	for	exoplanets,	which	of	the	model	atmospheres	from	Chapter	3	would	

we	consider	to	be	potentially	inhabited?	Coupling	of	our	model	results	to	a	radiative	

transfer	 model	 (e.g.	 Kaltenegger	 et	 al.,	 2007;	 Kaltenegger	 and	 Traub,	 2009;	

Meadows	and	Crisp,	1996;	Segura	et	al.,	2003)	would	reveal	the	absorption	spectra	

we	might	observe	for	the	>2000	model	solutions.	Earth	has	been	inhabited	for	the	

majority	of	its	lifetime,	but	the	hypothetical	detection	of	biosignatures	for	inhabited	

palaeo-Earth	 is	 an	 area	 of	 interest	 (e.g.	 Kaltenegger	 et	 al.,	 2020;	 Rugheimer	 and	

Kaltenegger,	2018).	How	high	do	O2	levels	(and	the	fluxes	responsible)	need	to	be	

before	oxygenation	is	observable?	

	

Thirdly,	is	the	two-state	behaviour	likely	to	occur	on	planets	orbiting	other	stars,	

with	different	stellar	fluxes?	Would	it	occur	in	our	Solar	System	if	the	Earth	orbited	

the	Sun	a	 little	closer	or	 further	away?	These	research	questions	can	be	pursued	

using	Atmos,	which	is	flexible	for	use	with	other	types	of	stars.	Of	particular	interest	

is	the	behaviour	of	atmospheres	of	planets	around	M	dwarves	(e.g.	Rugheimer	et	al.,	

2015;	Rugheimer	and	Kaltenegger,	2018)	since	these	planets	tend	to	be	the	most	

easily	 observable.	 Production	 of	 model	 atmospheres	 with	 varying	 fixed	 flux	

boundary	 conditions	 simulating	 a	 range	 of	 biological	 fluxes,	 followed	 by	

collaboration	with	workers	who	can	produce	the	absorption	spectra	that	we	would	

expect	 to	see	 from	such	atmospheres	 is	a	natural	 follow-up	project	 to	Chapter	3;	

with	the	launch	of	JWST	on	the	horizon,	models	to	help	interpret	absorption	spectra	

are	particularly	exciting.	

	

In	 Chapters	 4	 and	 5,	we	 built	on	our	 findings	 from	Chapter	 3	 by	 developing	 the	

model	to	include	the	three	stable	isotopes	of	oxygen.	In	Chapter	5,	we	presented	the	

model,	and	have	demonstrated	that	it	predicts	modern	∆17O	values	in	key	species	

(including	O2,	CO2,	O3,	NO3,	H2O	and	H2O2)	for	modern	Earth	atmospheric	conditions.	

We	 showed	 the	 importance	 of	 inclusion	 of	 various	 isotope	 exchange	 reactions,	

mass-dependent	 fractionation	 effects,	 and	 experimentally-determined	 mass-

independent	 fractionation	 effects	 in	 the	 formation	 of	 ozone.	 We	 additionally	

demonstrate	 the	 sensitivity	 of	 model	 output	 ∆17O	 values	 to	 environmental	
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conditions	including	rainfall,	temperature,	latitude	and	the	isotopic	composition	of	

water	vapour,	which	have	previously	been	 shown	 to	result	 in	 large	variations	 in	

observations.	

	

In	 Chapter	 6,	 we	 applied	 the	 model	 to	 reproduce	 the	 isotopic	 signature	 of	

atmospheric	oxygen	preserved	in	sulphates	in	the	geological	record,	under	various	

pO2/pCO2	conditions.	We	confirm	that	non-zero	∆17O	values	are	only	produced	in	

atmospheric	O2	(and	therefore	preserved	in	sulphates)	in	the	presence	of	an	ozone	

layer,	which	does	not	appear	with	trace	O2	concentrations.	Our	preliminary	results	

show	an	O2	mixing	ratio	window	(for	6×10-10	<	pO2	<	1.7×10-4),	in	which	no	model	

atmospheres	lie,	supporting	our	conclusions	from	Chapter	3.	The	lowest	O2	mixing	

ratio	 of	 a	model	 atmosphere	with	 an	 ozone	 layer	 is	 therefore	 1.7×10-4,	which	 is	

similar	to	that	proposed	previously	(Crockford	et	al.,	2018;	Segura	et	al.	2003;	see	

orange	dashed	line	in	Figure	7-1).	However,	the	minimum	∆17O	values	observed	in	

the	mid-Proterozoic	can	be	explained	with	pO2	values	no	lower	than	10-3,	and	even	

higher	if	pCO2	greater	than	modern	levels	is	assumed	(see	teal	dashed	line	in	Figure	

7-1).	We	also	find	that	pO2	lower	than	modern	is	required	to	reproduce	minimum	

Cryogenian	∆17O	values,	implying	that	they	cannot	be	purely	explained	by	high	pCO2	

in	the	aftermath	of	a	Snowball	Earth	glaciation.	

	

The	development	of	our	oxygen	isotope	model	is	a	promising	step	towards	better	

constraining	 of	 pO2	 during	 the	 Proterozoic	 and	 Phanerozoic,	 as	 well	 as	

understanding	 processes	 in	 the	 modern	 atmosphere.	 In	 Chapters	 4-6,	 we	 have	

described	and	tuned	the	model,	and	discussed	preliminary	applications,	but	there	

are	plenty	of	avenues	for	future	research.	

	

In	the	immediate-term,	further	development	of	the	model	is	important.	One	of	the	

limitations	of	the	oxygen	isotope	model	is	the	artificial	fractionations	produced.	As	

discussed,	 these	 are	 small,	 but	 future	 work	 will	 involve	 further	 rigorous	

investigation	 of	 the	 model	 code	 with	 the	 aim	 of	 minimising	 this	 source	 of	

uncertainty.	Two	options	for	this,	outlined	in	Chapter	4,	are	i)	investigating	potential	

improvements	with	the	inclusion	of	isotopologues	with	more	than	one	heavy	oxygen	
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isotope	(e.g.	17O18O,	C17O17O),	and	ii)	adjusting	the	mixing	ratios	of	oxygen-bearing	

species	such	that	the	total	mixing	ratio	of	isotopologues	for	a	species	is	equal	to	the	

mixing	ratio	of	the	original,	non-substituted	species.	As	well	as	reducing	uncertainty	

in	∆17O	for	key	species	such	as	O2	and	CO2,	the	removal	of	artificial	fractionations	

will	allow	the	model	to	predict	δ17O	and	δ18O	more	accurately	for	trace	species.	The	

oxygen	isotope	composition	of	many	atmospheric	species	has	not	been	measured,	

so	 this	 may	 provide	 a	 first	 prediction	 of	 whether	 and	 how	 minor	 atmospheric	

components	(such	as	OCS,	HSO,	SO2	and	CO)	inherit	O-MIF	from	ozone.	

	

As	 suggested	 in	Chapter	5,	 it	would	also	be	valuable	 to	undertake	a	Monte-Carlo	

simulation	 in	which	 some	 of	 the	 chosen	 parameters	 (e.g.	 CO2	 flux	MDF,	 reaction	

rates	 of	 oxygen	 isotope	 exchange	 reactions)	 are	 varied,	 in	 order	 to	 assess	 the	

uncertainty	in	the	model	output	due	to	our	assumed	values.	As	well	as	quantifying	

it,	 it	 would	 also	 be	 beneficial	 to	 address	 an	 area	 of	 uncertainty	 highlighted	 in	

Chapters	5	and	6:	namely,	the	inclusion	of	O2/CO2	isotope	exchange	reactions.	Our	

results	with	varying	pCO2	in	Chapter	6	differed	from	previous	box	models,	in	part	

due	 to	 our	 parametrisation	 of	 isotope	 exchange	 reactions	 between	 CO2	 and	

O2(1Δ)/O2(1Σ)	 through	 these	 reactions,	 having	 not	 yet	 included	 excited-state	 O2	

species	 in	 the	model	 thus	 far.	 It	would	 therefore	 be	 instructive	 to	 include	 these	

species	and	their	isotopic	equivalents	in	the	model	for	future	work.	

	

Chapters	 1	 and	 5	 highlighted	 some	 of	 the	 applications	 of	 triple	 oxygen	 isotope	

studies	to	sulphates,	nitrates	and	perchlorates	produced	in	and	deposited	from	the	

modern	 atmosphere,	 and	 preserved	 at	 or	 near	 the	 surface	 in	 arid	 regions.	

Observations	 of	 ∆17O	 have	 been	 useful	 in	 identifying	 and	 quantifying	 oxidation	

pathways	that	produce	these	species,	and	their	global	variation.	 In	Chapter	5,	we	

began	to	test	the	sensitivity	of	∆17ONO3	to	some	environmental	variables,	and	showed	

that	 the	 individual	 analyses	 had	 affected	 ∆17O	 in	 the	 same	 direction	 as	 the	 data	

indicate.	Future	work	could	involve	using	the	model	to	predict	changes	in	∆17O	with	

combinations	of	variables,	which	might	initially	comprise	a	Monte-Carlo	approach,	

to	continue	our	study	of	how	a	resulting	spread	in	our	model	output	might	compare	

to	 a	 spread	 in	 observations.	 Subsequently,	 we	 can	 simultaneously	 vary	multiple	
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environmental	variables	in	order	to	predict	∆17O	in	specific	locations.	For	example,	

once	 the	 samples	 we	 collected	 in	 2017	 from	 the	 Atacama	 Desert	 have	 been	

processed	(see	Chapter	1,	Section	1.5.1.2),	an	interesting	project	would	be	the	model	

prediction	of	∆17O	variation	along	 the	 latitudinal	 transect,	by	varying	 the	 rainfall	

input,	with	Atacama-like	values	for	the	other	environmental	variables.	As	well	as	an	

opportunity	to	explore	the	relationship	between	rainfall	and	∆17O	in	atmospheric	

nitrates	 and	 sulphates,	 this	 will	 allow	 for	 fine-tuning	 of	 the	 way	 rainfall	 is	

incorporated	in	Atmos.	

	

High	 concentrations	of	 sulphates	are	also	 found	 in	arid	Atacama	soils,	 as	well	 as	

other	extremely	dry	locations	globally	(e.g.	the	Antarctic	Dry	Valleys).	However,	as	

discussed	 in	 Chapter	 5,	 our	 oxygen	 isotope	model	 does	 not	 yet	 predict	 ∆17O	 of	

atmospheric	 sulphate	 well,	 due	 to	 the	 lack	 of	 incorporation	 of	 aqueous-phase	

oxidation	pathways,	which	are	important	in	the	propagation	of	O-MIF	to	this	species.	

A	priority	for	future	work	is	therefore	the	tuning	of	the	model,	through	the	inclusion	

of	the	additional	oxidation	reactions,	to	better	predict	atmospheric	sulphate.	This	

would	 aid	 constraining	 of	 the	 sensitivity	 of	 ∆17O	 of	 sulphate	 to	 environmental	

conditions.	

	

For	the	same	reason,	 it	would	be	 interesting	to	develop	the	model	 to	predict	 the	

isotopic	 composition	 of	 perchlorate,	 and	 especially	 as	 perchlorate	 formation	

pathways	 are	 so	 uncertain.	 This	 development	would	 also	 be	 of	 great	 interest	 in	

planetary	 science,	 since	 large	 concentrations	 have	 been	 found	 in	 the	 Martian	

regolith;	a	better	understanding	of	how	they	are	formed	could	give	us	insight	as	to	

atmospheric	conditions	necessary	to	produce	them	on	the	red	planet	(Kounaves	et	

al.,	 2010).	 This	 would	 involve	 the	 incorporation	 of	 chlorine	 species	 (already	

included	 for	 the	 model	 used	 in	 Chapter	 3;	 Catling	 et	 al.,	 2010)	 into	 the	 oxygen	

isotope	 model.	 For	 Chapters	 4,	 5	 and	 6,	 these	 were	 neglected	 because	 initial	

investigation	 found	 that	 large	 artificial	 fractionations	 were	 produced	 when	 the	

additional	 species	 and	 reactions	 were	 added.	 However,	 atmospheric	 chlorine	 is	

important	in	the	Ox-O2	system	as	it	catalyses	the	breakdown	of	ozone,	and	therefore	

affects	the	concentrations	of	some	of	our	key	species.	
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Chapter	6	showed	results	from	suites	of	model	atmospheres	with	varying	pCO2	and	

pO2,	and	this	enabled	us	to	consider	possible	atmospheric	compositions	required	to	

produce	extremely	negative	O-MIF	in	the	rock	record.	However,	we	focussed	on	two	

minima	only	(1.4	Ga	and	635	Ma),	but	much	more	∆17O	data	has	been	obtained	(see	

Figure	1-2).	In	particular,	we	have	not	discussed	observations	from	the	Phanerozoic	

in	this	thesis.	Recent	work,	including	work	within	our	research	group	(Pettigrew	et	

al.,	2020;	Warke	et	al.,	2020a)	has	expanded	the	∆17OSO4	data	for	the	Phanerozoic,	

with	a	particularly	noteworthy	minimum	in	the	Carboniferous,	when	it	is	thought	

that	O2	levels	may	have	been	reduced.	Surprisingly	low	∆17O	values	have	also	been	

observed	in	sulphates	in	605	Ga	sedimentary	exhalative	(SEDEX)	deposits	(Moles	et	

al.,	2020).	It	would	be	interesting	to	explore	these	episodes	using	the	oxygen	isotope	

model	to	aid	interpretation	of	these	data.	

	

To	conclude,	we	have	used	two	approaches	-	a	systematic	study	of	lower	boundary	

conditions	 in	a	1-D	photochemical	model,	and	development	of	an	oxygen	 isotope	

photochemical	model	–	to	put	potential	constraints	on	atmospheric	evolution.	We	

have	demonstrated	the	utility	of	our	newly-developed	model	in	the	field	of	early-

Earth	 studies,	 and	 are	 excited	 about	 its	 potential	 to	 further	 investigate	 palaeo-

atmospheres	and	characterise	exoplanet	atmospheres,	as	well	as	its	applicability	to	

the	modern	atmosphere.
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Supplementary Material for Chapter 3 
	

	

	

	

Appendix A.1: Photolysis rates for Case 1 example atmospheres 

  

0.3;
1.95×1012 pu 0.3; 3.6×1011 pu

flux ratio = 0.3
O2 flux = 4×1010 pu

0.3; 3.4×1011 pu

Figure	A-1:	O2	and	O3	photolysis	rates	for	the	example	atmospheres	in	panels	(i)	–	(iv)	in	Figure	3-
2d.	
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Appendix A.2: Further supplementary material for Chapter 3 

Further	supplementary	material	for	Chapter	3	can	be	found	at	

https://doi.org/10.1016/j.epsl.2021.116818.	This	includes:	

	

• Lower	boundary	conditions	 for	key	species	 for	all	model	runs	(Table	C1;	CSV	

file).	

• Appendix	E:	Model	input	temperature	and	eddy	diffusion	profiles	(NC	file).	

	

Model	output	data	is	available	at	Mendeley	Data	at	

http://dx.doi.org/10.17632/pd659h3fmd.1.	

Please	 note	 that	 for	 the	 output	 lower	 boundary	 fluxes,	 if	 a	 certain	 species	 has	 a	

combined	deposition	velocity	and	flux	boundary	condition,	only	the	calculated	flux	

out	of	the	atmosphere	is	saved	in	the	output	file.	The	upward	fluxes	in	these	cases	

can	be	found	in	Table	C1.	



	
	

	 	
	

Appendix B  

Lower boundary condition tables 
	

	

	

	

The	following	tables	show	the	lower	boundary	conditions	for	the	models	in	Chapter	

3	(Table	C-1)	and	Chapters	5	and	6	(Table	C-2).	In	the	second	column,	a	number	is	

given	to	denote	each	type	of	lower	boundary	condition,	as	follows:	1	=	fixed	mixing	

ratio;	2	=	fixed	flux;	3	=	fixed	deposition	velocity;	and	4	=	fixed	flux	distributed	over	

height,	with	deposition	velocity.	Fluxes	are	given	in	‘pu’	(‘photochemical	units’;	1	pu	

=	1	molecule	cm-2	s-1).	

	

At	 the	 upper	 boundary	 (representative	 of	 the	 top	 of	 the	 atmosphere),	 constant	

effusion	velocity	boundary	conditions	of	zero	are	set	for	all	species	except	N,	which	

is	allocated	a	constant	influx	of	108	pu	from	above,	and	H	and	H2,	which	are	allocated	

molecular	diffusion	terms.	

	

Boundary	 conditions	 are	 those	 used	 by	 Catling	 et	 al.	 (2010;	 after	 Segura	 et	 al.	

(2005))	and	Domagal-Goldman	et	al.	(2014),	with	only	minor	changes.	The	H2S	and	

SO2	fluxes	are	from	the	‘modern	low’	values	in	Zahnle	et	al.	(2006).	

	

*	N2	has	an	inert	boundary	condition	set	as	the	remainder	of	an	assumed	one	bar	

atmosphere	after	accounting	for	the	mixing	ratios	of	major	species.
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Table	B-1:	Lower	boundary	conditions	for	species	in	models	described	in	Chapter	3.	See	main	text	
for	further	details	for	O2,	CH4,	CO,	H2,	N2O,	H2S	and	SO2.		
	

Species	
Lower	

boundary	
condition	

Mixing	
ratio	

Flux	
(pu)	

Deposition	
velocity	
(cm	s-1)	

Flux	
distribution	
height	(km)	

Long-lived	species	
O	 3	 -	 -	 1	 -	

O2	 1,	2,	4	(see	
text)	

0.21-
2.1×10-11	

2×1010	–	
3×1013	 0	–	2.3×10-8	 0.5	

H2O	 3	 -	 -	 0	 -	
H	 3	 -	 -	 1	 -	
OH	 3	 -	 -	 1	 -	
HO2	 3	 -	 -	 1	 -	
H2O2	 3	 -	 -	 0.2	 -	

H2	 1,	2	(see	
text)	 5.3×10-7	 1.22×108	 -	 -	

CO	 1,	2	(see	
text)	 1.1×10-7	 2.65×1011	 -	 -	

HCO	 3	 -	 -	 1	 -	
H2CO	 3	 -	 -	 0.2	 -	

CH4	 1,	2	(see	
text)	 1.8×10-6	 2×109	–	

1.5×1013	 -	 -	

CH3	 3	 -	 -	 1	 -	
C2H6	 3	 -	 -	 0	 -	
NO	 3	 -	 -	 3×10-4	 -	
NO2	 3	 -	 -	 3×10-3	 -	
HNO	 3	 -	 -	 1	 -	
H2S	 2	 -	 108	 	 -	
HS	 3	 -	 -	 0	 -	
S	 3	 -	 -	 0	 -	
SO	 3	 -	 -	 0	 -	
SO2	 4	 -	 109	 1	 20	
H2SO4	 3	 -	 -	 1	 -	
HSO	 3	 -	 -	 1	 -	
S2	 3	 -	 -	 0	 -	
S4	 3	 -	 -	 0	 -	
SO3	 3	 -	 -	 0	 -	
OCS	 3	 -	 -	 0	 -	
S3	 3	 -	 -	 0	 -	
O3	 3	 -	 -	 0.7	 -	

HNO3	 3	 -	 -	 0.2	 -	
N	 3	 -	 -	 0	 -	
NO3	 3	 -	 -	 0	 -	

N2O	 1,	2	(see	
text)	 3.1×10-7	 4.11×108	 0	 -	
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HO2NO2	 3	 -	 -	 0.2	 -	
N2O5	 3	 -	 -	 0	 -	
CH3O	 3	 -	 -	 0	 -	

CH3ONO	 3	 -	 -	 0	 -	
CH3ONO2	 3	 -	 -	 0	 -	
CH2ONO2	 3	 -	 -	 0	 -	
CH3O2NO2	 3	 -	 -	 0.2	 -	
CH3O2	 3	 -	 -	 0	 -	
CH3OH	 3	 -	 -	 0	 -	
CH2O2	 3	 -	 -	 0	 -	
CH3OOH	 3	 -	 -	 0.2	 -	
CH2OOH	 3	 -	 -	 0	 -	
CH2OH	 3	 -	 -	 0	 -	
CH2ClO	 3	 -	 -	 0	 -	
CHClO	 3	 -	 -	 0	 -	
CH3Cl	 2	 -	 3×108	 0	 -	
CCl4	 2	 -	 2×105	 0	 -	
CCl3	 3	 -	 -	 0	 -	
CCl3O2	 3	 -	 -	 0	 -	
COCl2	 3	 -	 -	 0	 -	
CCl3NO4	 3	 -	 -	 0	 -	
ClO	 3	 -	 -	 0.5	 -	
HOCl	 3	 -	 -	 0.5	 -	
Cl2	 3	 -	 -	 0	 -	
OClO	 3	 -	 -	 0	 -	
ClOO	 3	 -	 -	 0	 -	
ClONO	 3	 -	 -	 0	 -	
ClONO2	 3	 -	 -	 0.5	 -	
ClNO	 3	 -	 -	 0	 -	
ClNO2	 3	 -	 -	 0	 -	
CH2Cl	 3	 -	 -	 0	 -	
CH2ClO2	 3	 -	 -	 0	 -	
CH2OCl	 3	 -	 -	 0	 -	
HCl	 4	 -	 108	 0.2	 10	
Cl	 3	 -	 -	 1	 -	

Cl2O2	 3	 -	 -	 0	 -	
ClO3	 3	 -	 -	 0	 -	
Cl2O	 3	 -	 -	 0	 -	
HClO4	 3	 -	 -	 0.2	 -	
Cl2O4	 3	 -	 -	 0	 -	
SO4AER	 3	 -	 -	 0.1	 -	
S8AER	 3	 -	 -	 0.1	 -	

Inert	species	
CO2	 1	 2.8×10-4	 -	 -	 -	
N2	 See	text	 ~0.8	 -	 -	 -	

Short-lived	species	
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Table	 B-2:	 Lower	 boundary	 conditions	 for	 species	 in	models	 developed	 in	 Chapter	 5	 (Case	 17	
summary	model),	and	used	in	Chapter	6.	See	text	of	Chapters	5	&	6	for	further	details	for	O2,	CH4,	
and	CO2.	Here,	‘O’	denotes	a	16O	atom,	while	‘P’	and	‘Q’	denote	17O	and	18O	respectively.	
	

HNO2	 N/A	 -	 -	 -	 -	
O(1D)	 N/A	 -	 -	 -	 -	
CH2(1)	 N/A	 -	 -	 -	 -	
CH2(3)	 N/A	 -	 -	 -	 -	
C2H5	 N/A	 -	 -	 -	 -	
SO2(1B)	 N/A	 -	 -	 -	 -	
SO2(3B)	 N/A	 -	 -	 -	 -	
HSO3	 N/A	 -	 -	 -	 -	
OCS2	 N/A	 -	 -	 -	 -	

Species	
Lower	

boundary	
condition	

1	-	
Mixing	
ratio	

2	-	Flux	
(pu)	

3	-	
Deposition	
velocity	
(cm	s-1)	

4	-	Flux	
distribution	
height	(km)	

Long-lived	species	
O	 3	 -	 -	 1	 -	
P	 3	 	 	 1	 -	
Q	 3	 	 	 1	 -	
O2	 4	(see	text)	 -	 4×1013	 7.56×10-6	 0.5	
OP	 4	(see	text)	 -	 3.0482×1010	 7.49×10-6	 0.5	
OQ	 4	(see	text)	 -	 1.6084×1011	 7.425×10-6	 0.5		
H2O	 3	 -	 -	 0	 -	
H2P	 3	 -	 -	 0	 -	
H2Q	 3	 -	 -	 0	 -	
H	 3	 -	 -	 1	 -	
OH	 3	 -	 -	 1	 -	
PH	 3	 -	 -	 1	 -	
QH	 3	 -	 -	 1	 -	
HO2	 3	 -	 -	 1	 -	
HOP	 3	 -	 -	 1	 -	
HOQ	 3	 -	 -	 1	 -	
H2O2	 3	 -	 -	 0.2	 -	
H2OP	 3	 -	 -	 0.2	 -	
H2OQ	 3	 -	 -	 0.2	 -	
H2	 2	(see	text)	 -	 2.38×109	 -	 -	
CO	 2	(see	text)	 -	 3.15×1011	 -	 -	
CP	 2	(see	text)	 -	 1.197×108	 -	 -	
CQ	 2	(see	text)	 -	 3.6×108	 -	 -	
HCO	 3	 -	 -	 1	 -	
HCP	 3	 -	 -	 1	 -	
HCQ	 3	 -	 -	 1	 -	
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H2CO	 3	 -	 -	 0.2	 -	
H2CP	 3	 -	 -	 0.2	 -	
H2CQ	 3	 -	 -	 0.2	 -	

CH4	 2	(see	text)	 -	 2.5×108	–	
1011	 -	 -	

CH3	 3	 -	 -	 1	 -	
C2H6	 3	 -	 -	 0	 -	
NO	 3	 -	 -	 3×10-4	 -	
NP	 3	 -	 -	 3×10-4	 -	
NQ	 3	 -	 -	 3×10-4	 -	
NO2	 3	 -	 -	 3×10-3	 -	
NOP	 3	 -	 -	 3×10-3	 -	
NOQ	 3	 -	 -	 3×10-3	 -	
HNO	 3	 -	 -	 1	 -	
HNP	 3	 -	 -	 1	 -	
HNQ	 3	 -	 -	 1	 -	
H2S	 2	 -	 108	 	 -	
HS	 3	 -	 -	 0	 -	
S	 3	 -	 -	 0	 -	
SO	 3	 -	 -	 0	 -	
SP	 3	 -	 -	 0	 -	
SQ	 3	 -	 -	 0	 -	
SO2	 4	 -	 109	 1	 20	
SOP	 4	 -	 7.6×105	 1	 20	
SOQ	 4	 -	 4×106	 1	 20	
H2SO4	 3	 -	 -	 1	 -	

H2SOOOP	 3	 -	 -	 1	 -	
H2SOOOQ	 3	 -	 -	 1	 -	
HSO	 3	 -	 -	 1	 -	
HSP	 3	 -	 -	 1	 -	
HSQ	 3	 -	 -	 1	 -	
S2	 3	 -	 -	 0	 -	
S4	 3	 -	 -	 0	 -	
SO3	 3	 -	 -	 0	 -	
SOOP	 3	 -	 -	 0	 -	
SOOQ	 3	 -	 -	 0	 -	
OCS	 3	 -	 -	 0	 -	
PCS	 3	 -	 -	 0	 -	
QCS	 3	 -	 -	 0	 -	
S3	 3	 -	 -	 0	 -	
O3	 3	 -	 -	 0.7	 -	
OOP	 3	 -	 -	 0.7	 -	
OOQ	 3	 -	 -	 0.7	 -	
HNO3	 3	 -	 -	 0.2	 -	
HNOOP	 3	 -	 -	 0.2	 -	
HNOOQ	 3	 -	 -	 0.2	 -	
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N	 3	 -	 -	 0	 -	
NO3	 3	 -	 -	 0.2	 -	
NOOP	 3	 -	 -	 0.2	 -	
NOOQ	 3	 -	 -	 0.2	 -	
N2O	 2	(see	text)	 -	 1.06×109	 -	 -	
N2P	 2	(see	text)	 -	 4.028×105	 -	 -	
N2Q	 2	(see	text)	 -	 2.12×106	 -	 -	

HO2NO2	 3	 -	 -	 0.2	 -	
HO2NOP	 3	 -	 -	 0.2	 -	
HO2NOQ	 3	 -	 -	 0.2	 -	
N2O5	 3	 -	 -	 0	 -	
N2O4P	 3	 -	 -	 0	 -	
N2O4Q	 3	 -	 -	 0	 -	
SO4AER	 3	 -	 -	 0.1	 -	

SOOOPAER	 3	 -	 -	 0.1	 -	
SOOOQAER	 3	 -	 -	 0.1	 -	
S8AER	 3	 -	 -	 0.1	 -	
CO2	 4	(see	text)	 -	 2.2×1013	 3.2×10-3	 0.5	

COP	 4	(see	text)	 -	 1.707509013	
×1010	 3.2×10-3	 0.5	

COQ	 4	(see	text)	 -	 9.1608×1010	 3.2×10-3	 0.5	
SO2(1B)	 0	 -	 -	 0	 -	
SOP(1B)	 0	 -	 -	 0	 -	
SOQ(1B)	 0	 -	 -	 0	 -	
SO2(3B)	 0	 -	 -	 0	 -	
SOP(3B)	 0	 -	 -	 0	 -	
SOQ(3B)	 0	 -	 -	 0	 -	

Inert	species	
N2	 See	text	 ~0.8	 -	 -	 -	

Short-lived	species	
HNO2	 N/A	 -	 -	 -	 -	
HNOP	 N/A	 -	 -	 -	 -	
HNOQ	 N/A	 -	 -	 -	 -	
O(1D)	 N/A	 -	 -	 -	 -	
P(1D)	 N/A	 -	 -	 -	 -	
Q(1D)	 N/A	 -	 -	 -	 -	
CH2(1)	 N/A	 -	 -	 -	 -	
CH2(3)	 N/A	 -	 -	 -	 -	
C2H5	 N/A	 -	 -	 -	 -	
HSO3	 N/A	 -	 -	 -	 -	
HSOOP	 N/A	 -	 -	 -	 -	
HSOOQ	 N/A	 -	 -	 -	 -	
OCS2	 N/A	 -	 -	 -	 -	
PCS2	 N/A	 -	 -	 -	 -	
QCS2	 N/A	 -	 -	 -	 -	
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Appendix C 
	

Reaction rate tables for the model developed in this thesis 

 

 

 

 

Table	 C-1:	 Reaction	 rates	 for	 the	 1-D	 oxygen	 isotope	 photochemical	 model	

developed	in	this	thesis.	Specifically,	this	is	the	‘Case	17’	model	developed	in	Chapter	

5	and	used	in	Chapter	6.	

	
Note	that	‘P’	and	‘Q’	refer	to	17O	and	18O	respectively,	while	‘O’	refers	here	to	16O.	

	

Note	that	fractionations	are	incorporated	into	the	O3	formation	reactions	(reactions	

78-82)	when	the	model	is	run,	so	are	not	shown	here.	For	the	fractionation	factors	

by	which	the	rates	here	are	multiplied,	see	Chapter	5.	This	is	also	the	case	for	the	

mass-dependent	fractionations	incorporated	for	all	two-	and	three-	body	reactions.	
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Table B1: Reactions and rates.

Rxn # Reaction Rate [cm3 s�1] Source
1 O(1D) + H2O ! OH + OH 1.63⇥ 10�10 · exp(60.0/T) A,1
2 O(1D) + H2P ! OH + PH 1.63⇥ 10�10 · exp(60.0/T) A,1
3 P(1D) + H2O ! OH + PH 1.63⇥ 10�10 · exp(60.0/T) A,1
4 O(1D) + H2Q ! OH + QH 1.63⇥ 10�10 · exp(60.0/T) A,1
5 Q(1D) + H2O ! OH + QH 1.63⇥ 10�10 · exp(60.0/T) A,1
6 O(1D) + H2 ! OH + H 1.20⇥ 10�10 A,1
7 P(1D) + H2 ! PH + H 1.20⇥ 10�10 A,1
8 Q(1D) + H2 ! QH + H 1.20⇥ 10�10 A,1
9 H2 + O ! OH + H 3.44⇥ 10�13 ·(T/300)2.67· exp(-3160.0/T) B,1
10 H2 + P ! PH + H 3.44⇥ 10�13 ·(T/300)2.67· exp(-3160.0/T) B,1
11 H2 + Q ! QH + H 3.44⇥ 10�13 ·(T/300)2.67· exp(-3160.0/T) B,1
12 OH + H2 ! H2O + H 2.80⇥ 10�12 · exp(-1800.0/T) A,1
13 PH + H2 ! H2P + H 2.80⇥ 10�12 · exp(-1800.0/T) A,1
14 QH + H2 ! H2Q + H 2.80⇥ 10�12 · exp(-1800.0/T) A,1
15 H + O3 ! OH + O2 1.40⇥ 10�10 · exp(-470.0/T) A,1
16 H + OOP ! PH + O2 0.3333333⇥ 1.40⇥ 10�10 · exp(-470.0/T) A,1
17 H + OOP ! OH + OP 0.6666667⇥ 1.40⇥ 10�10 · exp(-470.0/T) A,1
18 H + OOQ ! QH + O2 0.333333333⇥ 1.40⇥ 10�10 · exp(-470.0/T) A,1
19 H + OOQ ! OH + OQ 0.666666667⇥ 1.40⇥ 10�10 · exp(-470.0/T) A,1

20 H + O2 ! HO2

(
k0 = 4.40⇥ 10�32 ·(T/300)�1.3

k1 = 7.50⇥ 10�11 ·(T/300)0.2 A,2

21 H + OP ! HOP

(
k0 = 4.40⇥ 10�32 ·(T/300)�1.3

k1 = 7.50⇥ 10�11 ·(T/300)0.2 A,2

1
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Rxn # Reaction Rate [cm3 s�1] Source

22 H + OQ ! HOQ

(
k0 = 4.40⇥ 10�32 ·(T/300)�1.3

k1 = 7.50⇥ 10�11 ·(T/300)0.2 A,2

23 H + HO2 ! H2 + O2 6.90⇥ 10�12 A,1
24 H + HOP ! H2 + OP 6.90⇥ 10�12 A,1
25 H + HOQ ! H2 + OQ 6.90⇥ 10�12 A,1
26 H + HO2 ! O + H2O 1.60⇥ 10�12 A,1
27 H + HOP ! P + H2O 0.5⇥ 1.60⇥ 10�12 A,1
28 H + HOP ! O + H2P 0.5⇥ 1.60⇥ 10�12 A,1
29 H + HOQ ! Q + H2O 0.5⇥ 1.60⇥ 10�12 A,1
30 H + HOQ ! O + H2Q 0.5⇥ 1.60⇥ 10�12 A,1
31 H + HO2 ! OH + OH 7.20⇥ 10�11 A,1
32 H + HOP ! OH + PH 7.20⇥ 10�11 A,1
33 H + HOQ ! OH + QH 7.20⇥ 10�11 A,1
34 O + OH ! O2 + H 1.80⇥ 10�11 · exp(180.0/T) A,1
35 O + PH ! OP + H 1.80⇥ 10�11 · exp(180.0/T) A,1
36 P + OH ! OP + H 1.80⇥ 10�11 · exp(180.0/T) A,1
37 O + QH ! OQ + H 1.80⇥ 10�11 · exp(180.0/T) A,1
38 Q + OH ! OQ + H 1.80⇥ 10�11 · exp(180.0/T) A,1
39 OH + HO2 ! H2O + O2 4.80⇥ 10�11 · exp(250.0/T) A,1
40 OH + HOP ! H2O + OP 4.80⇥ 10�11 · exp(250.0/T) A,1
41 PH + HO2 ! H2P + O2 4.80⇥ 10�11 · exp(250.0/T) A,1
42 OH + HOQ ! H2O + OQ 4.80⇥ 10�11 · exp(250.0/T) A,1
43 QH + HO2 ! H2Q + O2 4.80⇥ 10�11 · exp(250.0/T) A,1
44 OH + O3 ! HO2 + O2 1.70⇥ 10�12 · exp(-940.0/T) A,1
45 PH + O3 ! HOP + O2 1.70⇥ 10�12 · exp(-940.0/T) A,1
46 OH + OOP ! HOP + O2 0.3333333⇥ 1.70⇥ 10�12 · exp(-940.0/T) A,1
47 OH + OOP ! HO2 + OP 0.6666667⇥ 1.70⇥ 10�12 · exp(-940.0/T) A,1

2
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Rxn # Reaction Rate [cm3 s�1] Source
48 QH + O3 ! HOQ + O2 1.70⇥ 10�12 · exp(-940.0/T) A,1
49 OH + OOQ ! HOQ + O2 0.333333333⇥ 1.70⇥ 10�12 · exp(-940.0/T) A,1
50 OH + OOQ ! HO2 + OQ 0.666666667⇥ 1.70⇥ 10�12 · exp(-940.0/T) A,1
51 O + HO2 ! OH + O2 3.00⇥ 10�11 · exp(200.0/T) A,1
52 P + HO2 ! OH + OP 3.00⇥ 10�11 · exp(200.0/T) A,1
53 O + HOP ! PH + O2 0.5⇥ 3.00⇥ 10�11 · exp(200.0/T) A,1
54 O + HOP ! OH + OP 0.5⇥ 3.00⇥ 10�11 · exp(200.0/T) A,1
55 Q + HO2 ! OH + OQ 3.00⇥ 10�11 · exp(200.0/T) A,1
56 O + HOQ ! QH + O2 0.5⇥ 3.00⇥ 10�11 · exp(200.0/T) A,1
57 O + HOQ ! OH + OQ 0.5⇥ 3.00⇥ 10�11 · exp(200.0/T) A,1
58 HO2 + O3 ! OH + O2 + O2 1.00⇥ 10�14 · exp(-490.0/T) A,1
59 HOP + O3 ! OH + O2 + OP 1.00⇥ 10�14 · exp(-490.0/T) A,1
60 HO2 + OOP ! PH + O2 + O2 0.3333333⇥ 1.00⇥ 10�14 · exp(-490.0/T) A,1
61 HO2 + OOP ! OH + O2 + OP 0.6666667⇥ 1.00⇥ 10�14 · exp(-490.0/T) A,1
62 HOQ + O3 ! OH + O2 + OQ 1.00⇥ 10�14 · exp(-490.0/T) A,1
63 HO2 + OOQ ! QH + O2 + O2 0.333333333⇥ 1.00⇥ 10�14 · exp(-490.0/T) A,1
64 HO2 + OOQ ! OH + O2 + OQ 0.666666667⇥ 1.00⇥ 10�14 · exp(-490.0/T) A,1

65 HO2 + HO2 ! H2O2 + O2
sum of biomolecular and trimolecular

following JPL18-B13
A

66 HO2 + HOP ! H2OP + O2 rates doubled - isotopic self-reaction A
67 HO2 + HOP ! H2O2 + OP rates doubled - isotopic self-reaction A
68 HO2 + HOQ ! H2OQ + O2 rates doubled - isotopic self-reaction A
69 HO2 + HOQ ! H2O2 + OQ rates doubled - isotopic self-reaction A
70 OH + H2O2 ! H2O + HO2 1.80⇥ 10�12 A,1
71 OH + H2OP ! H2O + HOP 1.80⇥ 10�12 A,1
72 PH + H2O2 ! H2P + HO2 1.80⇥ 10�12 A,1
73 OH + H2OQ ! H2O + HOQ 1.80⇥ 10�12 A,1
74 QH + H2O2 ! H2Q + HO2 1.80⇥ 10�12 A,1
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Rxn # Reaction Rate [cm3 s�1] Source

75 O + O ! O2

(
k0 = 9.46⇥ 10�34 · exp(485.0/T)

k1 = 1.00⇥ 10�10 C,2

76 O + P ! OP

(
k0 = 1.89⇥ 10�33 · exp(485.0/T)

k1 = 2.00⇥ 10�10 C,2

77 O + Q ! OQ

(
k0 = 1.89⇥ 10�33 · exp(485.0/T)

k1 = 2.00⇥ 10�10 C,2

78 O + O2 ! O3

(
k0 = 6.00⇥ 10�34 ·(T/300)�2.4

k1 = 1.00⇥ 10�10 A,2

79 P + O2 ! OOP

(
k0 = 6.00⇥ 10�34 ·(T/300)�2.4

k1 = 1.00⇥ 10�10 A,2

80 O + OP ! OOP

(
k0 = 6.00⇥ 10�34 ·(T/300)�2.4

k1 = 1.00⇥ 10�10 A,2

81 Q + O2 ! OOQ

(
k0 = 6.00⇥ 10�34 ·(T/300)�2.4

k1 = 1.00⇥ 10�10 A,2

82 O + OQ ! OOQ

(
k0 = 6.00⇥ 10�34 ·(T/300)�2.4

k1 = 1.00⇥ 10�10 A,2

83 O + O3 ! O2 + O2 8.00⇥ 10�12 · exp(-2060.0/T) A,1
84 P + O3 ! O2 + OP 8.00⇥ 10�12 · exp(-2060.0/T) A,1
85 O + OOP ! O2 + OP 8.00⇥ 10�12 · exp(-2060.0/T) A,1
86 Q + O3 ! O2 + OQ 8.00⇥ 10�12 · exp(-2060.0/T) A,1
87 O + OOQ ! O2 + OQ 8.00⇥ 10�12 · exp(-2060.0/T) A,1
88 OH + OH ! H2O + O 1.80⇥ 10�12 A,1
89 OH + PH ! H2O + P 0.5⇥ 3.60⇥ 10�12 A,1
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Rxn # Reaction Rate [cm3 s�1] Source
90 OH + PH ! H2P + O 0.5⇥ 3.60⇥ 10�12 A,1
91 OH + QH ! H2O + Q 0.5⇥ 3.60⇥ 10�12 A,1
92 OH + QH ! H2Q + O 0.5⇥ 3.60⇥ 10�12 A,1
93 O(1D) + N2 ! O + N2 2.15⇥ 10�11 · exp(110.0/T) A,1
94 P(1D) + N2 ! P + N2 2.15⇥ 10�11 · exp(110.0/T) A,1
95 Q(1D) + N2 ! Q + N2 2.15⇥ 10�11 · exp(110.0/T) A,1
96 O(1D) + O2 ! O + O2 3.30⇥ 10�11 · exp(55.0/T) A,1
97 P(1D) + O2 ! P + O2 0.333333333⇥ 3.30⇥ 10�11 · exp(55.0/T) A,1
98 O(1D) + OP ! O + OP 0.666666667⇥ 3.30⇥ 10�11 · exp(55.0/T) A,1
99 Q(1D) + O2 ! Q + O2 0.333333333⇥ 3.30⇥ 10�11 · exp(55.0/T) A,1
100 O(1D) + OQ ! O + OQ 0.666666667⇥ 3.30⇥ 10�11 · exp(55.0/T) A,1
101 P(1D) + O2 ! O + OP 0.666666667⇥ 3.30⇥ 10�11 · exp(55.0/T) A,1
102 O(1D) + OP ! P + O2 0.333333333⇥ 3.30⇥ 10�11 · exp(55.0/T) A,1
103 Q(1D) + O2 ! O + OQ 0.666666667⇥ 3.30⇥ 10�11 · exp(55.0/T) A,1
104 O(1D) + OQ ! Q + O2 0.333333333⇥ 3.30⇥ 10�11 · exp(55.0/T) A,1
105 O2 + h⌫ ! O + O(1D) 6.70⇥ 10+00 D,3
106 O2 + h⌫ ! O + O 2.55⇥ 10�03 D,3
107 OP + h⌫ ! O + P(1D) 2.60⇥ 10�03 D,3
108 OP + h⌫ ! P + O(1D) 1.34⇥ 10�02 D,3
109 OP + h⌫ ! O + P 1.39⇥ 10�02 D,3
110 OQ + h⌫ ! O + Q(1D) 3.93⇥ 10+01 D,3
111 OQ + h⌫ ! Q + O(1D) 1.54⇥ 10�02 D,3
112 OQ + h⌫ ! O + Q 8.39⇥ 10�02 D,3
113 H2O + h⌫ ! H + OH 8.13⇥ 10�01 E,3
114 H2P + h⌫ ! H + PH 2.98⇥ 10�04 E,3
115 H2Q + h⌫ ! H + QH 1.51⇥ 10�03 E,3
116 O3 + h⌫ ! O2 + O(1D) 7.47⇥ 10�06 E,3
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Rxn # Reaction Rate [cm3 s�1] Source
117 O3 + h⌫ ! O2 + O 3.11⇥ 10�09 E,3
118 OOP + h⌫ ! OP + O(1D) 1.68⇥ 10�08 E,3
119 OOP + h⌫ ! O2 + P(1D) 7.74⇥ 10+03 E,3
120 OOP + h⌫ ! OP + O 3.21⇥ 10+00 E,3
121 OOP + h⌫ ! O2 + P 6.41⇥ 10+00 E,3
122 OOQ + h⌫ ! OQ + O(1D) 1.72⇥ 10+01 E,3
123 OOQ + h⌫ ! O2 + Q(1D) 3.43⇥ 10+01 E,3
124 OOQ + h⌫ ! OQ + O 2.13⇥ 10+02 E,3
125 OOQ + h⌫ ! O2 + Q 1.64⇥ 10�01 E,3
126 H2O2 + h⌫ ! OH + OH 8.80⇥ 10�01 E,3
127 H2OP + h⌫ ! OH + PH 1.99⇥ 10�03 E,3
128 H2OQ + h⌫ ! OH + QH 1.55⇥ 10�06 E,3
129 CO2 + h⌫ ! CO + O 8.30⇥ 10�06 E,3
130 CO2 + h⌫ ! CO + O(1D) 4.61⇥ 10�04 E,3
131 COP + h⌫ ! CP + O 1.79⇥ 10�07 E,3
132 COP + h⌫ ! CO + P 1.79⇥ 10�07 E,3
133 COP + h⌫ ! CP + O(1D) 9.62⇥ 10�07 E,3
134 COP + h⌫ ! CO + P(1D) 9.62⇥ 10�07 E,3
135 COQ + h⌫ ! CQ + O 2.07⇥ 10�02 E,3
136 COQ + h⌫ ! CO + Q 1.61⇥ 10�05 E,3
137 COQ + h⌫ ! CQ + O(1D) 8.66⇥ 10�05 E,3
138 COQ + h⌫ ! CO + Q(1D) 8.07⇥ 10+03 E,3

139 OH + CO ! H + CO2
Proceeds via HOCO intermediate (JPL-18 3body

note D1) - duplicated below for HS + CS
A

140 OH + CP ! H + COP A
141 PH + CO ! H + COP A
142 OH + CQ ! H + COQ A
143 QH + CO ! H + COQ A

6
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Rxn # Reaction Rate [cm3 s�1] Source

144 CO + O ! CO2

(
k0 = 6.51⇥ 10�33 · exp(-2188.0/T)

k1 = 1.00⇥ 10�10 F ,2

145 CP + O ! COP

(
k0 = 6.51⇥ 10�33 · exp(-2188.0/T)

k1 = 1.00⇥ 10�10 F ,2

146 CO + P ! COP

(
k0 = 6.51⇥ 10�33 · exp(-2188.0/T)

k1 = 1.00⇥ 10�10 F ,2

147 CQ + O ! COQ

(
k0 = 6.51⇥ 10�33 · exp(-2188.0/T)

k1 = 1.00⇥ 10�10 F ,2

148 CO + Q ! COQ

(
k0 = 6.51⇥ 10�33 · exp(-2188.0/T)

k1 = 1.00⇥ 10�10 F ,2

149 H + CO ! HCO

(
k0 = 5.29⇥ 10�34 · exp(-373.0/T)

k1 = 1.00⇥ 10�10 G,2

150 H + CP ! HCP

(
k0 = 5.29⇥ 10�34 · exp(-373.0/T)

k1 = 1.00⇥ 10�10 G,2

151 H + CQ ! HCQ

(
k0 = 5.29⇥ 10�34 · exp(-373.0/T)

k1 = 1.00⇥ 10�10 G,2

152 H + HCO ! H2 + CO 1.83⇥ 10�10 G,1
153 H + HCP ! H2 + CP 1.83⇥ 10�10 G,1
154 H + HCQ ! H2 + CQ 1.83⇥ 10�10 G,1
155 HCO + HCO ! H2CO + CO 4.48⇥ 10�11 G,1
156 HCO + HCP ! H2CO + CP 0.5⇥ 8.96⇥ 10�11 G,1
157 HCO + HCP ! H2CP + CO 0.5⇥ 8.96⇥ 10�11 G,1
158 HCO + HCQ ! H2CO + CQ 0.5⇥ 8.96⇥ 10�11 G,1

7
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Rxn # Reaction Rate [cm3 s�1] Source
159 HCO + HCQ ! H2CQ + CO 0.5⇥ 8.96⇥ 10�11 G,1
160 OH + HCO ! H2O + CO 1.80⇥ 10�10 G,1
161 PH + HCO ! H2P + CO 1.80⇥ 10�10 G,1
162 OH + HCP ! H2O + CP 1.80⇥ 10�10 G,1
163 QH + HCO ! H2Q + CO 1.80⇥ 10�10 G,1
164 OH + HCQ ! H2O + CQ 1.80⇥ 10�10 G,1
165 O + HCO ! H + CO2 5.00⇥ 10�11 G,1
166 O + HCP ! H + COP 5.00⇥ 10�11 G,1
167 P + HCO ! H + COP 5.00⇥ 10�11 G,1
168 O + HCQ ! H + COQ 5.00⇥ 10�11 G,1
169 Q + HCO ! H + COQ 5.00⇥ 10�11 G,1
170 O + HCO ! OH + CO 5.00⇥ 10�11 G,1
171 P + HCO ! PH + CO 5.00⇥ 10�11 G,1
172 O + HCP ! OH + CP 5.00⇥ 10�11 G,1
173 Q + HCO ! QH + CO 5.00⇥ 10�11 G,1
174 O + HCQ ! OH + CQ 5.00⇥ 10�11 G,1
175 H2CO + h⌫ ! H2 + CO 3.32⇥ 10+00 E,3
176 H2CO + h⌫ ! HCO + H 2.92⇥ 10+00 E,3
177 H2CP + h⌫ ! H2 + CP 1.78⇥ 10+01 E,3
178 H2CP + h⌫ ! HCP + H 1.46⇥ 10+01 E,3
179 H2CQ + h⌫ ! H2 + CQ 1.82⇥ 10�07 E,3
180 H2CQ + h⌫ ! HCQ + H 1.41⇥ 10�10 E,3
181 HCO + h⌫ ! H + CO 1.00⇥ 10�02 H,1
182 HCP + h⌫ ! H + CP 1.00⇥ 10�02 H,1
183 HCQ + h⌫ ! H + CQ 1.00⇥ 10�02 H,1
184 H2CO + H ! H2 + HCO 2.16⇥ 10�12 ·(T/300)1.62· exp(-1090.0/T) G,1
185 H2CP + H ! H2 + HCP 2.16⇥ 10�12 ·(T/300)1.62· exp(-1090.0/T) G,1
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Rxn # Reaction Rate [cm3 s�1] Source
186 H2CQ + H ! H2 + HCQ 2.16⇥ 10�12 ·(T/300)1.62· exp(-1090.0/T) G,1

187 H + H ! H2

(
k0 = 8.85⇥ 10�33 ·(T/300)�0.6

k1 = 1.00⇥ 10�10 I,2

188 HCO + O2 ! CO + HO2 5.20⇥ 10�12 A,1
189 HCO + OP ! CO + HOP 5.20⇥ 10�12 A,1
190 HCP + O2 ! CP + HO2 5.20⇥ 10�12 A,1
191 HCO + OQ ! CO + HOQ 5.20⇥ 10�12 A,1
192 HCQ + O2 ! CQ + HO2 5.20⇥ 10�12 A,1
193 OH + H2CO ! H2O + HCO 5.50⇥ 10�12 · exp(125.0/T) A,1
194 PH + H2CO ! H2P + HCO 5.50⇥ 10�12 · exp(125.0/T) A,1
195 OH + H2CP ! H2O + HCP 5.50⇥ 10�12 · exp(125.0/T) A,1
196 QH + H2CO ! H2Q + HCO 5.50⇥ 10�12 · exp(125.0/T) A,1
197 OH + H2CQ ! H2O + HCQ 5.50⇥ 10�12 · exp(125.0/T) A,1

198 H + OH ! H2O

(
k0 = 6.78⇥ 10�31 ·(T/300)�2

k1 = 1.00⇥ 10�10 G,2

199 H + PH ! H2P

(
k0 = 6.78⇥ 10�31 ·(T/300)�2

k1 = 1.00⇥ 10�10 G,2

200 H + QH ! H2Q

(
k0 = 6.78⇥ 10�31 ·(T/300)�2

k1 = 1.00⇥ 10�10 G,2

201 OH + OH ! H2O2

(
k0 = 6.90⇥ 10�31 ·(T/300)�1

k1 = 2.60⇥ 10�11 A,2

202 OH + PH ! H2OP

(
k0 = 1.38⇥ 10�30 ·(T/300)�1

k1 = 5.20⇥ 10�11 A,2

9
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Rxn # Reaction Rate [cm3 s�1] Source

203 OH + QH ! H2OQ

(
k0 = 1.38⇥ 10�30 ·(T/300)�1

k1 = 5.20⇥ 10�11 A,2

204 H2CO + O ! HCO + OH 3.40⇥ 10�11 · exp(-1600.0/T) J ,1
205 H2CP + O ! HCP + OH 3.40⇥ 10�11 · exp(-1600.0/T) J ,1
206 H2CO + P ! HCO + PH 3.40⇥ 10�11 · exp(-1600.0/T) J ,1
207 H2CQ + O ! HCQ + OH 3.40⇥ 10�11 · exp(-1600.0/T) J ,1
208 H2CO + Q ! HCO + QH 3.40⇥ 10�11 · exp(-1600.0/T) J ,1
209 O + H2O2 ! OH + HO2 1.40⇥ 10�12 · exp(-2000.0/T) A,1
210 O + H2OP ! OH + HOP 1.40⇥ 10�12 · exp(-2000.0/T) A,1
211 P + H2O2 ! PH + HO2 1.40⇥ 10�12 · exp(-2000.0/T) A,1
212 O + H2OQ ! OH + HOQ 1.40⇥ 10�12 · exp(-2000.0/T) A,1
213 Q + H2O2 ! QH + HO2 1.40⇥ 10�12 · exp(-2000.0/T) A,1
214 HO2 + h⌫ ! OH + O 7.45⇥ 10�11 E,3
215 HOP + h⌫ ! PH + O 7.53⇥ 10�10 E,3
216 HOP + h⌫ ! OH + P 3.97⇥ 10�10 E,3
217 HOQ + h⌫ ! QH + O 3.35⇥ 10�05 E,3
218 HOQ + h⌫ ! OH + Q 1.37⇥ 10�08 E,3
219 HNO2 + h⌫ ! NO + OH 1.70⇥ 10�03 K,1
220 HNOP + h⌫ ! NP + OH 0.5⇥ 1.70⇥ 10�03 K,1
221 HNOP + h⌫ ! NO + PH 0.5⇥ 1.70⇥ 10�03 K,1
222 HNOQ + h⌫ ! NQ + OH 0.5⇥ 1.70⇥ 10�03 K,1
223 HNOQ + h⌫ ! NO + QH 0.5⇥ 1.70⇥ 10�03 K,1
224 HNO3 + h⌫ ! NO2 + OH 1.38⇥ 10�08 E,3
225 HNOOP + h⌫ ! NOP + OH 2.77⇥ 10�08 E,3
226 HNOOP + h⌫ ! NO2 + PH 7.28⇥ 10�08 E,3
227 HNOOQ + h⌫ ! NOQ + OH 7.39⇥ 10�08 E,3
228 HNOOQ + h⌫ ! NO2 + QH 1.48⇥ 10�07 E,3

10
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Rxn # Reaction Rate [cm3 s�1] Source
229 NO + h⌫ ! N + O 2.13⇥ 10+02 D,3
230 NP + h⌫ ! N + P 7.65⇥ 10�02 D,3
231 NQ + h⌫ ! N + Q 8.23⇥ 10�02 D,3
232 NO2 + h⌫ ! NO + O 8.23⇥ 10�02 E,3
233 NOP + h⌫ ! NP + O 3.82⇥ 10�01 E,3
234 NOP + h⌫ ! NO + P 4.40⇥ 10�01 E,3
235 NOQ + h⌫ ! NQ + O 4.40⇥ 10�01 E,3
236 NOQ + h⌫ ! NO + Q 2.69⇥ 10�08 E,3
237 OH + CH4 ! CH3 + H2O 2.45⇥ 10�12 · exp(-1775.0/T) A,1
238 PH + CH4 ! CH3 + H2P 2.45⇥ 10�12 · exp(-1775.0/T) A,1
239 QH + CH4 ! CH3 + H2Q 2.45⇥ 10�12 · exp(-1775.0/T) A,1
240 O(1D) + CH4 ! CH3 + OH 0.95⇥ 1.75⇥ 10�10 L,1
241 P(1D) + CH4 ! CH3 + PH 0.95⇥ 1.75⇥ 10�10 L,1
242 Q(1D) + CH4 ! CH3 + QH 0.95⇥ 1.75⇥ 10�10 L,1
243 O(1D) + CH4 ! H2CO + H2 0.05⇥ 1.75⇥ 10�10 L,1
244 P(1D) + CH4 ! H2CP + H2 0.05⇥ 1.75⇥ 10�10 L,1
245 Q(1D) + CH4 ! H2CQ + H2 0.05⇥ 1.75⇥ 10�10 L,1
246 1CH2 + CH4 ! CH3 + CH3 3.60⇥ 10�11 M ,1
247 1CH2 + O2 ! H + CO + OH 0.5⇥ 4.10⇥ 10�11 · exp(-750.0/T) N ,1
248 1CH2 + OP ! H + CP + OH 0.25⇥ 4.10⇥ 10�11 · exp(-750.0/T) N ,1
249 1CH2 + OP ! H + CO + PH 0.25⇥ 4.10⇥ 10�11 · exp(-750.0/T) N ,1
250 1CH2 + OQ ! H + CQ + OH 0.25⇥ 4.10⇥ 10�11 · exp(-750.0/T) N ,1
251 1CH2 + OQ ! H + CO + QH 0.25⇥ 4.10⇥ 10�11 · exp(-750.0/T) N ,1
252 1CH2 + O2 ! H2 + CO2 0.5⇥ 4.10⇥ 10�11 · exp(-750.0/T) N ,1
253 1CH2 + OP ! H2 + COP 0.5⇥ 4.10⇥ 10�11 · exp(-750.0/T) N ,1
254 1CH2 + OQ ! H2 + COQ 0.5⇥ 4.10⇥ 10�11 · exp(-750.0/T) N ,1
255 1CH2 + N2 ! 3CH2 + N2 1.00⇥ 10�11 G,1
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Rxn # Reaction Rate [cm3 s�1] Source
256 3CH2 + H2 ! CH3 + H 5.00⇥ 10�15 O,1
257 3CH2 + CH4 ! CH3 + CH3 7.13⇥ 10�12 · exp(-5050.0/T) G,1
258 3CH2 + O2 ! HCO + OH 4.10⇥ 10�11 · exp(-750.0/T) M ,1
259 3CH2 + OP ! HCP + OH 0.5⇥ 4.10⇥ 10�11 · exp(-750.0/T) M ,1
260 3CH2 + OP ! HCO + PH 0.5⇥ 4.10⇥ 10�11 · exp(-750.0/T) M ,1
261 3CH2 + OQ ! HCQ + OH 0.5⇥ 4.10⇥ 10�11 · exp(-750.0/T) M ,1
262 3CH2 + OQ ! HCO + QH 0.5⇥ 4.10⇥ 10�11 · exp(-750.0/T) M ,1
263 CH3 + O2 ! H2CO + OH 3.00⇥ 10�16 J ,1
264 CH3 + OP ! H2CP + OH 0.5⇥ 3.00⇥ 10�16 J ,1
265 CH3 + OP ! H2CO + PH 0.5⇥ 3.00⇥ 10�16 J ,1
266 CH3 + OQ ! H2CQ + OH 0.5⇥ 3.00⇥ 10�16 J ,1
267 CH3 + OQ ! H2CO + QH 0.5⇥ 3.00⇥ 10�16 J ,1
268 CH3 + O ! H2CO + H 1.10⇥ 10�10 J ,1
269 CH3 + P ! H2CP + H 1.10⇥ 10�10 J ,1
270 CH3 + Q ! H2CQ + H 1.10⇥ 10�10 J ,1

271 CH3 + CH3 ! C2H6

(
k0 = 1.13⇥ 10�25 ·(T/300)�3.75· exp(-494.0/T)
k1 = 7.42⇥ 10�11 ·(T/300)�0.69· exp(-88.0/T) G,2

272 CH3 + h⌫ ! 3CH2 + H 1.00⇥ 10�05 K,1

273 CH3 + H ! CH4

(
k0 = 2.63⇥ 10�28 ·(T/300)�2.98· exp(-635.0/T)

k1 = 3.50⇥ 10�10 G,2

274 CH3 + HCO ! CH4 + CO 9.30⇥ 10�11 P ,1
275 CH3 + HCP ! CH4 + CP 9.30⇥ 10�11 P ,1
276 CH3 + HCQ ! CH4 + CQ 9.30⇥ 10�11 P ,1
277 CH3 + HNO ! CH4 + NO 1.85⇥ 10�11 ·(T/300)0.6· exp(-176.0/T) Q,1
278 CH3 + HNP ! CH4 + NP 1.85⇥ 10�11 ·(T/300)0.6· exp(-176.0/T) Q,1
279 CH3 + HNQ ! CH4 + NQ 1.85⇥ 10�11 ·(T/300)0.6· exp(-176.0/T) Q,1
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Rxn # Reaction Rate [cm3 s�1] Source
280 CH3 + H2CO ! CH4 + HCO 1.12⇥ 10�14 ·(T/300)3.36· exp(-2170.0/T) G,1
281 CH3 + H2CP ! CH4 + HCP 1.12⇥ 10�14 ·(T/300)3.36· exp(-2170.0/T) G,1
282 CH3 + H2CQ ! CH4 + HCQ 1.12⇥ 10�14 ·(T/300)3.36· exp(-2170.0/T) G,1

283 H + NO ! HNO

(
k0 = 1.34⇥ 10�31 ·(T/300)�1.32· exp(-370.0/T)

k1 = 2.44⇥ 10�10 ·(T/300)�0.41 R,2

284 H + NP ! HNP

(
k0 = 1.34⇥ 10�31 ·(T/300)�1.32· exp(-370.0/T)

k1 = 2.44⇥ 10�10 ·(T/300)�0.41 R,2

285 H + NQ ! HNQ

(
k0 = 1.34⇥ 10�31 ·(T/300)�1.32· exp(-370.0/T)

k1 = 2.44⇥ 10�10 ·(T/300)�0.41 R,2

286 N + N ! N2

(
k0 = 4.10⇥ 10�34

k1 = 1.00⇥ 10�10 G,2

287 N + O2 ! NO + O 1.50⇥ 10�11 · exp(-3600.0/T) A,1
288 N + OP ! NP + O 0.5⇥ 1.50⇥ 10�11 · exp(-3600.0/T) A,1
289 N + OP ! NO + P 0.5⇥ 1.50⇥ 10�11 · exp(-3600.0/T) A,1
290 N + OQ ! NQ + O 0.5⇥ 1.50⇥ 10�11 · exp(-3600.0/T) A,1
291 N + OQ ! NO + Q 0.5⇥ 1.50⇥ 10�11 · exp(-3600.0/T) A,1
292 N + O3 ! NO + O2 0.00⇥ 10+00 A,1
293 N + OOP ! NO + OP 0.6666667⇥ 0.00⇥ 10+00 A,1
294 N + OOP ! NP + O2 0.3333333⇥ 0.00⇥ 10+00 A,1
295 N + OOQ ! NO + OQ 0.666666667⇥ 0.00⇥ 10+00 A,1
296 N + OOQ ! NQ + O2 0.333333333⇥ 0.00⇥ 10+00 A,1
297 N + OH ! NO + H 5.00⇥ 10�11 · exp(-6.0/T) G,1
298 N + PH ! NP + H 5.00⇥ 10�11 · exp(-6.0/T) G,1
299 N + QH ! NQ + H 5.00⇥ 10�11 · exp(-6.0/T) G,1
300 N + NO ! N2 + O 2.10⇥ 10�11 · exp(100.0/T) A,1
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Rxn # Reaction Rate [cm3 s�1] Source
301 N + NP ! N2 + P 2.10⇥ 10�11 · exp(100.0/T) A,1
302 N + NQ ! N2 + Q 2.10⇥ 10�11 · exp(100.0/T) A,1
303 NO + O3 ! NO2 + O2 3.00⇥ 10�12 · exp(-1500.0/T) A,1
304 NP + O3 ! NOP + O2 3.00⇥ 10�12 · exp(-1500.0/T) A,1
305 NO + OOP ! NOP + O2 0.3333333⇥ 3.00⇥ 10�12 · exp(-1500.0/T) A,1
306 NO + OOP ! NO2 + OP 0.6666667⇥ 3.00⇥ 10�12 · exp(-1500.0/T) A,1
307 NQ + O3 ! NOQ + O2 3.00⇥ 10�12 · exp(-1500.0/T) A,1
308 NO + OOQ ! NOQ + O2 0.3333333⇥ 3.00⇥ 10�12 · exp(-1500.0/T) A,1
309 NO + OOQ ! NO2 + OQ 0.6666667⇥ 3.00⇥ 10�12 · exp(-1500.0/T) A,1

310 O + NO ! NO2

(
k0 = 9.00⇥ 10�32 ·(T/300)�1.5

k1 = 3.00⇥ 10�11 A,2

311 O + NP ! NOP

(
k0 = 9.00⇥ 10�32 ·(T/300)�1.5

k1 = 3.00⇥ 10�11 A,2

312 P + NO ! NOP

(
k0 = 9.00⇥ 10�32 ·(T/300)�1.5

k1 = 3.00⇥ 10�11 A,2

313 O + NQ ! NOQ

(
k0 = 9.00⇥ 10�32 ·(T/300)�1.5

k1 = 3.00⇥ 10�11 A,2

314 Q + NO ! NOQ

(
k0 = 9.00⇥ 10�32 ·(T/300)�1.5

k1 = 3.00⇥ 10�11 A,2

315 HO2 + NO ! NO2 + OH 3.30⇥ 10�12 · exp(270.0/T) A,1
316 HOP + NO ! NO2 + PH 0.5⇥ 3.30⇥ 10�12 · exp(270.0/T) A,1
317 HOP + NO ! NOP + OH 0.5⇥ 3.30⇥ 10�12 · exp(270.0/T) A,1
318 HO2 + NP ! NOP + OH 3.30⇥ 10�12 · exp(270.0/T) A,1
319 HOQ + NO ! NO2 + QH 0.5⇥ 3.30⇥ 10�12 · exp(270.0/T) A,1
320 HOQ + NO ! NOQ + OH 0.5⇥ 3.30⇥ 10�12 · exp(270.0/T) A,1
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Rxn # Reaction Rate [cm3 s�1] Source
321 HO2 + NQ ! NOQ + OH 3.30⇥ 10�12 · exp(270.0/T) A,1

322 OH + NO ! HNO2

(
k0 = 7.00⇥ 10�31 ·(T/300)�2.6

k1 = 3.60⇥ 10�11 ·(T/300)�0.1 A,2

323 OH + NP ! HNOP

(
k0 = 7.00⇥ 10�31 ·(T/300)�2.6

k1 = 3.60⇥ 10�11 ·(T/300)�0.1 A,2

324 PH + NO ! HNOP

(
k0 = 7.00⇥ 10�31 ·(T/300)�2.6

k1 = 3.60⇥ 10�11 ·(T/300)�0.1 A,2

325 OH + NQ ! HNOQ

(
k0 = 7.00⇥ 10�31 ·(T/300)�2.6

k1 = 3.60⇥ 10�11 ·(T/300)�0.1 A,2

326 QH + NO ! HNOQ

(
k0 = 7.00⇥ 10�31 ·(T/300)�2.6

k1 = 3.60⇥ 10�11 ·(T/300)�0.1 A,2

327 O + NO2 ! NO + O2 5.10⇥ 10�12 · exp(210.0/T) A,1
328 P + NO2 ! NO + OP 5.10⇥ 10�12 · exp(210.0/T) A,1
329 O + NOP ! NP + O2 0.5⇥ 5.10⇥ 10�12 · exp(210.0/T) A,1
330 O + NOP ! NO + OP 0.5⇥ 5.10⇥ 10�12 · exp(210.0/T) A,1
331 Q + NO2 ! NO + OQ 5.10⇥ 10�12 · exp(210.0/T) A,1
332 O + NOQ ! NQ + O2 0.5⇥ 5.10⇥ 10�12 · exp(210.0/T) A,1
333 O + NOQ ! NO + OQ 0.5⇥ 5.10⇥ 10�12 · exp(210.0/T) A,1

334 OH + NO2 ! HNO3

(
k0 = 1.80⇥ 10�30 ·(T/300)�3

k1 = 2.80⇥ 10�11 J ,2

335 PH + NO2 ! HNOOP

(
k0 = 1.80⇥ 10�30 ·(T/300)�3

k1 = 2.80⇥ 10�11 J ,2

336 OH + NOP ! HNOOP

(
k0 = 1.80⇥ 10�30 ·(T/300)�3

k1 = 2.80⇥ 10�11 J ,2
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Rxn # Reaction Rate [cm3 s�1] Source

337 QH + NO2 ! HNOOQ

(
k0 = 1.80⇥ 10�30 ·(T/300)�3

k1 = 2.80⇥ 10�11 J ,2

338 OH + NOQ ! HNOOQ

(
k0 = 1.80⇥ 10�30 ·(T/300)�3

k1 = 2.80⇥ 10�11 J ,2

339 H + NO2 ! OH + NO 4.00⇥ 10�10 · exp(-340.0/T) A,1
340 H + NOP ! PH + NO 0.5⇥ 4.00⇥ 10�10 · exp(-340.0/T) A,1
341 H + NOP ! OH + NP 0.5⇥ 4.00⇥ 10�10 · exp(-340.0/T) A,1
342 H + NOQ ! QH + NO 0.5⇥ 4.00⇥ 10�10 · exp(-340.0/T) A,1
343 H + NOQ ! OH + NQ 0.5⇥ 4.00⇥ 10�10 · exp(-340.0/T) A,1
344 HCO + NO ! HNO + CO 1.35⇥ 10�11 S,1
345 HCO + NP ! HNP + CO 1.35⇥ 10�11 S,1
346 HCP + NO ! HNO + CP 1.35⇥ 10�11 S,1
347 HCO + NQ ! HNQ + CO 1.35⇥ 10�11 S,1
348 HCQ + NO ! HNO + CQ 1.35⇥ 10�11 S,1
349 HNO + h⌫ ! NO + H 1.70⇥ 10�03 S,1
350 HNP + h⌫ ! NP + H 1.70⇥ 10�03 S,1
351 HNQ + h⌫ ! NQ + H 1.70⇥ 10�03 S,1
352 H + HNO ! H2 + NO 3.01⇥ 10�11 · exp(-500.0/T) T ,1
353 H + HNP ! H2 + NP 3.01⇥ 10�11 · exp(-500.0/T) T ,1
354 H + HNQ ! H2 + NQ 3.01⇥ 10�11 · exp(-500.0/T) T ,1
355 O + HNO ! OH + NO 3.80⇥ 10�11 ·(T/300)�0.08 G,1
356 O + HNP ! OH + NP 3.80⇥ 10�11 ·(T/300)�0.08 G,1
357 P + HNO ! PH + NO 3.80⇥ 10�11 ·(T/300)�0.08 G,1
358 O + HNQ ! OH + NQ 3.80⇥ 10�11 ·(T/300)�0.08 G,1
359 Q + HNO ! QH + NO 3.80⇥ 10�11 ·(T/300)�0.08 G,1
360 OH + HNO ! H2O + NO 8.00⇥ 10�11 · exp(-500.0/T) T ,1
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Rxn # Reaction Rate [cm3 s�1] Source
361 OH + HNP ! H2O + NP 8.00⇥ 10�11 · exp(-500.0/T) T ,1
362 PH + HNO ! H2P + NO 8.00⇥ 10�11 · exp(-500.0/T) T ,1
363 OH + HNQ ! H2O + NQ 8.00⇥ 10�11 · exp(-500.0/T) T ,1
364 QH + HNO ! H2Q + NO 8.00⇥ 10�11 · exp(-500.0/T) T ,1
365 OH + HNO2 ! H2O + NO2 1.80⇥ 10�11 · exp(-390.0/T) A,1
366 OH + HNOP ! H2O + NOP 1.80⇥ 10�11 · exp(-390.0/T) A,1
367 PH + HNO2 ! H2P + NO2 1.80⇥ 10�11 · exp(-390.0/T) A,1
368 OH + HNOQ ! H2O + NOQ 1.80⇥ 10�11 · exp(-390.0/T) A,1
369 QH + HNO2 ! H2Q + NO2 1.80⇥ 10�11 · exp(-390.0/T) A,1
370 CH4 + O ! CH3 + OH 8.41⇥ 10�12 ·(T/300)1.56· exp(-4280.0/T) G,1
371 CH4 + P ! CH3 + PH 8.41⇥ 10�12 ·(T/300)1.56· exp(-4280.0/T) G,1
372 CH4 + Q ! CH3 + QH 8.41⇥ 10�12 ·(T/300)1.56· exp(-4280.0/T) G,1
373 1CH2 + H2 ! CH3 + H 1.20⇥ 10�10 G,1
374 1CH2 + H2 ! 3CH2 + H2 1.26⇥ 10�11 G,1
375 1CH2 + CO2 ! H2CO + CO 1.00⇥ 10�12 U ,1
376 1CH2 + COP ! H2CP + CO 0.5⇥ 1.00⇥ 10�12 U ,1
377 1CH2 + COP ! H2CO + CP 0.5⇥ 1.00⇥ 10�12 U ,1
378 1CH2 + COQ ! H2CQ + CO 0.5⇥ 1.00⇥ 10�12 U ,1
379 1CH2 + COQ ! H2CO + CQ 0.5⇥ 1.00⇥ 10�12 U ,1
380 3CH2 + O ! CO + H + H 0.599⇥ 3.40⇥ 10�10 · exp(-270.0/T) G,1
381 3CH2 + P ! CP + H + H 0.6⇥ 3.40⇥ 10�10 · exp(-270.0/T) G,1
382 3CH2 + Q ! CQ + H + H 0.6⇥ 3.40⇥ 10�10 · exp(-270.0/T) G,1
383 3CH2 + CO2 ! H2CO + CO 3.90⇥ 10�14 O,1
384 3CH2 + COP ! H2CP + CO 0.5⇥ 3.90⇥ 10�14 O,1
385 3CH2 + COP ! H2CO + CP 0.5⇥ 3.90⇥ 10�14 O,1
386 3CH2 + COQ ! H2CQ + CO 0.5⇥ 3.90⇥ 10�14 O,1
387 3CH2 + COQ ! H2CO + CQ 0.5⇥ 3.90⇥ 10�14 O,1
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Rxn # Reaction Rate [cm3 s�1] Source
388 OH + C2H6 ! H2O + C2H5 7.66⇥ 10�12 · exp(-1020.0/T) A,1
389 PH + C2H6 ! H2P + C2H5 7.66⇥ 10�12 · exp(-1020.0/T) A,1
390 QH + C2H6 ! H2Q + C2H5 7.66⇥ 10�12 · exp(-1020.0/T) A,1
391 C2H6 + O ! C2H5 + OH 8.63⇥ 10�12 ·(T/300)1.5· exp(-2920.0/T) G,1
392 C2H6 + P ! C2H5 + PH 8.63⇥ 10�12 ·(T/300)1.5· exp(-2920.0/T) G,1
393 C2H6 + Q ! C2H5 + QH 8.63⇥ 10�12 ·(T/300)1.5· exp(-2920.0/T) G,1
394 C2H6 + O(1D) ! C2H5 + OH 3.40⇥ 10�10 V ,1
395 C2H6 + P(1D) ! C2H5 + PH 3.40⇥ 10�10 V ,1
396 C2H6 + Q(1D) ! C2H5 + QH 3.40⇥ 10�10 V ,1
397 C2H5 + HCO ! C2H6 + CO 7.21⇥ 10�11 W ,1
398 C2H5 + HCP ! C2H6 + CP 7.21⇥ 10�11 W ,1
399 C2H5 + HCQ ! C2H6 + CQ 7.21⇥ 10�11 W ,1
400 C2H5 + HNO ! C2H6 + NO 1.60⇥ 10�12 · exp(-1000.0/T) X,1
401 C2H5 + HNP ! C2H6 + NP 1.60⇥ 10�12 · exp(-1000.0/T) X,1
402 C2H5 + HNQ ! C2H6 + NQ 1.60⇥ 10�12 · exp(-1000.0/T) X,1
403 C2H5 + O2 ! CH3 + HCO + OH 1.00⇥ 10�14 J ,1
404 C2H5 + OP ! CH3 + HCP + OH 0.5⇥ 1.00⇥ 10�14 J ,1
405 C2H5 + OP ! CH3 + HCO + PH 0.5⇥ 1.00⇥ 10�14 J ,1
406 C2H5 + OQ ! CH3 + HCQ + OH 0.5⇥ 1.00⇥ 10�14 J ,1
407 C2H5 + OQ ! CH3 + HCO + QH 0.5⇥ 1.00⇥ 10�14 J ,1
408 CO + O(1D) ! CO + O 4.70⇥ 10�11 · exp(63.0/T) Y ,1
409 CP + O(1D) ! CP + O 4.70⇥ 10�11 · exp(63.0/T) Y ,1
410 CO + P(1D) ! CO + P 4.70⇥ 10�11 · exp(63.0/T) Y ,1
411 CQ + O(1D) ! CQ + O 4.70⇥ 10�11 · exp(63.0/T) Y ,1
412 CO + Q(1D) ! CO + Q 4.70⇥ 10�11 · exp(63.0/T) Y ,1
413 HNO3 + OH ! H2O + NO3 See JPL-18 note C 9 A
414 HNOOP + OH ! H2O + NOOP A
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Rxn # Reaction Rate [cm3 s�1] Source
415 HNO3 + PH ! H2P + NO3 A
416 HNOOQ + OH ! H2O + NOOQ A
417 HNO3 + QH ! H2Q + NO3 A
418 N + HO2 ! NO + OH 2.20⇥ 10�11 Z,1
419 N + HOP ! NP + OH 0.5⇥ 2.20⇥ 10�11 Z,1
420 N + HOP ! NO + PH 0.5⇥ 2.20⇥ 10�11 Z,1
421 N + HOQ ! NQ + OH 0.5⇥ 2.20⇥ 10�11 Z,1
422 N + HOQ ! NO + QH 0.5⇥ 2.20⇥ 10�11 Z,1
423 HO2 + NO2 ! HNO2 + O2 5.00⇥ 10�16 A,1
424 HOP + NO2 ! HNO2 + OP 5.00⇥ 10�16 A,1
425 HO2 + NOP ! HNOP + O2 5.00⇥ 10�16 A,1
426 HOQ + NO2 ! HNO2 + OQ 5.00⇥ 10�16 A,1
427 HO2 + NOQ ! HNOQ + O2 5.00⇥ 10�16 A,1
428 SO + h⌫ ! S + O 2.07⇥ 10�11 E,3
429 SP + h⌫ ! S + P 1.11⇥ 10�11 E,3
430 SQ + h⌫ ! S + Q 2.22⇥ 10�11 E,3
431 H2S + h⌫ ! HS + H 1.11⇥ 10�10 E,3
432 SO2 + h⌫ ! SO + O 5.91⇥ 10�11 E,3
433 SO2 + h⌫ ! 1SO2 1.18⇥ 10�10 E,3
434 SO2 + h⌫ ! 3SO2 4.66⇥ 10�11 E,3
435 SOP + h⌫ ! SP + O 3.60⇥ 10�14 E,3
436 SOP + h⌫ ! SO + P 3.60⇥ 10�14 E,3
437 SOP + h⌫ ! 1SOP 1.92⇥ 10�13 E,3
438 SOP + h⌫ ! 3SOP 1.92⇥ 10�13 E,3
439 SOQ + h⌫ ! SQ + O 1.19⇥ 10�15 E,3
440 SOQ + h⌫ ! SO + Q 9.19⇥ 10�19 E,3
441 SOQ + h⌫ ! 1SOQ 4.86⇥ 10�19 E,3

19



Appendix C – Reaction rate tables (Ch.5 and 6 Models) 
 

	 283	

Rxn # Reaction Rate [cm3 s�1] Source
442 SOQ + h⌫ ! 3SOQ 4.92⇥ 10�18 E,3
443 SO + O2 ! SO2 + O 1.60⇥ 10�13 · exp(-2280.0/T) A,1
444 SP + O2 ! SOP + O 1.60⇥ 10�13 · exp(-2280.0/T) A,1
445 SO + OP ! SOP + O 0.5⇥ 1.60⇥ 10�13 · exp(-2280.0/T) A,1
446 SO + OP ! SO2 + P 0.5⇥ 1.60⇥ 10�13 · exp(-2280.0/T) A,1
447 SQ + O2 ! SOQ + O 1.60⇥ 10�13 · exp(-2280.0/T) A,1
448 SO + OQ ! SOQ + O 0.5⇥ 1.60⇥ 10�13 · exp(-2280.0/T) A,1
449 SO + OQ ! SO2 + Q 0.5⇥ 1.60⇥ 10�13 · exp(-2280.0/T) A,1
450 SO + HO2 ! SO2 + OH 2.80⇥ 10�11 a,1
451 SP + HO2 ! SOP + OH 2.80⇥ 10�11 a,1
452 SO + HOP ! SOP + OH 0.5⇥ 2.80⇥ 10�11 a,1
453 SO + HOP ! SO2 + PH 0.5⇥ 2.80⇥ 10�11 a,1
454 SQ + HO2 ! SOQ + OH 2.80⇥ 10�11 a,1
455 SO + HOQ ! SOQ + OH 0.5⇥ 2.80⇥ 10�11 a,1
456 SO + HOQ ! SO2 + QH 0.5⇥ 2.80⇥ 10�11 a,1

457 SO + O ! SO2

(
k0 = 5.10⇥ 10�31

k1 = 5.31⇥ 10�11 b,2

458 SP + O ! SOP

(
k0 = 5.10⇥ 10�31

k1 = 5.31⇥ 10�11 b,2

459 SO + P ! SOP

(
k0 = 5.10⇥ 10�31

k1 = 5.31⇥ 10�11 b,2

460 SQ + O ! SOQ

(
k0 = 5.10⇥ 10�31

k1 = 5.31⇥ 10�11 b,2

461 SO + Q ! SOQ

(
k0 = 5.10⇥ 10�31

k1 = 5.31⇥ 10�11 b,2
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Rxn # Reaction Rate [cm3 s�1] Source
462 OH + SO ! H + SO2 2.70⇥ 10�11 · exp(335.0/T) A,1
463 PH + SO ! H + SOP 2.70⇥ 10�11 · exp(335.0/T) A,1
464 OH + SP ! H + SOP 2.70⇥ 10�11 · exp(335.0/T) A,1
465 QH + SO ! H + SOQ 2.70⇥ 10�11 · exp(335.0/T) A,1
466 OH + SQ ! H + SOQ 2.70⇥ 10�11 · exp(335.0/T) A,1

467 OH + SO2 ! HSO3

(
k0 = 3.30⇥ 10�31 ·(T/300)�4.3

k1 = 1.60⇥ 10�12 A,2

468 PH + SO2 ! HSOOP

(
k0 = 3.30⇥ 10�31 ·(T/300)�4.3

k1 = 1.60⇥ 10�12 A,2

469 OH + SOP ! HSOOP

(
k0 = 3.30⇥ 10�31 ·(T/300)�4.3

k1 = 1.60⇥ 10�12 A,2

470 QH + SO2 ! HSOOQ

(
k0 = 3.30⇥ 10�31 ·(T/300)�4.3

k1 = 1.60⇥ 10�12 A,2

471 OH + SOQ ! HSOOQ

(
k0 = 3.30⇥ 10�31 ·(T/300)�4.3

k1 = 1.60⇥ 10�12 A,2

472 O + SO2 ! SO3

(
k0 = 1.80⇥ 10�33 ·(T/300)2

k1 = 4.20⇥ 10�14 ·(T/300)1.8 A,2

473 P + SO2 ! SOOP

(
k0 = 1.80⇥ 10�33 ·(T/300)2

k1 = 4.20⇥ 10�14 ·(T/300)1.8 A,2

474 O + SOP ! SOOP

(
k0 = 1.80⇥ 10�33 ·(T/300)2

k1 = 4.20⇥ 10�14 ·(T/300)1.8 A,2

475 Q + SO2 ! SOOQ

(
k0 = 1.80⇥ 10�33 ·(T/300)2

k1 = 4.20⇥ 10�14 ·(T/300)1.8 A,2
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Rxn # Reaction Rate [cm3 s�1] Source

476 O + SOQ ! SOOQ

(
k0 = 1.80⇥ 10�33 ·(T/300)2

k1 = 4.20⇥ 10�14 ·(T/300)1.8 A,2

477 SO3 + H2O ! H2SO4 1.20⇥ 10�15 A,1
478 SOOP + H2O ! H2SOOOP 1.20⇥ 10�15 A,1
479 SO3 + H2P ! H2SOOOP 1.20⇥ 10�15 A,1
480 SOOQ + H2O ! H2SOOOQ 1.20⇥ 10�15 A,1
481 SO3 + H2Q ! H2SOOOQ 1.20⇥ 10�15 A,1
482 HSO3 + O2 ! HO2 + SO3 1.30⇥ 10�12 · exp(-330.0/T) A,1
483 HSOOP + O2 ! HO2 + SOOP 1.30⇥ 10�12 · exp(-330.0/T) A,1
484 HSO3 + OP ! HOP + SO3 1.30⇥ 10�12 · exp(-330.0/T) A,1
485 HSOOQ + O2 ! HO2 + SOOQ 1.30⇥ 10�12 · exp(-330.0/T) A,1
486 HSO3 + OQ ! HOQ + SO3 1.30⇥ 10�12 · exp(-330.0/T) A,1
487 HSO3 + OH ! H2O + SO3 1.00⇥ 10�11 a,1
488 HSOOP + OH ! H2O + SOOP 1.00⇥ 10�11 a,1
489 HSO3 + PH ! H2P + SO3 1.00⇥ 10�11 a,1
490 HSOOQ + OH ! H2O + SOOQ 1.00⇥ 10�11 a,1
491 HSO3 + QH ! H2Q + SO3 1.00⇥ 10�11 a,1
492 HSO3 + H ! H2 + SO3 1.00⇥ 10�11 a,1
493 HSOOP + H ! H2 + SOOP 1.00⇥ 10�11 a,1
494 HSOOQ + H ! H2 + SOOQ 1.00⇥ 10�11 a,1
495 HSO3 + O ! OH + SO3 1.00⇥ 10�11 a,1
496 HSOOP + O ! OH + SOOP 1.00⇥ 10�11 a,1
497 HSO3 + P ! PH + SO3 1.00⇥ 10�11 a,1
498 HSOOQ + O ! OH + SOOQ 1.00⇥ 10�11 a,1
499 HSO3 + Q ! QH + SO3 1.00⇥ 10�11 a,1
500 OH + H2S ! HS + H2O 6.10⇥ 10�12 · exp(-75.0/T) A,1
501 PH + H2S ! HS + H2P 6.10⇥ 10�12 · exp(-75.0/T) A,1
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Rxn # Reaction Rate [cm3 s�1] Source
502 QH + H2S ! HS + H2Q 6.10⇥ 10�12 · exp(-75.0/T) A,1
503 H2S + H ! H2 + HS 3.66⇥ 10�12 ·(T/300)1.94· exp(-455.0/T) c,1
504 O + H2S ! OH + HS 9.20⇥ 10�12 · exp(-1800.0/T) A,1
505 P + H2S ! PH + HS 9.20⇥ 10�12 · exp(-1800.0/T) A,1
506 Q + H2S ! QH + HS 9.20⇥ 10�12 · exp(-1800.0/T) A,1
507 O + HS ! SO + H 7.00⇥ 10�11 A,1
508 P + HS ! SP + H 7.00⇥ 10�11 A,1
509 Q + HS ! SQ + H 7.00⇥ 10�11 A,1
510 HS + O2 ! OH + SO 4.00⇥ 10�19 A,1
511 HS + OP ! PH + SO 0.5⇥ 4.00⇥ 10�19 A,1
512 HS + OP ! OH + SP 0.5⇥ 4.00⇥ 10�19 A,1
513 HS + OQ ! QH + SO 0.5⇥ 4.00⇥ 10�19 A,1
514 HS + OQ ! OH + SQ 0.5⇥ 4.00⇥ 10�19 A,1
515 HS + HO2 ! H2S + O2 1.00⇥ 10�11 d,1
516 HS + HOP ! H2S + OP 1.00⇥ 10�11 d,1
517 HS + HOQ ! H2S + OQ 1.00⇥ 10�11 d,1
518 HS + HS ! H2S + S 1.50⇥ 10�11 e,1
519 HS + HCO ! H2S + CO 5.00⇥ 10�11 a,1
520 HS + HCP ! H2S + CP 5.00⇥ 10�11 a,1
521 HS + HCQ ! H2S + CQ 5.00⇥ 10�11 a,1
522 HS + H ! H2 + S 2.00⇥ 10�11 f ,1
523 HS + S ! H + S2 5.00⇥ 10�12 g,1
524 S + O2 ! SO + O 1.60⇥ 10�12 · exp(100.0/T) A,1
525 S + OP ! SP + O 0.5⇥ 1.60⇥ 10�12 · exp(100.0/T) A,1
526 S + OP ! SO + P 0.5⇥ 1.60⇥ 10�12 · exp(100.0/T) A,1
527 S + OQ ! SQ + O 0.5⇥ 1.60⇥ 10�12 · exp(100.0/T) A,1
528 S + OQ ! SO + Q 0.5⇥ 1.60⇥ 10�12 · exp(100.0/T) A,1
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Rxn # Reaction Rate [cm3 s�1] Source
529 OH + S ! H + SO 6.60⇥ 10�11 A,1
530 PH + S ! H + SP 6.60⇥ 10�11 A,1
531 QH + S ! H + SQ 6.60⇥ 10�11 A,1
532 S + HCO ! HS + CO 4.00⇥ 10�11 h,1
533 S + HCP ! HS + CP 4.00⇥ 10�11 h,1
534 S + HCQ ! HS + CQ 4.00⇥ 10�11 h,1
535 S + HO2 ! HS + O2 5.00⇥ 10�12 a,1
536 S + HOP ! HS + OP 5.00⇥ 10�12 a,1
537 S + HOQ ! HS + OQ 5.00⇥ 10�12 a,1
538 S + HO2 ! SO + OH 5.00⇥ 10�12 a,1
539 S + HOP ! SP + OH 0.5⇥ 5.00⇥ 10�12 a,1
540 S + HOP ! SO + PH 0.5⇥ 5.00⇥ 10�12 a,1
541 S + HOQ ! SQ + OH 0.5⇥ 5.00⇥ 10�12 a,1
542 S + HOQ ! SO + QH 0.5⇥ 5.00⇥ 10�12 a,1

543 S + S ! S2

(
k0 = 1.00⇥ 10�33 · exp(206.0/T)
k1 = 2.26⇥ 10�14 · exp(415.0/T) i,2

544 S2 + O ! S + SO 1.66⇥ 10�11 j,1
545 S2 + P ! S + SP 1.66⇥ 10�11 j,1
546 S2 + Q ! S + SQ 1.66⇥ 10�11 j,1
547 HS + H2CO ! H2S + HCO 5.50⇥ 10�12 · exp(125.0/T) k,1
548 HS + H2CP ! H2S + HCP 5.50⇥ 10�12 · exp(125.0/T) k,1
549 HS + H2CQ ! H2S + HCQ 5.50⇥ 10�12 · exp(125.0/T) k,1
550 S2 + h⌫ ! S + S 2.59⇥ 10�18 E,3

551 S + S2 ! S3

(
k0 = 1.65⇥ 10�33 · exp(144.0/T)
k1 = 1.38⇥ 10�14 · exp(450.0/T) l,2
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Rxn # Reaction Rate [cm3 s�1] Source

552 S2 + S2 ! S4

(
k0 = 2.50⇥ 10�30

k1 = 5.00⇥ 10�11 m,2

553 S + S3 ! S4

(
k0 = 1.65⇥ 10�33 · exp(144.0/T)
k1 = 1.38⇥ 10�14 · exp(450.0/T) n,2

554 S4 + S4 ! Saer8

(
k0 = 2.50⇥ 10�30

k1 = 5.00⇥ 10�11 o,2

555 S4 + h⌫ ! S2 + S2 6.78⇥ 10+04 p,3
556 S3 + h⌫ ! S2 + S 4.90⇥ 10+01 p,3
557 SO3 + h⌫ ! SO2 + O 2.46⇥ 10+02 E,3
558 SOOP + h⌫ ! SOP + O 4.12⇥ 10+04 E,3
559 SOOP + h⌫ ! SO2 + P 1.41⇥ 10+01 E,3
560 SOOQ + h⌫ ! SOQ + O 3.71⇥ 10+01 E,3
561 SOOQ + h⌫ ! SO2 + Q 6.04⇥ 10+01 E,3
562 1SO2 + M ! 3SO2 + M 1.00⇥ 10�12 q,1
563 1SOP + M ! 3SOP + M 1.00⇥ 10�12 q,1
564 1SOQ + M ! 3SOQ + M 1.00⇥ 10�12 q,1
565 1SO2 + M ! SO2 + M 1.00⇥ 10�11 q,1
566 1SOP + M ! SOP + M 1.00⇥ 10�11 q,1
567 1SOQ + M ! SOQ + M 1.00⇥ 10�11 q,1
568 1SO2 + h⌫ ! 3SO2 + h⌫ 1.50⇥ 10+03 q,1
569 1SOP + h⌫ ! 3SOP + h⌫ 1.50⇥ 10+03 q,1
570 1SOQ + h⌫ ! 3SOQ + h⌫ 1.50⇥ 10+03 q,1
571 1SO2 + h⌫ ! SO2 + h⌫ 2.20⇥ 10+04 q,1
572 1SOP + h⌫ ! SOP + h⌫ 2.20⇥ 10+04 q,1
573 1SOQ + h⌫ ! SOQ + h⌫ 2.20⇥ 10+04 q,1
574 1SO2 + O2 ! SO3 + O 1.00⇥ 10�16 r,1
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Rxn # Reaction Rate [cm3 s�1] Source
575 1SOP + O2 ! SOOP + O 1.00⇥ 10�16 r,1
576 1SO2 + OP ! SOOP + O 0.5⇥ 1.00⇥ 10�16 r,1
577 1SO2 + OP ! SO3 + P 0.5⇥ 1.00⇥ 10�16 r,1
578 1SOQ + O2 ! SOOQ + O 1.00⇥ 10�16 r,1
579 1SO2 + OQ ! SOOQ + O 0.5⇥ 1.00⇥ 10�16 r,1
580 1SO2 + OQ ! SO3 + Q 0.5⇥ 1.00⇥ 10�16 r,1
581 1SO2 + SO2 ! SO3 + SO 4.00⇥ 10�12 q,1
582 1SOP + SO2 ! SOOP + SO 4.00⇥ 10�12 q,1
583 1SO2 + SOP ! SOOP + SO 0.5⇥ 4.00⇥ 10�12 q,1
584 1SO2 + SOP ! SO3 + SP 0.5⇥ 4.00⇥ 10�12 q,1
585 1SOQ + SO2 ! SOOQ + SO 4.00⇥ 10�12 q,1
586 1SO2 + SOQ ! SOOQ + SO 0.5⇥ 4.00⇥ 10�12 q,1
587 1SO2 + SOQ ! SO3 + SQ 0.5⇥ 4.00⇥ 10�12 q,1
588 3SO2 + M ! SO2 + M 1.50⇥ 10�13 q,1
589 3SOP + M ! SOP + M 1.50⇥ 10�13 q,1
590 3SOQ + M ! SOQ + M 1.50⇥ 10�13 q,1
591 3SO2 + h⌫ ! SO2 + h⌫ 1.13⇥ 10+03 q,1
592 3SOP + h⌫ ! SOP + h⌫ 1.13⇥ 10+03 q,1
593 3SOQ + h⌫ ! SOQ + h⌫ 1.13⇥ 10+03 q,1
594 3SO2 + SO2 ! SO3 + SO 7.00⇥ 10�14 q,1
595 3SOP + SO2 ! SOOP + SO 7.00⇥ 10�14 q,1
596 3SO2 + SOP ! SOOP + SO 0.5⇥ 7.00⇥ 10�14 q,1
597 3SO2 + SOP ! SO3 + SP 0.5⇥ 7.00⇥ 10�14 q,1
598 3SOQ + SO2 ! SOOQ + SO 7.00⇥ 10�14 q,1
599 3SO2 + SOQ ! SOOQ + SO 0.5⇥ 7.00⇥ 10�14 q,1
600 3SO2 + SOQ ! SO3 + SQ 0.5⇥ 7.00⇥ 10�14 q,1
601 SO + NO2 ! SO2 + NO 1.40⇥ 10�11 A,1
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Rxn # Reaction Rate [cm3 s�1] Source
602 SP + NO2 ! SOP + NO 1.40⇥ 10�11 A,1
603 SO + NOP ! SOP + NO 0.5⇥ 1.40⇥ 10�11 A,1
604 SO + NOP ! SO2 + NP 0.5⇥ 1.40⇥ 10�11 A,1
605 SQ + NO2 ! SOQ + NO 1.40⇥ 10�11 A,1
606 SO + NOQ ! SOQ + NO 0.5⇥ 1.40⇥ 10�11 A,1
607 SO + NOQ ! SO2 + NQ 0.5⇥ 1.40⇥ 10�11 A,1
608 SO + O3 ! SO2 + O2 3.40⇥ 10�12 · exp(-1100.0/T) A,1
609 SP + O3 ! SOP + O2 3.40⇥ 10�12 · exp(-1100.0/T) A,1
610 SO + OOP ! SOP + O2 0.3333333⇥ 3.40⇥ 10�12 · exp(-1100.0/T) A,1
611 SO + OOP ! SO2 + OP 0.6666667⇥ 3.40⇥ 10�12 · exp(-1100.0/T) A,1
612 SQ + O3 ! SOQ + O2 3.40⇥ 10�12 · exp(-1100.0/T) A,1
613 SO + OOQ ! SOQ + O2 0.3333333⇥ 3.40⇥ 10�12 · exp(-1100.0/T) A,1
614 SO + OOQ ! SO2 + OQ 0.6666667⇥ 3.40⇥ 10�12 · exp(-1100.0/T) A,1
615 HO2 + SO2 ! SO3 + OH 1.00⇥ 10�18 A,1
616 HOP + SO2 ! SOOP + OH 0.5⇥ 1.00⇥ 10�18 A,1
617 HOP + SO2 ! SO3 + PH 0.5⇥ 1.00⇥ 10�18 A,1
618 HO2 + SOP ! SOOP + OH 1.00⇥ 10�18 A,1
619 HOQ + SO2 ! SOOQ + OH 0.5⇥ 1.00⇥ 10�18 A,1
620 HOQ + SO2 ! SO3 + QH 0.5⇥ 1.00⇥ 10�18 A,1
621 HO2 + SOQ ! SOOQ + OH 1.00⇥ 10�18 A,1
622 HS + O3 ! HSO + O2 9.00⇥ 10�12 · exp(-280.0/T) A,1
623 HS + OOP ! HSP + O2 0.3333333⇥ 9.00⇥ 10�12 · exp(-280.0/T) A,1
624 HS + OOP ! HSO + OP 0.6666667⇥ 9.00⇥ 10�12 · exp(-280.0/T) A,1
625 HS + OOQ ! HSQ + O2 0.3333333⇥ 9.00⇥ 10�12 · exp(-280.0/T) A,1
626 HS + OOQ ! HSO + OQ 0.6666667⇥ 9.00⇥ 10�12 · exp(-280.0/T) A,1
627 HS + NO2 ! HSO + NO 2.90⇥ 10�11 · exp(250.0/T) A,1
628 HS + NOP ! HSP + NO 0.5⇥ 2.90⇥ 10�11 · exp(250.0/T) A,1
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Rxn # Reaction Rate [cm3 s�1] Source
629 HS + NOP ! HSO + NP 0.5⇥ 2.90⇥ 10�11 · exp(250.0/T) A,1
630 HS + NOQ ! HSQ + NO 0.5⇥ 2.90⇥ 10�11 · exp(250.0/T) A,1
631 HS + NOQ ! HSO + NQ 0.5⇥ 2.90⇥ 10�11 · exp(250.0/T) A,1
632 S + O3 ! SO + O2 1.20⇥ 10�11 A,1
633 S + OOP ! SP + O2 0.3333333⇥ 1.20⇥ 10�11 A,1
634 S + OOP ! SO + OP 0.6666667⇥ 1.20⇥ 10�11 A,1
635 S + OOQ ! SQ + O2 0.3333333⇥ 1.20⇥ 10�11 A,1
636 S + OOQ ! SO + OQ 0.6666667⇥ 1.20⇥ 10�11 A,1
637 SO + SO ! SO2 + S 2.00⇥ 10�15 s,1
638 SO + SP ! SOP + S 4.00⇥ 10�15 s,1
639 SO + SQ ! SOQ + S 4.00⇥ 10�15 s,1
640 SO3 + SO ! SO2 + SO2 2.00⇥ 10�15 t,1
641 SOOP + SO ! SO2 + SOP 2.00⇥ 10�15 t,1
642 SO3 + SP ! SO2 + SOP 2.00⇥ 10�15 t,1
643 SOOQ + SO ! SO2 + SOQ 2.00⇥ 10�15 t,1
644 SO3 + SQ ! SO2 + SOQ 2.00⇥ 10�15 t,1
645 S + CO2 ! SO + CO 1.00⇥ 10�20 u,1
646 S + COP ! SP + CO 0.5⇥ 1.00⇥ 10�20 u,1
647 S + COP ! SO + CP 0.5⇥ 1.00⇥ 10�20 u,1
648 S + COQ ! SQ + CO 0.5⇥ 1.00⇥ 10�20 u,1
649 S + COQ ! SO + CQ 0.5⇥ 1.00⇥ 10�20 u,1
650 HCO + SO ! HSO + CO 5.20⇥ 10�12 v,1
651 HCP + SO ! HSO + CP 5.20⇥ 10�12 v,1
652 HCO + SP ! HSP + CO 5.20⇥ 10�12 v,1
653 HCQ + SO ! HSO + CQ 5.20⇥ 10�12 v,1
654 HCO + SQ ! HSQ + CO 5.20⇥ 10�12 v,1
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Rxn # Reaction Rate [cm3 s�1] Source

655 H + SO ! HSO

(
k0 = 4.40⇥ 10�32 ·(T/300)�1.3

k1 = 7.50⇥ 10�11 ·(T/300)0.2 w,2

656 H + SP ! HSP

(
k0 = 4.40⇥ 10�32 ·(T/300)�1.3

k1 = 7.50⇥ 10�11 ·(T/300)0.2 w,2

657 H + SQ ! HSQ

(
k0 = 4.40⇥ 10�32 ·(T/300)�1.3

k1 = 7.50⇥ 10�11 ·(T/300)0.2 w,2

658 HSO + h⌫ ! HS + O 2.13⇥ 10+02 x,3
659 HSP + h⌫ ! HS + P 1.38⇥ 10+03 x,3
660 HSQ + h⌫ ! HS + Q 4.96⇥ 10�01 x,3
661 HSO + NO ! HNO + SO 1.00⇥ 10�15 J ,1
662 HSP + NO ! HNO + SP 1.00⇥ 10�15 J ,1
663 HSO + NP ! HNP + SO 1.00⇥ 10�15 J ,1
664 HSQ + NO ! HNO + SQ 1.00⇥ 10�15 J ,1
665 HSO + NQ ! HNQ + SO 1.00⇥ 10�15 J ,1
666 HSO + OH ! H2O + SO 4.80⇥ 10�11 · exp(250.0/T) y,1
667 HSP + OH ! H2O + SP 4.80⇥ 10�11 · exp(250.0/T) y,1
668 HSO + PH ! H2P + SO 4.80⇥ 10�11 · exp(250.0/T) y,1
669 HSQ + OH ! H2O + SQ 4.80⇥ 10�11 · exp(250.0/T) y,1
670 HSO + QH ! H2Q + SO 4.80⇥ 10�11 · exp(250.0/T) y,1
671 HSO + H ! S + H2O 1.60⇥ 10�12 z,1
672 HSP + H ! S + H2P 1.60⇥ 10�12 z,1
673 HSQ + H ! S + H2Q 1.60⇥ 10�12 z,1
674 HSO + H ! HS + OH 7.20⇥ 10�11 z,1
675 HSP + H ! HS + PH 7.20⇥ 10�11 z,1
676 HSQ + H ! HS + QH 7.20⇥ 10�11 z,1
677 HSO + H ! H2 + SO 6.90⇥ 10�12 z,1
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Rxn # Reaction Rate [cm3 s�1] Source
678 HSP + H ! H2 + SP 6.90⇥ 10�12 z,1
679 HSQ + H ! H2 + SQ 6.90⇥ 10�12 z,1
680 HSO + HS ! H2S + SO 3.00⇥ 10�11 Á,1

681 HSP + HS ! H2S + SP 3.00⇥ 10�11 Á,1
682 HSQ + HS ! H2S + SQ 3.00⇥ 10�11 Á,1
683 HSO + O ! OH + SO 3.00⇥ 10�11 · exp(200.0/T) Â,1
684 HSP + O ! OH + SP 3.00⇥ 10�11 · exp(200.0/T) Â,1
685 HSO + P ! PH + SO 3.00⇥ 10�11 · exp(200.0/T) Â,1

686 HSQ + O ! OH + SQ 3.00⇥ 10�11 · exp(200.0/T) Â,1
687 HSO + Q ! QH + SO 3.00⇥ 10�11 · exp(200.0/T) Â,1
688 HSO + S ! HS + SO 3.00⇥ 10�11 a,1
689 HSP + S ! HS + SP 3.00⇥ 10�11 a,1
690 HSQ + S ! HS + SQ 3.00⇥ 10�11 a,1
691 H + OCS ! CO + HS 9.07⇥ 10�12 · exp(-1940.0/T) Ã,1
692 H + PCS ! CP + HS 9.07⇥ 10�12 · exp(-1940.0/T) Ã,1
693 H + QCS ! CQ + HS 9.07⇥ 10�12 · exp(-1940.0/T) Ã,1
694 HS + CO ! OCS + H 4.15⇥ 10�14 · exp(-7660.0/T) Ä,1
695 HS + CP ! PCS + H 4.15⇥ 10�14 · exp(-7660.0/T) Ä,1
696 HS + CQ ! QCS + H 4.15⇥ 10�14 · exp(-7660.0/T) Ä,1
697 O(1D) + OCS ! CO + SO 3.00⇥ 10�10 Å,1
698 P(1D) + OCS ! CO + SP 3.00⇥ 10�10 Å,1
699 O(1D) + PCS ! CP + SO 3.00⇥ 10�10 Å,1
700 Q(1D) + OCS ! CO + SQ 3.00⇥ 10�10 Å,1
701 O(1D) + QCS ! CQ + SO 3.00⇥ 10�10 Å,1
702 O + OCS ! CO + SO 2.10⇥ 10�11 · exp(-2200.0/T) A,1
703 P + OCS ! CO + SP 2.10⇥ 10�11 · exp(-2200.0/T) A,1
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Rxn # Reaction Rate [cm3 s�1] Source
704 O + PCS ! CP + SO 2.10⇥ 10�11 · exp(-2200.0/T) A,1
705 Q + OCS ! CO + SQ 2.10⇥ 10�11 · exp(-2200.0/T) A,1
706 O + QCS ! CQ + SO 2.10⇥ 10�11 · exp(-2200.0/T) A,1
707 O + OCS ! S + CO2 8.33⇥ 10�11 · exp(-5530.0/T) A,1
708 O + PCS ! S + COP 8.33⇥ 10�11 · exp(-5530.0/T) A,1
709 P + OCS ! S + COP 8.33⇥ 10�11 · exp(-5530.0/T) A,1
710 O + QCS ! S + COQ 8.33⇥ 10�11 · exp(-5530.0/T) A,1
711 Q + OCS ! S + COQ 8.33⇥ 10�11 · exp(-5530.0/T) A,1
712 OCS + S ! CO + S2 1.90⇥ 10�14 ·(T/300)3.97· exp(-580.0/T) Æ,1
713 PCS + S ! CP + S2 1.90⇥ 10�14 ·(T/300)3.97· exp(-580.0/T) Æ,1
714 QCS + S ! CQ + S2 1.90⇥ 10�14 ·(T/300)3.97· exp(-580.0/T) Æ,1
715 OH + OCS ! CO2 + HS 7.20⇥ 10�14 · exp(-1070.0/T) J ,1
716 PH + OCS ! COP + HS 7.20⇥ 10�14 · exp(-1070.0/T) J ,1
717 OH + PCS ! COP + HS 7.20⇥ 10�14 · exp(-1070.0/T) J ,1
718 QH + OCS ! COQ + HS 7.20⇥ 10�14 · exp(-1070.0/T) J ,1
719 OH + QCS ! COQ + HS 7.20⇥ 10�14 · exp(-1070.0/T) J ,1

720 CO + S ! OCS

(
k0 = 6.51⇥ 10�33 · exp(-2188.0/T)

k1 = 1.00⇥ 10�10 Ç,2

721 CP + S ! PCS

(
k0 = 6.51⇥ 10�33 · exp(-2188.0/T)

k1 = 1.00⇥ 10�10 Ç,2

722 CQ + S ! QCS

(
k0 = 6.51⇥ 10�33 · exp(-2188.0/T)

k1 = 1.00⇥ 10�10 Ç,2

723 OCS + h⌫ ! CO + S 1.71⇥ 10+00 E,3
724 PCS + h⌫ ! CP + S 2.47⇥ 10+00 E,3
725 QCS + h⌫ ! CQ + S 9.15⇥ 10+00 E,3
726 HO2 + H2S ! H2O + HSO 3.00⇥ 10�15 J ,1
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Rxn # Reaction Rate [cm3 s�1] Source
727 HOP + H2S ! H2P + HSO 0.5⇥ 3.00⇥ 10�15 J ,1
728 HOP + H2S ! H2O + HSP 0.5⇥ 3.00⇥ 10�15 J ,1
729 HOQ + H2S ! H2Q + HSO 0.5⇥ 3.00⇥ 10�15 J ,1
730 HOQ + H2S ! H2O + HSQ 0.5⇥ 3.00⇥ 10�15 J ,1

731 OCS + S ! OCS2

(
k0 = 9.72⇥ 10�25 ·(T/300)�6.98· exp(-6046.0/T)
k1 = 3.50⇥ 10�11 ·(T/300)�8.22· exp(-4206.0/T) Æ,2

732 PCS + S ! PCS2

(
k0 = 9.72⇥ 10�25 ·(T/300)�6.98· exp(-6046.0/T)
k1 = 3.50⇥ 10�11 ·(T/300)�8.22· exp(-4206.0/T) Æ,2

733 QCS + S ! QCS2

(
k0 = 9.72⇥ 10�25 ·(T/300)�6.98· exp(-6046.0/T)
k1 = 3.50⇥ 10�11 ·(T/300)�8.22· exp(-4206.0/T) Æ,2

734 OCS2 + S ! OCS + S2 5.00⇥ 10�12 È,1
735 PCS2 + S ! PCS + S2 5.00⇥ 10�12 È,1

736 QCS2 + S ! QCS + S2 5.00⇥ 10�12 È,1
737 S3 + O ! S2 + SO 1.00⇥ 10�16 É,1
738 S3 + P ! S2 + SP 1.00⇥ 10�16 É,1
739 S3 + Q ! S2 + SQ 1.00⇥ 10�16 É,1
740 S4 + O ! S3 + SO 1.00⇥ 10�16 É,1

741 S4 + P ! S3 + SP 1.00⇥ 10�16 É,1
742 S4 + Q ! S3 + SQ 1.00⇥ 10�16 É,1
743 OCS2 + CO ! OCS + OCS 3.00⇥ 10�12 Á,1
744 PCS2 + CO ! OCS + PCS 3.00⇥ 10�12 Á,1
745 OCS2 + CP ! OCS + PCS 3.00⇥ 10�12 Á,1

746 QCS2 + CO ! OCS + QCS 3.00⇥ 10�12 Á,1
747 OCS2 + CQ ! OCS + QCS 3.00⇥ 10�12 Á,1
748 C2H5 + H ! CH3 + CH3 6.00⇥ 10�11 B,1
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Rxn # Reaction Rate [cm3 s�1] Source

749 C2H5 + O ! CH3 + HCO + H 3.00⇥ 10�11 Ê,1
750 C2H5 + P ! CH3 + HCP + H 3.00⇥ 10�11 Ê,1

751 C2H5 + Q ! CH3 + HCQ + H 3.00⇥ 10�11 Ê,1
752 C2H5 + OH ! CH3 + HCO + H2 4.00⇥ 10�11 Ë,1
753 C2H5 + PH ! CH3 + HCP + H2 4.00⇥ 10�11 Ë,1
754 C2H5 + QH ! CH3 + HCQ + H2 4.00⇥ 10�11 Ë,1
755 CH4 + h⌫ ! 1CH2 + H2 1.36⇥ 10�07 E,3
756 CH4 + h⌫ ! CH3 + H 5.61⇥ 10�11 E,3
757 CH4 + h⌫ ! 3CH2 + H + H 5.61⇥ 10�11 E,3
758 O + HNO3 ! OH + NO3 3.00⇥ 10�17 A,1
759 P + HNO3 ! PH + NO3 3.00⇥ 10�17 A,1
760 O + HNOOP ! OH + NOOP 3.00⇥ 10�17 A,1
761 Q + HNO3 ! QH + NO3 3.00⇥ 10�17 A,1
762 O + HNOOQ ! OH + NOOQ 3.00⇥ 10�17 A,1
763 O + N2O5 ! NO2 + NO2 + O2 3.00⇥ 10�16 A,1
764 P + N2O5 ! NO2 + NO2 + OP 3.00⇥ 10�16 A,1
765 O + N2O4P ! NOP + NO2 + O2 0.8⇥ 3.00⇥ 10�16 A,1
766 O + N2O4P ! NO2 + NO2 + OP 0.2⇥ 3.00⇥ 10�16 A,1
767 Q + N2O5 ! NO2 + NO2 + OQ 3.00⇥ 10�16 A,1
768 O + N2O4Q ! NOQ + NO2 + O2 0.8⇥ 3.00⇥ 10�16 A,1
769 O + N2O4Q ! NO2 + NO2 + OQ 0.2⇥ 3.00⇥ 10�16 A,1

770 NO2 + NO3 ! N2O5

(
k0 = 2.40⇥ 10�30 ·(T/300)�3

k1 = 1.60⇥ 10�12 ·(T/300)�0.1 A,2

771 NOP + NO3 ! N2O4P

(
k0 = 2.40⇥ 10�30 ·(T/300)�3

k1 = 1.60⇥ 10�12 ·(T/300)�0.1 A,2
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Rxn # Reaction Rate [cm3 s�1] Source

772 NO2 + NOOP ! N2O4P

(
k0 = 2.40⇥ 10�30 ·(T/300)�3

k1 = 1.60⇥ 10�12 ·(T/300)�0.1 A,2

773 NOQ + NO3 ! N2O4Q

(
k0 = 2.40⇥ 10�30 ·(T/300)�3

k1 = 1.60⇥ 10�12 ·(T/300)�0.1 A,2

774 NO2 + NOOQ ! N2O4Q

(
k0 = 2.40⇥ 10�30 ·(T/300)�3

k1 = 1.60⇥ 10�12 ·(T/300)�0.1 A,2

775 N2O5 + M ! NO3 + NO2 + M see IUPAC datasheet Ì

776 N2O4P + M ! NOOP + NO2 + M Ì
777 N2O4P + M ! NO3 + NOP + M Ì
778 N2O4Q + M ! NOOQ + NO2 + M Ì
779 N2O4Q + M ! NO3 + NOQ + M Ì
780 NO2 + NO3 ! NO + NO2 + O2 4.50⇥ 10�14 · exp(-1260.0/T) A,1
781 NOP + NO3 ! NO + NO2 + OP 0.5⇥ 4.50⇥ 10�14 · exp(-1260.0/T) A,1
782 NOP + NO3 ! NP + NO2 + O2 0.5⇥ 4.50⇥ 10�14 · exp(-1260.0/T) A,1
783 NO2 + NOOP ! NO + NOP + O2 0.6666667⇥ 4.50⇥ 10�14 · exp(-1260.0/T) A,1
784 NO2 + NOOP ! NO + NO2 + OP 0.3333333⇥ 4.50⇥ 10�14 · exp(-1260.0/T) A,1
785 NOQ + NO3 ! NO + NO2 + OQ 0.5⇥ 4.50⇥ 10�14 · exp(-1260.0/T) A,1
786 NOQ + NO3 ! NQ + NO2 + O2 0.5⇥ 4.50⇥ 10�14 · exp(-1260.0/T) A,1
787 NO2 + NOOQ ! NO + NOQ + O2 0.6666667⇥ 4.50⇥ 10�14 · exp(-1260.0/T) A,1
788 NO2 + NOOQ ! NO + NO2 + OQ 0.3333333⇥ 4.50⇥ 10�14 · exp(-1260.0/T) A,1
789 NO2 + O3 ! NO3 + O2 1.20⇥ 10�13 · exp(-2450.0/T) A,1
790 NOP + O3 ! NOOP + O2 1.20⇥ 10�13 · exp(-2450.0/T) A,1
791 NO2 + OOP ! NOOP + O2 0.3333333⇥ 1.20⇥ 10�13 · exp(-2450.0/T) A,1
792 NO2 + OOP ! NO3 + OP 0.6666667⇥ 1.20⇥ 10�13 · exp(-2450.0/T) A,1
793 NOQ + O3 ! NOOQ + O2 1.20⇥ 10�13 · exp(-2450.0/T) A,1
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Rxn # Reaction Rate [cm3 s�1] Source
794 NO2 + OOQ ! NOOQ + O2 0.3333333⇥ 1.20⇥ 10�13 · exp(-2450.0/T) A,1
795 NO2 + OOQ ! NO3 + OQ 0.6666667⇥ 1.20⇥ 10�13 · exp(-2450.0/T) A,1
796 NO3 + NO3 ! NO2 + NO2 + O2 8.50⇥ 10�13 · exp(-2450.0/T) A,1
797 NO3 + NOOP ! NOP + NO2 + O2 0.6666667⇥ 1.70⇥ 10�12 · exp(-2450.0/T) A,1
798 NO3 + NOOP ! NO2 + NO2 + OP 0.3333333⇥ 1.70⇥ 10�12 · exp(-2450.0/T) A,1
799 NO3 + NOOQ ! NOQ + NO2 + O2 0.6666667⇥ 1.70⇥ 10�12 · exp(-2450.0/T) A,1
800 NO3 + NOOQ ! NO2 + NO2 + OQ 0.3333333⇥ 1.70⇥ 10�12 · exp(-2450.0/T) A,1

801 HO2 + NO2 ! HO2NO2

(
k0 = 1.90⇥ 10�31 ·(T/300)�3.4

k1 = 4.00⇥ 10�12 ·(T/300)�0.3 A,2

802 HOP + NO2 ! HO2NOP

(
k0 = 1.90⇥ 10�31 ·(T/300)�3.4

k1 = 4.00⇥ 10�12 ·(T/300)�0.3 A,2

803 HO2 + NOP ! HO2NOP

(
k0 = 1.90⇥ 10�31 ·(T/300)�3.4

k1 = 4.00⇥ 10�12 ·(T/300)�0.3 A,2

804 HOQ + NO2 ! HO2NOQ

(
k0 = 1.90⇥ 10�31 ·(T/300)�3.4

k1 = 4.00⇥ 10�12 ·(T/300)�0.3 A,2

805 HO2 + NOQ ! HO2NOQ

(
k0 = 1.90⇥ 10�31 ·(T/300)�3.4

k1 = 4.00⇥ 10�12 ·(T/300)�0.3 A,2

806 O + HO2NO2 ! OH + NO2 + O2 7.80⇥ 10�11 · exp(-3400.0/T) J ,1
807 P + HO2NO2 ! PH + NO2 + O2 7.80⇥ 10�11 · exp(-3400.0/T) J ,1
808 O + HO2NOP ! OH + NOP + O2 0.5⇥ 7.80⇥ 10�11 · exp(-3400.0/T) J ,1
809 O + HO2NOP ! OH + NO2 + OP 0.5⇥ 7.80⇥ 10�11 · exp(-3400.0/T) J ,1
810 Q + HO2NO2 ! QH + NO2 + O2 7.80⇥ 10�11 · exp(-3400.0/T) J ,1
811 O + HO2NOQ ! OH + NOQ + O2 0.5⇥ 7.80⇥ 10�11 · exp(-3400.0/T) J ,1
812 O + HO2NOQ ! OH + NO2 + OQ 0.5⇥ 7.80⇥ 10�11 · exp(-3400.0/T) J ,1
813 OH + HO2NO2 ! H2O + NO2 + O2 1.30⇥ 10�12 · exp(380.0/T) J ,1
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Rxn # Reaction Rate [cm3 s�1] Source
814 PH + HO2NO2 ! H2P + NO2 + O2 1.30⇥ 10�12 · exp(380.0/T) J ,1
815 OH + HO2NOP ! H2O + NOP + O2 0.5⇥ 1.30⇥ 10�12 · exp(380.0/T) J ,1
816 OH + HO2NOP ! H2O + NO2 + OP 0.5⇥ 1.30⇥ 10�12 · exp(380.0/T) J ,1
817 QH + HO2NO2 ! H2Q + NO2 + O2 1.30⇥ 10�12 · exp(380.0/T) J ,1
818 OH + HO2NOQ ! H2O + NOQ + O2 0.5⇥ 1.30⇥ 10�12 · exp(380.0/T) J ,1
819 OH + HO2NOQ ! H2O + NO2 + OQ 0.5⇥ 1.30⇥ 10�12 · exp(380.0/T) J ,1
820 HO2NO2 + M ! HO2 + NO2 + M see IUPAC datasheet Ì

821 HO2NOP + M ! HOP + NO2 + M HO2NOP represents HOPNO2 and HO2NOP. Ì
822 HO2NOP + M ! HO2 + NOP + M HO2NOP represents HOPNO2 and HO2NOP. Ì
823 HO2NOQ + M ! HOQ + NO2 + M HO2NOP represents HOPNO2 and HO2NOP. Ì
824 HO2NOQ + M ! HO2 + NOQ + M HO2NOP represents HOPNO2 and HO2NOP. Ì
825 HO2NO2 + h⌫ ! HO2 + NO2 3.00⇥ 10�10 E,3
826 HO2NO2 + h⌫ ! OH + NO3 3.00⇥ 10�10 E,3
827 HO2NOP + h⌫ ! HOP + NO2 1.78⇥ 10+06 E,3
828 HO2NOP + h⌫ ! HO2 + NOP 6.87⇥ 10+02 E,3
829 HO2NOP + h⌫ ! PH + NO3 3.68⇥ 10+03 E,3
830 HO2NOP + h⌫ ! OH + NOOP 4.80⇥ 10+05 E,3
831 HO2NOQ + h⌫ ! HOQ + NO2 6.17⇥ 10+01 E,3
832 HO2NOQ + h⌫ ! HO2 + NOQ 2.46⇥ 10+02 E,3
833 HO2NOQ + h⌫ ! QH + NO3 3.30⇥ 10+02 E,3
834 HO2NOQ + h⌫ ! OH + NOOQ 1.31⇥ 10+03 E,3
835 N2O5 + h⌫ ! NO3 + NO2 1.23⇥ 10+02 E,3
836 N2O5 + h⌫ ! NO3 + NO + O 1.23⇥ 10+02 E,3
837 N2O4P + h⌫ ! NOOP + NO2 6.60⇥ 10+02 E,3
838 N2O4P + h⌫ ! NO3 + NOP 6.55⇥ 10+02 E,3
839 N2O4P + h⌫ ! NOOP + NO + O 2.23⇥ 10+06 E,3
840 N2O4P + h⌫ ! NO3 + NP + O 7.94⇥ 10+04 E,3
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Rxn # Reaction Rate [cm3 s�1] Source
841 N2O4P + h⌫ ! NO3 + NO + P 8.61⇥ 10+02 E,3
842 N2O4Q + h⌫ ! NOOQ + NO2 8.61⇥ 10+02 E,3
843 N2O4Q + h⌫ ! NO3 + NOQ 6.14⇥ 10+01 E,3
844 N2O4Q + h⌫ ! NOOQ + NO + O 4.61⇥ 10+03 E,3
845 N2O4Q + h⌫ ! NO3 + NQ + O 4.61⇥ 10+03 E,3
846 N2O4Q + h⌫ ! NO3 + NO + Q 3.29⇥ 10+02 E,3
847 C2H6 + h⌫ ! 3CH2 + 3CH2 + H2 3.65⇥ 10+01 Í,3
848 C2H6 + h⌫ ! CH4 + 1CH2 1.41⇥ 10�02 Í,3
849 O + NO3 ! O2 + NO2 1.00⇥ 10�11 A,1
850 P + NO3 ! OP + NO2 1.00⇥ 10�11 A,1
851 O + NOOP ! O2 + NOP 0.6666667⇥ 1.00⇥ 10�11 A,1
852 O + NOOP ! OP + NO2 0.3333333⇥ 1.00⇥ 10�11 A,1
853 Q + NO3 ! OQ + NO2 1.00⇥ 10�11 A,1
854 O + NOOQ ! O2 + NOQ 0.6666667⇥ 1.00⇥ 10�11 A,1
855 O + NOOQ ! OQ + NO2 0.3333333⇥ 1.00⇥ 10�11 A,1
856 HO2 + NO3 ! OH + NO2 + O2 3.50⇥ 10�12 A,1
857 HOP + NO3 ! PH + NO2 + O2 0.5⇥ 3.50⇥ 10�12 A,1
858 HOP + NO3 ! OH + NO2 + OP 0.5⇥ 3.50⇥ 10�12 A,1
859 HO2 + NOOP ! OH + NO2 + OP 0.3333333⇥ 3.50⇥ 10�12 A,1
860 HO2 + NOOP ! OH + NOP + O2 0.6666667⇥ 3.50⇥ 10�12 A,1
861 HOQ + NO3 ! QH + NO2 + O2 0.5⇥ 3.50⇥ 10�12 A,1
862 HOQ + NO3 ! OH + NO2 + OQ 0.5⇥ 3.50⇥ 10�12 A,1
863 HO2 + NOOQ ! OH + NO2 + OQ 0.3333333⇥ 3.50⇥ 10�12 A,1
864 HO2 + NOOQ ! OH + NOQ + O2 0.6666667⇥ 3.50⇥ 10�12 A,1
865 NO + NO3 ! NO2 + NO2 1.50⇥ 10�11 · exp(170.0/T) A,1
866 NP + NO3 ! NO2 + NOP 1.50⇥ 10�11 · exp(170.0/T) A,1
867 NO + NOOP ! NO2 + NOP 1.50⇥ 10�11 · exp(170.0/T) A,1
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Rxn # Reaction Rate [cm3 s�1] Source
868 NQ + NO3 ! NO2 + NOQ 1.50⇥ 10�11 · exp(170.0/T) A,1
869 NO + NOOQ ! NO2 + NOQ 1.50⇥ 10�11 · exp(170.0/T) A,1

870 O + NO2 ! NO3

(
k0 = 2.50⇥ 10�31 ·(T/300)�1.8

k1 = 2.20⇥ 10�11 ·(T/300)�0.7 A,2

871 P + NO2 ! NOOP

(
k0 = 2.50⇥ 10�31 ·(T/300)�1.8

k1 = 2.20⇥ 10�11 ·(T/300)�0.7 A,2

872 O + NOP ! NOOP

(
k0 = 2.50⇥ 10�31 ·(T/300)�1.8

k1 = 2.20⇥ 10�11 ·(T/300)�0.7 A,2

873 Q + NO2 ! NOOQ

(
k0 = 2.50⇥ 10�31 ·(T/300)�1.8

k1 = 2.20⇥ 10�11 ·(T/300)�0.7 A,2

874 O + NOQ ! NOOQ

(
k0 = 2.50⇥ 10�31 ·(T/300)�1.8

k1 = 2.20⇥ 10�11 ·(T/300)�0.7 A,2

875 OH + NO3 ! HO2 + NO2 2.20⇥ 10�11 A,1
876 PH + NO3 ! HOP + NO2 2.20⇥ 10�11 A,1
877 OH + NOOP ! HO2 + NOP 0.6666667⇥ 2.20⇥ 10�11 A,1
878 OH + NOOP ! HOP + NO2 0.3333333⇥ 2.20⇥ 10�11 A,1
879 QH + NO3 ! HOQ + NO2 2.20⇥ 10�11 A,1
880 OH + NOOQ ! HO2 + NOQ 0.6666667⇥ 2.20⇥ 10�11 A,1
881 OH + NOOQ ! HOQ + NO2 0.3333333⇥ 2.20⇥ 10�11 A,1
882 NO3 + h⌫ ! NO + O2 7.48⇥ 10�02 E,3
883 NO3 + h⌫ ! NO2 + O 2.71⇥ 10+04 E,3
884 NOOP + h⌫ ! NP + O2 5.15⇥ 10+03 E,3
885 NOOP + h⌫ ! NO + OP 2.24⇥ 10+01 E,3
886 NOOP + h⌫ ! NOP + O 1.12⇥ 10+01 E,3
887 NOOP + h⌫ ! NO2 + P 4.26⇥ 10+00 E,3
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Rxn # Reaction Rate [cm3 s�1] Source
888 NOOQ + h⌫ ! NQ + O2 2.13⇥ 10+00 E,3
889 NOOQ + h⌫ ! NO + OQ 1.20⇥ 10+02 E,3
890 NOOQ + h⌫ ! NOQ + O 6.00⇥ 10+01 E,3
891 NOOQ + h⌫ ! NO2 + Q 2.28⇥ 10+01 E,3
892 N + NO2 ! N2O + O 5.80⇥ 10�12 · exp(220.0/T) A,1
893 N + NOP ! N2P + O 0.5⇥ 5.80⇥ 10�12 · exp(220.0/T) A,1
894 N + NOP ! N2O + P 0.5⇥ 5.80⇥ 10�12 · exp(220.0/T) A,1
895 N + NOQ ! N2Q + O 0.5⇥ 5.80⇥ 10�12 · exp(220.0/T) A,1
896 N + NOQ ! N2O + Q 0.5⇥ 5.80⇥ 10�12 · exp(220.0/T) A,1

897 O(1D) + N2 ! N2O

(
k0 = 2.80⇥ 10�36 ·(T/300)�0.9

k1 = 1.00⇥ 10�10 A,2

898 P(1D) + N2 ! N2P

(
k0 = 2.80⇥ 10�36 ·(T/300)�0.9

k1 = 1.00⇥ 10�10 A,2

899 Q(1D) + N2 ! N2Q

(
k0 = 2.80⇥ 10�36 ·(T/300)�0.9

k1 = 1.00⇥ 10�10 A,2

900 O(1D) + N2O ! N2 + O2 0.39⇥ 1.19⇥ 10�10 · exp(20.0/T) A,1
901 P(1D) + N2O ! N2 + OP 0.39⇥ 1.19⇥ 10�10 · exp(20.0/T) A,1
902 O(1D) + N2P ! N2 + OP 0.39⇥ 1.19⇥ 10�10 · exp(20.0/T) A,1
903 Q(1D) + N2O ! N2 + OQ 0.39⇥ 1.19⇥ 10�10 · exp(20.0/T) A,1
904 O(1D) + N2Q ! N2 + OQ 0.39⇥ 1.19⇥ 10�10 · exp(20.0/T) A,1
905 O(1D) + N2O ! NO + NO 0.61⇥ 1.19⇥ 10�10 · exp(20.0/T) A,1
906 P(1D) + N2O ! NO + NP 0.61⇥ 1.19⇥ 10�10 · exp(20.0/T) A,1
907 O(1D) + N2P ! NO + NP 0.61⇥ 1.19⇥ 10�10 · exp(20.0/T) A,1
908 Q(1D) + N2O ! NO + NQ 0.61⇥ 1.19⇥ 10�10 · exp(20.0/T) A,1
909 O(1D) + N2Q ! NO + NQ 0.61⇥ 1.19⇥ 10�10 · exp(20.0/T) A,1
910 N2O + h⌫ ! N2 + O(1D) 1.14⇥ 10+01 E,3
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Rxn # Reaction Rate [cm3 s�1] Source
911 N2P + h⌫ ! N2 + P(1D) 1.16⇥ 10�10 E,3
912 N2Q + h⌫ ! N2 + Q(1D) 9.07⇥ 10�14 E,3
913 3CH2 + O ! CO + H2 0.4⇥ 3.40⇥ 10�10 · exp(-270.0/T) G,1
914 3CH2 + P ! CP + H2 0.4⇥ 3.40⇥ 10�10 · exp(-270.0/T) G,1
915 3CH2 + Q ! CQ + H2 0.4⇥ 3.40⇥ 10�10 · exp(-270.0/T) G,1
916 CO2 + O(1D) ! CO2 + O 7.50⇥ 10�11 · exp(115.0/T) A,1
917 COP + O(1D) ! COP + O 0.666666667⇥ 7.50⇥ 10�11 · exp(115.0/T) A,1
918 COP + O(1D) ! CO2 + P 0.333333333⇥ 7.50⇥ 10�11 · exp(115.0/T) A,1
919 CO2 + P(1D) ! COP + O 0.666666667⇥ 7.50⇥ 10�11 · exp(115.0/T) A,1
920 CO2 + P(1D) ! CO2 + P 0.333333333⇥ 7.50⇥ 10�11 · exp(115.0/T) A,1
921 COQ + O(1D) ! COQ + O 0.666666667⇥ 7.50⇥ 10�11 · exp(115.0/T) A,1
922 COQ + O(1D) ! CO2 + Q 0.333333333⇥ 7.50⇥ 10�11 · exp(115.0/T) A,1
923 CO2 + Q(1D) ! COQ + O 0.666666667⇥ 7.50⇥ 10�11 · exp(115.0/T) A,1
924 CO2 + Q(1D) ! CO2 + Q 0.333333333⇥ 7.50⇥ 10�11 · exp(115.0/T) A,1
925 O + OP ! P + O2 1.73⇥ 10�12 ·(T/300)1.1· exp(-16.8/T) Î,1

926 P + O2 ! O + OP 3.40⇥ 10�12 ·(T/300)1.1 Î,1
927 O + OQ ! Q + O2 1.75⇥ 10�12 ·(T/300)1.1· exp(-32.0/T) Î,1
928 Q + O2 ! O + OQ 3.40⇥ 10�12 ·(T/300)1.1 Î,1
929 OP + CO2 ! O2 + COP 0.5⇥ 2.00⇥ 10�28 Ï,1
930 O2 + COP ! OP + CO2 0.5⇥ 2.00⇥ 10�28 Ï,1
931 OQ + CO2 ! O2 + COQ 0.5⇥ 2.00⇥ 10�28 Ï,1
932 O2 + COQ ! OQ + CO2 0.5⇥ 2.00⇥ 10�28 Ï,1

1: cm3 molecules�2 s�1

2: These reaction rates take the form: k(M,T) = k0(T )[M ]/[1 + k0(T )[m]/k1(T )]· 0.6ˆ[1 + [log10[k0(T )[M ]/k1(T )]]2]�1,
where k0(T ) has units of cm6 molecules�2 s�1 and k1(T ) has units of cm3 molecules�2 s�1.

3: The photolysis rates presented here are taken from the uppermost layer in the model. Caution: the rates in the upper
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Appendix C – Reaction rate tables (Ch.5 and 6 Models) 
 

	 304	

atmosphere are not good indicators for rates in the lower atmosphere.
AJPL-18; BBaulch et al. (1992); CCampbell et al. (1972) ; high pressure rate assumed; DAllen and Frederick (1982);

EJPL-06; FSlanger et al. 1972 ; high pressure rate assumed; GKIDA; HPinto et al. [1980] (note this is photolysis); IBaulch et
al. (1992); high pressure rate assumed; JJPL-18 ; products assumed; KZahnle et al. (2006) - photolysis as 2BODY; LJPL-18
; branching ratios adjusted; MZhanle et al. (2006); NBaulch et al. (1994); OTsang and Hampson (1986); PKrasnoperov et
al. 2005 ; products assumed; QChoi and Lin (2005); RTsang and Hampson (1991); SDammeier et al. (2007); TTsang and
Herron (1991); UZahnle (1986); V Dillion et al. (2007) ; products assumed; WBaggot et al. (1987); XZahnle (1986) estimated;
Y Davidson et al. (1978); Z !Brune et al. 1983 - PRODUCTS ASSUMED; aKasting (1990); bSingleton et al. (1988); cPen et
al. (1999); dStachnik and Molina (1987); eSchofield (1973); Tiee (1981); fTiee (1981); gNicholas et al. (1979); hLoison et
al. (2012); iDu et al. (2008) / Babikov et al. (2017); jSingleton (1998); kassumed equal to OH + H2CO; lDu et al. (2011);
mLangford and Oldershaw (1972) ; high pressure limit assumed; nAssumed equal to S + S2; oAssumed equal to S2 + S2;
pPavlov et al (2001); qTurco et al. (1982); rToon et al. (1987); savg of Chung+1975 and Martinez+1983 measurements;
tChung et al. (1975); uYung and DeMore (1982); vassumed equal to HCO + O2 ! HO2 + CO; wassumed equal to H+O2+M
! HO2+M; xassumed equal to HO2 + hv; yassumed same as OH + HO2 ! H2O + O2; zAssumed same as H + HO2 ! O +

H2O; ÁZhanle et al. (2006), estimated; Âassumed same as O + HO2; ÃLee et al. (1977); ÄKurbanov et al. (1995); ÅGauthier

et al. (1975); ÆLu et al. (2006); Çassumed equal to O + CO + M; Èestimated from Basco et al. (1967); ÉAssumed equal to

rate for S2+O; ÊTsang and Hampson (1986) ; products assumed; ËZhanle et al. (2006), products assumed; ÌIUPAC; ÍJPL-06;

products assumed; ÎRate from Fleurat-Lessard et al. (2003); equilibrium constant for fractionation from Kaye and Strobel

(1983); ÏUpper rate of O2(1D)+CO2 from JPL-18 assumed, corrected for larger mixing ratio of O2 wrt. O2(1D) (see Ch. 5);
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