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#### Abstract

We develop a combinatorial framework that assists in finding natural infinite "geometric" presentations for a large subclass of rearrangement groups of fractals - defined by Belk and Forrest [3], namely rearrangement groups acting on $F$-type topological spaces. In this framework, for a given fractal set with its group of "rearrangements", the group generators have a natural one-to-one correspondence with the standard basis of the fractal set, and the relations are all conjugacy relations.

We use this framework to produce a presentation for Richard Thompson's group F [9, 30]. This presentation has been mentioned before by Dehornoy [18], but a combinatorial method to find the length of an element in terms of the generating set of this presentation has been hitherto unknown. We provide algorithms that express an element of $F$ in terms of our generating set and reduce a word representing the identity in $F$ to the trivial word.

We conjecture that this framework can be used to find infinite presentations for all groups in the subclass of rearrangement groups acting on $F$-type topological spaces.
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## Chapter 1

## Introduction



Up he went - very quickly at first - then more slowly - then in a little while even more slowly than that - and finally, after many minutes of climbing up the endless stairway, one weary foot was barely able to follow the other. Milo suddenly realized that with all his effort he was no closer to the top than when he began, and not a great deal further from the bottom. But he struggled on for a while longer, until at last, completely exhausted, he collapsed onto one of the steps.
"I should have known it," he mumbled, resting his tired legs and filling his lungs with air. "This is just like the line that goes on forever, and I'll never get there."
"You wouldn't like it much anyway," someone replied gently. "Infinity is a dreadfully poor place. They can never manage to make ends meet."
(Illustration by Jules Feiffer)

In this thesis, we are interested in how the topological properties of geometric spaces influence the dynamics and behaviour of the infinite groups which act on them. We have been studying groups of homeomorphisms of self-similar topological spaces - called rearrangement groups of fractals, introduced by James Belk and Bradley Forrest [3]. These groups include, but are not limited to, Richard Thompsons groups $F, T$ and $V$ (see 9], [30]).

We have developed a combinatorial framework that assists in finding natural infinite "geometric" presentations for a large subclass of rearrangement groups (rearrangement groups of $F$-type topological spaces, introduced in Chapter 2 and Chapter 3). In this framework, for a given fractal set with its group of "rearrangements", the group generators have a natural one-to-one correspondence with the standard basis of the fractal set, and the relations are all conjugacy relations.

As a test case for our approach, we have used the framework to produce a presentation for Richard Thompson's group $F$. As $F$ is a well-studied group and our presentation is quite natural, it is unsurprising that the presentation that arose had been mentioned before in by Dehornoy in [18. One of our key results was to provide an algorithm giving a normal form for elements of F (given as generic products in our generators) using our generating set. This was suggested as an interesting open problem in [18].

In [18], Dehornoy proved that the shortest length products in this generating set represent the shortest chain of "rotations" of rooted binary trees to get from one given tree to another, so, our algorithm may represent a new algorithm to solve this question originally posed by Thurston in [29]. Currently, there is no known algorithm solving the binary-tree rotation distance question that runs in faster than exponential time (on the size of the initial pair of trees). Our algorithm also runs in exponential time (a fact we have calculated but we have not provided a proof in this thesis). However, in all computed examples the exponential part of the algorithm always admitted easy simplifications; we have always been able to compute answers by hand with little effort. We hope in future work to decide if there is a variant of the algorithm that provably runs in polynomial time for all inputs, and to decide if our normal form really does provide shortest-length rotation sequences from one tree to another (we conjecture it does).

### 1.1 Richard Thompson's Groups

The groups $F, T$ and $V$ were first defined by Richard Thompson in an unpublished manuscript in 1965 [30]. They arise as subgroups of the homeomorphism group of the Cantor set. Indeed, these are groups of piecewise differentiable linear homeomorphisms of the unit interval $[0,1]$, the unit circle and the Cantor set respectively. Thompson proved that $T$ and $V$ are finitely-presented infinite simple groups and $F$ is a finitely-presented group with a simple commutator subgroup. Thompson's finite presentations have been reproduced by Cannon, Floyd and Parry [9 in their survey article. Thompson's groups
have been extensively studied, and many infinite families of generalizations have been found. Some notable generalizations are:

1. The Stein-Thompson groups [28].
2. The Higman-Thompson groups $G_{n, r}[22$, which generalize $V$.
3. The Röver group $\Gamma$ [27], which is an amalgamation of $V$ with the Grigorchuk group [21].
4. The Brin-Thompson group, or "higher-dimensional" $n V$ 7].
5. Braided Thompson groups [8] 19].
6. Belk and Forrest's Basilica Thompson group 44 and rearrangement groups 3] 31.
7. The groups of piecewise-projective homeomorphisms [23], which generalize $T$ and $F$.

Thompson's group $F$ remains the most famous of these groups, both because of its connection with work on homotopy idempotents and because it is one of the most famous possible counter examples of the Von Neumann conjecture (the amenability of Thompson's group $F$ remains an open question). It is defined as the group of orientationpreserving piecewise linear homeomorphisms of the unit interval $[0,1]$, which are only non-differentiable at finitely many dyadic rationals, and at the periods of differentiability the derivatives are powers of 2 . A finite presentation has been given in [9], and explicit combinatorial algorithms exist to compute the length of an element with respect to the finite generating set (see [2], [9]).

### 1.2 Rearrangement Groups of Fractals

In [3], Belk and Forrest defined rearrangement groups of fractals - groups of homeomorphisms of self-similar topological spaces. The topological spaces these groups act on are an infinite limit of finite directed graphs, constructed using edge replacement systems. Belk and Forrest have used this language of rearrangement groups to both develop presentations for some of these groups and study their finiteness properties, but they have not developed a systematic process.

We use this language of rearrangement groups to develop a combinatorial framework which we conjecture can be used to find infinite geometric presentations for the large subclass of rearrangement groups which act on $F$-type topological spaces. In this thesis, we apply this framework to generate an infinite geometric presentation for Thompson's group $F$. We have begun applying this framework to the rearrangement group of $F$ Basilica topological space (which is a running example in Chapter 2 nd Chapter 3) and have so far met no major obstructions.

### 1.3 An Infinite Geometric Presentation for Richard Thompson's Group $\boldsymbol{F}$

Our infinite geometric presentation for Thompson's group $F$ is as follows:

$$
F=\langle\mathcal{X} \mid \mathcal{R}\rangle
$$

The generating set $\mathcal{X}$ is

$$
\mathcal{X}=\left\{f_{\alpha} \mid \alpha \in\{0,1\}^{*}\right\}
$$

where $f_{\alpha}$ acts as follows on points in $[0,1]$ with the prefix $\alpha=e_{1} \ldots e_{n} \in\{0,1\}^{*}$, and as the identity homeomorphism on the rest of the interval:

$$
\left(\left[\alpha e_{n+1} e_{n+2} \ldots\right]\right) f_{\alpha}= \begin{cases}{\left[\alpha 0 e_{n+3} e_{n+4} \ldots\right]} & \text { if } e_{n+1} e_{n+2}=00 \\ {\left[\alpha 10 e_{n+3} e_{n+4} \ldots\right]} & \text { if } e_{n+1} e_{n+2}=01, \\ {\left[\alpha 11 e_{n+2} e_{n+3} \ldots\right]} & \text { if } e_{n+1}=1 .\end{cases}
$$

This map is illustrated in the following diagram:


Figure 1.1: $f_{\alpha}$
The set of relations $\mathcal{R}$ is

$$
\begin{array}{rlrl}
\mathcal{R}=\{ & R 1: & & f_{\beta}{ }^{f_{\alpha}}=f_{\beta} \text { for } \alpha \perp \beta, \\
R 2: & & f_{\alpha 0}{ }^{f_{\alpha}}=f_{\alpha} f_{\alpha 1}{ }^{-1}, \\
R 3: & & f_{\alpha 00 \gamma}{ }^{f_{\alpha}}=f_{\alpha 0 \gamma}, \\
R 4: & & f_{\alpha 01 \gamma}^{f_{\alpha}}=f_{\alpha 10 \gamma}, \\
R 5: & & \left.f_{\alpha 1 \gamma}^{f_{\alpha}}=f_{\alpha 11 \gamma}\right\},
\end{array}
$$

(for some $\alpha, \beta, \gamma \in\{0,1\}^{*}$ ).

### 1.4 Final Remarks

In conclusion, we would like to draw attention to two main threads in this thesis:

1. The development of a combinatorial framework which, while it was used to find an infinite geometric presentation for Thompson's group $F$ in this thesis, can be generalised to other rearrangement groups which act on $F$-type topological spaces.
2. The development of a combinatorial algorithm to find the "normal form" of an element in terms of our infinite generating set, which can provide useful information regarding the rotation distance between two binary rooted trees.

Remark. We assume that the reader has some basic knowledge of combinatorial group theory, point-set topology and graph theory.

## Chapter 2

## The Limit Space

James Belk and Bradley Forrest defined a rearrangement group - a group of homeomorphisms of a self-similar topological space (called the limit space) - in [3]. In this chapter, we will construct this limit space by carrying out an iterative process on a sequence of graphs. We will describe the graphs in Section 2.1, we will present an extended example in Section 2.2, and we will define the limit space in Section 2.3 .

### 2.1 Edge Replacement Systems

Each rearrangement group acts on its own topological space. This topological space the limit space - is the limit of a sequence of graphs constructed using an iterative edge replacement process. In this section, we describe this edge replacement process in detail and construct a sequence of graphs. We will also establish our naming conventions for edges and vertices.

Definition 2.1.1 (Belk, Forrest [3], Definition 1.1 \& Definition 1.4). An edge replacement system $\left(G_{0}, \mathbf{e} \rightarrow R\right)$ consists of the following two things: a finite directed graph $G_{0}$ called the base graph, and an edge replacement rule $\mathbf{e} \rightarrow R$ where an edge $\mathbf{e}$ is replaced by a replacement graph $R$ (where $R$ is a finite directed graph with specified initial and terminal vertices).

In this thesis, we will be using the word "graph" synonymously with the word "digraph, as all graphs arising will be directed. We are interested in examples of edge replacement systems (and full expansion sequences constructed using them) which satisfy certain properties, outlined in the definitions below:

Definition 2.1.2 (Belk, Forrest [3, Definition 1.8). An edge replacement system $\left(G_{0}, \mathbf{e} \rightarrow\right.$ $R)$ is expanding if it satisfies the following conditions:

1. Neither $G_{0}$ nor $R$ have any isolated vertices.
2. The initial and terminal vertices of $R$ are not connected by an edge.
3. The replacement graph $R$ has at least three vertices and two edges.

Definition 2.1.3. An edge replacement system $\left(G_{0}, \mathbf{e} \rightarrow R\right)$ is connected if the graphs $G_{0}$ and $R$ are both connected. (Observe that a connected graph need not be strongly connected.)

Recall that the degree of a vertex in a graph is the number of edges incident with it. The following definition is a specialization of the definition of "finite branching" presented in Section 4 of Belk, Forrest [3]:

Definition 2.1.4. An edge replacement system $\left(G_{0}, \mathbf{e} \rightarrow R\right)$ has finite branching if the initial and terminal vertices of $R$ have degree 1 .

Definition 2.1.5. An edge replacement system $\left(G_{0}, \mathbf{e} \rightarrow R\right)$ with finite branching is oriented if the initial vertex of $R$ is also the initial vertex of the edge incident with it, and the terminal vertex of $R$ is also the terminal vertex of the edge incident with it.

Recall that an automorphism of a graph $G$ is a graph isomorphism with itself, i.e., a mapping from the vertices of $G$ back to vertices of $G$ such that the resulting graph is isomorphic with $G$. The group of all automorphisms of $G$ is called the automorphism

Remark 2.1.7. Let $\left(G_{0}, \mathbf{e} \rightarrow R\right)$ be an $F$-type edge replacement system. Let $e, f \in E(R)$ and $v, w \in V(R)$ such that $v$ is the initial vertex and $w$ is the terminal vertex of $e$ in $R$ and $v$ is the initial vertex and $w$ is the terminal vertex of $f$ in $R$. Then $e=f$, otherwise there exists a non-trivial automorphism of $R$ which transposes $e$ and $f$.

For the rest of this thesis, we will assume that every edge replacement system is of $F$-type.

Most of the results we will prove in the following chapters can be generalized to non $F$-type groups, but we will leave that to the reader. Some further discussion can also be found in [3]. In the next few pages we will present a detailed exposition concerning $F$-type edge replacement systems and describe associated notation and constructions, which we will illustrate by an extended example in Section 2.2.

Let $G$ be an arbitrary graph. We denote the set of edges of $G$ by $E(G)$ and the set of vertices of $G$ by $V(G)$. Let us fix a replacement graph $R$ through the rest of the section
and consider the edge replacement rule $\mathbf{e} \rightarrow R$. We shall write $V_{\text {int }}(R)$ for the set of vertices of $R$ that are neither initial nor terminal.

Let us establish some naming conventions for our edge replacement system ( $G_{0}, \mathbf{e} \rightarrow$ $R$ ). Let us label the edge in $G_{0}$ by the empty word $\epsilon$, with the initial vertex $a$ and terminal vertex $b$. Let us also label the edge incident with the initial vertex in $R$ by $\mathbf{i}$ and the edge incident with the terminal vertex in $R$ by $\mathbf{t}$.

\{celestial\}
Definition 2.1.8. Let $\alpha$ be an edge in a graph $G$ with an initial vertex $v_{\alpha}$ and a terminal vertex $w_{\alpha}$. Then $\alpha$ is a loop if and only if $v_{\alpha}=w_{\alpha}$.

Definition 2.1.9. We define a simple expansion $G^{\prime}$ of an arbitrary graph $G$ by an $F$-type edge replacement rule $\mathbf{e} \rightarrow R$ as follows: Let $G$ be a graph. Choose one edge of $G$, labeled $\alpha$, and construct a new graph $G^{\prime}$ by replacing this edge by a copy of $R$ as follows:

1. The set $V\left(G^{\prime}\right)$ of vertices of $G^{\prime}$ is the disjoint union of the set $V(G)$ of vertices of $G$ and the set of new vertices $\left\{\alpha w \mid w \in V_{\text {int }}(R)\right\}$, i.e.,

$$
V\left(G^{\prime}\right)=V(G) \cup\left\{\alpha w \mid w \in V_{\text {int }}(R)\right\} .
$$

2. The set $E\left(G^{\prime}\right)$ of edges of $G^{\prime}$ is the disjoint union of the set $E(G) \backslash\{\alpha\}$ of the edges of $G$ except for $\alpha$ and the set of new edges $\{\alpha e \mid e \in E(R)\}$, i.e.,

$$
E\left(G^{\prime}\right)=E(G) \backslash\{\alpha\} \cup\{\alpha e \mid e \in E(R)\}
$$

3. Suppose the edge $\alpha$ leaves the vertex $v$ and arrives to the vertex $v^{\prime}$ in $G$ and the edge $e$ leaves the vertex $w$ and arrives to the vertex $w^{\prime}$ in $R$. The new edge $\alpha e$ joins vertices of $G^{\prime}$ as follows:
(a) If $e=\mathbf{i}$, the initial vertex is $v$ and the terminal vertex is $\alpha w^{\prime}$.
(b) If $e=\mathbf{t}$, the initial vertex is $\alpha w$ and the terminal vertex is $v^{\prime}$.
(c) The initial vertex is $\alpha w$ and the terminal vertex is $\alpha w^{\prime}$ otherwise.



This process can be repeated an arbitrary number of times using the same edge replacement rule. Any graph $G$ constructed by performing a finite number of simple expansions to $G_{0}$ is called an expansion of $G_{0}$.

Definition 2.1.10. We define a full expansion $G_{n}$ of a graph $G_{n-1}$ by an edge replacement rule $\mathbf{e} \rightarrow R$ as follows: Suppose we have defined the graph $G_{n-1}$. The full expansion of $G_{n-1}$ is the graph $G_{n}$ obtained by replacing each edge of $G_{n-1}$ by the replacement graph $R$ by the above process. The resulting graph then has the following vertices and edges:

1. The set $V\left(G_{n}\right)$ of vertices of $G_{n}$ is the disjoint union of the set $V\left(G_{n-1}\right)$ of vertices of $G_{n-1}$ with the set of new vertices $V_{n}=\left\{\alpha w \mid \alpha \in E\left(G_{n-1}\right), w \in V_{\text {int }}(R)\right\}$, i.e.,

$$
V\left(G_{n}\right)=V\left(G_{n-1}\right) \cup V_{n} .
$$

Formally, a new vertex in $V_{n}$ can be identified with an ordered pair $(\alpha, w)$, where $\alpha \in$ $E\left(G_{n-1}\right)$ and $w \in V_{\text {int }}(R)$. However, to simplify notation, we follow the convention that we denote this new vertex by the symbol $\alpha w$ obtained by the juxtaposition of $\alpha$ and $w$.
2. The set $E\left(G_{n}\right)$ of edges of $G_{n}$ is a one-one correspondence with the Cartesian product $E\left(G_{n-1}\right) \times E(R)$, i.e.,

$$
E\left(G_{n}\right)=\left\{\alpha e \mid \alpha \in E\left(G_{n-1}\right), e \in E(R)\right\} .
$$

Again, an edge $\alpha e$ is an ordered pair ( $\alpha, e$ ), denoted via juxtaposition.
3. Suppose the edge $\alpha$ leaves the vertex $v$ and arrives to the vertex $v^{\prime}$ in $G_{n-1}$ and the edge $e$ leaves the vertex $w$ and arrives to the vertex $w^{\prime}$ in $R$. The new edge $\alpha e$ joins vertices of $G_{n}$ as follows:
(a) If $e=\mathbf{i}$, the initial vertex is $v$ and the terminal vertex is $\alpha w^{\prime}$.
(b) If $e=\mathbf{t}$, the initial vertex is $\alpha w$ and the terminal vertex is $v^{\prime}$.
(c) The initial vertex is $\alpha w$ and the terminal vertex is $\alpha w^{\prime}$ otherwise.

Lemma 2.1.11. Let $\left(G_{0}, \mathbf{e} \rightarrow R\right)$ be an $F$-type edge replacement system. Let $G$ be an expansion of $G_{0}$ by $R$, i.e., it is obtained from $G_{0}$ by applying the edge replacement rule $\mathbf{e} \rightarrow R$ a finite number of times. Let $e, f \in E(G)$ and $v, w \in V(G)$ such that $v$ is the initial vertex and $w$ is the terminal vertex of $e$ in $G$ and $v$ is the initial vertex and $w$ is the terminal vertex of $f$ in $G$. Then $e=f$.

Proof. Let $\left(G_{0}, \mathbf{e} \rightarrow R\right)$ be an $F$-type edge replacement system. Let $G$ be an expansion, i.e., it is obtained from $G_{0}$ by applying the edge replacement rule $\mathbf{e} \rightarrow R$ a finite number of times. Let $e, f \in E(G)$ and $v, w \in V(G)$ such that $v$ is the initial vertex and $w$ is the terminal vertex of $e$ in $G$ and $v$ is the initial vertex and $w$ is the terminal vertex of $f$ in $G$. Observe, by Definition 2.1.9 (3), that $e$ and $f$ share the save initial and terminal vertices if and only if one of the following is true:

1. $e, f \in E\left(G_{0}\right)$, in which case $e=f=\epsilon$.
2. There exist $e^{\prime}, f^{\prime} \in E(R)$ such that $e=\alpha e^{\prime}$ and $f=\alpha f^{\prime}$ (where $\alpha$ is the edge which was replaced). In this case, there exist $v^{\prime}, w^{\prime} \in V(R)$ such that $v=\alpha v^{\prime}$ and $w=\alpha w^{\prime}$. Then, by Remark 2.1.7, $e^{\prime}=f^{\prime}$. Hence $e=f$.

This proves the result.
For an arbitrary edge replacement system $\left(G_{0}, \mathbf{e} \rightarrow R\right)$, the sequence $\left\{G_{n}\right\}_{n=0}^{\infty}$ is called the full expansion sequence, where $G_{0}$ is the base graph and each graph $G_{n}$ is the full expansion of the graph $G_{n-1}$ by the edge replacement rule $\mathbf{e} \rightarrow R$. We build our notation for the edges and vertices of the graph $G_{n}$ in an arbitrary full expansion sequence as follows:

1. The set $E\left(G_{n}\right)$ of edges of $G_{n}$ is the Cartesian product (with elements denoted via juxtaposition):

$$
\begin{aligned}
E\left(G_{n}\right) & =E\left(G_{n-1}\right) \times E(R) \\
& =E\left(G_{0}\right) \times E(R)^{n} \\
& =\left\{\alpha=e_{1} \ldots e_{n} \mid e_{i} \in E(R) \text { for } i \geq 1\right\},
\end{aligned}
$$

Observe that each edge $\alpha=e_{1} \ldots e_{n}$ of $G_{n}$ is an $(n+1)$-tuple, expressed as a word of length $n+1$. Observe also that $\alpha^{\dagger}=e_{1} \ldots e_{n-1}$ is the edge of $G_{n-1}$ that was replaced by our edge replacement rule $\mathbf{e} \rightarrow R$.
2. The set $V_{n}$ of new vertices introduced in the graph $G_{n}$ is the set of $(n+1)$-tuples (denoted via juxtaposition, and expressed as words of length $n+1$ ):

$$
\begin{aligned}
V_{n} & =\left\{\alpha^{\dagger} w=e_{1} \ldots e_{n-1} w \mid \alpha^{\dagger} \in E\left(G_{n-1}\right), w \in V_{\text {int }}(R)\right\} \\
& =\left\{\alpha^{\dagger} w=e_{1} \ldots e_{n-1} w \mid e_{i} \in E(R) \text { for } i \geq 1, w \in V_{\mathrm{int}}(R)\right\} .
\end{aligned}
$$

We define $V_{0}=V\left(G_{0}\right)$. The complete set $V\left(G_{n}\right)$ of vertices of the graph $G_{n}$ is the disjoint union

$$
V\left(G_{n}\right)=\bigsqcup_{k=0}^{n} V_{k}
$$

Definition 2.1.12. Observe that we have defined above the truncation function $\dagger$ as the operation truncating the last letter of a word. For instance, consider a word $\alpha=e_{1} \ldots e_{n}$, then $\alpha^{\dagger}=e_{1} \ldots e_{n-1}$ and $\alpha^{(n-k) \dagger}=e_{1} \ldots e_{k}$ (for $n>k$ ). (Observe that we are performing iterated truncation from the right.)

Definition 2.1.13. We define the depth of a vertex $v \in V_{n}$ to be the index of the set $V_{n}($ denoted by $\operatorname{depth}(v)=n)$. Observe that if $v=\alpha w$ (for some $w \in V_{\text {int }}(R)$ ) then $\operatorname{depth}(v)=|\alpha|$.

The following results characterize the adjacency of edges and vertices of a graph $G_{n}$ in the full expansion sequence $\left\{G_{n}\right\}_{n=0}^{\infty}$ of an $F$-type edge replacement system $\left(G_{0}, \mathbf{e} \rightarrow R\right)$ :

## \{gusgus

Lemma 2.1.14. Let $\left\{G_{n}\right\}_{n=0}^{\infty}$ be the full expansion sequence of an $F$-type edge replacement $\operatorname{system}\left(G_{0}, \mathbf{e} \rightarrow R\right)$. Let $\alpha=e_{1} \ldots e_{n} \in E\left(G_{n}\right)$ (for some $n \geq 1$ ). The initial and terminal vertices of $\alpha$ in the graph $G_{n}$ are one of the following:

1. If $\alpha=(\mathbf{i})^{n}$, the initial vertex is a and the terminal vertex is $\alpha^{\dagger} w$ (where $w$ is the terminal vertex of the edge $\mathbf{i}$ in $R$ ).
2. If $\alpha=e_{1} \ldots e_{k+1}(\mathbf{i})^{n-k-1}$ (where $e_{k+1} \neq \mathbf{i}$ for some $1 \leq k \leq n-1$ ), the initial vertex is $\alpha^{(n-k) \dagger} w_{1}$ and the terminal vertex is $\alpha^{\dagger} w_{2}$ (where $w_{1}$ is the initial vertex of the edge $e_{k+1}$ in $R$ and $w_{2}$ is the terminal vertex of the edge $\mathbf{i}$ in $R$ ).
3. If $\alpha=e_{1} \ldots e_{k+1}(\mathbf{t})^{n-k-1}$ (where $e_{k+1} \neq \mathbf{t}$ for some $1 \leq k \leq n-1$ ), the initial vertex is $\alpha^{\dagger} w_{1}$ and the terminal vertex is $\alpha^{(n-k) \dagger} w_{2}$ (where $w_{1}$ is the initial vertex of the edge $\mathbf{t}$ in $R$ and $w_{2}$ is the terminal vertex of the edge $e_{k+1}$ in $R$ ).
4. If $\alpha=(\mathbf{t})^{n}$, the initial vertex is $\alpha^{\dagger} w$ and the terminal vertex is $b$ (where $w$ is the initial vertex of the edge $\mathbf{t}$ in $R$ ).
5. The initial vertex is $\alpha^{\dagger} w_{1}$ and the terminal vertex is $\alpha^{\dagger} w_{2}$ otherwise (where $w_{1}$ is the initial vertex and $w_{2}$ is the terminal vertex of the edge $e_{n}$ in $R$ ).

Proof. Let $\left\{G_{n}\right\}_{n=0}^{\infty}$ be the full expansion sequence of an $F$-type edge replacement system $\left(G_{0}, \mathbf{e} \rightarrow R\right)$. Recall that, in an $F$-type edge replacement system, the graph $G_{0}$ is a single edge, labelled by the empty word $\epsilon$, with an initial vertex $a$ and a terminal vertex $b$.

$G_{0}$

The replacement graph $R$ is such that the automorphism group $\operatorname{Aut}(R)$ is trivial. We shall label the edge incident with the initial vertex of $R$ by $\mathbf{i}$ and the edge incident with the terminal vertex of $R$ by $\mathbf{t}$.


We will prove this result by induction on $n$.
In the construction of the graph $G_{1}$, the edge $\epsilon$ is replaced with a copy of $R$.


An edge $\alpha$ in the graph $G_{1}$ is of the form $\alpha=e_{1}$ where $e_{1} \in E(R)$. Let $w_{1}$ be the initial vertex and $w_{2}$ be the terminal vertex of the edge $e_{1}$ in $R$. Then, by Definition 2.1.10, the initial and terminal vertices of the edge $\alpha$ in the graph $G_{1}$ are one of the following:

1. If $\alpha=\mathbf{i}$, the initial vertex is $a$ and the terminal vertex is $w_{2}$, which satisfies Case 1 of the result.
2. If $\alpha=\mathbf{t}$, the initial vertex is $w_{1}$ and the terminal vertex is $b$, which satisfies Case 4 of the result.
3. The initial vertex is $w_{1}$ and the terminal vertex is $w_{2}$ otherwise, which satisfies Case 5 of the result.

Suppose that there exists $m \geq 1$ such that the result holds for the graph $G_{m}$. Let us examine the graph $G_{m+1}$. Consider the edge $\beta=e_{1} \ldots e_{m} \in E\left(G_{m}\right)$. The initial and terminal vertices of $\beta$ are as per the hypothesis. In the construction of the graph $G_{m+1}$, the edge $\beta$ is replaced with a copy of $R$. Consider the edge $\alpha=\beta e_{m+1}$ in the graph $G_{m+1}$, where $e_{m+1} \in E(R)$. Let $w_{1}$ be the initial vertex and $w_{2}$ be the terminal vertex of the edge $e_{m+1}$ in $R$. Let us examine case by case the initial and terminal vertices of the edge $\alpha$ in the graph $G_{m+1}$, given the initial and terminal vertices of the edge $\beta$ in the graph $G_{m}$ :

1. Let $\beta=(\mathbf{i})^{m}$ with initial vertex $a$ and terminal vertex $\beta^{\dagger} w_{3}$ (where $w_{3}$ is the terminal vertex of the edge $\mathbf{i}$ in $R$ ) in $G_{m}$.


Then, by Definition 2.1.10, the initial and terminal vertices of $\alpha$ in $G_{m+1}$ are as follows:

1.1. If $\alpha=\beta \mathbf{i}=(\mathbf{i})^{m+1}$, the initial vertex is $a$ and the terminal vertex is $\alpha^{\dagger} w_{2}=\beta w_{2}$, which satisfies Case 1 of the result.
1.2. If $\alpha=\beta \mathbf{t}=(\mathbf{i})^{m} \mathbf{t}$, the initial vertex is $\alpha^{\dagger} w_{1}=\beta w_{1}$ and the terminal vertex is $\alpha^{2 \dagger} w_{3}=\beta^{\dagger} w_{3}$, which satisfies Case 3 of the result.
1.3. The initial vertex is $\alpha^{\dagger} w_{1}=\beta w_{1}$ and the terminal vertex is $\alpha^{\dagger} w_{2}=\beta w_{2}$ otherwise, which satisfies Case 5 of the result.
2. Let $\beta=e_{1} \ldots e_{k+1}(\mathbf{i})^{m-k-1}$ (where $e_{k+1} \neq \mathbf{i}$ ) with initial vertex $\beta^{(m-k) \dagger} w_{3}$ and the terminal vertex is $\beta^{\dagger} w_{4}$ (where $w_{3}$ is the initial vertex of the edge $e_{k+1}$ in $R$ and $w_{4}$ is the terminal vertex of the edge $\mathbf{i}$ in $R$ ) in $G_{m}$.


Then, by Definition 2.1.10, the initial and terminal vertices of $\alpha$ in $G_{m+1}$ are as follows:

2.1. If $\alpha=\beta \mathbf{i}=e_{1} \ldots e_{k+1}(\mathbf{i})^{m-k}$, the initial vertex is $\alpha^{(m-k+1) \dagger} w_{3}=\beta^{(m-k) \dagger} w_{3}$ and the terminal vertex is $\alpha^{\dagger} w_{2}=\beta w_{2}$, which satisfies Case 2 of the result.
2.2. If $\alpha=\beta \mathbf{t}=e_{1} \ldots e_{k+1}(\mathbf{i})^{m-k-1} \mathbf{t}$, the initial vertex is $\alpha^{\dagger} w_{1}=\beta w_{1}$ and the terminal vertex is $\alpha^{2 \dagger} w_{4}=\beta^{\dagger} w_{4}$, which satisfies Case 3 of the result.
2.3. The initial vertex is $\alpha^{\dagger} w_{1}=\beta w_{1}$ and the terminal vertex is $\alpha^{\dagger} w_{2}=\beta w_{2}$ otherwise, which satisfies Case 5 of the result.
3. Let $\beta=e_{1} \ldots e_{k+1}(\mathbf{t})^{m-k-1}$ (where $e_{k+1} \neq \mathbf{t}$ ) with initial vertex $\beta^{\dagger} w_{3}$ and terminal vertex $\beta^{(m-k) \dagger} w_{4}$ (where $w_{3}$ is the initial vertex of the edge $\mathbf{t}$ in $R$ and $w_{4}$ is the terminal vertex of the edge $e_{k+1}$ in $R$ ) in $G_{m}$.


Then, by Definition 2.1.10, the initial and terminal vertices of $\alpha$ in $G_{m+1}$ are as follows:

3.1. If $\alpha=\beta \mathbf{i}=e_{1} \ldots e_{k+1}(\mathbf{t})^{m-k-1} \mathbf{i}$, the initial vertex is $\alpha^{2 \dagger} w_{3}=\beta^{\dagger} w_{3}$ and the terminal vertex is $\alpha^{\dagger} w_{2}=\beta w_{2}$, which satisfies Case 2 of the result.
3.2. If $\alpha=\beta \mathbf{t}=e_{1} \ldots e_{k+1}(\mathbf{t})^{m-k}$, the initial vertex is $\alpha^{\dagger} w_{1}=\beta w_{1}$ and the terminal vertex is $\alpha^{(m-k+1) \dagger} w_{4}=\beta^{(m-k) \dagger} w_{4}$, which satisfies Case 3 of the result.
3.3. The initial vertex is $\alpha^{\dagger} w_{1}=\beta w_{1}$ and the terminal vertex is $\alpha^{\dagger} w_{2}=\beta w_{2}$ otherwise, which satisfies Case 5 of the result.
4. Let $\beta=(\mathbf{t})^{m}$ with initial vertex $\beta^{\dagger} w_{3}$ and terminal vertex $b$ (where $w_{3}$ is the initial vertex of the edge $\mathbf{t}$ in $R$ ) in $G_{m}$.


Then, by Definition 2.1.10, the initial and terminal vertices of $\alpha$ in $G_{m+1}$ are as follows:

4.1. If $\alpha=\beta \mathbf{i}=(\mathbf{t})^{m} \mathbf{i}$, the initial vertex is $\alpha^{2 \dagger} w_{3}=\beta^{\dagger} w_{3}$ and the terminal vertex is $\alpha^{\dagger} w_{2}=\beta w_{2}$, which satisfies Case 2 of the result.
4.2. If $\alpha=\beta \mathbf{t}=(\mathbf{t})^{m+1}$, the initial vertex is $\alpha^{\dagger} w_{1}=\beta w_{1}$ and the terminal vertex is $b$, which satisfies Case 4 of the result.
4.3. The initial vertex is $\alpha^{\dagger} w_{1}=\beta w_{1}$ and the terminal vertex is $\alpha^{\dagger} w_{2}=\beta w_{2}$ otherwise, which satisfies Case 5 of the result.
5. Otherwise, let $\beta$ have the initial vertex $\beta^{\dagger} w_{3}$ and terminal vertex $\beta^{\dagger} w_{4}$ (where $w_{3}$ is the initial vertex and $w_{4}$ is the terminal vertex of the edge $e_{n}$ in $R$ ) in $G_{m}$.


Then, by Definition 2.1.10, the initial and terminal vertices of $\alpha$ in $G_{m+1}$ are as follows:

5.1. If $\alpha=\beta \mathbf{i}$, the initial vertex is $\alpha^{2 \dagger} w_{3}=\beta^{\dagger} w_{3}$ and the terminal vertex is $\alpha^{\dagger} w_{2}=$ $\beta w_{2}$, which satisfies Case 2 of the result.
5.2. If $\alpha=\beta \mathbf{t}$, the initial vertex is $\alpha^{\dagger} w_{1}=\beta w_{1}$ and the terminal vertex is $\alpha^{2 \dagger} w_{4}=$ $\beta^{\dagger} w_{4}$, which satisfies Case 3 of the result.
5.3. The initial vertex is $\alpha^{\dagger} w_{1}=\beta w_{1}$ and the terminal vertex is $\alpha^{\dagger} w_{2}=\beta w_{2}$ otherwise, which satisfies Case 5 of the result.

This proves the result by induction.

Lemma 2.1.15. Let $\left\{G_{n}\right\}_{n=0}^{\infty}$ be the full expansion sequence of an $F$-type edge replacement system $\left(G_{0}, \mathbf{e} \rightarrow R\right)$. Let $\alpha=e_{1} \ldots e_{k} \in E\left(G_{k}\right), w \in V_{\text {int }}(R)$ and $n \geq k+1$. Then

1. The edges in $G_{n}$ having $\alpha w$ as the initial vertex are precisely those of the form $\alpha p(\mathbf{i})^{n-k-1}$ where $p$ is an edge of $R$ with $w$ as the initial vertex.
2. The edges in $G_{n}$ having $\alpha w$ as the terminal vertex are precisely those of the form $\alpha q(\mathbf{t})^{n-k-1}$ where $q$ is an edge of $R$ with $w$ as the terminal vertex.

Proof. Let $\left\{G_{n}\right\}_{n=0}^{\infty}$ be the full expansion sequence of an $F$-type edge replacement system $\left(G_{0}, \mathbf{e} \rightarrow R\right)$. Let $\alpha=e_{1} \ldots e_{k} \in E\left(G_{k}\right), w \in V_{\text {int }}(R)$ and $n \geq k+1$. Recall from Definition 2.1.10 of a full expansion that $\alpha w \in V\left(G_{n}\right)$.

1. By Lemma 2.1.14 (2), $\alpha w$ is the initial vertex of edges of the form $\alpha p(\mathbf{i})^{n-k-1}$ in $G_{n}$, where $p$ is an edge of $R$ with $w$ as the initial vertex.. We have to show that the edges of the form $\alpha p(\mathbf{i})^{n-k-1}$ are the only edges with $\alpha w$ as the initial vertex. We shall prove this by induction on $n$.

Suppose $w$ is the initial vertex of precisely the edges $p_{1}, \ldots, p_{r}$ in $R$.


R

Consider the case when $n=k+1$. The graph $G_{k+1}$ is a full expansion of the graph $G_{k}$ by Definition 2.1.10. The vertex $\alpha w \in V_{k+1}$ is a new vertex introduced in $G_{k+1}$ when the edge $\alpha$ in $G_{k}$ is replaced by a copy of $R$. It follows from the construction of $G_{k+1}$ that $\alpha w$ is the initial vertex of precisely the edges $\alpha p_{1}, \ldots, \alpha p_{r}$ in $G_{k+1}$.


This establishes the base case of our induction argument.
Now let us assume that $\alpha w$ is the initial vertex of precisely the edges of the form $\alpha p(\mathbf{i})^{m-k-1}$ in the graph $G_{m}$ (for some $m \geq k+1$ ), where $p$ is an edge of $R$ with $w$ as the initial vertex.

$$
\begin{aligned}
\cdots \bullet \xrightarrow{\alpha p(\mathbf{i})^{m-k-1}} \xrightarrow{\bullet} \xrightarrow{\bullet} \xrightarrow{\alpha q(\mathbf{t})^{m-k-1}} \bullet \cdots \\
G_{m}
\end{aligned}
$$

Let us construct the full expansion $G_{m+1}$ of $G_{m}$. Observe that, since the edge replacement system is of $F$-type, when an edge $\alpha p(\mathbf{i})^{m-k-1}$ gets replaced by a copy of $R$, the vertex $\alpha w$ is the initial vertex of this copy of $R$ and hence the initial vertex of an edge $\alpha p(\mathbf{i})^{m-k}$.


Therefore, the inductive claim holds.
2. This is proved similarly to (1). The proof is included here for completeness.

By Lemma 2.1.14 (3), $\alpha w$ is the terminal vertex of edges of the form $\alpha q(\mathbf{t})^{n-k-1}$ in $G_{n}$, where $q$ is an edge of $R$ with $w$ as the terminal vertex. We have to show that the edges of the form $\alpha q(\mathbf{t})^{n-k-1}$ are the only edges with $\alpha w$ as the terminal vertex. We shall prove this by induction on $n$.

Suppose $w$ is the terminal vertex of precisely the edges $q_{1}, \ldots, q_{s}$ in $R$.


Consider the case when $n=k+1$. The graph $G_{k+1}$ is a full expansion of the graph $G_{k}$ by Definition 2.1.10. The vertex $\alpha w \in V_{k+1}$ is a new vertex introduced in $G_{k+1}$ when the edge $\alpha$ in $G_{k}$ is replaced by a copy of $R$. It follows from the construction of $G_{k+1}$ that $\alpha w$ is the terminal vertex of precisely the edges $\alpha q_{1}, \ldots, \alpha q_{s}$ in $G_{k+1}$.


This establishes the base case of our induction argument.
Now let us assume that $\alpha w$ is the terminal vertex of edges of the form $\alpha q(\mathbf{t})^{m-k-1}$ in the graph $G_{m}$ (for some $m \geq k+1$ ), where $q$ is an edge of $R$ with $w$ as the terminal vertex.


Let us construct the full expansion $G_{m+1}$ of $G_{m}$. Observe that, since the edge replacement system is of $F$-type, when an edge $\alpha q(\mathbf{t})^{m-k-1}$ gets replaced by a copy of $R$, the vertex $\alpha w$ is the terminal vertex of this copy of $R$ and hence the terminal vertex of an edge $\alpha q(\mathbf{t})^{m-k}$.


Therefore, the inductive claim holds.
This completes the proof by induction.
We can prove stronger versions of Lemma 2.1.15 and Lemma 2.1.14 for every specific rearrangement group. We will prove the analogous results for some specific rearrangement groups in later chapters.

### 2.2 An Extended Example

We now present an extended example which defines the edge replacement system and constructs the full expansion sequence for a particular rearrangement group, the F-Basilica group, and discusses the adjacency of edges and vertices for this full expansion sequence analogously to Lemma 2.1.15 and Lemma 2.1.14. We will be using this edge replacement system (and associated framework) as an example throughout this chapter and Chapter 3.

Example 2.2.1. We present the $F$-Basilica edge replacement system:



We observe that the initial graph $G_{0}$ is comprised of one edge, labelled with the empty word $\epsilon$, leaving a vertex $a$ and arriving at a vertex $b$. Our replacement system replaces an edge $\mathbf{e}$ with the replacement graph $R$, which is comprised of one edge, labelled 0 , leaving the specified initial vertex $v$ and arriving to a vertex $x$, a second edge labelled 1 forming a loop around the vertex $x$, and a third edge, labelled 2 , leaving the vertex $x$ and arriving to the specified terminal vertex $w$. We observe that $E\left(G_{0}\right)=\{\epsilon\}, V\left(G_{0}\right)=\{a, b\}$, $E(R)=\{0,1,2\}$ and $V_{\text {int }}(R)=\{x\}$.

We present the first few graphs in the full expansion sequence for the $F$-Basilica replacement system:


Observe that an edge of the form $\alpha 1$ in the graph $G_{n}$ (for some $\alpha \in E\left(G_{n-1}\right)$ ) is a loop for all $n \in \mathbb{N}$.

Let us discuss the adjacency of the vertex $0 x$ in the first few graphs of the full expansion sequence for the $F$-Basilica replacement system:


In the graph $G_{2}$, we observe that the edges departing from $0 x$ are 01 and 02 , and the edges arriving to $0 x$ are 00 and 01 .


In the graph $G_{3}$, we observe that the edges departing from $0 x$ are 010 and 020 , and the edges arriving to $0 x$ are 002 and 012 .


In the graph $G_{4}$, we observe that the edges departing from $0 x$ are 0100 and 0200 , and the edges arriving to $0 x$ are 0022 and 0122 . Continuing in this way we can conclude that, for the $n$-th full expansion graph $G_{n}$ of the $F$-Basilica replacement system, the edges departing from $0 x$ are $01(0)^{n-2}$ and $02(0)^{n-2}$, and the edges arriving to $0 x$ are $00(2)^{n-2}$ and $01(2)^{n-2}$, all of which have the prefix 0 .

In fact we can show that, for the graph $G_{n}$ of the $F$-Basilica replacement system, the edges departing from an arbitrary vertex $\alpha x$ are $\alpha 1(0)^{n-2}$ and $\alpha 2(0)^{n-2}$, and the edges arriving to $\alpha x$ are $\alpha 0(2)^{n-2}$ and $\alpha 1(2)^{n-2}$.

Let us now study the vertices bordering a specific edge $\alpha$.
In the graph $G_{3}$, the edge 000 leaves the vertex $a$ and arrives to the vertex $00 x$.


In the graph $G_{4}$, the edge 0000 leaves the vertex $a$ and arrives to the vertex $000 x$.


In fact it follows from Lemma 2.1.14 that, in the graph $G_{n}$, when $\alpha=(0)^{n}$, the initial vertex is $a$ and the terminal vertex is $\alpha^{\dagger} x=(0)^{n-1} x$.

In the graph $G_{3}$, the edge 222 leaves the vertex $22 x$ and arrives to the vertex $b$.


In the graph $G_{4}$, the edge 2222 leaves the vertex $222 x$ and arrives to the vertex $b$.


In fact it follows from Lemma 2.1.14 that, in the graph $G_{n}$, when $\alpha=(2)^{n}$, the initial vertex is $\alpha^{\dagger} x=(2)^{n-1} x$ and the terminal vertex is $b$.

In the graph $G_{3}$, the edge 111 leaves and arrives to the vertex $11 x$.


In the graph $G_{4}$, the edge 1111 leaves and arrives to the vertex $111 x$.


In fact it follows from Lemma 2.1.14 that, in the graph $G_{n}$, when $\alpha=e_{1} \ldots e_{n-1} 1$, the initial and terminal vertex is $\alpha^{\dagger} x=e_{1} \ldots e_{n-1} x$.

In the graph $G_{3}$, the edge 002 leaves the vertex $00 x$ and arrives to the vertex $0 x$.


In the graph $G_{4}$, the edge 0022 leaves the vertex $002 x$ and arrives to the vertex $0 x$.


In fact it follows from Lemma 2.1.14 that, in the graph $G_{n}$, when $\alpha=e_{1} \ldots e_{k} 0(2)^{n-k-1}$ (for $n>k$ ), the initial vertex is $\alpha^{\dagger} x=e_{1} \ldots e_{n-1} x$ and the terminal vertex is $\alpha^{(n-k) \dagger} x=$ $e_{1} \ldots e_{k} x$.

In the graph $G_{3}$, the edge 220 leaves the vertex $2 x$ and arrives to the vertex $22 x$.


In the graph $G_{4}$, the edge 2200 leaves the vertex $2 x$ and arrives to the vertex $220 x$.


In fact it follows from Lemma 2.1.14 that, in the graph $G_{n}$, when $\alpha=e_{1} \ldots e_{k} 2(0)^{n-k-1}$ (for $n>k$ ), the initial vertex is $\alpha^{(n-k) \dagger} x=e_{1} \ldots e_{k} x$ and the terminal vertex is $\alpha^{\dagger} x=$ $e_{1} \ldots e_{n-1} x$.

In the graph $G_{3}$, the edge 110 leaves the vertex $1 x$ and arrives to the vertex $11 x$.


In the graph $G_{4}$, the edge 1100 leaves the vertex $1 x$ and arrives to the vertex $110 x$.


In fact it follows from Lemma 2.1.14 that, in the graph $G_{n}$, when $\alpha=e_{1} \ldots e_{k} 1(0)^{n-k-1}$ (for $n>k$ ), the initial vertex is $\alpha^{(n-k) \dagger} x=e_{1} \ldots e_{k} x$ and the terminal vertex is $\alpha^{\dagger} x=$ $e_{1} \ldots e_{n-1} x$.

In the graph $G_{3}$, the edge 112 leaves the vertex $11 x$ and arrives to the vertex $1 x$.


In the graph $G_{4}$, the edge 1122 leaves the vertex $112 x$ and arrives to the vertex $1 x$.


In fact it follows from Lemma 2.1.14 that, in the graph $G_{n}$, when $\alpha=e_{1} \ldots e_{k} 1(2)^{n-k-1}$ (for $n>k$ ), the initial vertex is $\alpha^{\dagger} x=e_{1} \ldots e_{n-1} x$ and the terminal vertex is $\alpha^{(n-k) \dagger} x=$ $e_{1} \ldots e_{k} x$.

### 2.3 The Limit Space

\{2.3\}
Let $\left(G_{0}, \mathbf{e} \rightarrow R\right)$ be an $F$-type edge replacement system. In this section, we will construct the limit space - the topological space on which our group will act.

Observe that $E\left(G_{0}\right)=\{\epsilon\}$ and $E(R)$ is a finite set. We define the finite alphabet to be the set $E(R)$.

Definition 2.3.1. We define the set of finite words $E(R)^{*}$ as follows:

$$
E(R)^{*}=\left\{e_{1} \ldots e_{n} \mid e_{i} \in E(R) \text { for } i=1, \ldots, n\right\} .
$$

We denote the length of a word $\alpha \in E(R)^{*}$ by $|\alpha|$.
\{redcow\}
Definition 2.3.2 (Belk, Forrest [3]). We define the symbol space $\Omega$ to be the set $E(R)^{\omega}$ of all infinite sequences

$$
\Omega:=E(R)^{\omega}=\left\{e_{1} e_{2} \ldots \mid e_{i} \in E(R) \text { for } i=1,2, \ldots\right\} .
$$

Definition 2.3.3. We define a prefix order $\preceq$ on $E(R)^{*}$ as follows: For $\alpha, \beta \in E(R)^{*}, \alpha$ is a prefix of $\beta$, denoted by $\alpha \preceq \beta$, if there exists $\gamma \in E(R)^{*}$ such that $\beta=\alpha \gamma$.

Let $\alpha, \beta \in E(R)^{*}$. If $\alpha$ is a strict prefix of $\beta$, it is denoted by $\alpha \prec \beta$. If neither $\alpha$ or $\beta$ are prefixes of the other they are said to be incomparable, denoted by $\alpha \perp \beta$. Given $\alpha \perp \beta$, there exists a largest common prefix $\gamma \in E(R)^{*}$ defined as follows: $\gamma$ is the largest word such that $\gamma \prec \alpha$ and $\gamma \prec \beta$. We can extend this definition to $\Omega$ as follows: A word $\alpha \in E(R)^{*}$ is a prefix of a sequence $e_{1} e_{2} \ldots \in \Omega$ if and only if there exists an $n \in \mathbb{N}$ such that $\alpha=e_{1} \ldots e_{n}$.

Observe that the prefix order on $E(R)^{*}$ is a partial order, since it is reflexive, transitive and anti-symmetric. A finite set $A \subset E(R)^{*}$ is an antichain if, for all $\alpha, \beta \in A, \alpha \perp \beta$. An antichain $A$ is complete if, for all $\gamma \in E(R)^{*}$ such that $|\gamma| \geq N$ for some $N \in \mathbb{N}$, there exists $\alpha \in A$ such that $\alpha \preceq \gamma$. Equivalently, an antichain $A$ is complete if, for all $t=e_{1} e_{2} \ldots \in \Omega$, there exists $\alpha \in A$ such that $\alpha$ is a prefix of $t$ (denoted by $\alpha \prec t$ ). Note that, in this thesis, we use the symbol $\subset$ to denote "contained in but not equal to" and the symbol $\subseteq$ to denote "contained in or equal to".

Assume that we have defined a linear order $\leq$ on $E(R)$ such that $\mathbf{i}$ is the smallest and $\mathbf{t}$ is the largest. We define the lexicographic order $\leq_{\ell}$ on $\Omega$ as follows:

Definition 2.3.4. Let $e_{1} e_{2} \ldots$ and $e_{1}^{\prime} e_{2}^{\prime} \ldots$ be sequences in $\Omega$. Then $e_{1} e_{2} \cdots<_{\ell} e_{1}^{\prime} e_{2}^{\prime} \ldots$ if and only if there exists $k \in \mathbb{N}$ such that $e_{1} \ldots e_{k-1}=e_{1}^{\prime} \ldots e_{k-1}^{\prime}$ and $e_{k}<e_{k}^{\prime}$.

We define the partial lexicographic order $\leq_{\ell}$ on $E(R)^{*}$ as follows:
Definition 2.3.5. We define the lexicographic order $\leq_{\ell}$ on any two distinct incomparable words $\alpha$ and $\beta$ as follows: Let $\alpha=e_{1} \ldots e_{n}$ and $\beta=e_{1}^{\prime} \ldots e_{m}^{\prime}$. Then there exists $k \in \mathbb{N}$ such that $e_{1} \ldots e_{k-1}=e_{1}^{\prime} \ldots e_{k-1}^{\prime}$ and $e_{k} \neq e_{k}^{\prime}$. We define $\alpha<_{\ell} \beta$ if and only if $e_{k}<e_{k}^{\prime}$.

While this order is a partial order on $E(R)^{*}$, it is a full order on a complete antichain $A \subset E(R)^{*}$, and is denoted by the ordered list lex $(A)=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$. The following results characterize some properties of complete antichains:

Lemma 2.3.6. Let $A$ be a complete antichain in $E(R)^{*}$. Let $\operatorname{lex}(A)=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$. Then there does not exist $1 \leq i \leq n-1$ and $\beta \in E(R)^{*}$ such that

$$
\alpha_{i}<_{\ell} \beta<_{\ell} \alpha_{i+1}
$$

Proof. Let $A$ be a complete antichain in $E(R)^{*}$. Let $\operatorname{lex}(A)=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$. We will prove this by contradiction. Suppose that there exists $1 \leq i \leq n-1$ and $\beta \in E(R)^{*}$ such that

$$
\alpha_{i}<_{\ell} \beta<_{\ell} \alpha_{i+1}
$$

Then $\alpha_{j}<_{\ell} \beta$ for all $j=1, \ldots, i$ and $\beta<_{\ell} \alpha_{k}$ for all $k=i+1, \ldots, n$. This implies that $\beta \perp \alpha_{1}, \ldots, \alpha_{n}$. Then $\left\{\alpha_{1}, \ldots, \alpha_{i}, \beta, \alpha_{i+1}, \ldots, \alpha_{n}\right\}$ is an antichain, which contradicts the fact that $A$ is complete. This proves the result.

Lemma 2.3.7. Let $A$ be a complete antichain in $E(R)^{*}$. If $\beta \gamma \in A$ (for some $\beta, \gamma \in$ $\left.E(R)^{*}\right)$, then $D=\{\delta \mid \beta \delta \in A\}$ is a complete antichain in $E(R)^{*}$.

Proof. Let $A$ be a complete antichain in $E(R)^{*}$. Let $\beta \gamma \in A$ (for some $\left.\beta, \gamma \in E(R)^{*}\right)$. Let $D=\{\delta \mid \beta \delta \in A\}$.

Let us prove that $D$ is an antichain: Let $\delta, \delta^{\prime} \in D$. If $\delta \preceq \delta^{\prime}$, then $\beta \delta \preceq \beta \delta^{\prime}$, contrary to $A$ being an antichain. Hence $D$ is an antichain.

Let us prove that $D$ is complete: Let $t \in \Omega$. Then $\beta t \in \Omega$, and there exists $\alpha \in A$ such that $\alpha \prec \beta$. If $\alpha \preceq \beta$ then $\alpha \preceq \beta \gamma$, which contradicts the fact that $A$ is an antichain. So $\beta \preceq \alpha$, which implies that $\alpha=\beta \delta$ for some $\delta \in D$. Then $\beta \delta \prec \beta t$. Hence $\delta \prec t$ and $D$ is complete.

Lemma 2.3.8. Let $\left(G_{0}, \mathbf{e} \rightarrow R\right)$ be an $F$-type edge replacement system. Then the following hold:

1. If $G$ is an expansion, i.e., it is obtained from $G_{0}$ by applying the edge replacement rule $\mathbf{e} \rightarrow R$ a finite number of times, then $E(G)$ is a complete antichain in $E(R)^{*}$.
2. If $A$ is a complete antichain in $E(R)^{*}$, then there is an expansion $G$, obtained from $G_{0}$ by applying the edge replacement rule $\mathbf{e} \rightarrow R$ a finite number of times such that $E(G)=A$.

Proof. Let $\left(G_{0}, \mathbf{e} \rightarrow R\right)$ be an $F$-type edge replacement system.

1. Suppose $G$ is an expansion obtained by $n$ simple expansions of $G_{0}$, for some $n \in \mathbb{N}$. We have to show that $E(G)$ is a complete antichain. We will prove this by induction on $n$.

Let $n=0$. Then $E(G)=\{\epsilon\}$. This is trivially an antichain, and complete because, for all $t \in \Omega, \epsilon \prec t$.

Let $E(G)$ be a complete antichain for $n=m$. Let us perform a simple expansion on $G$ to get a graph $G^{\prime}$. Then some $\alpha \in E(G)$ is replaced by a copy of $R$, and hence $E\left(G^{\prime}\right)=(E(G) \backslash\{\alpha\}) \cup\{\alpha e \mid e \in E(R)\}$. Observe that $\alpha e \perp \beta$ for all $e \in E(R)$ and $\beta \in E(G) \backslash\{\alpha\}$ since $\alpha \perp \beta$, and $\alpha e \perp \alpha e^{\prime}$ for all distinct $e, e^{\prime} \in E(R)$. This proves that $E\left(G^{\prime}\right)$ is an antichain. Observe also that, for all $e_{1} e_{2} \cdots \in \Omega$, there exists an element in $E(G)$ which is a prefix of $e_{1} e_{2} \ldots$ If this element is $\beta \neq \alpha$, then $\beta \in E\left(G^{\prime}\right)$. If this element is $\alpha$, observe that $\alpha=e_{1} \ldots e_{k}$ and $e_{k+1} \in E(R)$. Then $\alpha e_{k+1} \in E\left(G^{\prime}\right)$. This proves that $E\left(G^{\prime}\right)$ is a complete antichain, where $G^{\prime}$ is an expansion obtained by $m+1$ simple expansions of $G_{0}$.

This completes the proof by induction.
2. Suppose $A$ is a complete antichain in $E(R)^{*}$. We define a pair $(m, k)$ as follows:

$$
\begin{aligned}
m & =\max \{|\alpha| \mid \alpha \in A\} \\
k & =\#\{\alpha \in A| | \alpha \mid=m\}
\end{aligned}
$$

We order these pairs lexicographically as follows: $(m, k)<_{\ell}\left(m^{\prime}, k^{\prime}\right)$ if and only if $m<m^{\prime}$ or $m=m^{\prime}$ and $k<k^{\prime}$. Observe that, since both $m, k \in \mathbb{N}$, this is a wellorder and there exists a lowest element. We can now prove our result by induction on $(m, k)$.

Let $(m, k)=(1,1)$. Then $A=E\left(G_{0}\right)$ and hence $G=G_{0}$ and the inductive claim holds.

Let $A$ be a complete antichain in $E(R)^{*}$ and let $m(A)=m$ and $k(A)=k$. Suppose the claim holds for all complete antichains $B$ in $E(R)^{*}$ such that $(m(B), k(B))<_{\ell}$ $(m, k)$. There exists at least one $\alpha=e_{1} \ldots e_{m-1}$ in $A$ of length $m$. Since $A$ is an antichain, no proper prefix of $\alpha$ is in $A$. Consider $t=e_{1} \ldots e_{m-2} e_{m-1}^{\prime} \ldots \in \Omega$ where $e_{m-1}^{\prime} \neq e_{m-1}$. Then there exists $\beta \in A$ such that $\beta \prec t$. Now $\beta \nprec \alpha$ and $|\beta| \leq m$. This implies that $\beta=e_{1} \ldots e_{m-2} e_{m-1}^{\prime}$. Since this is true for all $e_{m-1}^{\prime} \in E(R) \backslash\left\{e_{m-1}\right\}, A$ contains all words $e_{1} \ldots e_{m-2} f$ where $f \in E(R)$. Let us define the set

$$
B=\left(A \backslash\left\{e_{1} \ldots e_{m-2} f \mid f \in E(R)\right\}\right) \cup\left\{e_{1} \ldots e_{m-2}\right\}
$$

Let us prove that $B$ is a complete antichainin $E(R)^{*}$ : Consider $\alpha, \beta \in B$. If $\alpha, \beta \in$ $A \backslash\left\{e_{1} \ldots e_{m-2} f \mid f \in E(R)\right\}$, then $\alpha \perp \beta$. If $\alpha \in A \backslash\left\{e_{1} \ldots e_{m-2} f \mid f \in E(R)\right\}$ and $\beta=e_{1} \ldots e_{m-2}$, then $\alpha \perp e_{1} \ldots e_{m-2}$ for all $f \in E(R)$ and hence $\alpha \perp \beta$. This proves that $B$ is an antichain. Consider $t \in \Omega$. Then there exists $\gamma \in A$ such that $\gamma \prec t$. If $\gamma \in A \backslash\left\{e_{1} \ldots e_{m-2} f \mid f \in E(R)\right\}$, then $\gamma \in B$. If $\gamma \in\left\{e_{1} \ldots e_{m-2} f \mid f \in E(R)\right\}$, then $\delta=e_{1} \ldots e_{m-2} \in B$ and $\delta \prec \gamma$. Hence $\delta \prec t$ and $B$ is a complete antichain in $E(R)^{*}$.

Observe that $(m(B), k(B))<_{\ell}(m, k)$. By our inductive claim, there exists a graph expansion $G$ such that $B=E(G)$. Let us construct a graph expansion $G^{\prime}$ by performing an edge replacement on the edge $e_{1} \ldots e_{m-2} \in B=E(G)$. Then $A=$ $E\left(G^{\prime}\right)$ and this completes the proof by induction.

Observe that the set $E(R)$ is finite. Let us endow it with the discrete topology. The symbol space $\Omega$ has a one-one correspondence with the Cartesian product

$$
\prod_{\omega}{ }^{E(R)} .
$$

Consequently, we endow $\Omega$ with the product topology. Let us define the set $\Omega(\alpha):=\alpha \Omega$ (for some $\left.\alpha \in E(R)^{*}\right)$ to be the set of all infinite sequences which have the prefix $\alpha$. Then the collection

$$
\left\{\Omega(\alpha) \mid \alpha \in E(R)^{*}\right\}
$$

forms a basis for the topology.

Since $\Omega$ is an infinite product of finite discrete sets, it is homeomorphic to the Cantor space. We observe that every basic open set $\Omega(\alpha)$ is also closed in $\Omega$, and hence compact. Since $\Omega$ is a Hausdorff space, one-point sets are closed in $\Omega$.

Recall that, in our full expansion sequence, the vertex set $V\left(G_{n}\right)$ of graph $G_{n}$ is the disjoint union

$$
V\left(G_{n}\right)=\bigsqcup_{k=0}^{n} V_{k},
$$

where $V_{k}$ is the set of vertices of depth $k$, introduced in the graph $G_{k}$. The vertex sets of the graphs $\left\{G_{n}\right\}_{n=0}^{\infty}$ form a nested chain, i.e.

$$
V\left(G_{0}\right) \subset V\left(G_{1}\right) \subset V\left(G_{2}\right) \subset \ldots
$$

Definition 2.3.9. We will refer to elements of the vertex set

$$
\mathcal{G} \mathcal{V}=\bigcup_{n=0}^{\infty} V\left(G_{n}\right)=\bigsqcup_{n=0}^{\infty} V_{n}
$$

as gluing vertices (for reasons which will become clear as we proceed).
Observe that if $v \in \mathcal{G V}$, then $v$ is either $a, b$ or $\alpha w$ (for some $\alpha \in E(R)^{*}$ and $\left.w \in V_{\text {int }}(R)\right)$. Assume that we have defined a linear order $\leq_{v}$ on $V_{\text {int }}(R)$. Recall from Definition 2.1.13 that the depth of a vertex $v \in \mathcal{G V}$ is the index of the set $V_{n}$ such that $v \in V_{n}$, i.e., $\operatorname{depth}(a)=\operatorname{depth}(b)=0$ and $\operatorname{depth}(\alpha w)=|\alpha|$. Observe that, for some distinct $\alpha, \beta \in E(R)^{*}$, if $|\alpha|=|\beta|$, then $\alpha \perp \beta$ and they can be ordered lexicographically

Definition 2.3.10. Let $\mathcal{G V}$ be the set of gluing vertices of an $F$-type edge replacement system. We define an induced vertex depth order $\leq_{d}$ on $\mathcal{G} \mathcal{V}$ as follows: for two distinct vertices $z_{i}$ and $z_{j}$ in $\mathcal{G V}, z_{i}<_{d} z_{j}$ if and only if one of the following holds:

1. $\operatorname{depth}\left(z_{i}\right)<\operatorname{depth}\left(z_{j}\right)$,
2. $\operatorname{depth}\left(z_{i}\right)=\operatorname{depth}\left(z_{j}\right)$ and $z_{i}=\alpha w$ and $z_{j}=\beta w^{\prime}$ (for some distinct $\left.\alpha, \beta \in E(R)^{*}\right)$ and $\alpha<\ell \beta$.
3. $\operatorname{depth}\left(z_{i}\right)=\operatorname{depth}\left(z_{j}\right)$ and $z_{i}=\alpha w$ and $z_{j}=\alpha w^{\prime}$ (for some distinct $\left.\alpha, \beta \in E(R)^{*}\right)$ and $w<_{v} w^{\prime}$.

Definition 2.3.11. Let $\Omega$ be the symbol space and $\mathcal{G V}$ be the set of gluing vertices of an $F$-type edge replacement system. A sequence $e_{1} e_{2} \ldots \in \Omega$ represents a vertex $v \in \mathcal{G V}$ if the edge $e_{1} \ldots e_{n}$ is incident with $v$ in the graph $G_{n}$ for all sufficiently large $n$.
\{mortiis \}
Lemma 2.3.12. Let $\Omega$ be the symbol space and $\mathcal{G V}$ be the set of gluing vertices of an $F$-type edge replacement system. Let $e_{1} e_{2} \ldots \in \Omega$ and $v \in \mathcal{G V}$. The sequence $e_{1} e_{2} \ldots$ represents the vertex $v$ if and only if one of the following holds:

1. $v=a$ and $e_{1} e_{2} \ldots=\overline{\mathbf{i}}$,
2. $v=b$ and $e_{1} e_{2} \ldots=\overline{\mathbf{t}}$,
3. $v=\alpha w$ (for some $\alpha \in E(R)^{*}$ and $w \in V_{\text {int }}(R)$ ) and $e_{1} e_{2} \ldots=\alpha p \bar{q}$, where $p \in E(R)$ is incident with $w$ and $q=\mathbf{i}$ if $w$ is the initial vertex of $p$ and $q=\mathbf{t}$ if $w$ is the terminal vertex of $p$.

Moreover, if it exists, the vertex $v$ represented by the sequence $e_{1} e_{2} \ldots$ is unique.
Proof. Let $\Omega$ be the symbol space and $\mathcal{G V}$ be the set of gluing vertices of an $F$-type edge replacement system. Let $e_{1} e_{2} \ldots \in \Omega$.

1. Let $v=a$. Suppose the sequence $e_{1} e_{2} \ldots$ represents the vertex $v$. Then there exists $N \in \mathbb{N}$ such that the edge $e_{1} \ldots e_{n}$ is incident with $v$ in the graph $G_{n}$ for all $n>N$. By Lemma 2.1.14 (1), we know this is only possible if $e_{1} \ldots e_{n}=(\mathbf{i})^{n}$ for all $n>0$. This implies that $e_{1} e_{2} \ldots=\overline{\mathbf{i}}$ (and also that $N=0$ ).

Conversely, let $e_{1} e_{2} \ldots=\overline{\mathbf{i}}$. By Lemma 2.1.14 (1), the edge $(\mathbf{i})^{n}$ is incident with the vertices $a$ and $(\mathbf{i})^{n-1} w$ in the graph $G_{n}$ for some $n>0$. It follows that $a$ is the unique vertex such that the edge $e_{1} \ldots e_{n}$ is incident with it for all $n>0$. And hence the sequence $e_{1} e_{2} \ldots$ represents the vertex $v=a$.
2. Let $v=b$. Suppose the sequence $e_{1} e_{2} \ldots$ represents the vertex $v$. Then there exists $N \in \mathbb{N}$ such that the edge $e_{1} \ldots e_{n}$ is incident with $v$ in the graph $G_{n}$ for all $n>N$. By Lemma 2.1.14 (1), we know this is only possible if $e_{1} \ldots e_{n}=(\mathbf{t})^{n}$ for all $n>0$. This implies that $e_{1} e_{2} \ldots=\overline{\mathbf{t}}$ (and also that $N=0$ ).

Conversely, let $e_{1} e_{2} \ldots=\overline{\mathbf{t}}$. By Lemma 2.1.14 (1), the edge $(\mathbf{t})^{n}$ is incident with the vertices $b$ and $(\mathbf{t})^{n-1} w$ in the graph $G_{n}$ for some $n>0$. It follows that $b$ is the unique vertex such that the edge $e_{1} \ldots e_{n}$ is incident with it for all $n>0$. And hence the sequence $e_{1} e_{2} \ldots$ represents the vertex $v=b$.
3. Let $v=\alpha w=e_{1} \ldots e_{k-1} w$ (for some $w \in V_{\text {int }}(R)$ ). Suppose the sequence $e_{1} e_{2} \ldots$ represents the vertex $v$. Then there exists $N \in \mathbb{N}$ such that the edge $e_{1} \ldots e_{n}$ is incident with $v$ in the graph $G_{n}$ for all $n \geq N$. Observe that $v$ is either the initial or terminal vertex of $e_{1} \ldots e_{n}$. Let us examine both cases:
3.1. By Lemma 2.1.14 (2), $v$ is the initial vertex of $e_{1} \ldots e_{n}$ if $e_{1} \ldots e_{n}=\alpha p(\mathbf{i})^{n-k}$ and $w$ is the initial vertex of $p$. This implies that $e_{1} e_{2} \ldots=\alpha p \overline{\mathbf{i}}($ and $N=k)$.
3.2. By Lemma 2.1.14 (3), $v$ is the terminal vertex of $e_{1} \ldots e_{n}$ if $e_{1} \ldots e_{n}=\alpha p(\mathbf{t})^{n-k}$ and $w$ is the terminal vertex of $p$. This implies that $e_{1} e_{2} \ldots=\alpha p \overline{\mathbf{t}}($ and $N=k)$.

Conversely, suppose $v=\alpha w$ and $e_{1} e_{2} \ldots=\alpha p \bar{q}$, where $p \in E(R)$ is incident with $w$ and $q=\mathbf{i}$ if $w$ is the initial vertex of $p$ and $q=\mathbf{t}$ if $w$ is the terminal vertex of $p$. Let us examine the two separate cases:
3.1. Suppose $e_{1} e_{2} \ldots=\alpha p \overline{\mathbf{i}}$ and $w$ is the initial vertex of $p$. By Lemma 2.1.14 (2), the edge $e_{1} \ldots e_{n}=\alpha p(\mathbf{i})^{n-k}$ has the initial vertex $\alpha w$ and terminal vertex $\alpha p(\mathbf{i})^{n-k-1} w$ in the graph $G_{n}$ for all $n \geq k$. This implies that $v=\alpha w$ us the unique vertex represented by $e_{1} e_{2} \ldots$..
3.2. Suppose $e_{1} e_{2} \ldots=\alpha p \overline{\mathbf{t}}$ and $w$ is the terminal vertex of $p$. By Lemma 2.1.14 (3), the edge $e_{1} \ldots e_{n}=\alpha p(\mathbf{t})^{n-k}$ has the initial vertex $\alpha p(\mathbf{i})^{n-k-1} w$ and terminal vertex $\alpha w$ in the graph $G_{n}$ for all $n \geq k$. This implies that $v=\alpha w$ us the unique vertex represented by $e_{1} e_{2} \ldots$

This proves the result.
\{deadzone\}
Definition 2.3.13. Let $\Omega$ be the symbol space and $\mathcal{G V}$ be the set of gluing vertices of an $F$-type edge replacement system. Let $v \in \mathcal{G V}$. We define the set $Q_{v} \subset \Omega$ to contain all sequences $e_{1} e_{2} \ldots \in \Omega$ which represent the vertex $v$. It follows from Lemma 2.3.12 that

$$
\begin{aligned}
Q_{a} & =\left\{e_{0} \overline{\mathbf{i}}\right\} \\
Q_{b} & =\left\{e_{0} \overline{\mathbf{t}}\right\} \\
Q_{\alpha w} & =\{\alpha p \bar{q} \mid p \in E(R) \text { incident with } w \\
\qquad & =\mathbf{i} \text { if } w \text { is the initial vertex of } p \text { or } \\
q & =\mathbf{t} \text { if } w \text { is the terminal vertex of } p\}
\end{aligned}
$$

for some $\alpha \in E(R)^{*}$ and $w \in V_{\text {int }}(R)$.
Observe that $Q_{v}$ is a finite set for all $v \in \mathcal{G V}$ since $E(R)$ is a finite set.

## \{earthlings

Definition 2.3.14 (Belk, Forrest [3]). Let $\Omega$ be the symbol space of an $F$-type edge replacement system. Two sequences from $\Omega$

$$
e_{1} e_{2} \ldots \quad \text { and } \quad e_{1}^{\prime} e_{2}^{\prime} \ldots
$$

are said to be related to each other under the gluing relation $\sim$ if the edges

$$
e_{1} \ldots e_{n} \quad \text { and } \quad e_{1}^{\prime} \ldots e_{n}^{\prime}
$$

share a vertex in the graphs $G_{n}$ for all $n \in \mathbb{N}$.
\{newfang\}
Lemma 2.3.15. Let $\Omega$ be the symbol space and $\mathcal{G V}$ be the set of gluing vertices of an $F$-type edge replacement system. Let $e_{1} e_{2} \ldots$ and $e_{1}^{\prime} e_{2}^{\prime} \ldots$ be two distinct sequences in $\Omega$. Then

$$
e_{1} e_{2} \ldots \sim e_{1}^{\prime} e_{2}^{\prime} \ldots
$$

if and only if there exists a vertex $\alpha w \in \mathcal{G \mathcal { V }}$ (for some $\alpha \in E(R)^{*}$ and $w \in V_{\mathrm{int}}(R)$ ) such that

$$
e_{1} e_{2} \ldots, e_{1}^{\prime} e_{2}^{\prime} \ldots \in Q_{\alpha w}
$$

### 2.3. THE LIMIT SPACE

Proof. Let $\Omega$ be the symbol space and $\mathcal{G V}$ be the set of gluing vertices of an $F$-type edge replacement system. Let $e_{1} e_{2} \ldots$ and $e_{1}^{\prime} e_{2}^{\prime} \ldots$ be two distinct sequences in $\Omega$.

Suppose that $e_{1} e_{2} \ldots \sim e_{1}^{\prime} e_{2}^{\prime} \ldots$. Since $e_{1} e_{2} \ldots$ and $e_{1}^{\prime} e_{2}^{\prime} \ldots$ are distinct, there exists $k \in \mathbb{N}$ such that $e_{1} \ldots e_{k-1}=e_{1}^{\prime} \ldots e_{k-1}^{\prime}$ and $e_{k} \neq e_{k}^{\prime}$. Let $\alpha=e_{1} \ldots e_{k-1}$. Then $\alpha e_{k}$ and $\alpha e_{k}^{\prime}$ are distinct edges in the graph $G_{k}$ which share a vertex. By Definition 2.1.10 of the construction of the full expansion $G_{k}$, these edges arise when the edge $\alpha$ in $G_{k-1}$ is replaced by a copy of $R$. The edges $e_{k}$ and $e_{k}^{\prime}$ are incident with the vertex $w \in V_{\text {int }}(R)$. Then the edges $\alpha e_{k}$ and $\alpha e_{k}^{\prime}$ are incident with the vertex $\alpha w \in V\left(G_{k}\right)$.

Since the edge replacement system is of $F$-type (in particular, expanding), $\alpha w$ is the unique vertex such that the edges $e_{1} \ldots e_{n}$ and $e_{1}^{\prime} \ldots e_{n}^{\prime}$ are incident with it in the graph $G_{n}$ for all $n \geq k$. Then, by Lemma 2.1.15, $e_{1} \ldots e_{n}=\alpha e_{k}(p)^{n-k}$ and $e_{1}^{\prime} \ldots e_{n}^{\prime}=\alpha e_{k}^{\prime}(q)^{n-k}$ (where $p=\mathbf{i}$ if $w$ is the initial vertex of $e_{k}$ in $R$ and $p=\mathbf{t}$ if $w$ is the terminal vertex of $e_{k}$ in $R$, and similarly $q=\mathbf{i}$ if $w$ is the initial vertex of $e_{k}^{\prime}$ in $R$ and $q=\mathbf{t}$ if $w$ is the terminal vertex of $e_{k}^{\prime}$ in $R$ ). Then, by Definition 2.3.13.

$$
e_{1} e_{2} \ldots, e_{1}^{\prime} e_{2}^{\prime} \ldots \in Q_{\alpha w}
$$

Conversely, suppose there exists a vertex $\beta w \in \mathcal{G V}$ (for some $w \in V_{\text {int }}(R)$ ) such that $e_{1} e_{2} \ldots, e_{1}^{\prime} e_{2}^{\prime} \ldots \in Q_{\beta w}$. Let $\beta=e_{1} \ldots e_{m-1}$. By Definition 2.3.13, $e_{1} e_{2} \ldots=\beta e_{m} \bar{p}$ and $e_{1}^{\prime} e_{2}^{\prime} \ldots=\beta e_{m}^{\prime} \bar{q}$ (where $p=\mathbf{i}$ if $w$ is the initial vertex of $e_{k}$ in $R$ and $p=\mathbf{t}$ if $w$ is the terminal vertex of $e_{k}$ in $R$, and similarly $q=\mathbf{i}$ if $w$ is the initial vertex of $e_{k}^{\prime}$ in $R$ and $q=\mathbf{t}$ if $w$ is the terminal vertex of $e_{k}^{\prime}$ in $R$ ). Then, by Lemma 2.3.12, the sequences $e_{1} e_{2} \ldots$ and $e_{1}^{\prime} e_{2}^{\prime} \ldots$ both represent the vertex $\beta w$ Hence, $e_{1} \ldots e_{n}=e_{1}^{\prime} \ldots e_{n}^{\prime}$ for all $n<m$ and the edges $e_{1} \ldots e_{n}$ and $e_{1}^{\prime} \ldots e_{n}^{\prime}$ share the vertex $\beta w$ in the graphs $G_{n}$ for all $n \geq m$. This implies that $\alpha=\beta$ and, by Definition 2.3.14,

$$
e_{1} e_{2} \ldots \sim e_{1}^{\prime} e_{2}^{\prime} \ldots
$$

Example 2.3.16. The symbol space for the $F$-Basilica group is the infinite product

$$
\Omega=\{0,1,2\}^{\infty} .
$$

We observed in Example 2.2.1 that the edges $00(2)^{n-2}, 01(0)^{n-2}, 01(2)^{n-2}$, and 02(0) $)^{n-2}$ in $G_{n}$ share the vertex $0 x$, for all $n>1$. It follows from Definition 2.3.14 that $00 \overline{2}, 01 \overline{0}$, $01 \overline{2}$, and $02 \overline{0}$ in $\Omega$ are all equivalent under the gluing relation.

More generally, it follows from Lemma 2.3.15 that for any two sequences $e_{1} e_{2} \ldots$ and $e_{1}^{\prime} e_{2}^{\prime} \ldots$ in $\Omega$,

$$
e_{1} e_{2} \ldots \sim e_{1}^{\prime} e_{2}^{\prime} \ldots
$$

if and only if there exists a vertex $\beta x \in \mathcal{G \mathcal { V }}$ such that

$$
e_{1} e_{2} \ldots, e_{1}^{\prime} e_{2}^{\prime} \ldots \in Q_{\beta x}=\{\beta 0 \overline{2}, \beta 1 \overline{0}, \beta 1 \overline{2}, \beta 2 \overline{0}\}
$$

Belk, Forrest [3 Proposition 1.9 proved the following result for an arbitrary expanding edge replacement system. Below, we present a proof which is specific to $F$-type edge replacement systems.

Lemma 2.3.17. Let $\Omega$ be the symbol space of an $F$-type edge replacement system. The gluing relation from Definition 2.3.14 is an equivalence relation.

Proof. Let $\Omega$ be the symbol space and of an $F$-type edge replacement system. Let $\sim$ be the gluing relation from Definition 2.3.14. Observe that $\sim$ is always reflexive and symmetric, since sharing a vertex in a graph is always reflexive and symmetric.

To prove transitivity, suppose there exist three distinct sequences $e_{1} e_{2} \ldots, e_{1}^{\prime} e_{2}^{\prime} \ldots$ and $e_{1}^{\prime \prime} e_{2}^{\prime \prime} \ldots$ in $\Omega$ such that $e_{1} e_{2} \ldots \sim e_{1}^{\prime} e_{2}^{\prime} \ldots$ and $e_{1}^{\prime} e_{2}^{\prime} \ldots \sim e_{1}^{\prime \prime} e_{2}^{\prime \prime} \ldots$.

From Lemma 2.3.15 we know that $e_{1} e_{2} \ldots \sim e_{1}^{\prime} e_{2}^{\prime} \ldots$ if and only if there exists a vertex $\alpha w \in \mathcal{G V}$ such that

$$
e_{1} e_{2} \ldots, e_{1}^{\prime} e_{2}^{\prime} \ldots \in Q_{\alpha w}
$$

Similarly, $e_{1}^{\prime} e_{2}^{\prime} \ldots \sim e_{1}^{\prime \prime} e_{2}^{\prime \prime} \ldots$ if and only if there exists a vertex $\beta w^{\prime} \in \mathcal{G V}$ such that

$$
e_{1}^{\prime} e_{2}^{\prime} \ldots, e_{1}^{\prime \prime} e_{2}^{\prime \prime} \ldots \in Q_{\beta w^{\prime}}
$$

This implies that the sequence $e_{1}^{\prime} e_{2}^{\prime} \ldots$ represents the vertices $\alpha w$ and $\beta w^{\prime}$. But we know from Lemma 2.3.12 that the vertex represented by a sequence is unique. Hence $\alpha w=\beta w^{\prime}$, and therefore

$$
e_{1} e_{2} \ldots, e_{1}^{\prime} e_{2}^{\prime} \ldots, e_{1}^{\prime \prime} e_{2}^{\prime \prime} \ldots \in Q_{\alpha w}
$$

Hence, by Lemma 2.3.15, $e_{1} e_{2} \ldots \sim e_{1}^{\prime \prime} e_{2}^{\prime \prime} \ldots$. This proves transitivity, and therefore a gluing relation of an $F$-type edge replacement system is an equivalence relation.

Definition 2.3.18 (Belk, Forrest [3], Definition 1.7). Let $\Omega$ be the symbol space and of an $F$-type edge replacement system. Let $\sim$ be the gluing relation from Definition 2.3.14. We define the limit space

$$
X:=\Omega / \sim
$$

to be the set of equivalence classes in $\Omega$.
Let $x \in \Omega$. We denote the equivalence class under $\sim$ containing $x$ by $[x]$. Since $\sim$ is an equivalence relation, the limit space $X$ is a partition of $\Omega$. We define the map $\phi: \Omega \rightarrow X$ by $\phi: x \mapsto[x]$. Let us assign the quotient topology to $X$, that is a set $U$ is open in $X$ if and only if its preimage $(U) \phi^{-1}$ is open in $\Omega$. It follows that $\phi$ is the quotient map, and hence continuous.

We will prove in Lemma 3.1.9 that $X$ is a Hausdorff space.
Lemma 2.3.19. Let $X$ be the limit space and $\mathcal{G V}$ be the set of gluing vertices of an $F$-type edge replacement system.

1. For all $v \in \mathcal{G V}$, the set $Q_{v} \subset \Omega$ is an equivalence class in $X$.
2. The map $\rho: \mathcal{G} \mathcal{V} \rightarrow X$ defined by $(v) \rho=(y) \phi$ for all $y \in Q_{v}$ is injective.
3. Every equivalence class with more than one point has the form $Q_{v}$ for some $v \in \mathcal{G V}$. Proof. Let $X$ be the limit space and $\mathcal{G V}$ be the set of gluing vertices of an $F$-type edge replacement system.
4. By Lemma 2.3.15, we know that

$$
e_{1} e_{2} \ldots, e_{1}^{\prime} e_{2}^{\prime} \ldots \in Q_{v}
$$

for some $v \in \mathcal{G \mathcal { V }}$ if and only if

$$
e_{1} e_{2} \ldots \sim e_{1}^{\prime} e_{2}^{\prime} \ldots
$$

It follows from Lemma 2.3.17 and Definition 2.3.18 that $Q_{v}$ is an equivalence class in $X$.
2. Observe that the map $\rho: \mathcal{G} \mathcal{V} \rightarrow X$ defined by $(v) \rho=(y) \phi$ for all $y \in Q_{v}$ is independent of the choice of $y$ by Lemma 2.3.15, and hence is well-defined for all $v \in \mathcal{G V}$. Consider $v_{1}, v_{2} \in \mathcal{G} \mathcal{V}$ such that $Q_{v_{1}}=Q_{v_{2}}$. By Definition 2.3.13, every sequence in $Q_{v_{1}}$ represents the vertices $v_{1}$ and $v_{2}$. Since, by Lemma 2.3.12, the vertex represented by a sequence is unique, this implies that $v_{1}=v_{2}$. Therefore, the map $\rho$ is injective.
3. Let $x \in X$ be an equivalence class with at least two points. That is, there exist $y, z \in \Omega$ with $y \neq z$ such that $(y) \phi=(z) \phi=x$. Then $y \sim z$, and by Lemma 2.3.15, there exists $v \in \mathcal{G} \mathcal{V}$ such that $y, z \in Q_{v}$, which is an equivalence class in $X$ by (1).

To simplify notation, for all $v \in \mathcal{G V}$, we will use the vertex $v$ as a label for the equivalence class $(v) \rho$ in $X$. We call the equivalence classes in $X$ not corresponding to gluing vertices regular points.

Belk and Forrest [3, Theorem 1.24 proved the following result in general. We present a proof for $F$-type edge replacement systems:

Example 2.3.20. Let $X$ be the limit space of the $F$-Basilica replacement system Recall from Example 2.3.16 that for any two sequences $e_{1} e_{2} \ldots$ and $e_{1}^{\prime} e_{2}^{\prime} \ldots$ in $\Omega$,

$$
e_{1} e_{2} \ldots \sim e_{1}^{\prime} e_{2}^{\prime} \ldots
$$

if and only if there exists a vertex $\beta x \in \mathcal{G \mathcal { V }}$ such that

$$
e_{1} e_{2} \ldots, e_{1}^{\prime} e_{2}^{\prime} \ldots \in Q_{\beta x}=\{\beta 0 \overline{2}, \beta 1 \overline{0}, \beta 1 \overline{2}, \beta 2 \overline{0}\}
$$

It follows from Lemma 2.3.19 that $Q_{\beta x}$ is an equivalence class in $X$ and corresponds to the gluing vertex $\beta x$.

## Chapter 3

## The Rearrangement Group of the Limit Space

In this chapter, let $\Omega$ be the symbol space and let $X$ be the limit space of an $F$-type edge replacement system. We will define the "rearrangement group" - i.e., the group of homeomorphisms - of $X$. In Section 3.1, we will define a "cell" - a topological object. In Section 3.2 we will define a way to "partition" $X$ using cells. In Section 3.3, we will define a rearrangement of $X$. In Section 3.4, we will prove that the set of rearrangements of $X$ is a group.

### 3.1 Cells

Definition 3.1.2. Let $\alpha=e_{1} \ldots e_{n} \in E(R)^{*}$. Let $v_{\alpha}$ be the initial vertex of the edge $\alpha$ in the graph $G_{n}$ and let $w_{\alpha}$ be the terminal vertex of the edge $\alpha$ in the graph $G_{n}$. The equivalence classes in $X$ corresponding to $v_{\alpha}$ and $w_{\alpha}$ are called the boundary points of the cell $C(\alpha)$ (with $v_{\alpha}$ being the initial boundary point and $w_{\alpha}$ being the terminal boundary point).

The complement of those boundary points in the cell $C(\alpha)$ is called the interior of the cell, and denoted by int $C(\alpha)$. Observe that this may or may not be the same as the topological interior.

Cells and their interiors are our main topological objects, and we will use them to prove various details of the quotient topology on $X$. Provided $X$ is Hausdorff, there is a
simple proof that a cell is closed (hence compact). But since we require various properties of cells to prove Lemma 3.1.9 that $X$ is a Hausdorff space, we will provide a different and slightly more technical proof in Lemma 3.1.8 that a cell is closed and the interior of a cell is open. The results which follow have been derived from Belk, Forrest [3, Section 1.5, but they have been reinterpreted for our construction.
Lemma 3.1.3. Let $C(\alpha)$ be a cell in $X$ (for some $\left.\alpha \in E(R)^{*}\right)$. Then $(\alpha \overline{\mathbf{i}}) \phi=v_{\alpha}$ and $(\alpha \overline{\mathbf{t}}) \phi=w_{\alpha}$.
Proof. Let $\alpha=e_{1} \ldots e_{n} \in E(R)^{*}$. By Lemma 2.1.14, we know that $v_{\alpha} \in\left\{a, \alpha^{\dagger} w, \alpha^{(n-k) \dagger} w\right\}$ and $w_{\alpha} \in\left\{b, \alpha^{\dagger} w, \alpha^{(n-k) \dagger} w\right\}$, for some $w \in V_{\text {int }}(R)$ and $k<n-1$. Let us examine all of these cases:

1. If $v_{\alpha}=a$ then $(a) \phi^{-1}=Q_{a}=\{\overline{\mathbf{i}}\}$. Since $a \in C(\alpha)$, then from the definition of a cell there exists a sequence $y \in \Omega(\alpha)$ such that $(y) \phi=Q_{a}$. Since $Q_{a}$ is a singleton set, it follows that $y=\overline{\mathbf{i}}$. Also, since $\epsilon \preceq \alpha$, it follows that $y=\alpha \overline{\mathbf{i}}$.
2. If $v_{\alpha}=\alpha^{\dagger} w$ then $\left(\alpha^{\dagger} w\right) \phi^{-1}=Q_{\alpha^{\dagger} w}$. Since $\alpha^{\dagger} w \in C(\alpha)$, then from the definition of a cell there exists a sequence $y \in \Omega(\alpha)$ such that $(y) \phi=\alpha^{\dagger} w$. Then $y=\alpha^{\dagger} p \overline{\mathbf{i}}$ if $w$ is the initial vertex of $p$ or $y=\alpha^{\dagger} p \overline{\mathbf{t}}$ if $w$ is the terminal vertex of $p$. Since $v_{\alpha}$ is the initial vertex of $\alpha$, this implies that $w$ is the initial vertex of $p$. And hence $y=\alpha^{\dagger} p \overline{\mathbf{i}}$ Since $\alpha^{\dagger} \prec \alpha$, we get $y=\alpha \overline{\mathbf{i}}$.
3. If $v_{\alpha}=\alpha^{(n-k) \dagger} w$ then $\left(\alpha^{(n-k) \dagger} w\right) \phi^{-1}=Q_{\alpha^{(n-k) \dagger}} w$. Since $\alpha^{(n-k) \dagger} w \in C(\alpha)$, then from the definition of a cell there exists a sequence $y \in \Omega(\alpha)$ such that $(y) \phi=$ $\alpha^{(n-k) \dagger} w$. Then $y=\alpha^{(n-k) \dagger} p \overline{\mathbf{i}}$ if $w$ is the initial vertex of $p$ or $y=\alpha^{(n-k) \dagger} p \overline{\mathbf{t}}$ if $w$ is the terminal vertex of $p$. Since $v_{\alpha}$ is the initial vertex of $\alpha$, this implies that $w$ is the initial vertex of $p$. And hence $y=\alpha^{(n-k) \dagger} p \overline{\mathbf{i}}$ Since $\alpha^{(n-k) \dagger} \prec \alpha$, we get $y=\alpha \overline{\mathbf{i}}$.
4. If $w_{\alpha}=b$ then $(b) \phi^{-1}=Q_{b}=\{\overline{\mathbf{t}}\}$. Since $b \in C(\alpha)$, the definition of a cell that there exists a sequence $y \in \Omega(\alpha)$ such that $(y) \phi=Q_{b}$. Since $Q_{b}$ is a singleton set, it follows that $y=\overline{\mathbf{t}}$. Also, since $\epsilon \preceq \alpha$, it follows that $y=\alpha \overline{\mathbf{t}}$.
5. If $w_{\alpha}=\alpha^{\dagger} w$ then then $\left(\alpha^{\dagger} w\right) \phi^{-1}=Q_{\alpha^{\dagger} w}$. Since $\alpha^{\dagger} w \in C(\alpha)$, then from the definition of a cell there exists a sequence $y \in \Omega(\alpha)$ such that $(y) \phi=\alpha^{\dagger} w$. Then $y=\alpha^{\dagger} p \overline{\mathbf{i}}$ if $w$ is the initial vertex of $p$ or $y=\alpha^{\dagger} p \overline{\mathbf{t}}$ if $w$ is the terminal vertex of $p$. Since $w_{\alpha}$ is the terminal vertex of $\alpha$, this implies that $w$ is the terminal vertex of $p$. And hence $y=\alpha^{\dagger} p \overline{\mathbf{t}}$ Since $\alpha^{\dagger} \prec \alpha$, we get $y=\alpha \overline{\mathbf{t}}$.
6. If $w_{\alpha}=\alpha^{(n-k) \dagger} w$ then $\left(\alpha^{(n-k) \dagger} w\right) \phi^{-1}=Q_{\alpha^{(n-k) \dagger} w}$. Since $\alpha^{(n-k) \dagger} w \in C(\alpha)$, then from the definition of a cell there exists a sequence $y \in \Omega(\alpha)$ such that $(y) \phi=$ $\alpha^{(n-k) \dagger} w$. Then $y=\alpha^{(n-k) \dagger} p \overline{\mathbf{i}}$ if $w$ is the initial vertex of $p$ or $y=\alpha^{(n-k) \dagger} p \overline{\mathbf{t}}$ if $w$ is the terminal vertex of $p$. Since $w_{\alpha}$ is the terminal vertex of $\alpha$, this implies that $w$ is the terminal vertex of $p$. And hence $y=\alpha^{(n-k) \dagger} p \overline{\mathbf{t}}$ Since $\alpha^{(n-k) \dagger} \prec \alpha$, we get $y=\alpha \overline{\mathbf{t}}$.

This proves the result.
Remark 3.1.4. Let $C(\alpha)$ be a cell in $X$ (for some $\left.\alpha=e_{1} \ldots e_{n} \in E(R)^{*}\right)$. Recall from Definition 2.1.8 that the edge $\alpha \in E\left(G_{n}\right)$ is a loop if and only if $v_{\alpha}=w_{\alpha}$. It follows from Lemma 3.1.3 that $C(\alpha)$ corresponds to a loop in $E\left(G_{n}\right)$ if and only if $\alpha \overline{\mathbf{i}} \sim \alpha \overline{\mathbf{t}}$.

Recall that our quotient map $\phi: \Omega \rightarrow X$ maps points in $\Omega$ to their equivalence class in $X$. The limit space $X$ possesses the quotient topology, i.e., a set $U$ is open in $X$ if and only if $(U) \phi^{-1}$ is open in $\Omega$.

Recall also that the basic open sets in $\Omega$ are of the form $\Omega(\alpha)$ and consist of all sequences with the prefix $\alpha=e_{1} \ldots e_{n}$. A basic open set $\Omega(\alpha)$ is both open and closed in $\Omega$. There exist sequences in $\Omega(\alpha)$ which map to the boundary points of the $C(\alpha)$. Since one-point sets are closed in $\Omega$, removing these sequences will still give us an open set in $\Omega$.

The following result characterizes similar properties for the elements of the cell $C(\alpha)$ :
Lemma 3.1.5. Let $C(\alpha)$ be a cell in the limit space $X$ (for some $\left.\alpha \in E(R)^{*}\right)$.

1. Every equivalence class in $C(\alpha)$ contains at least one sequence with the prefix $\alpha$.
2. Every sequence in every equivalence class in int $C(\alpha)$ has the prefix $\alpha$.

Proof. Let $C(\alpha)$ be a cell in the limit space $X$ (for some $\left.\alpha \in E(R)^{*}\right)$.

1. Since $C(\alpha)=(\Omega(\alpha)) \phi$, the proof follows from Definition 3.1.1.
2. Suppose there exists an equivalence class $x \in C(\alpha)$ such that there exists $y \in \Omega$ such that $(y) \phi=x$ but $y \notin \Omega(\alpha)$. We will show that $x$ is either $v_{\alpha}$ or $w_{\alpha}$.

By definition of a cell and of the quotient map, there exists a $z \in \Omega(\alpha)$ such that $(z) \phi=x$. This implies that $y \sim z$. It follows from Lemma 2.3.15 that there exists $\beta w \in \mathcal{G \mathcal { V }}$ (for some $\beta \in E(R)^{*}$ and $\left.w \in V_{\text {int }}(R)\right)$ such that $y, z \in Q_{\beta w}$. Observe that $z$ has the prefix $\alpha$ but $y$ does not. This forces $\beta \prec \alpha$, and hence $z=\alpha \overline{\mathbf{i}}$ or $z=\alpha \overline{\mathbf{t}}$. From Lemma 3.1.3, we know that $(\alpha \overline{\mathbf{i}}) \phi=v_{\alpha}$ and $(\alpha \overline{\mathbf{t}}) \phi=w_{\alpha}$. This proves the result.

Corollary 3.1.6. Let $C(\alpha)$ be a cell in the limit space $X$ (for some $\alpha \in E(R)^{*}$ ). The following are true:

1. $(C(\alpha)) \phi^{-1}=\Omega(\alpha) \cup Q_{v_{\alpha}} \cup Q_{w_{\alpha}}$
2. $(\operatorname{int} C(\alpha)) \phi^{-1}=\Omega(\alpha) \backslash\left(Q_{v_{\alpha}} \cup Q_{w_{\alpha}}\right)$

Proof. The proof follows from Lemma 3.1.5.

Corollary 3.1.7. Let $C(\alpha)$ be a cell in the limit space $X$ (for some $\left.\alpha \in E(R)^{*}\right)$. Let $z=\beta w \in \mathcal{G V}$ (for some $\beta \in E(R)^{*}$ and $w \in V_{\text {int }}(R)$ ). Then $z \in \operatorname{int} C(\alpha)$ if and only if $\alpha \preceq \beta$.

Proof. Let $C(\alpha)$ be a cell in the limit space $X$ (for some $\left.\alpha \in E(R)^{*}\right)$. Let $z=\beta w \in \mathcal{G \mathcal { V }}$ (for some $\beta \in E(R)^{*}$ and $w \in V_{\text {int }}(R)$ ). Recall from Lemma 2.3.19 that, for all $y \in \Omega$ such that $y \in(\beta w) \phi^{-1}=Q_{\beta w}, \beta$ is a prefix of $y$. Recall also from Lemma 3.1.5 that, for all $y \in \Omega$ such that $y \in(x) \phi^{-1}$ for some $x \in \operatorname{int} C(\alpha), \alpha$ is a prefix of $y$. Hence $\alpha \preceq \beta$.

Lemma 3.1.8 (Belk, Forrest [3] Lemma 1.25). Let $X$ be the limit space of an $F$-type edge replacement system.

1. One-point sets are closed in $X$.
2. Each cell is closed in $X$ and the interior of each cell is open in $X$.

Proof. Let $X$ be the limit space of an $F$-type edge replacement system.

1. Consider a one-point subset of $X$. If the point is a regular point in $X$, the preimage of the set under $\phi$ is a one-point set in $\Omega$, which is closed in $\Omega$. If the point is a gluing vertex, recall by Lemma 2.3.15 that the preimage of the set is $Q_{v} \subset \Omega$ for some $v \in \mathcal{G V}$, which is a finite set. This is also closed, as it a union of a finite number of closed sets.
2. Consider a cell $C(\alpha)$ of $X$. By Corollary 3.1.6 (1) the preimage of $C(\alpha)$ is as follows:

$$
(C(\alpha)) \phi^{-1}=\Omega(\alpha) \cup Q_{v_{\alpha}} \cup Q_{w_{\alpha}} .
$$

Recall that the basic open set $\Omega(\alpha)$ is both open and closed in $\Omega$. The sets $Q_{v_{\alpha}}$ and $Q_{w_{\alpha}}$ are both finite sets and hence closed in $\Omega$. It follows that $(C(\alpha)) \phi^{-1}$ is closed in $\Omega$ since it is a finite union of closed sets. This proves that $C(\alpha)$ is closed in $X$.

By Corollary 3.1.6 (2), the preimage of the interior of the cell is:

$$
(\operatorname{int} C(\alpha)) \phi^{-1}=\Omega(\alpha) \backslash\left(Q_{v_{\alpha}} \cup Q_{w_{\alpha}}\right),
$$

Recall that the basic open set $\Omega(\alpha)$ is both open and closed in $\Omega$. The sets $Q_{v_{\alpha}}$ and $Q_{w_{\alpha}}$ are both finite sets and hence closed in $\Omega$. Hence (int $\left.C(\alpha)\right) \phi^{-1}$ is an open set in $\Omega$ since we have only removed a finite number of closed sets from $\Omega(\alpha)$. Therefore, the interior of each cell is open in $X$.

Note that the interior of a cell may or may not correspond to the topological interior. Each cell $C(\alpha)$ is compact, being the image of a compact set $\Omega(\alpha)$. The space $X$ is compact since it is the quotient of a compact space.

Lemma 3.1.9. Let $X$ be the limit space of an $F$-type edge replacement system. Then $X$ is a Hausdorff space.

Proof. Let $X$ be the limit space of an $F$-type edge replacement system. Let $x$ and $y$ be two distinct points in $X$. We have to show that there exist open sets $U$ and $V$ such that $x \in U, y \in V$ and $U \cap V=\varnothing$. By Definition 2.3.18 of the limit space $X, x=\left[e_{1} e_{2} \ldots\right]$ and $y=\left[e_{1}^{\prime} e_{2}^{\prime} \ldots\right]$ where $e_{1} e_{2} \ldots, e_{1}^{\prime} e_{2}^{\prime} \ldots \in \Omega$. Since $x \neq y, e_{1} e_{2} \ldots \neq e_{1}^{\prime} e_{2}^{\prime} \ldots$ We consider three cases concerning the points $x$ and $y$.

## 1. Suppose $x$ and $y$ are both regular points.

In this case, we can find an integer $n$ such that $e_{n} \neq e_{n}^{\prime}$. Let us define $U=$ $\operatorname{int} C\left(e_{1} \ldots e_{n}\right)$ and $V=\operatorname{int} C\left(e_{1}^{\prime} \ldots e_{n}^{\prime}\right)$. By Lemma 3.1.8(2), these are open subsets of X. Observe that $x \in C\left(e_{1} \ldots e_{n}\right)$ and hence $x \in U$ since $x$ is not a gluing vertex. Similarly $y \in V$. Let us now prove that $U \cap V=\varnothing$ : Suppose there exists $z \in U \cap V$, then $z=\left[f_{1} f_{2} \ldots\right]$ for some sequence $f_{1} f_{2} \ldots \in \Omega$. Then, by Corollary 3.1.6 (2), $f_{1} f_{2} \ldots \in(U) \phi^{-1} \subset \Omega\left(e_{1} \ldots e_{n}\right)$ and $f_{1} f_{2} \ldots \in(V) \phi^{-1} \subset \Omega\left(e_{1}^{\prime} \ldots e_{n}^{\prime}\right)$. This is impossible because $e_{n} \neq e_{n}^{\prime}$. Hence $U \cap V=\varnothing$.

## 2. Suppose $x$ and $y$ are both gluing vertices.

Let us define the sets $U$ and $V$ as follows: Consider the graph $G_{n}$ such that $x, y \in$ $V\left(G_{n}\right)$. Let $\alpha_{1}, \ldots, \alpha_{k}$ be the edges in the graph $G_{n+1}$ which are incident with $x$ and $\beta_{1}, \ldots, \beta_{\ell}$ be the edges in the graph $G_{n+1}$ which are incident with $y$. By Lemma 2.1.14, for all $i=1, \ldots, k$, the edge $\alpha_{i}$ is incident with a vertex $\gamma w$ where $w \in V_{\text {int }}(R)$. Similarly, for all $j=1, \ldots, \ell$, the edge $\beta_{j}$ is incident with a vertex $\delta w$ where $w \in V_{\text {int }}(R)$. In particular, no edge $\alpha_{i}$ is incident with any edge $\beta_{j}$.
Then, for all $i=1, \ldots, k$, the cell $C\left(\alpha_{i}\right)$ has $x$ as one of its boundary points. Let us define $x_{i}$ to be the other boundary point. Similarly, for all $j=1, \ldots, \ell$, the cell $C\left(\beta_{j}\right)$ has $y$ as one of its boundary points. Let us define $y_{j}$ to be the other boundary point. We define the sets $U$ and $V$ as follows:

$$
\begin{aligned}
& U=C\left(\alpha_{1}\right) \cup \cdots \cup C\left(\alpha_{k}\right) \backslash\left\{x_{1}, \ldots, x_{k}\right\} \\
& V=C\left(\beta_{1}\right) \cup \cdots \cup C\left(\beta_{\ell}\right) \backslash\left\{y_{1}, \ldots, y_{\ell}\right\}
\end{aligned}
$$

As $x \neq x_{i}$ for all $i=1, \ldots, k$, the point $x \in U$. Similarly, $y \in V$.
Let us prove that $U$ and $V$ are open subsets of $X$ : Let $f_{1} f_{2} \ldots$ be a sequence in $Q_{x}$. Then $f_{1} f_{2} \ldots$ represents the vertex $x$ and $f_{1} \ldots f_{n+1}$ is an edge incident with $x$ in $G_{n+1}$. Hence $f_{1} \ldots f_{n+1}=\alpha_{i}$ for some $1 \leq i \leq k$, and $f_{1} f_{2} \ldots \in \Omega\left(\alpha_{i}\right)$. Hence

$$
Q_{x} \in \Omega\left(\alpha_{1}\right) \cup \cdots \cup \Omega\left(\alpha_{k}\right)
$$

Therefore

$$
\begin{aligned}
\left(\bigcup_{i=1}^{k} C\left(\alpha_{i}\right)\right) \phi^{-1} & =\bigcup_{i=1}^{k}\left(C\left(\alpha_{i}\right)\right) \phi^{-1} \\
& =\bigcup_{i=1}^{k}\left(\Omega\left(\alpha_{i}\right) \cup Q_{x} \cup Q_{x_{i}}\right) \\
& =\left(\bigcup_{i=1}^{k} \Omega\left(\alpha_{i}\right)\right) \cup\left(\bigcup_{i=1}^{k} Q_{x_{i}}\right) .
\end{aligned}
$$

Now, observe that $f_{1} f_{2} \ldots \in(U) \phi^{-1}$ if and only if $\left(f_{1} f_{2} \ldots\right) \phi \in \bigcup_{i=1}^{k} C\left(\alpha_{i}\right)$ and $\left(f_{1} f_{2} \ldots\right) \phi \notin\left\{x_{1}, \ldots, x_{k}\right\}$. That is, if and only if $f_{1} f_{2} \ldots \in\left(\bigcup_{i=1}^{k} C\left(\alpha_{i}\right)\right) \phi^{-1}$ and $f_{1} f_{2} \ldots \notin \bigcup_{i=1}^{k} Q_{x_{i}}$. Hence

$$
(U) \phi^{-1}=\left(\bigcup_{i=1}^{k} \Omega\left(\alpha_{i}\right)\right) \cup\left(\bigcup_{i=1}^{k} Q_{x_{i}}\right) .
$$

This is the complement of a finite (hence closed) subset in an open set and thus $(U) \phi^{-1}$ is open in $\Omega$. Hence $U$ is open in $X$. Similarly we can prove that $V$ is open in $X$.

Finally, let us prove that $U \cap V=\varnothing$ : Suppose $z \in U \cap V$. Then $z=\left[g_{1} g_{2} \ldots\right]$ for some sequence $g_{1} g_{2} \ldots \in \Omega$. Then $g_{1} g_{2} \ldots \in(U) \phi^{-1}$ and hence it is contained in $\bigcup_{i=1}^{k} \Omega\left(\alpha_{i}\right)$ and therefore there exists an $\alpha_{i}$ for some $1 \leq i \leq k$ such that $\alpha_{i}$ is a prefix of $g_{1} g_{2} \ldots$. Similarly, we can find a $\beta_{j}$ for some $1 \leq j \leq \ell$ such that $\beta_{j}$ is a prefix of $g_{1} g_{2} \ldots$. However, $\alpha_{i}$ and $\beta_{j}$ are edges in the graph $G_{n+1}$ and hence have the same length. This forces $\alpha_{i}=\beta_{j}$, which is impossible since these edges are not even incident with the same vertices. Hence $U \cap V=\varnothing$.
3. Suppose $x$ is a gluing vertex and $y$ is a regular point.

Let us define the sets $U$ and $V$ as follows: Let $y=\left[e_{1} e_{2} \ldots\right]$. Since $x \neq y$, there exists an integer $n$ such that $e_{1} \ldots e_{n}$ is not incident with $x$ in the graph $G_{n}$. Let $\alpha_{1}, \ldots, \alpha_{k}$ be the edges in the graph $G_{n}$ which are incident with $x$, Then, for all $i=1, \ldots, k$, the cell $C\left(\alpha_{i}\right)$ has $x$ as one of its boundary points. Let us define $x_{i}$ to be the other boundary point. We define the sets $U$ and $V$ as follows:

$$
\begin{aligned}
U & =C\left(\alpha_{1}\right) \cup \cdots \cup C\left(\alpha_{k}\right) \backslash\left\{x_{1}, \ldots, x_{k}\right\}, \\
V & =\operatorname{int} C\left(e_{1} \ldots e_{n}\right) .
\end{aligned}
$$

We have shown in the previous cases that $U$ and $V$ are open subsets of $X$, and $x \in U$ and $y \in V$.

It remains to prove that $U \cap V=\varnothing$ : Suppose there exists $z \in U \cap V$, then $z=$ [ $f_{1} f_{2} \ldots$ ] for some sequence $f_{1} f_{2} \ldots \in \Omega$. Then $f_{1} f_{2} \ldots \in(U) \phi^{-1}$ and hence it is
contained in $\bigcup_{i=1}^{k} \Omega\left(\alpha_{i}\right)$ and therefore there exists an $\alpha_{i}$ for some $1 \leq i \leq k$ such that $\alpha_{i}$ is a prefix of $f_{1} f_{2} \ldots$. Also, by Corollary 3.1.6 (2), $f_{1} f_{2} \ldots \in(V) \phi^{-1} \subset$ $\Omega\left(e_{1} \ldots e_{n}\right)$. This implies that $\alpha_{i}=e_{1} \ldots e_{n}$, which is a contradiction since $e_{1} \ldots e_{n}$ is not incident with $x$. Hence $U \cap V=\varnothing$.

This completes the proof.
Lemma 3.1.10. Let $C(\alpha)$ and $C(\beta)$ be cells in $X$ for some $\alpha, \beta \in E(R)^{*}$.

1. $C(\alpha)=C(\beta)$ if and only if $\alpha=\beta$.
2. $C(\alpha) \subset C(\beta)$ if and only if $\alpha \succ \beta$.
3. Precisely one of the following holds:
3.1. $C(\alpha)=C(\beta)$,
3.2. $C(\alpha) \supset C(\beta)$,
3.3. $C(\alpha) \subset C(\beta)$,
3.4. $C(\alpha)$ and $C(\beta)$ have disjoint interiors.

Proof. Let $C(\alpha)$ and $C(\beta)$ be cells in $X$ for some $\alpha, \beta \in E(R)^{*}$.

1. Suppose that $C(\alpha)=C(\beta)$. It follows that $(C(\alpha)) \phi^{-1}=(C(\beta)) \phi^{-1}$. By Corollary 3.1.6. this gives us $\Omega(\alpha) \cup Q_{v_{\alpha}} \cup Q_{w_{\alpha}} \subset \Omega(\beta) \cup Q_{v_{\beta}} \cup Q_{w_{\beta}}$. Observe that every sequence in $Q_{v_{\beta}}$ and $Q_{w_{\beta}}$ either ends in $\overline{\mathbf{i}}$ or $\overline{\mathbf{t}}$. Consider the sequences $\alpha \overline{\mathbf{i t}}$ and $\alpha \overline{\mathbf{t}}$ in $\Omega(\alpha)$. Then both $\alpha \overline{\mathbf{i t}}$ and $\alpha \overline{\mathbf{t}}$ are in $\Omega(\beta)$, which implies that $\beta \preceq \alpha$. Similarly consider the sequences $\beta \overline{\mathbf{i t}}$ and $\beta \overline{\mathbf{t} \mathbf{i}}$ in $\Omega(\beta)$. Then both $\beta \overline{\mathbf{i t}}$ and $\beta \overline{\mathbf{t i}}$ are in $\Omega(\alpha)$, which implies that $\alpha \preceq \beta$. Hence $\alpha=\beta$.

Conversely, let $\alpha=\beta$. Then $\Omega(\alpha)=\Omega(\beta)$, and hence $C(\alpha)=C(\beta)$.
2. Suppose that $C(\alpha) \subset C(\beta)$. Since taking preimages preserves containment, it follows that $(C(\alpha)) \phi^{-1} \subset(C(\beta)) \phi^{-1}$. By Corollary 3.1.6, this gives us $\Omega(\alpha) \cup Q_{v_{\alpha}} \cup Q_{w_{\alpha}} \subset$ $\Omega(\beta) \cup Q_{v_{\beta}} \cup Q_{w_{\beta}}$. Observe that every sequence in $Q_{v_{\beta}}$ and $Q_{w_{\beta}}$ either ends in $\overline{\mathbf{i}}$ or $\overline{\mathbf{t}}$. Consider the sequences $\alpha \overline{\mathbf{i t}}$ and $\alpha \overline{\mathbf{i}}$ in $\Omega(\alpha)$. Then both $\alpha \overline{\mathbf{i t}}$ and $\alpha \overline{\mathbf{t}}$ are in $\Omega(\beta)$, which implies that $\beta \preceq \alpha$. Observe by (1) that if $\alpha=\beta, C(\alpha)=C(\beta)$. Therefore, $\alpha \succ \beta$.

Conversely, let $\alpha \succ \beta$. Then $\Omega(\alpha) \subseteq \Omega(\beta)$, which gives us $C(\alpha) \subseteq C(\beta)$. To prove that $C(\alpha) \subset C(\beta)$, consider $p \in E(R)$ such that $\beta p \npreceq \alpha$. Then $\beta p \overline{\mathbf{i t}} \in \Omega(\beta)$ but $\beta p \overline{\mathbf{t}} \notin \Omega(\alpha)$ and $(\beta p \overline{\mathbf{t}}) \phi \notin C(\alpha)$. This implies that $C(\alpha) \subset C(\beta)$.
3. Suppose that

$$
\operatorname{int} C(\alpha) \cap \operatorname{int} C(\beta) \neq \varnothing
$$

By Corollary 3.1.6, it follows that

$$
\left(\Omega(\alpha) \backslash\left(Q_{v_{\alpha}} \cup Q_{w_{\alpha}}\right)\right) \cap\left(\Omega(\beta) \backslash\left(Q_{v_{\beta}} \cup Q_{w_{\beta}}\right)\right) \neq \varnothing
$$

From this, we get

$$
\Omega(\alpha) \cap \Omega(\beta) \neq \varnothing
$$

That is, there is some point $y$ in $\Omega(\alpha)$ that is also in $\Omega(\beta)$. This means $y$ has the prefix $\alpha$ and $\beta$. This is only possible if
3.1. $\alpha=\beta$, which implies that $C(\beta)=C(\alpha)$,
3.2. $\beta \prec \alpha$, which implies that $C(\beta) \supset C(\alpha)$,
3.3. $\alpha \prec \beta$, which implies that $C(\beta) \subset C(\alpha)$.

Lemma 3.1.11. Let $C(\alpha)$ and $C(\beta)$ be cells in $X$ (for some $\alpha, \beta \in E(R)^{*}$ ). Then $C(\alpha)=C(\beta)$ if and only if $v_{\alpha}=v_{\beta}$ and $w_{\alpha}=w_{\beta}$.

Proof. Let $C(\alpha)$ and $C(\beta)$ be cells in $X$ (for some $\left.\alpha, \beta \in E(R)^{*}\right)$. Suppose $C(\alpha)=C(\beta)$. By Lemma 3.1.10 (1), this gives us $\alpha=\beta$ and the result follows.

Conversely, let $v_{\alpha}=v_{\beta}$ and $w_{\alpha}=w_{\beta}$. Let $\alpha=e_{1} \ldots e_{n}$ and $\beta=e_{1}^{\prime} \ldots e_{k}^{\prime}$. The cell $C(\alpha)$ corresponds to the edge $\alpha$ in the graph $G_{n}$ and the cell $C(\beta)$ corresponds to the edge $\beta$ in the graph $G_{k}$. Then $v_{\alpha}$ and $w_{\alpha}$ are the initial and terminal vertices respectively of the edge $\alpha$ in $G_{n}$ and the edge $\beta$ in $G_{k}$. By Definition 2.1.2 of an expanding edge replacement system, $n=k$, and by Definition 2.1.6 and Remark 2.1.7, $\alpha=\beta$. This implies that $C(\alpha)=C(\beta)$. I'm not sure how to fix these references.
\{demondays
Lemma 3.1.12. Let $C(\alpha)$ be a cell in $X\left(\right.$ for some $\left.\alpha \in E(R)^{*}\right)$ :

1. The gluing vertices of the form $\alpha w$ (for some $w \in V_{\mathrm{int}}(R)$ ) are the gluing vertices of least depth in the interior of $C(\alpha)$.
2. Let $v_{\alpha}$ and $w_{\alpha}$ be the boundary points of $C(\alpha)$, then

$$
\operatorname{depth} v_{\alpha}<\operatorname{depth} \alpha w \quad \text { and } \quad \operatorname{depth} w_{\alpha}<\operatorname{depth} \alpha w .
$$

Proof. Let $C(\alpha)$ be a cell in $X$ (for some $\left.\alpha \in E(R)^{*}\right)$ with boundary points $v_{\alpha}$ and $w_{\alpha}$.

1. Let $\beta w^{\prime} \in \operatorname{int} C(\alpha)$ be a gluing vertex (for some $\beta \in E(R)^{*}$ and $w^{\prime} \in V_{\text {int }}(R)$ ). Then, by Corollary 3.1.7, $\alpha \preceq \beta$. It follows that, for a gluing vertex $\alpha w$ (for some $\left.w \in V_{\mathrm{int}}(R)\right)$,

$$
\operatorname{depth} \alpha w \leq \operatorname{depth} \beta w^{\prime}
$$

2. Let $\alpha=e_{1} \ldots e_{n}$, then depth $\alpha w=n+1$. From Lemma 2.1.14, we know that $v_{\alpha} \in\left\{a, \alpha^{\dagger} w^{\prime}, \alpha^{(n-k) \dagger} w^{\prime}\right\}$ and $w_{\alpha} \in\left\{b, \alpha^{\dagger} w^{\prime}, \alpha^{(n-k) \dagger} w^{\prime}\right\}$, for some $w^{\prime} \in V_{\text {int }}(R)$ and $k<n-1$. Then depth $v_{\alpha} \leq n$ and depth $w_{\alpha} \leq n$ and the result follows.

Definition 3.1.13. We define the depth of a cell $C(\alpha)$ to be

$$
\operatorname{depth} C(\alpha)=|\alpha|
$$

Observe that, by Lemma 3.1.12 (1), this is the the minimum depth of a gluing vertex in $\operatorname{int} C(\alpha)$.

### 3.2 Cellular Partitions

In this section, we will define a way to "partition" $X$ using cells.
Definition 3.2.1 (Belk, Forrest [3], Definition 1.14). A cellular partition $\mathcal{P}$ of $X$ is a cover of $X$ by finitely many cells with disjoint interiors.

Lemma 3.2.2. The set

$$
\mathcal{P}=\{C(\alpha) \mid \alpha \in A\}
$$

is a cellular partition of $X$ if and only if $A$ is a complete antichain in $E(R)^{*}$.

Proof. Suppose $\mathcal{P}=\{C(\alpha) \mid \alpha \in A\}$ is a cellular partition of $X$. Then $A$ is a finite subset of $E(R)^{*}$. We have to show that $A$ is a complete antichain in $E(R)^{*}$.

Let us first prove that $A$ is an antichain: Observe that, for all $C(\alpha), C(\beta) \in \mathcal{P}$ (for some $\left.\alpha, \beta \in E(R)^{*}\right)$, $\operatorname{int} C(\alpha) \cap \operatorname{int} C(\beta)=\varnothing$. By Lemma 3.1.10 (3), this implies that $C(\alpha) \nsubseteq C(\beta)$ and $C(\alpha) \nsupseteq C(\beta)$. By Lemma 3.1.10 (1) and (2), this implies that $\alpha \npreceq \beta$ and $\alpha \nsucceq \beta$. Hence $\alpha \perp \beta$ for all $\alpha, \beta, \in A$, which proves that $A$ is an antichain.

Let us prove that $A$ is a complete antichain: Consider a sequence $e_{1} e_{2} \ldots \in \Omega$. We have to show that there exists $\alpha \in A$ such that $\alpha$ is a prefix of $e_{1} e_{2} \ldots$ Observe that $\left[e_{1} e_{2} \ldots\right] \in X$. Suppose that the largest length of a word $\alpha$ in $A$ is $n$. Consider the sequence $e_{1} \ldots e_{n} \overline{\mathbf{i t}}$. Then $\left[e_{1} \ldots e_{n} \overline{\mathbf{i t}}\right]$ is not a gluing vertex by Lemma 2.3.15, and therefore there exists a cell $C(\alpha) \in \mathcal{P}$ (for some $\left.\alpha \in E(R)^{*}\right)$ such that $\left[e_{1} \ldots e_{n} \overline{\mathbf{i t}}\right] \in \operatorname{int} C(\alpha)$. By Lemma 3.1.5 (2), $\alpha$ is a prefix of $e_{1} \ldots e_{n} \overline{\mathbf{i t}}$, and hence $\alpha$ is also a prefix of $e_{1} e_{2} \ldots$. This proves that the antichain $A$ is complete.

Conversely, suppose $\mathcal{P}=\{C(\alpha) \mid \alpha \in A\}$ is a set of cells in $X$ such that $A$ is a complete antichain in $E(R)^{*}$. We have to show that $\mathcal{P}$ is a cellular partition of $X$.

Since $A$ is an antichain, for all $\alpha, \beta \in A, \alpha \perp \beta$. Then by Lemma 3.1.10, int $C(\alpha) \cap$ $\operatorname{int} C(\beta)=\varnothing$ for all $C(\alpha), C(\beta) \in \mathcal{P}$. Since the antichain $A$ is complete, for all $e_{1} e_{2} \ldots \in \Omega$, there exists $\alpha \in A$ such that $\alpha$ is a prefix of $e_{1} e_{2} \ldots$ Then by Definition 3.1.1, $\left[e_{1} e_{2} \ldots\right] \in$ $C(\alpha)$. This proves that $\mathcal{P}$ is a cellular partition of $X$.

Observe that, while the cells in a cellular partition $\mathcal{P}$ of $X$ have disjoint interiors, they may share boundary points.

Definition 3.2.3. Let $\mathcal{P}$ be a cellular partition of $X$. The set $\partial \mathcal{P}$ is the set of all boundary points $v_{\alpha}$ and $w_{\alpha}$ of the cells $C(\alpha)$ in $\mathcal{P}$.

Lemma 3.2.4. Let $\mathcal{P}=\{C(\alpha) \mid \alpha \in A\}$ be a cellular partition of $X$. Then there exists a graph expansion $G_{\mathcal{P}}$ with $E\left(G_{\mathcal{P}}\right)=A$ and $V\left(G_{\mathcal{P}}\right)=\partial \mathcal{P}$.

Proof. Let $\mathcal{P}=\{C(\alpha) \mid \alpha \in A\}$ be a cellular partition of $X$. By Lemma 3.2.2, $A$ is a complete antichain in $E(R)^{*}$. By Lemma 2.3.8, there exists a graph expansion $G_{\mathcal{P}}$ such that $A=E\left(G_{\mathcal{P}}\right)$. By Definition 3.1.2 of boundary points, $\partial \mathcal{P}=V\left(G_{\mathcal{P}}\right)$.

We will be using graph expansions to illustrate cellular partitions of our limit space $X$.

Let $\mathcal{P}=\{C(\alpha) \mid \alpha \in A\}$ be a cellular partition of $X$. Recall that, since $A$ is a complete antichain in $E(R)^{*}$, there exists a lexicographic order $\leq_{\ell}$ on $A$.

Definition 3.2.5. We define an induced cell lexicographic order $\leq_{\ell}$ on $\mathcal{P}$ as follows: for two distinct cells $C(\alpha)$ and $C(\beta)$ in $\mathcal{P}, C(\alpha)<_{\ell} C(\beta)$ if and only if $\alpha<_{\ell} \beta$. We denote this by that ordered list lex $(\mathcal{P})=\left(C\left(\alpha_{1}\right), \ldots C\left(\alpha_{d}\right)\right)$.

Recall from Definition 2.3.10 that there exists an induced vertex depth order $\leq_{d}$ on $\mathcal{G V}$. We denote this by that ordered list depth $(\partial \mathcal{P})=\left(z_{1} \ldots, z_{d}\right)$.

Definition 3.2.6. We define an induced cell depth order $\leq_{d}$ on $\mathcal{P}$ as follows: for two cells $C(\alpha), C(\beta) \in \mathcal{P}, C(\alpha)<_{d} C(\beta)$ if and only if $|\alpha|<|\beta|$ or $|\alpha|=|\beta|$ and $\alpha<_{\ell} \beta$. We denote this by the ordered list $\operatorname{depth}(\mathcal{P})=\left(C\left(\alpha_{1}\right), \ldots C\left(\alpha_{d}\right)\right)$.

Example 3.2.7. Let us define the set of cells $\mathcal{P}$ as follows.

$$
\begin{aligned}
\mathcal{P}=\{ & C(00), C(01), C(02), C(10), C(110), C(111), C(112), C(12), \\
& C(20), C(210), C(211), C(212), C(220), C(221), C(222)\} .
\end{aligned}
$$

Observe that the labels of the cells form a complete antichain in $E(R)^{*}=\{0,1,2\}^{*}$. Hence, by Lemma 3.2.2, the set $\mathcal{P}$ is a cellular partition of the limit space of the $F$ Basilica replacement system. It is illustrated by the graph expansion below:


The set of boundary points of $\mathcal{P}$ is:

$$
\partial \mathcal{P}=\{0 x, x, 1 x, 11 x, 2 x, 21 x, 22 x\} .
$$

The induced cell lexicographic order on $\mathcal{P}$ is

$$
\begin{aligned}
\operatorname{lex}(\mathcal{P})= & (C(00), C(01), C(02), C(10), C(110), C(111), C(112), C(12), \\
& C(20), C(210), C(211), C(212), C(220), C(221), C(222)) .
\end{aligned}
$$

The induced vertex depth order on $\partial \mathcal{P}$ is:

$$
\operatorname{depth}(\partial \mathcal{P})=(x, 0 x, 1 x, 2 x, 11 x, 21 x, 22 x) .
$$

The induced cell depth order $\mathcal{P}$ is

$$
\begin{aligned}
\operatorname{lex}(\mathcal{P})= & (C(00), C(01), C(02), C(10), C(12), C(20), C(110), C(111), \\
& C(112), C(210), C(211), C(212), C(220), C(221), C(222)) .
\end{aligned}
$$

Lemma 3.2.8. Let $\mathcal{P}$ be a cellular partition of $X$. Let $C(\alpha) \in \mathcal{P}$ (for some $\alpha=e_{1} \ldots e_{n} \in$ $\left.E(R)^{*}\right)$. If $C(\beta)$ is a cell in $\mathcal{P} \backslash\{C(\alpha)\}$ (for some $\left.\beta \in E(R)^{*}\right)$ then $C(\beta) \subseteq C(\gamma)$ for some

$$
\gamma \in\left\{\delta e_{k}^{\prime} \mid \delta=e_{1} \ldots e_{k-1} \prec \alpha, e_{k}^{\prime} \in E(R) \backslash\left\{e_{k}\right\}, k=1, \ldots, n\right\} .
$$

Proof. Let $\mathcal{P}$ be a cellular partition of $X$. Let $C(\alpha)$ and $C(\beta)$ be distinct cells in $\mathcal{P}$ (for some $\left.\alpha, \beta \in E(R)^{*}\right)$. By Lemma 3.1.10, $\alpha \perp \beta$. Let $\alpha=e_{1} \ldots e_{n}$ and $\beta=e_{1}^{\prime} \ldots e_{m}^{\prime}$. Then there exists a $k \in \mathbb{N}$ such that $e_{1} \ldots e_{k-1}=e_{1}^{\prime} \ldots e_{k-1}^{\prime}$ and $e_{k} \neq e_{k}^{\prime}$. Let $\gamma=e_{1} \ldots e_{k-1} e_{k}^{\prime}$. Then

$$
\gamma \in\left\{\delta e_{k}^{\prime} \mid \delta=e_{1} \ldots e_{k-1} \prec \alpha, e_{k}^{\prime} \in E(R) \backslash\left\{e_{k}\right\}, k=1, \ldots, n\right\} .
$$

and $\gamma \preceq \beta$ and by Lemma 3.1.10, $C(\beta) \subseteq C(\gamma)$.
Lemma 3.2.9. Let $\mathcal{P}$ be a cellular partition of $X$. Let $\alpha w^{\prime} \in \partial \mathcal{P}$ (for some $\alpha=e_{1} \ldots e_{n} \in$ $E(R)^{*}$ and $w^{\prime} \in V_{\mathrm{int}}(R)$ ). Then

$$
\alpha w, \alpha^{\dagger} w, \alpha^{2 \dagger} w, \ldots, \alpha^{n \dagger} w=w \in \partial \mathcal{P}
$$

for all $w \in V_{\text {int }}(R)$.
Proof. Let $\mathcal{P}$ be a cellular partition of $X$. Let $\alpha w^{\prime} \in \partial \mathcal{P}$ (for some $\alpha=e_{1} \ldots e_{n} \in E(R)^{*}$ and $w^{\prime} \in V_{\text {int }}(R)$ ). By Lemma 3.2.4 there exists a graph expansion $G_{\mathcal{P}}$ such that $\partial \mathcal{P}=$ $V\left(G_{\mathcal{P}}\right)$. Then $\alpha w^{\prime} \in V\left(G_{\mathcal{P}}\right)$. We will prove this result by induction on $n$.

Suppose $n=0$. Then $\alpha w^{\prime}=w^{\prime}$. By Definition 2.1.9 of a graph expansion, the vertex the vertex $w^{\prime}$ came into existence when the edge $\epsilon$ in the graph $G_{0}$ was replaced by a copy of the replacement graph $R$. This implies that the vertices $w \in V\left(G_{\mathcal{P}}\right)$ for all $w \in V_{\text {int }}(R)$.

Suppose that there exists $m \in \mathbb{N}$ such that the result is true for $n=m$. Let us examine the case when $n=m+1$. Then $\alpha w^{\prime}=e_{1} \ldots e_{m+1} w^{\prime} \in V\left(G_{\mathcal{P}}\right)$. By Definition 2.1.9 of a graph expansion, the vertex $e_{1} \ldots e_{m+1} w^{\prime}$ came into existence when the
edge $e_{1} \ldots e_{m+1}$ was replaced by a copy of the replacement graph $R$. This implies that the vertices $e_{1} \ldots e_{m+1} w \in V\left(G_{\mathcal{P}}\right)$ for all $w \in V_{\text {int }}(R)$. Observe by Lemma 2.1.14 that the edge $e_{1} \ldots e_{m+1}$ is bordered by a vertex $e_{1} \ldots e_{m} w^{\prime \prime}$ (for some $w^{\prime \prime} \in V_{\text {int }}(R)$ ). Hence $\alpha^{\dagger} w^{\prime \prime} \in V\left(G_{\mathcal{P}}\right)$. Then, by our inductive hypothesis,

$$
\alpha w, \alpha^{\dagger} w, \alpha^{2 \dagger} w, \ldots, \alpha^{n \dagger} w=w \in V\left(G_{\mathcal{P}}\right)=\partial \mathcal{P}
$$

for all $w \in V_{\text {int }}(R)$.
This proves the result by induction.
\{kanye\}
Lemma 3.2.10. Let $C(\alpha)$ be a cell in $X$ (for some $\left.\alpha \in E(R)^{*}\right)$ and let $\mathcal{P}$ be a cellular partition of $X$. Then there exists a cell $C(\beta) \in \mathcal{P}$ (for some $\left.\beta \in E(R)^{*}\right)$ such that

$$
\operatorname{int} C(\alpha) \cap \operatorname{int} C(\beta) \neq \varnothing
$$

Proof. Let $C(\alpha)$ be a cell in $X$ (for some $\left.\alpha \in E(R)^{*}\right)$ and let $\mathcal{P}$ be a cellular partition of $X$.

We shall prove this result using information about the cardinalities of basic open sets in $\Omega$ and cells in $X$. Observe that $|\Omega|=2^{\aleph_{0}}$, since there are uncountably many sequences of a finite alphabet. Then $|\Omega(\alpha)|=|\Omega|=2^{\aleph_{0}}$. Observe that since, for a vertex $v \in \mathcal{G} \mathcal{V}$, the set $Q_{v}$ is finite, the quotient map $\phi$ identifies at most $\aleph_{0}$ sequences in $\Omega(\alpha)$ together. Hence $|C(\alpha)|=2^{\aleph_{0}}$. It follows that $|\operatorname{int} C(\alpha)|=2^{\aleph_{0}}$, since we have only removed a finite number of boundary points.

A cellular partition $\mathcal{P}$ of $X$ is a cover of $X$ by finitely many cells with disjoint interiors. Let $\mathcal{P}=\left\{C_{1}, \ldots, C_{m}\right\}$ for some positive integer $m$. Recall that these cells share boundary points. Let $\partial \mathcal{P}=\left\{z_{1}, \ldots, z_{n}\right\}$ for some positive integer $n$. Then $X$ is the disjoint union:

$$
X=\bigsqcup_{i=1}^{m} \operatorname{int} C_{i} \bigsqcup_{j=1}^{n}\left\{z_{j}\right\}
$$

Since $\operatorname{int} C(\alpha) \subseteq X$, then this disjoint union is a cover of $\operatorname{int} C(\alpha)$. Since a finite number of boundary points cannot cover an uncountable set, this implies that there exists some $C_{i}=C(\beta) \in \mathcal{P}$ such that

$$
\operatorname{int} C(\alpha) \cap \operatorname{int} C(\beta) \neq \varnothing
$$

Lemma 3.2.11. Let $C(\alpha)$ be a cell in $X$ (for some $\left.\alpha \in E(R)^{*}\right)$ and let $\mathcal{P}$ be a cellular partition of $X$. Then one of the following holds:

1. There exists a cell $C(\beta) \in \mathcal{P}$ (for some $\left.\beta \in E(R)^{*}\right)$ such that $C(\beta) \supseteq C(\alpha)$.
2. There exist cells $C\left(\beta_{1}\right), \ldots, C\left(\beta_{m}\right) \in \mathcal{P}$ (for some $\left.\beta_{1}, \ldots, \beta_{m} \in E(R)^{*}\right)$ with

$$
C(\alpha)=\bigcup_{i=1}^{m} C\left(\beta_{i}\right) .
$$

Proof. Let $C(\alpha)$ be a cell in $X$ (for some $\left.\alpha \in E(R)^{*}\right)$ and let $\mathcal{P}$ be a cellular partition of $X$. Suppose there is no cell $C(\beta) \in \mathcal{P}$ (for some $\left.\beta \in E(R)^{*}\right)$ such that $C(\beta) \supseteq$ $C(\alpha)$. Consider all cells $C\left(\beta_{1}\right), \ldots, C\left(\beta_{m}\right) \in \mathcal{P}$ (for some $\left.\beta_{1}, \ldots, \beta_{m} \in E(R)^{*}\right)$ such that $\operatorname{int} C(\alpha) \cap \operatorname{int} C\left(\beta_{i}\right) \neq \varnothing($ for $i=1, \ldots, m)$. By Lemma 3.1.10 (3),

$$
C(\alpha) \supseteq \bigcup_{i=1}^{m} C\left(\beta_{i}\right) .
$$

If $x \in C(\alpha)$, then there exists a $y \in \Omega(\alpha)$ such that $(y) \phi=x$. Then, by Lemma 3.2.2, there exists a word $\gamma \in E(R)^{*}$ such that $C(\gamma) \in \mathcal{P}$ and either $\gamma \preceq \alpha$ or $\gamma \succeq \alpha$. But by our assumption and Lemma 3.1.10, $\alpha \nsucceq \gamma$. Hence $\alpha \preceq \gamma$, and $C(\gamma) \subseteq C(\alpha)$. Thus $\gamma=\beta_{i}$ for some $i=1, \ldots, m$ and $x \in C\left(\beta_{i}\right)$. This gives us

$$
C(\alpha) \subseteq \bigcup_{i=1}^{m} C\left(\beta_{i}\right) .
$$

This proves the result.
We observe that cellular partitions have a lattice structure, detailed as follows:
Definition 3.2.12. Let $\mathcal{P}$ and $\mathcal{Q}$ be cellular partitions of $X$.

1. We define the meet $\mathcal{P} \wedge \mathcal{Q}$ as the set of cells from $\mathcal{P}$ or $\mathcal{Q}$ which do not properly contain other cells from $\mathcal{P}$ or $\mathcal{Q}$.
2. We define the join $\mathcal{P} \vee \mathcal{Q}$ as the set of cells from $\mathcal{P}$ or $\mathcal{Q}$ which are not properly contained in other cells from $\mathcal{P}$ or $\mathcal{Q}$.

Let $\mathcal{P}$ and $\mathcal{Q}$ be cellular partitions of $X$. Let $C(\alpha) \in \mathcal{P}$ (for some $\alpha \in \Omega$ ) and let $C(\beta) \in \mathcal{Q}$ (for some $\beta \in \Omega$ ) such that $\operatorname{int} C(\alpha) \cap \operatorname{int} C(\beta) \neq \varnothing$. Then, by Lemma 3.1.10 (3), one contains the other. Suppose without a meaningful loss of generality, $C(\beta) \subseteq C(\alpha)$. Then $C(\beta) \in \mathcal{P} \wedge \mathcal{Q}$ and $C(\alpha) \in \mathcal{P} \vee \mathcal{Q}$. We know from Lemma 3.2.11 (2) that, if $C(\alpha) \in \mathcal{P}$, then there exist cells $C\left(\beta_{1}\right), \ldots, C\left(\beta_{m}\right) \in \mathcal{P} \wedge \mathcal{Q}$ (for some $\left.\beta_{1}, \ldots, \beta_{m} \in E(R)^{*}\right)$ with

$$
C(\alpha)=\bigcup_{i=1}^{m} C\left(\beta_{i}\right) .
$$

Example 3.2.13. Let $X$ be the limit space of the $F$-Basilica replacement system. Let $\mathcal{P}$ and $\mathcal{Q}$ be cellular partitions of $X$, defined as follows:

$$
\mathcal{P}=\{C(00), C(01), C(02), C(1), C(2)\}
$$



$$
\mathcal{Q}=\{C(0), C(1), C(20), C(21), C(22)\},
$$



Then the refinement $\mathcal{P} \wedge \mathcal{Q}$ and corruption $\mathcal{P} \vee \mathcal{Q}$ are as follows:

$$
\mathcal{P} \wedge \mathcal{Q}=\{C(00), C(01), C(02), C(1), C(20), C(21), C(22)\}
$$



$$
\mathcal{P} \vee \mathcal{Q}=\{C(0), C(1), C(2)\} .
$$


\{intruder\}
Lemma 3.2.14. Let $\mathcal{P}$ and $\mathcal{Q}$ be cellular partitions of $X$. Then the meet $\mathcal{P} \wedge \mathcal{Q}$ and join $\mathcal{P} \vee \mathcal{Q}$ are cellular partitions of $X$.

Proof. Let $\mathcal{P}$ and $\mathcal{Q}$ be cellular partitions of $X$. Observe that if $C(\alpha) \in \mathcal{P} \wedge \mathcal{Q}$ or $C(\alpha) \in$ $\mathcal{P} \vee \mathcal{Q}$ (for some $\left.\alpha \in E(R)^{*}\right)$ then $C(\alpha) \in \mathcal{P} \cup \mathcal{Q}$. It follows that both $\mathcal{P} \wedge \mathcal{Q}$ and $\mathcal{P} \vee \mathcal{Q}$ have a finite number of cells, since $\mathcal{P}$ and $\mathcal{Q}$ have a finite number of cells.

Suppose there exist cells $C(\alpha), C(\beta) \in \mathcal{P} \wedge \mathcal{Q}$ or $C(\alpha), C(\beta) \in \mathcal{P} \vee \mathcal{Q}$ (for some $\left.\alpha, \beta \in E(R)^{*}\right)$ with $\operatorname{int} C(\alpha) \cap \operatorname{int} C(\beta) \neq \varnothing$. Then, by Lemma 3.1.10, either $C(\alpha) \subseteq C(\beta)$ or $C(\alpha) \supseteq C(\beta)$. Hence, by definition of meet and join, $C(\alpha)=C(\beta)$.

It remains to show that $\mathcal{P} \wedge \mathcal{Q}$ and $\mathcal{P} \vee \mathcal{Q}$ cover $X$. First let us prove this for $\mathcal{P} \wedge \mathcal{Q}$ : Consider a point $x \in X$, then $x \in C(\alpha)$ for some $C(\alpha) \in \mathcal{P}$ (for some $\alpha \in$ $\left.E(R)^{*}\right)$. Either $C(\alpha) \in \mathcal{P} \wedge \mathcal{Q}$ or, by Lemma 3.2.11 (2), $C(\alpha)=\bigcup_{i=1}^{m} C\left(\beta_{i}\right)$ for some cells $C\left(\beta_{1}\right), \ldots, C\left(\beta_{m}\right) \in \mathcal{Q}$ (for some $\left.\beta_{1}, \ldots, \beta_{m} \in E(R)^{*}\right)$. By the definition of meet, $C\left(\beta_{1}\right), \ldots, C\left(\beta_{m}\right) \in \mathcal{P} \wedge \mathcal{Q}$, and at least one of the cells must contain $x$. This proves that $\mathcal{P} \wedge \mathcal{Q}$ is a cover of $X$.

Now let us prove this for $\mathcal{P} \vee \mathcal{Q}$ : Consider a point $x \in X$, then $x \in C(\alpha)$ for some $C(\alpha) \in \mathcal{P}$ (for some $\left.\alpha \in E(R)^{*}\right)$. Either $C(\alpha) \in \mathcal{P} \vee \mathcal{Q}$ or, by Lemma 3.2.11 (1), $C(\alpha) \subset C(\beta)$ for some cell $C(\beta) \in \mathcal{Q}$ (for some $\left.\beta \in E(R)^{*}\right)$. By the definition of join, $C(\beta) \in \mathcal{P} \vee \mathcal{Q}$, and $C(\beta)$ must contain $x$. This proves that $\mathcal{P} \vee \mathcal{Q}$ is a cover of $X$.

### 3.3 Rearrangements

In this section, we will define rearrangements of the limit space $X$, and discuss their topological properties.

Definition 3.3.1. Let $\Omega(\alpha)$ and $\Omega(\beta)$ be basic open sets in the symbol space $\Omega$, for some $\alpha=e_{1} \ldots e_{n}$ and $\beta=e_{1}^{\prime} \ldots e_{k}^{\prime}$ in $E(R)^{*}$. We define a prefix replacement map

$$
\Psi: \Omega(\alpha) \rightarrow \Omega(\beta)
$$

by

$$
\left(\alpha e_{n+1} e_{n+2} \ldots\right) \Psi=\beta e_{n+1} e_{n+2} \ldots
$$

Lemma 3.3.2. The map $\Psi$ is a homeomorphism.
Proof. Let $\Omega(\alpha)$ and $\Omega(\beta)$ be basic open sets in $\Omega$, for some $\alpha=e_{1} \ldots e_{n}$ and $\beta=e_{1}^{\prime} \ldots e_{k}^{\prime}$ in $E(R)^{*}$. Let $\Psi: \Omega(\alpha) \rightarrow \Omega(\beta)$ be a prefix replacement map.

A basic open set in $\Omega(\beta)$ is of the form $\Omega(\beta \gamma)$, for some fixed $\gamma \in E(R)^{*}$. The preimage of $\Omega(\beta \gamma)$ under $\Psi$ is $\Omega(\alpha \gamma)$, which is a basic open set in $\Omega(\alpha)$. This proves that $\Psi$ is continuous.

We can define the map

$$
\Psi^{-1}: \Omega(\beta) \rightarrow \Omega(\alpha)
$$

by

$$
\left(\beta e_{k+1} e_{k+2} \ldots\right) \Psi^{-1}=\alpha e_{k+1} e_{k+2} \ldots
$$

The composition $\Psi \Psi^{-1}=\Psi^{-1} \Psi$ is the identity homeomorphism $I$, which shows that $\Psi^{-1}$ is the inverse map of $\Psi$. This proves that the $\Psi$ is bijective.

We observe that $\Psi^{-1}$ is also a prefix replacement map, and hence it is continuous by the same argument as $\Psi$. This proves that $\Psi$ is a homeomorphism.

Lemma 3.3.3. Let $\Omega(\alpha)$ and $\Omega(\beta)$ be basic open sets in $\Omega$ (for some $\alpha, \beta \in E(R)^{*}$ ). Let both $\alpha$ and $\beta$ either be loops or non-loops. Let $\Psi: \Omega(\alpha) \rightarrow \Omega(\beta)$ be the prefix replacement map. Suppose $y$ and $z$ are two distinct sequences in $\Omega(\alpha)$. Then $y \sim z$ if and only if $(y) \Psi \sim(z) \Psi$.

Proof. Let $\Omega(\alpha)$ and $\Omega(\beta)$ be basic open sets in $\Omega$ (for some $\left.\alpha, \beta \in E(R)^{*}\right)$. Let both $\alpha$ and $\beta$ either be loops or non-loops. Let $\Psi: \Omega(\alpha) \rightarrow \Omega(\beta)$ be the prefix replacement map.

1. Consider $\alpha \overline{\mathbf{i}}, \alpha \overline{\mathbf{t}} \in \Omega(\alpha)$. If $\alpha$ is a loop, then by Remark 3.1.4, $\alpha \overline{\mathbf{i}} \sim \alpha \overline{\mathbf{t}}$. By our hypothesis, $\beta$ is also a loop and $\beta \overline{\mathbf{i}} \sim \beta \overline{\mathbf{t}}$. Observe that $(\alpha \overline{\mathbf{i}}) \Psi=\beta \overline{\mathbf{i}}$ and $(\alpha \overline{\mathbf{t}}) \Psi=\beta \overline{\mathbf{t}}$. Hence $\alpha \overline{\mathbf{i}} \sim \alpha \overline{\mathbf{t}}$ if and only if $\beta \overline{\mathbf{i}} \sim \beta \overline{\mathbf{t}}$.
2. Consider two distinct sequences $y$ and $z$ in $\Omega(\alpha) \backslash\{\alpha \overline{\mathbf{i}}, \alpha \overline{\mathbf{t}}\}$. Observe that $(y) \phi,(z) \phi \in$ $\operatorname{int} C(\alpha)$.

Suppose $y \sim z$. Then, by Lemma 2.3.15, there exists a gluing vertex $\gamma w \in \mathcal{G \mathcal { V }}$ (for some $\gamma \in E(R)^{*}$ and $\left.w \in V_{\text {int }}(R)\right)$ such that $y, z \in Q_{\gamma w}$. By Corollary 3.1.7, $\alpha \preceq \gamma$. Let $\gamma=\alpha \delta$. Then, by Definition 3.3.1 of a prefix replacement map, $\left(Q_{\alpha \delta w}\right) \Psi=Q_{\beta \delta w}$ and $(y) \Psi,(z) \Psi \in Q_{\beta \delta w}$. This implies that $(y) \Psi \sim(z) \Psi$.

Conversely, suppose $(y) \Psi \sim(z) \Psi$. Then, by Lemma 2.3.15, there exists a gluing vertex $\gamma w \in \mathcal{G} \mathcal{V}$ (for some $\gamma \in E(R)^{*}$ and $\left.w \in V_{\text {int }}(R)\right)$ such that $(y) \Psi,(z) \Psi \in Q_{\gamma w}$. By Corollary 3.1.7, $\beta \preceq \gamma$. Let $\gamma=\beta \delta$. Then, by Definition 3.3.1 of a prefix replacement map, $\left(Q_{\beta \delta w}\right) \Psi^{-1}=Q_{\alpha \delta w}$ and $y, z \in Q_{\alpha \delta w}$. This implies that $y \sim z$.

This proves the result.
Observe that the prefix replacement map $\Psi$ does not preserve the equivalence relation $\sim$ if it is defined between a loop and a non-loop, as illustrated by the following example:

Example 3.3.4. Let $X$ be the limit space of the $F$-Basilica replacement system.


Let us define the prefix replacement map $\Psi: \Omega(1) \rightarrow \Omega(0)$ Then $1 \overline{0} \sim 1 \overline{2}$ but $(1 \overline{0}) \Psi \nsim$ $(1 \overline{2}) \Psi$.

Recall that the quotient map $\phi$ maps each sequence in $\Omega$ to its equivalence class under $\sim$ in $X$. Let $\Omega(\alpha)$ and $\Omega(\beta)$ be basic open sets in $\Omega$, for some $\alpha, \beta \in E(R)^{*}$. Let $\Psi: \Omega(\alpha) \rightarrow \Omega(\beta)$ be a prefix replacement map. The map $\Psi$ induces the map

$$
\psi: C(\alpha) \rightarrow C(\beta),
$$

where $C(\alpha)$ and $C(\beta)$ are cells in $X$. Observe that $\psi$ is well-defined by Lemma 3.3.3 on $\sim$-equivalence classes. Hence the following diagram commutes:


Definition 3.3.5. Let $C(\alpha)$ and $C(\beta)$ be cells in $X$. We define the canonical homeomorphism of cells in $X$ to be the map $\psi: C(\alpha) \rightarrow C(\beta)$.
his term is justified by the following result:

Lemma 3.3.6. A canonical homeomorphism is a homeomorphism. Moreover, the inverse of a canonical homeomorphism is a canonical homeomorphism.

Proof. Let $C(\alpha)$ and $C(\beta)$ be cells in $X$ (for some $\left.\alpha, \beta \in E(R)^{*}\right)$ and let $\psi: C(\alpha) \rightarrow C(\beta)$ be a canonical homeomorphism. The canonical homeomorphism $\psi$ is induced from the prefix replacement map $\Psi: \Omega(\alpha) \rightarrow \Omega(\beta)$, where $\Omega(\alpha)$ and $\Omega(\beta)$ are basic open sets in $\Omega$. We have to show that $\psi$ is a continuous map with a continuous inverse.

To prove that the map $\psi$ is continuous, we have to show that the preimage $(U) \psi^{-1}$ is open in $C(\alpha)$ for any open set $U$ in $C(\beta)$. By the definition of the quotient topology, the set $(U) \psi^{-1}$ is open in $C(\alpha)$ if and only if the set $(U) \psi^{-1} \phi^{-1}$ is open in $\Omega(\alpha)$. We observe that, from the definition of $\psi$,

$$
\begin{aligned}
(U) \psi^{-1} \phi^{-1} & =(U)(\phi \psi)^{-1} \\
& =(U)(\Psi \phi)^{-1} \\
& =(U) \phi^{-1} \Psi^{-1}
\end{aligned}
$$

The set $(U) \phi^{-1} \Psi^{-1}$ is open since $\Psi \phi$ is a continuous map (since it is the composition of continuous maps). Therefore the set $(U) \psi^{-1}$ is open in $C(\alpha)$, which proves that the map $\psi$ is continuous.

We now prove that $\psi$ has a continuous inverse. The homeomorphism $\Psi^{-1}$ induces the map

$$
\psi^{-1}: C(\beta) \rightarrow C(\alpha)
$$

similarly to the map $\psi$. Observe that

$$
\phi \psi \psi^{-1}=\Psi \phi \psi^{-1}=\Psi \Psi^{-1} \phi=\phi
$$

from the definition of $\psi^{-1}$ (since $\Psi^{-1}$ is the inverse of $\left.\Psi\right)$. Hence, $(y) \phi \psi \psi^{-1}=(y) \phi$ for all $y \in \Omega(\alpha)$, i.e., $(x) \psi \psi^{-1}=x$ for all $x \in C(\alpha)$. Thus $\psi \psi^{-1}$ is the identity on $C(\alpha)$. Similarly, we can show that $\psi^{-1} \psi$ is the identity of $C(\beta)$. Hence $\psi^{-1}$ is the inverse map of $\psi$. We observe that $\psi^{-1}$ is continuous by the same argument which shows that $\psi$ is continuous.

This proves that $\psi$ is a homeomorphism.
Lemma 3.3.7. Let $C(\alpha)$ and $C(\beta)$ be cells in $X$ (for some $\left.\alpha, \beta \in E(R)^{*}\right)$ and let $\psi: C(\alpha) \rightarrow C(\beta)$ be a canonical homeomorphism. Consider a cell $C(\gamma)$ in $X$ such that $C(\gamma) \subseteq C(\beta)$. Then $\left.\psi\right|_{C(\gamma)}: C(\gamma) \rightarrow C(\delta)$ is a canonical homeomorphism, for some $C(\delta) \subseteq C(\beta)$.

Proof. Let $C(\alpha)$ and $C(\beta)$ be cells in $X$ (for some $\alpha, \beta \in E(R)^{*}$ ) and let $\psi: C(\alpha) \rightarrow C(\beta)$ be a canonical homeomorphism. The canonical homeomorphism $\psi$ is induced from the prefix replacement map $\Psi: \Omega(\alpha) \rightarrow \Omega(\beta)$, where $\Omega(\alpha)$ and $\Omega(\beta)$ are basic open sets in $\Omega$.

Since $C(\gamma) \subseteq C(\alpha)$, then by Lemma 3.1.10, $\alpha \preceq \gamma$. Let $\alpha=e_{1} \ldots e_{n}, \beta=e_{1}^{\prime} \ldots e_{k}^{\prime}$ and $\gamma=e_{1} \ldots e_{m}$ for some $m \geq n$. Consider an element $x \in C(\gamma)$, and say $x=$ $\left(e_{1} \ldots e_{m} e_{m+1} e_{m+2} \ldots\right) \phi$. Then

$$
\begin{aligned}
(x) \psi & =\left(e_{1} \ldots e_{m} e_{m+1} e_{m+2} \ldots\right) \phi \Psi \\
& =\left(e_{1}^{\prime} \ldots e_{k}^{\prime} e_{n+1} \ldots e_{m} e_{m+1} e_{m+2} \ldots\right) \phi
\end{aligned}
$$

Let $\delta=e_{1}^{\prime} \ldots e_{k}^{\prime} e_{n+1} \ldots e_{m}$. Then $\left.\psi\right|_{C(\gamma)}$ is induced by the prefix replacement map $\left.\Psi\right|_{\Omega(\gamma)}: \Omega(\gamma) \rightarrow \Omega(\delta)$. Therefore $\left.\psi\right|_{C(\gamma)}: C(\gamma) \rightarrow C(\delta)$ is a canonical homeomorphism.

Recall that a cellular partition $\mathcal{P}$ of $X$ is a cover of $X$ by finitely many cells with disjoint interiors. The following definition is equivalent to Belk, Forrest [3] ????:
Definition 3.3.8. A homeomorphism $f: X \rightarrow X$ is called a rearrangement of $X$ if there is a cellular partition $\mathcal{P}$ of $X$ such that

1. the set $\{(C) f \mid C \in \mathcal{P}\}$ is also a cellular partition of $X$,
2. the restriction $\left.f\right|_{C}: C \rightarrow(C) f$ is a canonical homeomorphism for each cell $C \in \mathcal{P}$. We denote the set $\{(C) f \mid C \in \mathcal{P}\}$ by $(\mathcal{P}) f$. We call the pair $(\mathcal{P},(\mathcal{P}) f)$ a cellular bipartition for the rearrangement $f$.

Recall from Lemma 3.2.2 that cellular partitions of $X$ are characterized by complete antichains. Then every rearrangement can be defined as a bijection between complete antichains of the same cardinality. This is how one would normally characterize elements of groups similar to Thompson's group $V$ [9, with the equivalence that expanding any word in the domain antichain results in an expansion in the range antichain, which preserves the map. (Observe that we are not allowing all possible bijections, only those which respect the structure of the limit space.) This provides a natural link between rearrangement groups and Thompson theory.

Recall that each cellular partition $\mathcal{P}$ of $X$ can be illustrated by a graph expansion $G_{\mathcal{P}}$. We present the following definition for graph-pair diagrams. This definition is equivalent to the one found in Belk, Forrest 3 Definition 1.16.

Definition 3.3.9. Let $f$ be a rearrangement of $X$. Let $(\mathcal{P},(\mathcal{P}) f)$ be a cellular bipartition for $f$. A graph-pair diagram for $f$ is the pair $\left(G_{\mathcal{P}}, G_{(\mathcal{P}) f}\right)$.

We will use graph-pair diagrams to illustrate rearrangements of $X$.
The following results characterize rearrangements of $X$ :
Lemma 3.3.10. Let $\mathcal{P}=\left\{C\left(\alpha_{1}\right), \ldots, C\left(\alpha_{n}\right)\right\}$ and $\mathcal{Q}=\left\{C\left(\beta_{1}\right), \ldots, C\left(\beta_{n}\right)\right\}$ be cellular partitions of $X$. Let $\psi_{i}: C\left(\alpha_{i}\right) \rightarrow C\left(\beta_{i}\right)$ be a canonical homeomorphism for all $i=1, \ldots, n$, such that if $z$ is a boundary point of both $C\left(\alpha_{i}\right)$ and $C\left(\alpha_{j}\right)$ then $(z) \psi_{i}=(z) \psi_{j}$ and if $z$ is a boundary point of both $C\left(\beta_{i}\right)$ and $C\left(\beta_{j}\right)$ then $(z) \psi_{i}^{-1}=(z) \psi_{j}^{-1}$. Then the map $f: X \rightarrow X$ given by $(x) f=(x) \psi_{i}$ when $x \in C\left(\alpha_{i}\right)$ is a well-defined rearrangement of $X$ and $(\mathcal{P}, \mathcal{Q})$ is a cellular bipartition for $f$.

Proof. Let $\mathcal{P}=\left\{C\left(\alpha_{1}\right), \ldots, C\left(\alpha_{n}\right)\right\}$ and $\mathcal{Q}=\left\{C\left(\beta_{1}\right), \ldots, C\left(\beta_{n}\right)\right\}$ be cellular partitions of $X$. Let $\psi_{i}: C\left(\alpha_{i}\right) \rightarrow C\left(\beta_{i}\right)$ be a canonical homeomorphism for all $i=1, \ldots, n$, such that if $z$ is a boundary point of both $C\left(\alpha_{i}\right)$ and $C\left(\alpha_{j}\right)$ then $(z) \psi_{i}=(z) \psi_{j}$ and if $z$ is a boundary point of both $C\left(\beta_{i}\right)$ and $C\left(\beta_{j}\right)$ then $(z) \psi_{i}^{-1}=(z) \psi_{j}^{-1}$. Let us define a map $f: X \rightarrow X$ by $(x) f=(x) \psi_{i}$ when $x \in C\left(\alpha_{i}\right)$. We will prove that $f$ is a rearrangement of $X$ by proving that $f$ is a homeomorphism.

Let us prove that $f$ is well-defined: Suppose that $x \in C\left(\alpha_{i}\right) \cap C\left(\alpha_{j}\right)$ for some $1 \leq$ $i, j \leq n$ such that $i \neq j$. By Definition 3.2.1 of a cellular partition, the cells $C\left(\alpha_{i}\right)$ and $C\left(\alpha_{j}\right)$ have disjoint interiors. This implies that $x$ is a boundary point of both cells. Then, by our hypothesis, $(x) \psi_{i}=(x) \psi_{j}$. This proves that $f$ is well-defined.

Let us prove that $f$ is a continuous map: Let $U$ be an open set in $X$. Observe that

$$
\begin{aligned}
U f^{-1} \phi^{-1} & =\left(\bigcup_{i=1}^{n}\left(U \cap C\left(\beta_{i}\right)\right)\right) f^{-1} \phi_{i}^{-1} \\
& =\bigcup_{i=1}^{n}\left(U \cap C\left(\beta_{i}\right)\right) f^{-1} \phi_{i}^{-1} \\
& =\bigcup_{i=1}^{n}\left(U \cap C\left(\beta_{i}\right)\right) \psi_{i}^{-1} \phi_{i}^{-1} \\
& =\bigcup_{i=1}^{n}\left(U \cap C\left(\beta_{i}\right)\right) \phi_{i}^{-1} \Psi_{i}^{-1}
\end{aligned}
$$

where $\Psi_{i}: \Omega\left(\alpha_{i}\right) \rightarrow \Omega\left(\beta_{i}\right)$ is the prefix replacement map which induces $\psi_{i}$ for all $i=$ $1, \ldots, n$. By Definition 3.3.5 of a canonical homeomorphism, the following diagram commutes for all $i=1, \ldots, n$ :


This implies that, since $U \cap C\left(\beta_{i}\right)$ is open in $C\left(\beta_{i}\right)$ for all $i=1, \ldots, n$, then $(U \cap$ $\left.C\left(\beta_{i}\right)\right) \phi_{i}^{-1} \Psi_{i}^{-1}$ is open in $\Omega\left(\alpha_{i}\right)$ for all $i=1, \ldots, n$. Since $\Omega\left(\alpha_{i}\right)$ is open in $\Omega$ for all $i=1, \ldots, n$, then $\left(U \cap C\left(\beta_{i}\right)\right) \phi_{i}^{-1} \Psi_{i}^{-1}$ is open in $\Omega$ for all $i=1, \ldots, n$. Hence $U f^{-1} \phi^{-1}$ is open in $\Omega$ and thus ( $U$ ) $f^{-1}$ is open in $X$. This proves that $f$ is a continuous map.

Let us prove that the inverse map $f^{-1}$ exists: By Definition 3.3.5 of a canonical homeomorphism, the inverse homeomorphism $\psi_{i}^{-1}: C\left(\beta_{i}\right) \rightarrow C\left(\alpha_{i}\right)$ exists for all $i=1, \ldots, n$. By our hypothesis, if $z$ is a boundary point of both $C\left(\beta_{i}\right)$ and $C\left(\beta_{j}\right)$ then $(z) \psi_{i}^{-1}=(z) \psi_{j}^{-1}$. Let us define a map $f^{-1}: X \rightarrow X$ by $(x) f=(x) \psi_{i}^{-1}$ when $x \in C\left(\beta_{i}\right)$ for some $1 \leq i \leq n$. Choose $x \in X$, then $x \in C\left(\beta_{i}\right)$ for some $1 \leq i \leq n$. Then $(x) f f^{-1}=(x) \psi_{i} \psi_{i}^{-1}$. Since $\psi_{i}$ is a homeomorphism, $(x) \psi_{i} \psi_{i}^{-1}=x$. Since this is true for all $x \in X$, it follows that
$f^{-1}$ is the inverse map of the map $f$. The map $f^{-1}$ can be shown to be well-defined and continuous in the same way as $f$.

This proves that $f$ is a continuous map with a continuous inverse, i.e., a homeomorphism.

Observe that a map might not be a rearrangement of an $F$-type edge replacement system unless the behaviour of the rearrangement at the boundary points is explicitly defined, as seen in the following example:

Example 3.3.11. Let $X$ be the limit space of the $F$-Basilica replacement system. Let us define a map $h: X \rightarrow X$ as follows:

$$
\left(\left[e_{1} e_{2} e_{3} \ldots\right]\right) h= \begin{cases}{\left[00 e_{3} e_{4} \ldots\right],} & \text { if } e_{1}=0 \\ {\left[01 e_{3} e_{4} \ldots\right],} & \text { if } e_{1} e_{2}=10 \\ {\left[02 e_{3} e_{4} \ldots\right],} & \text { if } e_{1} e_{2}=11 \\ {\left[1 e_{2} e_{3} \ldots\right],} & \text { if } e_{1} e_{2}=12 \\ {\left[2 e_{2} e_{3} \ldots\right],} & \text { if } e_{1}=2\end{cases}
$$

Observe that cells get mapped as follows:

$$
\begin{aligned}
(C(0)) h & =C(00), \\
(C(10)) h & =C(01), \\
(C(11)) h & =C(02), \\
(C(12)) h & =C(1), \\
(C(2)) h & =C(2) .
\end{aligned}
$$

This map is illustrated by the following graph-pair diagram:


However, $h$ is not a homeomorphism on the boundary points of these cells. Recall that $(x) \phi^{-1}=\{0 \overline{2}, 1 \overline{0}, 1 \overline{2}, 2 \overline{0}\}$. Then $(x) h=\{0 x, x\}$. Similarly, $(1 x) \phi^{-1}=\{10 \overline{2}, 11 \overline{0}, 11 \overline{2}, 12 \overline{0}\}$. Then $(1 x) h=\{0 x, x\}$. Hence $h$ is not a rearrangement of $X$.

## outhofamerica\}

Lemma 3.3.12. Let $\mathcal{P}$ be a cellular partition of $X$ and let $f$ be a rearrangement of $X$. If $\left.f\right|_{C(\alpha)}$ is a canonical homeomorphism for all $C(\alpha) \in \mathcal{P}$, then $(\mathcal{P},(\mathcal{P}) f)$ is a cellular bipartition for $f$.

Proof. Let $\mathcal{P}$ be a cellular partition of $X$ and let $f$ be a rearrangement of $X$. Let $\left.f\right|_{C(\alpha)}$ be a canonical homeomorphism for all $C(\alpha) \in \mathcal{P}$. To prove that $(\mathcal{P},(\mathcal{P}) f)$ is a cellular bipartition for $f$, we have to show that $(\mathcal{P}) f$ is also a cellular partition.

Observe that $(\mathcal{P}) f$ contains finitely many cells since $\mathcal{P}$ contains finitely many cells. Let us prove that the cells in $(\mathcal{P}) f$ have disjoint interiors: Suppose there exist cells $\left(C\left(\alpha_{1}\right)\right) f,\left(C\left(\alpha_{2}\right)\right) f \in(\mathcal{P}) f\left(\right.$ for some $\left.\alpha_{1}, \alpha_{2} \in E(R)^{*}\right)$ such that

$$
\operatorname{int}\left(C\left(\alpha_{1}\right)\right) f \cap \operatorname{int}\left(C\left(\alpha_{2}\right)\right) f \neq \varnothing
$$

Since $f$ is a homeomorphism, $\operatorname{int} C\left(\alpha_{1}\right) \cap \operatorname{int} C\left(\alpha_{2}\right) \neq \varnothing$ for some cells $C\left(\alpha_{1}\right), C\left(\alpha_{2}\right) \in \mathcal{P}$. This is a contradiction, therefore

$$
\operatorname{int}\left(C\left(\alpha_{1}\right)\right) f \cap \operatorname{int}\left(C\left(\alpha_{2}\right)\right) f=\varnothing
$$

for all cells $\left(C\left(\alpha_{1}\right)\right) f,\left(C\left(\alpha_{2}\right)\right) f \in(\mathcal{P}) f$.
Let us prove that $(\mathcal{P}) f$ is a cover of $X$ : Consider $x \in X$. Then there exists $(x) f^{-1} \in X$. Since $\mathcal{P}$ is a cover of $X$, there exists a cell $C(\alpha) \in \mathcal{P}$ (for some $\left.\alpha \in E(R)^{*}\right)$ such that $(x) f^{-1} \in C(\alpha)$. Then $x \in(C(\alpha)) f$, which is a cell in $(\mathcal{P}) f$.

This proves that $(\mathcal{P}) f$ is a cellular partition of $X$, and hence $(\mathcal{P},(\mathcal{P}) f)$ is a cellular bipartition for $f$.

Example 3.3.13. Let $X$ be the limit space of the $F$-Basilica replacement system. Let us define a map $g: X \rightarrow X$ as follows:

$$
\left(\left[e_{1} e_{2} e_{3} \ldots\right]\right) g= \begin{cases}{\left[0 e_{3} e_{4} \ldots\right],} & \text { if } e_{1} e_{2}=00 \\ {\left[1 e_{3} e_{4} \ldots\right],} & \text { if } e_{1} e_{2}=01 \\ {\left[20 e_{3} e_{4} \ldots\right],} & \text { if } e_{1} e_{2}=02 \\ {\left[21 e_{2} e_{3} \ldots\right],} & \text { if } e_{1}=1 \\ {\left[22 e_{2} e_{3} \ldots\right],} & \text { if } e_{1}=2\end{cases}
$$

Observe that the cells and boundary boundary points get mapped as follows:

$$
\begin{aligned}
(C(00)) g & =C(0) \\
(C(01)) g & =C(1) \\
(C(02)) g & =C(20) \\
(C(1)) g & =C(21) \\
(C(2)) g & =C(22)
\end{aligned}
$$

$$
\begin{aligned}
(0 x) g & =x \\
(x) g & =2 x
\end{aligned}
$$

Then the map $g$ is a rearrangement by Lemma 3.3.10, and we can define the cellular bipartition $(\mathcal{P},(\mathcal{P}) g)$ such that $g$ restricts to a canonical homeomorphism on each cell in $\mathcal{P}$. We illustrate this cellular bipartition using graph-pair diagrams:

$$
\mathcal{P}=\{C(00), C(01), C(02), C(1), C(2)\}
$$



$$
(\mathcal{P}) g=\{C(0), C(1), C(20), C(21), C(22)\}
$$



Definition 3.3.14. Let $f$ be a rearrangement of $X$. The support of $f$, denoted by $\operatorname{supp} f$, is

$$
\operatorname{supp} f=\{x \mid x \in X, x \neq(x) f\}
$$

Cellular bipartitions for a rearrangement $f$ of $X$ are not unique: there can be many pairs $(\mathcal{P},(\mathcal{P}) f$ ) (where $\mathcal{P}$ is a cellular partition of $X$ ) for which a rearrangement $f$ restricts to a canonical homeomorphism on each cell. One method to find new cellular bipartitions for $f$ is to "refine" existing cellular bipartitions.

Definition 3.3.15. Let $f$ be a rearrangement of $X$. Let $(\mathcal{P},(\mathcal{P}) f)$ be a cellular bipartition for $f$. Let $\mathcal{Q}$ be a cellular partition. Then the pair $(\mathcal{Q},(\mathcal{Q}) f)$ is called a refinement of $(\mathcal{P},(\mathcal{P}) f)$ if and only if for each cell $C(\alpha) \in \mathcal{Q}$ (for some $\left.\alpha \in E(R)^{*}\right)$, there exists a cell $C(\beta) \in \mathcal{P}$ (for some $\left.\beta \in E(R)^{*}\right)$ with $C(\alpha) \subseteq C(\beta)$. The pair $(\mathcal{P},(\mathcal{P}) f)$ is called a coarsening of $(\mathcal{Q},(\mathcal{Q}) f)$.

Lemma 3.3.16. Let $f$ be a rearrangement of $X$ and let $(\mathcal{P},(\mathcal{P}) f)$ be a cellular bipartition for $f$. Let $(\mathcal{Q},(\mathcal{Q}) f)$ be a refinement of $(\mathcal{P},(\mathcal{P}) f)$. Then $(\mathcal{Q},(\mathcal{Q}) f)$ is a cellular bipartition for $f$.

Proof. Let $f$ be a rearrangement of $X$ and let $(\mathcal{P},(\mathcal{P}) f)$ be a cellular bipartition for $f$. Let $(\mathcal{Q},(\mathcal{Q}) f)$ be a refinement of $(\mathcal{P},(\mathcal{P}) f)$. Then, by Definition 3.3.15 of a refinement, for each cell $C(\alpha) \in \mathcal{Q}$ (for some $\left.\alpha \in E(R)^{*}\right)$, there exists a cell $C(\beta) \in \mathcal{P}\left(\right.$ for some $\left.\beta \in E(R)^{*}\right)$
with $C(\alpha) \subseteq C(\beta)$. By Definition 3.3.8 of a rearrangement, $f,\left.f\right|_{C(\beta)}$ is a canonical homeomorphism. Then, by Lemma 3.3.7, $\left.f\right|_{C(\alpha)}$ is also a canonical homeomorphism. This is true for all cells $C(\alpha) \in \mathcal{Q}$, hence, by Lemma 3.3.12, $(\mathcal{Q},(\mathcal{Q}) f)$ is a cellular bipartition for $f$.

Lemma 3.3.17. Let $f$ be a rearrangement of $X$ and $\operatorname{let}(\mathcal{P},(\mathcal{P}) f)$ be a cellular bipartition for $f$. Let $(\mathcal{Q},(\mathcal{Q}) f)$ be a coarsening of $(\mathcal{P},(\mathcal{P}) f)$. Then $(\mathcal{Q},(\mathcal{Q}) f)$ is a cellular bipartition for $f$ if and only if $\left.f\right|_{C(\alpha)}$ is a canonical homeomorphism for all cells $C(\alpha) \in \mathcal{Q}$ (for some $\left.\alpha \in E(R)^{*}\right)$.

Proof. Let $f$ be a rearrangement of $X$ and $\operatorname{let}(\mathcal{P},(\mathcal{P}) f)$ be a cellular bipartition for $f$. Let $(\mathcal{Q},(\mathcal{Q}) f)$ be a coarsening of $(\mathcal{P},(\mathcal{P}) f)$. By Definition 3.3.15, $Q$ is a cellular partition of $X$. Suppose that $(\mathcal{Q},(\mathcal{Q}) f)$ is a cellular bipartition for $f$. It follows from Definition 3.3.8 that $\left.f\right|_{C(\alpha)}$ is a canonical homeomorphism for all cells $C(\alpha) \in \mathcal{Q}$ (for some $\left.\alpha \in E(R)^{*}\right)$.

Conversely, suppose that $\left.f\right|_{C(\alpha)}$ is a canonical homeomorphism for all cells $C(\alpha) \in \mathcal{Q}$ (for some $\alpha \in E(R)^{*}$ ). By Lemma 3.3.12, (Q) $f$ is a cellular partition of $X$. Then by Definition 3.3.8 of a rearrangement, $(\mathcal{Q},(\mathcal{Q}) f)$ is a cellular bipartition for $f$.

Corollary 3.3.18. Let $f$ be a rearrangement of $X$ and let $(\mathcal{P},(\mathcal{P}) f)$ be a cellular bipartition for $f$. Let $\mathcal{Q}$ be a cellular partition of $X$. Then $(\mathcal{P} \wedge \mathcal{Q},(\mathcal{P} \wedge \mathcal{Q}) f)$ is a cellular bipartition for $f$.

Proof. Let $f$ be a rearrangement of $X$ and $\operatorname{let}(\mathcal{P},(\mathcal{P}) f)$ be a cellular bipartition for $f$. Let $\mathcal{Q}$ be a cellular partition of $X$. By Lemma 3.2.14, $\mathcal{P} \wedge \mathcal{Q}$ is a cellular partition of $X$ and by Definition 3.2 .12 of a meet, $(\mathcal{P} \wedge \mathcal{Q},(\mathcal{P} \wedge \mathcal{Q}) f)$ a refinement of $(\mathcal{P},(\mathcal{P}) f)$. Then, by Lemma 3.3.16, $(\mathcal{P} \wedge \mathcal{Q},(\mathcal{P} \wedge \mathcal{Q}) f)$ is a cellular bipartition for $f$.
\{thirteen\}
\{loveinacoldwo:
Remark 3.3.19. Let $f$ be a rearrangement of $X$ and let $(\mathcal{P},(\mathcal{P}) f)$ be a cellular bipartition for $f$. Let $\mathcal{Q}$ be a cellular partition of $X$. Then $(\mathcal{P} \vee \mathcal{Q},(\mathcal{P} \vee \mathcal{Q}) f)$ is a cellular bipartition for $f$ if and only if $\left.f\right|_{C(\alpha)}$ is a canonical homeomorphism for all cells $C(\alpha) \in \mathcal{P} \vee \mathcal{Q}$ (for some $\left.\alpha \in E(R)^{*}\right)$.

Example 3.3.20. Consider the rearrangement $g$ of $X$ defined in Example 3.3.13 with the following cellular bipartition (illustrated using graph-pair diagrams):

$$
\mathcal{P}=\{C(00), C(01), C(02), C(1), C(2)\}
$$




Let us define a cellular partition $Q$ as follows:

$$
\mathcal{Q}=\{C(0), C(1), C(20), C(21), C(22)\}
$$



The meet $\mathcal{P} \wedge \mathcal{Q}$ is as follows:

$$
\mathcal{P} \wedge \mathcal{Q}=\{C(00), C(01), C(02), C(1), C(20), C(21), C(22)\}
$$



The join $\mathcal{P} \vee \mathcal{Q}$ is as follows:

$$
\mathcal{P} \vee \mathcal{Q}=\{C(0), C(1), C(2)\}
$$



Then, the refinement $(\mathcal{P} \wedge \mathcal{Q},(\mathcal{P} \wedge \mathcal{Q}) g$ ) is a cellular bipartition for $g$ but the coarsening $(\mathcal{P} \vee \mathcal{Q},(\mathcal{P} \vee \mathcal{Q}) g)$ is not a cellular bipartition for $g$, since the restriction of $g$ on each cell of $\mathcal{P} \vee \mathcal{Q}$ is not a canonical homeomorphism. The cellular partition $(\mathcal{P} \wedge \mathcal{Q}) g$ is as follows:

$$
(\mathcal{P} \wedge \mathcal{Q}) g=\{C(0), C(1), C(20), C(21), C(220), C(221), C(222)\}
$$



Lemma 3.3.21. Let $f$ be a rearrangement of $X$ and let $C(\alpha)$ be a cell in $X$ (for some $\left.\alpha \in E(R)^{*}\right)$ such that $\left.f\right|_{C(\alpha)}$ is a canonical homeomorphism. Then there exists a cellular bipartition $(\mathcal{P},(\mathcal{P}) f)$ for $f$ such that $C(\alpha) \in \mathcal{P}$.

Proof. Let $f$ be a rearrangement of $X$ and let $C(\alpha)$ be a cell in $X$ (for some $\left.\alpha \in E(R)^{*}\right)$ such that $\left.f\right|_{C(\alpha)}$ is a canonical homeomorphism. By Definition 3.3.8 there exists a cellular bipartition $(\mathcal{P},(\mathcal{P}) f)$ for $f$. Since $\mathcal{P}$ is a cellular partition then, by Lemma 3.2.10, there exists a cell $C(\beta) \in \mathcal{P}$ (for some $\left.\beta \in E(R)^{*}\right)$ such that

$$
\operatorname{int} C(\alpha) \cap \operatorname{int} C(\beta) \neq \varnothing
$$

Then, by Lemma 3.1.10 one of the following holds:

1. $C(\alpha)=C(\beta)$, which implies that $C(\alpha) \in \mathcal{P}$.
2. $C(\alpha) \supset C(\beta)$. Then, by Lemma 3.2.11 (2), there exist cells $C\left(\beta_{1}\right), \ldots, C\left(\beta_{n}\right) \in \mathcal{P}$ such that $C(\beta)=C\left(\beta_{j}\right)$ for some $1 \leq j \leq n$ and

$$
C(\alpha)=\bigcup_{i=1}^{n} C\left(\beta_{i}\right)
$$

Let us define a set

$$
\mathcal{Q}=\left(\mathcal{P} \backslash\left\{C\left(\beta_{1}\right), \ldots, C\left(\beta_{n}\right)\right\}\right) \cup\{C(\alpha)\}
$$

Let us prove that $\mathcal{Q}$ is a cellular partition: Consider $x \in X$. Since $\mathcal{P}$ is a cover of $X$, either $x \in C\left(\beta_{k}\right)$ for some $1 \leq k \leq n$, in which case $x \in C(\alpha) \in \mathcal{Q}$. Or $x \in C(\gamma) \in$ $\mathcal{P} \backslash\left\{C\left(\beta_{1}\right), \ldots, C\left(\beta_{n}\right)\right\}$ (for some $\gamma \in E(R)^{*}$ ), in which case $x \in C(\gamma) \in \mathcal{Q}$. Observe that there are finitely many cells in $\mathcal{Q}$, since there are finitely many cells in $\mathcal{P}$. Also observe that all cells in $\mathcal{P} \backslash\left\{C\left(\beta_{1}\right), \ldots, C\left(\beta_{n}\right)\right\}$ have disjoint interiors. Consider a cell $C(\gamma) \in \mathcal{P} \backslash\left\{C\left(\beta_{1}\right), \ldots, C\left(\beta_{n}\right)\right\}$ (for some $\left.\gamma \in E(R)^{*}\right)$. Then $\operatorname{int} C(\gamma) \cap \operatorname{int} C(\alpha)=\varnothing$, since $\operatorname{int} C(\gamma) \cap \operatorname{int} C\left(\beta_{k}\right)=\varnothing$ for all $k=1, \ldots, n$. This proves that all cells in $\mathcal{Q}$ have disjoint interiors. Hence $\mathcal{Q}$ is a cellular partition of $X$.
Observe that $(\mathcal{Q},(\mathcal{Q}) f)$ is a coarsening of $(\mathcal{P},(\mathcal{P}) f)$ with the rearrangement $f$ restricting to a canonical homeomorphism on each cell in $\mathcal{Q}$. Then, by Lemma 3.3.17, $(\mathcal{Q},(\mathcal{Q}) f)$ is a cellular bipartition for $f$ and $C(\alpha) \in \mathcal{Q}$.
3. $C(\alpha) \subset C(\beta)$. Let us prove that there exist cells $C\left(\alpha_{1}\right), \ldots C\left(\alpha_{m}\right) \in \mathcal{P}$ such that $C(\alpha)=C\left(\alpha_{k}\right)$ for some $1 \leq k \leq m$ and

$$
C(\beta)=\bigcup_{i=1}^{m} C\left(\alpha_{i}\right)
$$

By Lemma 3.1.10(2), $\beta \prec \alpha$. Then, $\alpha=\beta \gamma$ (for some $\left.\gamma \in E(R)^{*}\right)$. By Lemma 3.2.2, there exists a complete antichain $A$ such that $\alpha \in A$. Then, by the properties
of complete antichains, there exist $\alpha_{1}, \ldots, \alpha_{m} \in A$ such that $\alpha=\alpha_{k}$ for some $1 \leq k \leq m, \alpha_{i}=\beta \delta_{i}$ for all $i=1, \ldots, m$ and $D=\left\{\delta_{i} \mid i=1, \ldots m\right\}$ is a complete antichain.

Let us define a set

$$
\mathcal{S}=(\mathcal{P} \backslash\{C(\beta)\}) \cup\left\{C\left(\alpha_{1}\right), \ldots, C\left(\alpha_{m}\right)\right\} .
$$

Let us prove that $\mathcal{S}$ is a cellular partition: Consider $x \in X$. Since $\mathcal{P}$ is a cover of $X$, either $x \in C(\beta)$, in which case $x \in C\left(\alpha_{j}\right) \in \mathcal{S}$ for some $1 \leq j \leq m$. Or $x \in C(\gamma) \in \mathcal{P} \backslash\{C(\beta)\}$ (for some $\left.\gamma \in E(R)^{*}\right)$, in which case $x \in C(\gamma) \in \mathcal{S}$. Observe that there are finitely many cells in $\mathcal{S}$, since there are finitely many cells in $\mathcal{P}$. Also observe that all cells in $\mathcal{P} \backslash\{C(\beta)\}$ have disjoint interiors. Consider a cell $C(\gamma) \in \mathcal{P} \backslash\{C(\beta)\}$ (for some $\left.\gamma \in E(R)^{*}\right)$. Then $\operatorname{int} C(\gamma) \cap \operatorname{int} C\left(\alpha_{j}\right)=\varnothing$ for all $j=1, \ldots, n$, since $\operatorname{int} C(\gamma) \cap \operatorname{int} C(\beta)=\varnothing$. This proves that all cells in $\mathcal{S}$ have disjoint interiors. Hence $\mathcal{S}$ is a cellular partition of $X$.

Observe that $(\mathcal{S},(\mathcal{S}) f)$ is a refinement of $(\mathcal{P},(\mathcal{P}) f)$. Then, by Lemma 3.3.16, $(\mathcal{S},(\mathcal{S}) f)$ is a cellular bipartition for $f$ and $C(\alpha) \in \mathcal{S}$.

Recall from Definition 3.1.2 that the boundary points of a cell $C(\alpha)$ of $X$ (for some $\left.\alpha \in E(R)^{*}\right)$ are the gluing vertices $v_{\alpha}$ and $w_{\alpha}$ such that $v_{\alpha}$ is the initial vertex of the edge $\alpha$ and $w_{\alpha}$ is the terminal vertex of the edge $\alpha$

Lemma 3.3.22. Let $f$ be a rearrangement of $X$ and $\operatorname{let}(\mathcal{P},(\mathcal{P}) f)$ be a cellular bipartition for $f$. Let $C(\alpha) \in \mathcal{P}$ and $C(\beta) \in(\mathcal{P}) f\left(\right.$ for some $\left.\alpha, \beta \in E(R)^{*}\right)$. Then $(C(\alpha)) f=C(\beta)$ if and only if $\left(v_{\alpha}\right) f=v_{\beta}$ and $\left(w_{\alpha}\right) f=w_{\beta}$.

Proof. Let $f$ be a rearrangement of $X$ and let $(\mathcal{P},(\mathcal{P}) f)$ be a cellular bipartition for $f$. Let $C(\alpha) \in \mathcal{P}$ and $C(\beta) \in(\mathcal{P}) f$ (for some $\left.\alpha, \beta \in E(R)^{*}\right)$.

Suppose $(C(\alpha)) f=C(\beta)$. Recall from Lemma 3.1.3 that $(\alpha \overline{\mathbf{i}}) \phi=v_{\alpha}$ and $(\alpha \overline{\mathbf{t}}) \phi=w_{\alpha}$. By Definition 3.3.8 of a rearrangement, $\left.f\right|_{C(\alpha)}$ is a canonical homeomorphism. By Definition 3.3.5 of a canonical homeomorphism, the map $\left.f\right|_{C(\alpha)}: C(\alpha) \rightarrow C(\beta)$ is induced by the prefix replacement map $\Psi: \Omega(\alpha) \rightarrow \Omega(\beta)$ such that the following diagram commutes:


Observe that $(\alpha \overline{\mathbf{i}}) \Psi=\beta \overline{\mathbf{i}}$ and $(\alpha \overline{\mathbf{t}}) \Psi=\beta \overline{\mathbf{t}}$, and $(\beta \overline{\mathbf{i}}) \phi=v_{\beta}$ and $(\beta \overline{\mathbf{i}}) \phi=w_{\beta}$. Hence $\left(v_{\alpha}\right) f=v_{\beta}$ and $\left(w_{\alpha}\right) f=w_{\beta}$.

Conversely, suppose that $\left(v_{\alpha}\right) f=v_{\beta}$ and $\left(w_{\alpha}\right) f=w_{\beta}$. Since $f$ is a rearrangement, by Definition 3.3.8, there exists a cell $C(\gamma) \in(\mathcal{P}) f$ (for some $\left.\gamma \in E(R)^{*}\right)$ such that $(C(\alpha)) f=C(\gamma)$. Then $\left(v_{\alpha}\right) f=v_{\gamma}$ and $\left(w_{\alpha}\right) f=w_{\gamma}$. This implies that $v_{\beta}=v_{\gamma}$ and $v_{\beta}=v_{\gamma}$. And hence, by Lemma 3.1.11. $C(\gamma)=C(\beta)$.

This proves the result.
Corollary 3.3.23. Let $f$ be a rearrangement of $X$ and let $(\mathcal{P},(\mathcal{P}) f$ ) be a cellular bipartition for $f$. Let $C(\alpha) \in \mathcal{P}$ (for some $\left.\alpha \in E(R)^{*}\right)$. Then $(C(\alpha)) f=C(\alpha)$ if and only if $\left(v_{\alpha}\right) f=v_{\alpha}$ and $\left(w_{\alpha}\right) f=w_{\alpha}$.

Proof. The proof follows from Lemma 3.3.22.
We will show below that cellular bipartitions for a rearrangement $f$ of $X$ have a lattice structure (in terms of refinements and coarsenings). Then there exists a "coarsest" cellular bipartition, which we will call a minimal bipartition. This is formally defined as follows:

We use $\operatorname{cbp}(f)$ to denote the set of all possible cellular bipartitions for $f$, i.e.,

$$
\operatorname{cbp}(f)=\{(\mathcal{P},(\mathcal{P}) f) \mid(\mathcal{P},(\mathcal{P}) f) \text { is a cellular bipartition for } f\}
$$

We denote the number of cells in a cellular partition $\mathcal{P}$ by $|\mathcal{P}|$. We observe that $|\mathcal{P}|=|f(\mathcal{P})|$ for any pair $(\mathcal{P},(\mathcal{P}) f)$ in $\operatorname{cbp}(f)$. We can define a map $\mathfrak{N}_{f}: \operatorname{cbp}(f) \rightarrow \mathbb{N}$ by

$$
\mathfrak{N}_{f}(\mathcal{P},(\mathcal{P}) f)=|\mathcal{P}| .
$$

Definition 3.3.24. A minimal bipartition for $f$ is the cellular bipartition ( $\mathcal{P}_{f, d}, \mathcal{P}_{f, r}$ ) such that

$$
\mathfrak{N}_{f}\left(\mathcal{P}_{f, d}, \mathcal{P}_{f, r}\right)=\min _{(\mathcal{P},(\mathcal{P}) f) \in \operatorname{cbp}(f)} \mathfrak{N}_{f}(\mathcal{P},(\mathcal{P}) f)
$$

That is, a minimal bipartition for $f$ is a cellular bipartition with the least number of cells such that $f$ restricts to a canonical homeomorphism from each domain cell to its image cell. We will prove that it is unique.

Lemma 3.3.25. Let $f$ be a rearrangement for $X$. Then there exists a minimum bipartition $\left(\mathcal{P}_{f, d}, \mathcal{P}_{f, r}\right)$ for $f$.

Proof. Observe that, for any rearrangement $f$ of $X, \mathfrak{N}_{f}(\mathcal{P},(\mathcal{P}) f)$ is a natural number. Then there is some cellular bipartition for which $\mathfrak{N}_{f}(\mathcal{P},(\mathcal{P}) f)$ achieves the minimum value, and hence the result holds.

Example 3.3.26. Consider the rearrangement $g$ of $X$ defined in Example 3.3.13 with the following cellular bipartition (illustrated using graph-pair diagrams):

$$
\mathcal{P}=\{C(00), C(01), C(02), C(1), C(2)\}
$$



The only cells properly containing the cells in $\mathcal{P}$ are $C(0)$ and $C(\epsilon)$, and $\left.g\right|_{C(0)}$ and $\left.g\right|_{C(\epsilon)}$ are not canonical homeomorphisms. Therefore, $(\mathcal{P},(\mathcal{P}) g)$ is the minimal bipartition for $g$.

The following results characterize the properties of the minimal bipartition for a rearrangement $f$ of $X$.

Lemma 3.3.27. Let $f$ be a rearrangement of $X$ and let $\left(\mathcal{P}_{f, d}, \mathcal{P}_{f, r}\right)$ be a minimal bipartition for $f$. Let $C(\alpha)$ be a cell in $X$ (for some $\left.\alpha \in E(R)^{*}\right)$ such that $\left.f\right|_{C(\alpha)}$ is a canonical homeomorphism. Then $C(\alpha) \in \mathcal{P}_{f, d}$ if and only if there does not exist a cell $C(\beta)$ in $X$ (for some $\left.\beta \in E(R)^{*}\right)$, such that $C(\beta) \supset C(\alpha)$ and $\left.f\right|_{C(\beta)}$ is a canonical homeomorphism.

Proof. Let $f$ be a rearrangement of $X$ and let $\left(\mathcal{P}_{f, d}, \mathcal{P}_{f, r}\right)$ be the minimal bipartition for $f$. Let $C(\alpha)$ be a cell in $X$ (for some $\left.\alpha \in E(R)^{*}\right)$ such that $\left.f\right|_{C(\alpha)}$ is a canonical homeomorphism.

Suppose $C(\alpha) \in \mathcal{P}_{f, d}$. Let us prove the result by contradiction. Suppose there does exists a cell $C(\beta)$ in $X$ (for some $\left.\beta \in E(R)^{*}\right)$, such that $C(\beta) \supset C(\alpha)$ and $\left.f\right|_{C(\beta)}$ is a canonical homeomorphism. Then, by Lemma 3.2.11, exist cells $C\left(\alpha_{1}\right), \ldots, C\left(\alpha_{m}\right) \in \mathcal{P}_{f, d}$ (for some $\left.\alpha_{1}, \ldots, \alpha_{m} \in E(R)^{*}\right)$ such that $C(\alpha)=C\left(\alpha_{k}\right)$ for some $1 \leq k \leq m$ and

$$
C(\beta)=\bigcup_{i=1}^{m} C\left(\alpha_{i}\right) .
$$

Let us define a set

$$
\mathcal{Q}=\left(\mathcal{P} \backslash\left\{C\left(\alpha_{1}\right), \ldots, C\left(\alpha_{m}\right)\right\}\right) \cup\{C(\beta)\} .
$$

Let us prove that $\mathcal{Q}$ is a cellular partition: Consider $x \in X$. Since $\mathcal{P}$ is a cover of $X$, either $x \in C\left(\alpha_{j}\right)$ for some $1 \leq j \leq m$, in which case $x \in C(\beta) \in \mathcal{Q}$. Or $x \in C(\gamma) \in$ $\mathcal{P} \backslash\left\{C\left(\alpha_{1}\right), \ldots, C\left(\alpha_{m}\right)\right\}$ (for some $\left.\gamma \in E(R)^{*}\right)$, in which case $x \in C(\gamma) \in \mathcal{Q}$. Observe that there are finitely many cells in $\mathcal{Q}$, since there are finitely many cells in $\mathcal{P}$. Also observe that all cells in $\mathcal{P} \backslash\left\{C\left(\alpha_{1}\right), \ldots, C\left(\alpha_{m}\right)\right\}$ have disjoint interiors. Consider a cell $C(\gamma) \in \mathcal{P} \backslash\left\{C\left(\alpha_{1}\right), \ldots, C\left(\alpha_{m}\right)\right\}$ (for some $\left.\gamma \in E(R)^{*}\right)$. Then int $C(\gamma) \cap \operatorname{int} C(\beta)=\varnothing$, since
$\operatorname{int} C(\gamma) \cap \operatorname{int} C\left(\alpha_{j}\right)=\varnothing$ for all $j=1, \ldots, m$. This proves that all cells in $\mathcal{Q}$ have disjoint interiors. Hence $\mathcal{Q}$ is a cellular partition of $X$.

Observe that $(\mathcal{Q},(\mathcal{Q}) f)$ is a coarsening of $(\mathcal{P},(\mathcal{P}) f)$ with the rearrangement $f$ restricting to a canonical homeomorphism on each cell in $\mathcal{Q}$. Then, by Lemma 3.3.17, ( $\mathcal{Q},(\mathcal{Q}) f$ ) is a cellular bipartition for $f$ and $\mathfrak{N}_{f}(\mathcal{Q},(\mathcal{Q}) f)<\mathfrak{N}_{f}\left(\mathcal{P}_{f, d}, \mathcal{P}_{f, r}\right)$. Then $\left(\mathcal{P}_{f, d}, \mathcal{P}_{f, r}\right)$ is not the minimal bipartition for $f$, which is a contradiction. Therefore, there does not exist a cell $C(\beta)$ in $X$ (for some $\beta \in E(R)^{*}$ ), such that $C(\beta) \supset C(\alpha)$ and $\left.f\right|_{C(\beta)}$ is a canonical homeomorphism.

Conversely, suppose there does not exist a cell $C(\beta)$ in $X$ (for some $\beta \in E(R)^{*}$ ), such that $C(\beta) \supset C(\alpha)$ and $\left.f\right|_{C(\beta)}$ is a canonical homeomorphism. By Lemma 3.1.10, there exists a cell $C(\gamma) \in \mathcal{P}_{f, d}$ (for some $\left.\gamma \in E(R)^{*}\right)$ such that

$$
\operatorname{int} C(\alpha) \cap \operatorname{int} C(\gamma) \neq \varnothing
$$

Then only one of the following holds:

1. $C(\alpha)=C(\gamma)$, which implies that $C(\alpha) \in \mathcal{P}_{f, d}$.
2. $C(\alpha) \subset C(\gamma)$. This is not possible by our hypothesis, therefore $C(\alpha) \not \subset C(\gamma)$
3. $C(\alpha) \supset C(\gamma)$. Let us prove that there exist cells $C\left(\gamma_{1}\right), \ldots, C\left(\gamma_{n}\right) \in \mathcal{P}_{f, d}$ such that $C(\gamma)=C\left(\gamma_{k}\right)$ for some $1 \leq k \leq n$ and

$$
C(\alpha)=\bigcup_{i=1}^{n} C\left(\gamma_{i}\right) .
$$

By Lemma 3.1.10 (2), $\alpha \prec \gamma$. Then, $\gamma=\alpha \delta$ (for some $\left.\delta \in E(R)^{*}\right)$. By Lemma 3.2.2, there exists a complete antichain $A$ such that $\gamma \in A$. Then, by the properties of complete antichains, there exist $\gamma_{1}, \ldots, \gamma_{m} \in A$ such that $\gamma=\gamma_{k}$ for some $1 \leq k \leq n$, $\gamma_{i}=\alpha \delta_{i}$ for all $i=1, \ldots, n$ and $D=\left\{\delta_{i} \mid i=1, \ldots n\right\}$ is a complete antichain.
Let us define a set

$$
\mathcal{S}=\left(\mathcal{P}_{f, d} \backslash\{C(\alpha)\}\right) \cup\left\{C\left(\gamma_{1}\right), \ldots, C\left(\gamma_{n}\right)\right\} .
$$

Let us prove that $\mathcal{S}$ is a cellular partition: Consider $x \in X$. Since $\mathcal{P}_{f, d}$ is a cover of $X$, either $x \in C(\alpha)$, in which case $x \in C\left(\gamma_{j}\right) \in \mathcal{S}$ for some $1 \leq j \leq n$. Or $x \in C(\delta) \in \mathcal{P}_{f, d} \backslash\{C(\alpha)\}$ (for some $\delta \in E(R)^{*}$ ), in which case $x \in C(\delta) \in \mathcal{S}$. Observe that there are finitely many cells in $\mathcal{S}$, since there are finitely many cells in $\mathcal{P}_{f, d}$. Also observe that all cells in $\mathcal{P}_{f, d} \backslash\{C(\alpha)\}$ have disjoint interiors. Consider a cell $C(\delta) \in \mathcal{P}_{f, d} \backslash\{C(\alpha)\}$ (for some $\left.\delta \in E(R)^{*}\right)$. Then $\operatorname{int} C(\delta) \cap \operatorname{int} C\left(\gamma_{j}\right)=\varnothing$ for all $j=1, \ldots, n$, since $\operatorname{int} C(\delta) \cap \operatorname{int} C(\alpha)=\varnothing$. This proves that all cells in $\mathcal{S}$ have disjoint interiors. Hence $\mathcal{S}$ is a cellular partition of $X$.

Observe that $(\mathcal{S},(\mathcal{S}) f)$ is a refinement of $\left(\mathcal{P}_{\{, \Gamma}, \mathcal{P}_{f, r}\right)$. Then, by Lemma 3.3.16, $(\mathcal{S},(\mathcal{S}) f)$ is a cellular bipartition for $f$ and $\mathfrak{N}_{f}(\mathcal{S},(\mathcal{S}) f)<\mathfrak{N}_{f}\left(\mathcal{P}_{f, d}, \mathcal{P}_{f, r}\right)$. Then
$\left(\mathcal{P}_{f, d}, \mathcal{P}_{f, r}\right)$ is not the minimal bipartition for $f$, which is a contradiction. Therefore $C(\alpha) \not \supset C(\gamma)$

This proves the result.

## \{catpeople\}

Lemma 3.3.28. Let $f$ be a rearrangement of $X$. The minimal bipartition for $f$ is unique.
Proof. Let $f$ be a rearrangement of $X$. Let $\left(\mathcal{P}_{f, d}, \mathcal{P}_{f, r}\right)$ and $\left(\mathcal{Q}_{f, d}, \mathcal{Q}_{f, r}\right)$ be minimal bipartitions for $f$. Consider a cell $C(\alpha) \in \mathcal{P}_{f, d}$ (for some $\left.\alpha \in E(R)^{*}\right)$. Since $\mathcal{Q}_{f, d}$ is a cellular partition of $X$, then, by Lemma 3.2.10, there exists a cell $C(\beta) \in \mathcal{Q}_{f, d}$ (for some $\left.\beta \in E(R)^{*}\right)$ such that

$$
\operatorname{int} C(\alpha) \cap \operatorname{int} C(\beta) \neq \varnothing
$$

Then, by Lemma 3.1.10 (3), precisely one of the following holds:

1. $C(\alpha)=C(\beta)$,
2. $C(\alpha) \subset C(\beta)$,
3. $C(\alpha) \supset C(\beta)$.

Observe that $f$ restricts to a canonical homeomorphism on both $C(\alpha)$ and $C(\beta)$. Then, by Lemma 3.3.27, $C(\alpha) \not \subset C(\beta)$ since $\left(\mathcal{P}_{f, d}, \mathcal{P}_{f, r}\right)$ is a minimal bipartition of $f$ and $C(\alpha) \not \supset$ $C(\beta)$ since $\left(\mathcal{Q}_{f, d}, \mathcal{Q}_{f, r}\right)$ is a minimal bipartition for $f$. This implies that $C(\alpha)=C(\beta)$. Observe that the choice of $C(\alpha)$ is arbitrary, hence $C(\alpha)=C(\beta)$ for all $C(\alpha) \in \mathcal{P}_{f, d}$. Therefore $\mathcal{P}_{f, d}=\mathcal{Q}_{f, d}$, and it follows that $\mathcal{P}_{f, r}=\mathcal{Q}_{f, r}$.

Lemma 3.3.29. Let $f$ be a rearrangement of $X$. Let $\left(\mathcal{P}_{f, d}, \mathcal{P}_{f, r}\right)$ be the minimal bipartition for $f$ and let $(\mathcal{P},(\mathcal{P}) f)$ be an arbitrary cellular bipartition for $f$. Then $\partial \mathcal{P}_{f, d} \subseteq \partial \mathcal{P}$ and $\partial \mathcal{P}_{f, r} \subseteq \partial(\mathcal{P}) f$.

Proof. Let $f$ be a rearrangement of $X$. Let $\left(\mathcal{P}_{f, d}, \mathcal{P}_{f, r}\right)$ be the minimal bipartition for $f$ and let $(\mathcal{P},(\mathcal{P}) f)$ be an arbitrary cellular bipartition for $f$.

Consider a boundary point $z \in \partial \mathcal{P}_{f, d}$. By Definition 3.2.3, $z=v_{\alpha}$ or $z=w_{\alpha}$ for some cell $C(\alpha) \in \partial \mathcal{P}_{f, d}$. By Lemma 3.3.27 and Lemma 3.2.11 (2), there exist cells $C\left(\beta_{1}\right), \ldots, C\left(\beta_{n}\right) \in \mathcal{P}$ such that

$$
C(\alpha)=\bigcup_{i=1}^{n} C\left(\beta_{i}\right) .
$$

Then $z$ is a boundary point of the cell $C\left(\beta_{j}\right)$ for some $1 \leq j \leq n$. Hence, $z \in \partial \mathcal{P}$ and therefore $\partial \mathcal{P}_{f, d} \subseteq \partial \mathcal{P}$.

Now consider a boundary point $z \in \partial \mathcal{P}_{f, r}$. Then $(z) f^{-1} \in \partial \mathcal{P}_{f, d}$, which implies that $(z) f^{-1} \in \partial \mathcal{P}$. Therefore $z \in \partial(\mathcal{P}) f$ and it follows that $\partial \mathcal{P}_{f, r} \subseteq \partial(\mathcal{P}) f$.

### 3.4 Rearrangement Groups

In this section, we will prove that the set of rearrangements of a limit space $X$ of an $F$-type edge replacement system is a group.

Lemma 3.4.1. Let $f$ be a rearrangements of $X$ and let $\left(\mathcal{P}_{f, d}, \mathcal{P}_{f, r}\right)$ be the minimal bipartition for $f$. Then the inverse $f^{-1}$ is also a rearrangement of $X$ and $\left(\mathcal{P}_{f, r}, \mathcal{P}_{f, d}\right)$ is the minimal bipartition for $f^{-1}$.

Proof. Let $f$ be a rearrangements of $X$ and let ( $\mathcal{P}_{f, d}, \mathcal{P}_{f, r}$ ) be the minimal bipartition for $f$. Since $f$ is a homeomorphism, then there exists a homeomorphism $f^{-1}$ such that $f f^{-1}=f^{-1} f=I$, where $I$ is the identity homeomorphism.

Let us first prove that $f^{-1}$ is a rearrangement: By Definition 3.3.8 of a rearrangement, $\left.f\right|_{C(\alpha)}$ is a canonical homeomorphism for each cell $C(\alpha) \in \mathcal{P}_{f, d}$ (for some $\left.\alpha \in E(R)^{*}\right)$ and $(C(\alpha)) f \in \mathcal{P}_{f, r}$. Then, by Lemma 3.3.6. $\left.f^{-1}\right|_{(C(\alpha)) f}:(C(\alpha)) f \rightarrow C(\alpha)$ is a canonical homeomorphism for each cell $C(\alpha) \in \mathcal{P}_{f, d}$. This, by Definition 3.3.8, proves that $f^{-1}$ is a rearrangement and $\left(\mathcal{P}_{f, r}, \mathcal{P}_{f, d}\right)$ is a cellular bipartition for $f^{-1}$.

Let us now prove that $\left(\mathcal{P}_{f, r}, \mathcal{P}_{f, d}\right)$ is the minimal bipartition for $f^{-1}$ : We shall prove this by contradiction. Suppose that ( $\mathcal{P}_{f, d}, \mathcal{P}_{f, r}$ ) is not the minimal bipartition for $f^{-1}$. Let ( $\mathcal{P}_{f^{-1}, d}, \mathcal{P}_{f^{-1}, r}$ ) be the minimal bipartition for $f^{-1}$. Then, by Lemma 3.3.27, there exists cells $C(\alpha) \in \mathcal{P}_{f, r}$ and $C(\beta) \in \mathcal{P}_{f^{-1}, d}$ such that $C(\alpha) \subset C(\beta)$. By the definition of a canonical homeomorphism, $(C(\alpha)) f^{-1} \subset(C(\beta)) f^{-1}$ and $(C(\alpha)) f^{-1} \in \mathcal{P}_{f, d}$ and $(C(\beta)) f^{-1} \in$ $\mathcal{P}_{f^{-1}, r}$. By Definition 3.3.8 of a rearrangement, $\left.f^{-1}\right|_{C(\beta)}: C(\beta) \rightarrow(C(\beta)) f^{-1}$ is a canonical homeomorphism. Then by the definition of an inverse, $\left.f\right|_{(C(\beta)) f^{-1}}:(C(\beta)) f^{-1} \rightarrow C(\beta)$ is a canonical homeomorphism. This implies that $\left(\mathcal{P}_{f, d}, \mathcal{P}_{f, r}\right)$ is not the minimal bipartition for $f$, which is a contradiction. Hence $\left(\mathcal{P}_{f, r}, \mathcal{P}_{f, d}\right)$ is the minimal bipartition for $f^{-1}$.

Lemma 3.4.2. Let $f$ and $g$ be rearrangements of $X$ and let $\left(\mathcal{P}_{f, d}, \mathcal{P}_{f, r}\right)$ and $\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)$ be the minimal bipartitions for $f$ and $g$ respectively. Then

1. $\left(\left(\mathcal{P}_{f, r} \wedge \mathcal{P}_{g, d}\right) f^{-1}, \mathcal{P}_{f, r} \wedge \mathcal{P}_{g, d}\right)$ is a cellular bipartition for $f$,
2. $\left(\mathcal{P}_{f, r} \wedge \mathcal{P}_{g, d},\left(\mathcal{P}_{f, r} \wedge \mathcal{P}_{g, d}\right) g\right)$ is a cellular bipartition for $g$.

Proof. Let $f$ and $g$ be rearrangements of $X$ and let $\left(\mathcal{P}_{f, d}, \mathcal{P}_{f, r}\right)$ and $\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)$ be the minimal bipartitions for $f$ and $g$ respectively.

1. By Lemma 3.4.1, $f^{-1}$ is a rearrangement and ( $\mathcal{P}_{f, r}, \mathcal{P}_{f, d}$ ) is the minimal bipartition for $f^{-1}$. Observe that $\mathcal{P}_{f, r}=\left(\mathcal{P}_{f, d}\right) f$. It follows from Corollary 3.3.18 that $\left(\mathcal{P}_{f, r} \wedge \mathcal{P}_{g, d},\left(\mathcal{P}_{f, r} \wedge \mathcal{P}_{g, d}\right) f^{-1}\right)$ is a cellular bipartition for $f^{-1}$, which implies that $\left(\left(\mathcal{P}_{f, r} \wedge \mathcal{P}_{g, d}\right) f^{-1}, \mathcal{P}_{f, r} \wedge \mathcal{P}_{g, d}\right)$ is a cellular bipartition for $f$.
2. This follows immediately from Corollary 3.3.18.

Lemma 3.4.3. Let $f$ and $g$ be rearrangements of $X$ and let ( $\mathcal{P}_{f, d}, \mathcal{P}_{f, r}$ ) and ( $\mathcal{P}_{g, d}, \mathcal{P}_{g, r}$ ) be the minimal bipartitions for $f$ and $g$ respectively. Then $f g$ is a rearrangement of $X$ and $\left(\left(\mathcal{P}_{f, r} \wedge \mathcal{P}_{g, d}\right) f^{-1},\left(\mathcal{P}_{f, r} \wedge \mathcal{P}_{g, d}\right) g\right)$ is a cellular bipartition for $f g$.

Proof. Let $f$ and $g$ be rearrangements of $X$ and let $\left(\mathcal{P}_{f, d}, \mathcal{P}_{f, r}\right)$ and $\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)$ be the minimal bipartitions for $f$ and $g$ respectively. By Lemma 3.4.2. ( $\left.\left(\mathcal{P}_{f, r} \wedge \mathcal{P}_{g, d}\right) f^{-1}, \mathcal{P}_{f, r} \wedge \mathcal{P}_{g, d}\right)$ is a cellular bipartition for $f$ and $\left(\mathcal{P}_{f, r} \wedge \mathcal{P}_{g, d},\left(\mathcal{P}_{f, r} \wedge \mathcal{P}_{g, d}\right) g\right)$ is a cellular bipartition for g. Consider a cell $C(\alpha) \in\left(\mathcal{P}_{f, r} \wedge \mathcal{P}_{g, d}\right) f^{-1}$ (for some $\left.\alpha \in E(R)^{*}\right)$. Then $(C(\alpha)) f \in$ $\mathcal{P}_{f, r} \wedge \mathcal{P}_{g, d}$ and hence $\left.f g\right|_{C(\alpha)}$ is a canonical homeomorphism, since it is the composition of the canonical homeomorphisms $\left.f\right|_{C(\alpha)}$ and $\left.g\right|_{(C(\alpha)) f}$. Since this is true for each cell $C(\alpha) \in\left(\mathcal{P}_{f, r} \wedge \mathcal{P}_{g, d}\right) f^{-1}, f g$ is a rearrangement of X and $\left(\left(\mathcal{P}_{f, r} \wedge \mathcal{P}_{g, d}\right) f^{-1},\left(\mathcal{P}_{f, r} \wedge \mathcal{P}_{g, d}\right) g\right)$ is a cellular bipartition for $f g$.

Lemma 3.4.4. Let $f$ and $g$ be rearrangements of $X$ and let ( $\mathcal{P}_{f, d}, \mathcal{P}_{f, r}$ ) and ( $\mathcal{P}_{g, d}, \mathcal{P}_{g, r}$ ) be the minimal bipartitions of $f$ and $g$ respectively. Suppose that for all cells $C(\alpha) \in \mathcal{P}_{f, r}$ (for some $\left.\alpha \in E(R)^{*}\right)$, there exists a cell $C(\beta) \in \mathcal{P}_{g, d}$ (for some $\left.\beta \in E(R)^{*}\right)$ such that $C(\alpha) \subseteq C(\beta)$. Then $\left(\mathcal{P}_{f, d},\left(\mathcal{P}_{f, r}\right) g\right)$ is a cellular bipartition for the rearrangement $f g$.

Proof. Let $f$ and $g$ be rearrangements of $X$ and let $\left(\mathcal{P}_{f, d}, \mathcal{P}_{f, r}\right)$ and $\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)$ be the minimal bipartitions of $f$ and $g$ respectively. Suppose that for all cells $C(\alpha) \in \mathcal{P}_{f, r}$ (for some $\left.\alpha \in E(R)^{*}\right)$, there exists a cell $C(\beta) \in \mathcal{P}_{g, d}$ (for some $\beta \in E(R)^{*}$ ) such that $C(\alpha) \subseteq C(\beta)$. Then, by Definition 3.2.12 of a meet, $\mathcal{P}_{f, r} \wedge \mathcal{P}_{g, d}=\mathcal{P}_{f, r}$. By Lemma 3.4.3. we know that $f g$ is a rearrangement and $\left(\left(\mathcal{P}_{f, r} \wedge \mathcal{P}_{g, d}\right) f^{-1},\left(\mathcal{P}_{f, r} \wedge \mathcal{P}_{g, d}\right) g\right)=\left(\mathcal{P}_{f, d}, \mathcal{P}_{f, r}\right)$ is cellular bipartition for $f g$.

Lemma 3.4.5. Let $f$ and $g$ be rearrangements of $X$ and let $\left(\mathcal{P}_{f, d}, \mathcal{P}_{f, r}\right)$ and $\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)$ be the minimal bipartitions of $f$ and $g$ respectively. Suppose that $\partial \mathcal{P}_{g, d} \subseteq \partial \mathcal{P}_{f, r}$. Then $\partial \mathcal{P}_{f g, d} \subseteq \partial \mathcal{P}_{f, d}$.

Proof. The proof follows from Lemma 3.4.4 and Lemma 3.3.29.
Belk and Forrest [3] proved the following result for rearrangement groups of all limit \{thrashme $\}$ spaces. Here we prove it for rearrangement groups of $F$-type limit spaces:

Lemma 3.4.6. The rearrangements of $X$ form a group under composition.
Proof. Since every rearrangement of $X$ is a homeomorphism, the set of rearrangements of $X$ is a subset of the group of homeomorphisms of $X(\operatorname{Aut}(X))$. We will prove that this subset is a subgroup.

The identity homeomorphism $I$ is clearly a rearrangement (and $(\{C(\epsilon)\},\{C(\epsilon)\})$ is the minimal bipartition for $I$, where $C(\epsilon)=X$ ). We know from Lemma 3.4.1 that the inverse of a rearrangement is also a rearrangement. We know from Lemma 3.4.3 that the composition of two rearrangements is also a rearrangement. This proves that the rearrangements of $X$ form a subgroup of $\operatorname{Aut}(X)$.

## Chapter 4

## Richard Thompson's Group $F$

We will now use the framework we developed in Chapter 2 and Chapter 3 to define a rearrangement group of a particular limit space which is isomorphic to Richard Thompson's group $F$. In Section 4.1 we will present the standard definition of Thompson's group $F$. In Section 4.2 we will construct a particular limit space. In Section 4.3 we will show that this limit space is homeomorphic to the unit interval [0,1]. And finally, in Section 4.4 we will show that the rearrangement group of this limit space is isomorphic to Thompson's group $F$.

### 4.1 Richard Thompson's Group $\boldsymbol{F}$

The groups $F, T$ and $V$ were first defined by Richard Thompson in 1965. They arise as subgroups of the homeomorphism group of the Cantor set, and act on the unit interval $[0,1]$, the unit circle $S^{1}$ and the Cantor set respectively. In this section we will present the "standard" definition of Thompson's group $F$. The definitions, results and terminology have been taken from the lecture notes by Cannon, Floyd and Parry 99 .

Definition 4.1.1 (Cannon, Floyd, Parry [9]). We define $F$ to be the set of piecewise linear homeomorphisms from the closed unit interval $[0,1]$ to itself that are differentiable, except at finitely many dyadic rational numbers, and such that at the intervals of differentiability the derivatives are powers of 2 .

Proposition 4.1.2 (Cannon, Floyd, Parry [9]). The set $F$ is a group under the composition of functions.

Cannon, Floyd and Parry [9] proved this result by showing that $F$ is a subgroup of the group of homeomorphisms of $[0,1]$. We shall be proving this result by showing that $F$ is a rearrangement group.

Remark 4.1.3. Observe that Cannon, Floyd and Parry use left-actions in their work. Since we are using right-actions in this thesis, we shall be replacing the functions defined in [9] by their inverses.

Example 4.1.4 (Cannon, Floyd, Parry [9, Example 1.1 and Example 1.2). Let us define the maps $A$ and $B$ as follows:

$$
\begin{aligned}
& A(x)= \begin{cases}2 x & 0 \leq x \leq \frac{1}{4} \\
x+\frac{1}{4} & \frac{1}{4} \leq x \leq \frac{1}{2} \\
\frac{x}{2}+\frac{1}{2} & \frac{1}{2} \leq x \leq 1\end{cases} \\
& B(x)= \begin{cases}x & 0 \leq x \leq \frac{1}{2} \\
2 x+\frac{1}{2} & \frac{1}{2} \leq x \leq \frac{5}{8} \\
x+\frac{1}{8} & \frac{5}{8} \leq x \leq \frac{3}{4} \\
\frac{x}{2}+\frac{1}{2} & \frac{3}{4} \leq x \leq 1\end{cases}
\end{aligned}
$$

It is easy to show that these maps are differentiable, except at finitely many dyadic rationals, and at the intervals of differentiability the derivatives are powers of 2. Hence, $A, B \in F$. We shall be illustrating these maps using the following diagrams:


Diagrams of this type are called rectangle diagrams or Thurston diagrams. They were introduced by Cannon, Floyd and Parry in [9], who in turn cite unpublished work by W. P. Thurston in 1975. In due course, we shall show that rectangle diagrams are equivalent to graph-pair diagrams defined in Definition 3.3.9.

Definition 4.1.5 (Cannon, Floyd, Parry [9]). We define the maps $X_{0}, X_{1}, X_{2}, \cdots \in F$ as follows:

- $X_{0}=A$ and $X_{1}=B$,
- $X_{n+1}=X_{0}^{-1} X_{n} X_{0}=A^{-n} B A^{n}$.

The following result from [9] defines two presentations for $F$ - one finite and one infinite. It is given here without a proof:

Proposition 4.1.6 (Cannon, Floyd, Parry [9], Theorem 3.4). The following are two presentations for Thompson's group F:

$$
\begin{aligned}
& F=\left\langle A, B \mid\left[A B^{-1}, A^{-1} B A\right],\left[A B^{-1}, A^{-2} B A^{2}\right]\right\rangle, \\
& \left.F=\left\langle X_{0}, X_{1}, X_{2}, \cdots\right| X_{n+1}=X_{k}^{-1} X_{n} X_{k} \text { for some } k<n\right\rangle .
\end{aligned}
$$

In this thesis, we shall be presenting an alternative presentation for Thompson's group $F$ which corresponds to the basic open sets of the unit interval $[0,1]$. We shall do this by defining $F$ as a rearrangement group. We shall present this definition in the rest of this chapter. In Chapter 5, we will define our generating set for $F$. In Chapter 6, we will define our presentation for $F$.

### 4.2 A Limit Space

We define an edge replacement system as follows:

- Our base graph $G_{0}$ is a finite directed graph with one edge and two vertices. We denote the edge by the empty word $\epsilon$, and the vertices by $a$ and $b$.

- The graph $G_{n}$ is constructed by replacing every edge $\mathbf{e}$ of the graph $G_{n-1}$ by the replacement graph $R$.


Definition 4.2.1. We define the $F$ replacement system to be the edge replacement system $\left(G_{0}, \mathbf{e} \rightarrow R\right)$.

Observe that this fulfills Definition 2.1.6 of an $F$-type replacement system. The first few graphs of the full expansion sequence are as follows:



Observe that $V\left(G_{0}\right)=\{a, b\}, E\left(G_{0}\right)=\{\epsilon\}, V_{\text {int }}(R)=\{x\}$ and $E(R)=\{0,1\}$. We shall treat $\epsilon$ as the empty word. In a generic $F$-type edge replacement system, we used $\mathbf{i}$ to denote the edge incident with the initial vertex of $R$ and $\mathbf{t}$ to denote the edge incident with the terminal vertex of $R$. Note that, in the $F$ replacement system, $\mathbf{i}=0$ and $\mathbf{t}=1$. Then our notation for the edges and vertices of graph $G_{n}$ is similar to the general case in Section 2.1:

1. Each edge of $G_{n}$ is of the form $\alpha=e_{1} \ldots e_{n}$, where $\alpha^{\dagger}=e_{1} \ldots e_{n-1}$ is the edge of $G_{n-1}$ that was replaced, and $e_{n}$ is an edge of $R$. The set $E\left(G_{n}\right)$ of edges $G_{n}$ is defined as

$$
\begin{aligned}
E\left(G_{n}\right) & =E(R)^{n} \\
& =\left\{\alpha \mid \alpha=e_{1} \ldots e_{n}, e_{i} \in E(R)\right\}
\end{aligned}
$$

Each edge of $G_{n}$ is a word of length $n$ in the alphabet $E(R)$ (observe that the length of the word would be $n+1$ in a generic $F$-type edge replacement system).
2. Each new vertex of $G_{n}$ has the form $\alpha^{\dagger} x=e_{1} \ldots e_{n-1} x$, where $\alpha^{\dagger}$ is the edge of $G_{n-1}$ which was replaced. The set $V_{n}$ of new vertices introduced in graph $G_{n}$ (i.e., the vertices of depth $n$ ), is

$$
V_{n}=\left\{\alpha^{\dagger} x \mid \alpha^{\dagger}=e_{1} \ldots e_{n-1}, e_{i} \in E(R)\right\}
$$

The set $V_{0}$ contains the vertices $a$ and $b$ (which have depth 0 ).

The complete set of vertices of $G_{n}$ is the disjoint union

$$
V\left(G_{n}\right)=\bigsqcup_{k=0}^{n} V_{k}
$$

Remark 4.2.2. Observe that, in the $F$ replacement system, the depth of a gluing vertex $\alpha x$ - defined in Definition 2.1.13 - is

$$
\operatorname{depth}(\alpha x)=|\alpha|+1
$$

This is because $e_{0}=\epsilon$ and is treated as the empty word.

The following results are Lemma 2.1.14 and Lemma 2.1.15, restated for this setting. They detail the adjacency of edges and vertices in the graph $G_{n}$ :

Lemma 4.2.3. Let $\left\{G_{n}\right\}_{n=0}^{\infty}$ be the full expansion sequence of the $F$ replacement system. Let $\alpha=e_{1} \ldots e_{n} \in E\left(G_{n}\right)$ (for some $n \geq 1$ ). The initial and terminal vertices of $\alpha$ are as follows:

1. If $\alpha=(0)^{n}$, the initial vertex is a and the terminal vertex is $\alpha^{\dagger} x=(0)^{n-1} x$.
2. If $\alpha=e_{1} \ldots e_{k} 1(0)^{n-k-1} \quad($ for $k<n)$, the initial vertex is $\alpha^{(n-k) \dagger} x=e_{1} \ldots e_{k} x$ and the terminal vertex is $\alpha^{\dagger} x=e_{1} \ldots e_{n-1} x$.
3. If $\alpha=e_{1} \ldots e_{k} 0(1)^{n-k-1}($ for $n>k)$, the initial vertex is $\alpha^{\dagger} x=e_{1} \ldots e_{n-1} x$ and the terminal vertex is $\alpha^{(n-k) \dagger} x=e_{1} \ldots e_{k} x$.
4. If $\alpha=(1)^{n}$, the initial vertex is $\alpha^{\dagger} x=(1)^{n-1} x$ and the terminal vertex is $b$.

Lemma 4.2.4. Let $\left\{G_{n}\right\}_{n=0}^{\infty}$ be the full expansion sequence of the $F$ replacement system $\left(G_{0}, \mathbf{e} \rightarrow R\right)$. Let $\alpha=e_{1} \ldots e_{k} \in E\left(G_{k}\right)$ and $n \geq k+1$. Then

1. The edge in $G_{n}$ having $\alpha x$ as the initial vertex is $\alpha 1(0)^{n-k-1}$.
2. The edge in $G_{n}$ having $\alpha x$ as the terminal vertex is $\alpha 0(1)^{n-k-1}$.

We shall now recall the definitions and terminology from Chapter 2 and Chapter 3 and interpret them in the context of the $F$ replacement system:

Recall from Definition 2.3.1 and Definition 2.3.2 that the set of finite words and the symbol space are defined as follows:

$$
\begin{gathered}
E(R)^{*}=\left\{e_{0} \ldots e_{n} \mid e_{0} \in E\left(G_{0}\right) \text { and } e_{i} \in E(R) \text { for } i=1, \ldots, n\right\} \\
\Omega=\left\{e_{0} e_{1} e_{2} \cdots \mid e_{0} \in E\left(G_{0}\right) \text { and } e_{i} \in E(R) \text { for } i=1,2, \ldots\right\}
\end{gathered}
$$

Observe that, in this chapter, $E\left(G_{0}\right)=\{\epsilon\}$, with $\epsilon$ treated as the empty word, and $E(R)=\{0,1\}$.

Definition 4.2 .5 . We define the set of finite words and the symbol space of the $F$ replacement system as follows:

$$
\begin{gathered}
E(R)^{*}=\left\{e_{1} \ldots e_{n} \mid e_{i} \in\{0,1\}\right\}=\{0,1\}^{*} \\
\Omega=\left\{e_{1} e_{2} \cdots \mid e_{i} \in\{0,1\}\right\}=\{0,1\}^{\omega}
\end{gathered}
$$

We define a linear order $\leq$ on $E(R)$ such that $0<1$. Then recall from Definition 2.3.4 and Definition 2.3.5 that there exists a lexicographic order $\leq_{\ell}$ on $\Omega$ and every complete antichain $A \subset E(R)^{*}$.

As specified in the general case, we endow $\Omega=\{0,1\}^{\omega}$ with the product topology. Let us define $\Omega(\alpha):=\alpha \Omega$ (for some $\left.\alpha \in E(R)^{*}\right)$. Then the collection

$$
\left\{\Omega(\alpha) \mid \alpha \in E(R)^{*}\right\}
$$

form a basis for this topology. Observe that, for all $t \in \Omega(\alpha), \alpha \overline{0} \leq_{\ell} t \leq_{\ell} \alpha \overline{1}$.
Recall from Definition 2.3.9 that the elements of the vertex set

$$
\mathcal{G \mathcal { V }}=\bigsqcup_{n=0}^{\infty} V\left(G_{n}\right)=\bigsqcup_{n=0}^{\infty} V_{n}
$$

are called gluing vertices. In the $F$ replacement system, a gluing vertex $v \in \mathcal{G} \mathcal{V}$ is either $a, b$ or $\alpha x$ (for some $\left.\alpha \in E(R)^{*}\right)$. Recall also from Definition 2.3.11 that a sequence $e_{1} e_{2} \ldots \in \Omega$ represents a vertex $v \in \mathcal{G V}$ if and only if the edge $e_{1} \ldots e_{n}$ is incident with $v$ in the graph $G_{n}$ for all sufficiently large $n$.

The following result is Lemma 2.3.12, restated for this setting:
Lemma 4.2.6. Let $e_{1} e_{2} \ldots \in \Omega$ and $v \in \mathcal{G \mathcal { V }}$. The sequence $e_{1} e_{2} \ldots$ represents the vertex $v$ if and only if one of the following holds:

1. $v=a$ and $e_{1} e_{2} \ldots=\overline{0}$,
2. $v=b$ and $e_{1} e_{2} \ldots=\overline{1}$,
3. $v=\alpha x$ (for some $\left.\alpha \in E(R)^{*}\right)$ and $e_{1} e_{2} \ldots$ is either $\alpha 0 \overline{1}$ or $\alpha 1 \overline{0}$

Moreover, if it exists, the vertex $v$ represented by the sequence $e_{1} e_{2} \ldots$ is unique.
Let $v \in \mathcal{G V}$. Recall from Definition 2.3.13 that the set $Q_{v} \subset \Omega$ contains all sequences $e_{1} e_{2} \ldots \in \Omega$ which represent the vertex $v$. It follows from Lemma 4.2.6 that

$$
\begin{aligned}
Q_{a} & =\{\overline{0}\} \\
Q_{b} & =\{\overline{1}\} \\
Q_{\alpha x} & =\{\alpha 0 \overline{1}, \alpha 1 \overline{0}\}
\end{aligned}
$$

for each $\alpha \in E(R)^{*}$.
Recall from Definition 2.3.14 that two sequences from the symbol space

$$
e_{1} e_{2} \ldots \quad \text { and } \quad e_{1}^{\prime} e_{2}^{\prime} \ldots
$$

are said to be related to each other under the gluing relation $\sim$ if the edges

$$
e_{1} \ldots e_{n} \quad \text { and } \quad e_{1}^{\prime} \ldots e_{n}^{\prime}
$$

share a vertex in the graphs $G_{n}$ for all $n$.

Lemma 4.2.7. For two distinct sequences $e_{1} e_{2} \ldots$ and $e_{1}^{\prime} e_{2}^{\prime} \ldots$ in $\Omega=\{0,1\}^{\omega}$,

$$
e_{1} e_{2} \ldots \sim e_{1}^{\prime} e_{2}^{\prime} \ldots
$$

if and only if there exists a finite word $\beta=e_{1} \ldots e_{k}$ such that

$$
e_{1} e_{2} \ldots=\beta 0 \overline{1} \quad \text { and } \quad e_{1}^{\prime} e_{2}^{\prime} \ldots=\beta 1 \overline{0}
$$

Proof. The proof follows from Lemma 4.2.6 and Lemma 2.3.15.
Definition 4.2.8. Similarly to the general case in Definition 2.3.18, we define the limit space $X$ of the $F$ replacement system to be the quotient space:

$$
X:=\Omega / \sim
$$

It will be shown in Section 4.3 that this limit space is homeomorphic to the unit interval $[0,1]$. It follows from Lemma 2.3.15 that the sets $Q_{v}$ are equivalence classes in the limit space $X$ for all gluing vertices $v \in \mathcal{G V}$. As per the general case, will be using the gluing vertex $v$ as a label for the equivalence class.

Recall from Definition 3.1.1 that, for $\alpha=e_{1} \ldots e_{n} \in E(R)^{*}$, a cell $C(\alpha)$ is the image of a basic open set $\Omega(\alpha)$ in the limit space $X$ under the quotient map $\phi$. Recall from Definition 3.1.2 that the boundary points of $C(\alpha), v_{\alpha}$ and $w_{\alpha}$, are the gluing vertices such that $v_{\alpha}$ is the initial vertex of the edge $\alpha$ in $G_{n}$ and $w_{\alpha}$ is the terminal vertex of the edge $\alpha$ in $G_{n}$. Observe from Lemma 3.1.3 that $v_{\alpha}, w_{\alpha} \in C(\alpha)$.

The characterizes cells and boundary points in the limit space $X$ for the $F$ replacement system:

Lemma 4.2.9. Let $X$ be the limit space of the $F$ replacement system. Let $C(\alpha)$ be a cell in $X$ (for some $\left.\alpha \in E(R)^{*}=\{0,1\}^{*}\right)$. Then the following hold:

1. $v_{\alpha}=(\alpha \overline{0}) \phi$ and $w_{\alpha}=(\alpha \overline{1}) \phi$.
2. A point $z \in C(\alpha)$ if and only if $\alpha \overline{0} \leq_{\ell} t \leq_{\ell} \alpha \overline{1}$ for some $t \in(z) \phi^{-1}$.
3. A point $z \in \operatorname{int} C(\alpha)$ if and only if $\alpha \overline{0}<_{\ell} t<_{\ell} \alpha \overline{1}$ for all $t \in(z) \phi^{-1}$.

Proof. Let $X$ be the limit space of the $F$ replacement system. Let $C(\alpha)$ be a cell in $X$ (for some $\alpha \in E(R)^{*}=\{0,1\}^{*}$ ).

1. By Lemma 3.1.3, $v_{\alpha}=(\alpha \overline{\mathbf{i}}) \phi$ and $w_{\alpha}=(\alpha \overline{\mathbf{t}}) \phi$. Recall that, in the $F$ replacement system, $\mathbf{i}=0$ and $\mathbf{t}=1$. Hence $v_{\alpha}=(\alpha \overline{0}) \phi$ and $w_{\alpha}=(\alpha \overline{1}) \phi$.
2. Consider a point $z \in C(\alpha)$. Then, by Definition 3.1.1 of a cell, there exists $t \in \Omega(\alpha)$ such that $(t) \phi=z$. Hence, by Definition 2.3.4 of the lexicographic order on $\Omega(\alpha)$, $\alpha \overline{0} \leq_{\ell} t \leq_{\ell} \alpha \overline{1}$.

Conversely, consider a sequence $t \in \Omega$ such that $\alpha \overline{0} \leq_{\ell} t \leq_{\ell} \alpha \overline{1}$. Then $t \in \Omega(\alpha)$ and, by Definition 3.1.1 of a cell, $z=(t) \phi \in C(\alpha)$.
3. Consider a point $z \in \operatorname{int} C(\alpha)$. Then, by Corollary 3.1.6 (2),

$$
(z) \phi^{-1} \subseteq \Omega(\alpha) \backslash\left(Q_{v_{\alpha}} \cup Q_{w_{\alpha}}\right) .
$$

That is, for all $t \in(z) \phi^{-1}, \alpha$ is a prefix of $t$ but $t \neq \alpha \overline{0}$ and $t \neq \alpha \overline{1}$. Then, by Definition 2.3.4 of the lexicographic order on $\Omega(\alpha), \alpha \overline{0}<_{\ell} t<_{\ell} \alpha \overline{1}$.
Conversely, consider a sequence $t \in \Omega$ such that $\alpha \overline{0}<_{\ell} t<_{\ell} \alpha \overline{1}$. Then $t \in \Omega(\alpha)$ but $t \notin Q_{v_{\alpha}}$ and $t \notin Q_{w_{\alpha}}$. Hence

$$
t \in \Omega(\alpha) \backslash\left(Q_{v_{\alpha}} \cup Q_{w_{\alpha}}\right)
$$

and, by Corollary 3.1.6 (2), $z=(t) \phi \in \operatorname{int} C(\alpha)$.

Recall from Definition 3.2.1 that a cellular partition $\mathcal{P}$ of $X$ is a cover of $X$ by finitely many cells with disjoint interiors. Recall from Definition 3.2.3 that the set $\partial \mathcal{P}$ is the set of all boundary points of the cells in $\mathcal{P}$. The cellular partitions in $X$ are illustrated using graph expansions.

Recall from Definition 3.2.5, Definition 2.3.10 and Definition 3.2.6 that there exist the following orders on $\mathcal{P}$ and $\partial \mathcal{P}$ :

- the induced cell lexicographic order $(\operatorname{lex}(\mathcal{P}))$
- the induced vertex depth order $(\operatorname{depth}(\partial \mathcal{P}))$
- the induced cell depth order $(\operatorname{depth}(\mathcal{P}))$

Example 4.2.10. Let $X$ be the limit space of the $F$ replacement system. We define a set $\mathcal{P}$ of cells in $X$ as follows:

$$
\mathcal{P}=\{C(0000), C(0001), C(001), C(01000), C(01001), C(0101), C(011), C(1)\} .
$$

Observe that the edges corresponding to the cells in $\mathcal{P}$ form a complete antichain in $E(R)^{*}$. Hence, by Lemma 3.2.2, $\mathcal{P}$ is a cellular partition of $X$. It is illustrated by the following graph expansion:


Then

$$
\begin{aligned}
\operatorname{lex}(\mathcal{P}) & =(C(0000), C(0001), C(001), C(01000), C(01001), C(0101), C(011), C(1)) \\
\operatorname{depth}(\partial \mathcal{P}) & =(a, b, x, 0 x, 00 x, 01 x, 000 x, 010 x, 0100 x) \\
\operatorname{depth}(\mathcal{P}) & =(C(1), C(001), C(011), C(0000), C(0001), C(0101), C(01000), C(01001))
\end{aligned}
$$

The following results characterize cellular partitions of the limit space $X$ of the $F$ replacement system:

Lemma 4.2.11. Let $X$ be the limit space of the $F$ replacement system. Let $\mathcal{P}$ be a cellular partition of $X$. Let $z \in \partial \mathcal{P}$.

1. If $z=a$, then there is precisely one cell $C(\alpha) \in \mathcal{P}$ (for some $\left.\alpha \in E(R)^{*}\right)$ such that $z=v_{\alpha}$ and no cell $C(\beta) \in \mathcal{P}$ (for some $\left.\beta \in E(R)^{*}\right)$ such that $z=w_{\beta}$.
2. If $z=b$, then there is no cell $C(\alpha) \in \mathcal{P}$ (for some $\left.\alpha \in E(R)^{*}\right)$ such that $z=v_{\alpha}$ and there is precisely one cell $C(\beta) \in \mathcal{P}$ (for some $\left.\beta \in E(R)^{*}\right)$ such that $z=w_{\beta}$.
3. If $z=\gamma x$ (for some $\gamma \in E(R)^{*}$ ), then there is precisely one cell $C(\alpha) \in \mathcal{P}$ (for some $\left.\alpha \in E(R)^{*}\right)$ such that $z=v_{\alpha}$ and precisely one cell $C(\beta) \in \mathcal{P}$ (for some $\left.\beta \in E(R)^{*}\right)$ such that $z=w_{\beta}$.

Proof. Let $X$ be the limit space of the $F$ replacement system. Let $\mathcal{P}$ be a cellular partition of $X$. Let $z \in \partial \mathcal{P}$.

1. Let $z=a$. Then $(z) \phi^{-1}=Q_{a}=\{\overline{0}\}$.

Let us first prove that there exists a cell $C(\alpha) \in \mathcal{P}$ (for some $\left.\alpha \in E(R)^{*}\right)$ such that $z=v_{\alpha}$. By Lemma 3.2.2, $\mathcal{P}=\{C(\alpha) \mid \alpha \in A\}$, where $A$ is a complete antichain in $E(R)^{*}$. Then there exists $\alpha \in A$ such that $\alpha \prec \overline{0}$, i.e., $\alpha=(0)^{n}$ for some $n \in \mathbb{N}$. Then $v_{\alpha}=\left((0)^{n} \overline{0}\right) \phi=z$.

Let us now prove that there exists only one cell $C(\alpha) \in \mathcal{P}$ (for some $\left.\alpha \in E(R)^{*}\right)$ such that $z=v_{\alpha}$. We will prove this result by contradiction. Suppose there exist two distinct cells $C\left(\alpha_{1}\right), C\left(\alpha_{2}\right) \in \mathcal{P}$ such that $z=v_{\alpha_{1}}$ and $z=v_{\alpha_{2}}$. By Lemma 4.2.9 (1), $v_{\alpha_{1}}=\left(\alpha_{1} \overline{0}\right) \phi$ and $v_{\alpha_{2}}=\left(\alpha_{2} \overline{0}\right) \phi$. This implies that $\alpha_{1} \overline{0} \in Q_{a}$ and $\alpha_{2} \overline{0} \in Q_{a}$, which gives us $\alpha_{1}=(0)^{n}$ and $\alpha_{2}=(0)^{m}$ for some $n, m \in \mathbb{N}$. Then $C\left(\alpha_{1}\right) \subseteq C\left(\alpha_{2}\right)$ or $C\left(\alpha_{1}\right) \supseteq C\left(\alpha_{2}\right)$. Since $\mathcal{P}$ is a cellular partition, $C\left(\alpha_{1}\right)=C\left(\alpha_{2}\right)$, which is a contradiction. Hence there exists only one cell $C(\alpha) \in \mathcal{P}$ such that $z=v_{\alpha}$.

Let us now prove that there does not exist a cell $C(\beta) \in \mathcal{P}$ (for some $\left.\beta \in E(R)^{*}\right)$ such that $z=w_{\beta}$. By Lemma 4.2.9(1), $w_{\beta}=(\beta \overline{1}) \phi$. But $\beta \overline{1} \notin Q_{a}$ for all $\beta \in E(R)^{*}$. Hence there does not exist a cell $C(\beta) \in \mathcal{P}$ (for some $\left.\beta \in E(R)^{*}\right)$ such that $z=w_{\beta}$.
2. Let $z=b$. Then $(z) \phi^{-1}=Q_{b}=\{\overline{1}\}$.

Let us first prove that there does not exist a cell $C(\alpha) \in \mathcal{P}$ (for some $\left.\alpha \in E(R)^{*}\right)$ such that $z=v_{\alpha}$. By Lemma 4.2.9 (1), $v_{\alpha}=(\alpha \overline{0}) \phi$. But $\alpha \overline{0} \notin Q_{b}$ for all $\alpha \in E(R)^{*}$. Hence there does not exist a cell $C(\alpha) \in \mathcal{P}$ (for some $\left.\alpha \in E(R)^{*}\right)$ such that $z=w_{\alpha}$. Let us now prove that there exists a cell $C(\beta) \in \mathcal{P}$ (for some $\left.\beta \in E(R)^{*}\right)$ such that $z=w_{\beta}$. By Lemma 3.2.2, $\mathcal{P}=\{C(\beta) \mid \beta \in A\}$, where $A$ is a complete antichain
in $E(R)^{*}$. Then there exists $\beta \in A$ such that $\beta \prec \overline{1}$, i.e., $\beta=(1)^{n}$ for some $n \in \mathbb{N}$. Then $w_{\beta}=\left((1)^{n} \overline{1}\right) \phi=z$.

Let us now prove that there exists only one cell $C(\beta) \in \mathcal{P}$ (for some $\beta \in E(R)^{*}$ ) such that $z=w_{\beta}$. We will prove this result by contradiction. Suppose there exist two distinct cells $C\left(\beta_{1}\right), C\left(\beta_{2}\right) \in \mathcal{P}$ such that $z=w_{\beta_{1}}$ and $z=w_{\beta_{2}}$. By Lemma 4.2.9 (1), $w_{\beta_{1}}=\left(\beta_{1} \overline{1}\right) \phi$ and $w_{\beta_{2}}=\left(\beta_{2} \overline{1}\right) \phi$. This implies that $\beta_{1} \overline{1} \in Q_{b}$ and $\beta_{2} \overline{1} \in Q_{b}$, which gives us $\beta_{1}=(1)^{n}$ and $\beta_{2}=(1)^{m}$ for some $n, m \in \mathbb{N}$. Then $C\left(\beta_{1}\right) \subseteq C\left(\beta_{2}\right)$ or $C\left(\beta_{1}\right) \supseteq C\left(\beta_{2}\right)$. Since $\mathcal{P}$ is a cellular partition, $C\left(\beta_{1}\right)=C\left(\beta_{2}\right)$, which is a contradiction. Hence there exists only one cell $C(\beta) \in \mathcal{P}$ such that $z=w_{\beta}$.
3. Let $z=\gamma x$ (for some $\left.\gamma \in E(R)^{*}\right)$. Then $(z) \phi^{-1}=Q_{\gamma x}=\{\gamma 0 \overline{1}, \gamma 1 \overline{0}\}$.

Let us first prove that there exists a cell $C(\alpha) \in \mathcal{P}$ (for some $\left.\alpha \in E(R)^{*}\right)$ such that $z=v_{\alpha}$ and there exists a cell $C(\beta) \in \mathcal{P}$ (for some $\left.\beta \in E(R)^{*}\right)$ such that $z=w_{\beta}$. By Lemma 3.2.2, $\mathcal{P}=\{C(\alpha) \mid \alpha \in A\}$, where $A$ is a complete antichain in $E(R)^{*}$. Then there exists $\alpha \in A$ such that $\alpha \prec \gamma 1 \overline{0}$. If $\gamma \preceq \alpha$, then by Corollary 3.1.7, $z \in \operatorname{int} C(\alpha)$ which is a contradiction since $z \in \partial \mathcal{P}$. Hence $\alpha=\gamma 1(0)^{n}$ for some $n \in \mathbb{N}$. Then $v_{\alpha}=\left(\gamma 1(0)^{n} \overline{0}\right) \phi=z$. Similarly, there exists $\beta \in A$ such that $\beta \prec \gamma 0 \overline{1}$. If $\gamma \preceq \beta$, then by Corollary 3.1.7, $z \in \operatorname{int} C(\beta)$ which is a contradiction since $z \in \partial \mathcal{P}$. Hence $\beta=\gamma 0(1)^{m}$ for some $m \in \mathbb{N}$. Then $w_{\beta}=\left(\gamma 0(1)^{n} \overline{1}\right) \phi=z$.

Let us now prove that there exists only one cell $C(\alpha) \in \mathcal{P}$ (for some $\alpha \in E(R)^{*}$ ) such that $z=v_{\alpha}$. We will prove this result by contradiction. Suppose there exist two distinct cells $C\left(\alpha_{1}\right), C\left(\alpha_{2}\right) \in \mathcal{P}$ such that $z=v_{\alpha_{1}}$ and $z=v_{\alpha_{2}}$. By Lemma 4.2.9 (1), $v_{\alpha_{1}}=\left(\alpha_{1} \overline{0}\right) \phi$ and $v_{\alpha_{2}}=\left(\alpha_{2} \overline{0}\right) \phi$. This implies that $\alpha_{1} \overline{0} \in Q_{\gamma x}$ and $\alpha_{2} \overline{0} \in Q_{\gamma x}$, which gives us $\alpha_{1}=\gamma 1(0)^{n}$ and $\alpha_{2}=\gamma 1(0)^{m}$ for some $n, m \in \mathbb{N}$. Then $C\left(\alpha_{1}\right) \subseteq C\left(\alpha_{2}\right)$ or $C\left(\alpha_{1}\right) \supseteq C\left(\alpha_{2}\right)$. Since $\mathcal{P}$ is a cellular partition, $C\left(\alpha_{1}\right)=C\left(\alpha_{2}\right)$, which is a contradiction. Hence there exists only one cell $C(\alpha) \in \mathcal{P}$ such that $z=v_{\alpha}$.

Let us now prove that there exists only one cell $C(\beta) \in \mathcal{P}$ (for some $\beta \in E(R)^{*}$ ) such that $z=w_{\beta}$. We will prove this result by contradiction. Suppose there exist two distinct cells $C\left(\beta_{1}\right), C\left(\beta_{2}\right) \in \mathcal{P}$ such that $z=w_{\beta_{1}}$ and $z=w_{\beta_{2}}$. By Lemma 4.2.9 (1), $w_{\beta_{1}}=\left(\beta_{1} \overline{1}\right) \phi$ and $w_{\beta_{2}}=\left(\beta_{2} \overline{1}\right) \phi$. This implies that $\beta_{1} \overline{1} \in Q_{b}$ and $\beta_{2} \overline{1} \in Q_{b}$, which gives us $\beta_{1}=(1)^{n}$ and $\beta_{2}=(1)^{m}$ for some $n, m \in \mathbb{N}$. Then $C\left(\beta_{1}\right) \subseteq C\left(\beta_{2}\right)$ or $C\left(\beta_{1}\right) \supseteq C\left(\beta_{2}\right)$. Since $\mathcal{P}$ is a cellular partition, $C\left(\beta_{1}\right)=C\left(\beta_{2}\right)$, which is a contradiction. Hence there exists only one cell $C(\beta) \in \mathcal{P}$ such that $z=w_{\beta}$.

This proves the result.

Lemma 4.2.12. Let $X$ be the limit space of the $F$ replacement system. Let $\mathcal{P}$ be a cellular partition of $X$ and let $\operatorname{lex}(P)=\left(C\left(\alpha_{1}\right), \ldots, C\left(\alpha_{n}\right)\right)$. Then, for all $t \in \Omega$ such that $(t) \phi \in C\left(\alpha_{i}\right)($ for some $1 \leq i \leq n), \alpha_{i-1} \overline{1} \leq_{\ell} t \leq \ell \alpha_{i+1} \overline{0}$.

Proof. Let $X$ be the limit space of the $F$ replacement system. Let $\mathcal{P}$ be a cellular partition of $X$ and let $\operatorname{lex}(P)=\left(C\left(\alpha_{1}\right), \ldots, C\left(\alpha_{n}\right)\right)$. Consider $t \in \Omega$ such that $(t) \phi \in C\left(\alpha_{i}\right)$ (for some $1 \leq i \leq n)$. Let $(t) \phi=z$. Then we have the following choices for $z$ :

1. Suppose $z \in \operatorname{int} C\left(\alpha_{i}\right)$. Then, by Lemma 4.2.9 (3), $\alpha_{i} \overline{0}<_{\ell} t<_{\ell} \alpha_{i} \overline{1}$.
2. Suppose $z=v_{\alpha_{i}}$. Then, by Lemma 4.2.9 (1), $z=\left(\alpha_{i} \overline{0}\right) \phi$. Since $z \in \mathcal{G V}$, then there exists $\beta \in E(R)^{*}$ such that $(z) \phi^{-1}=Q_{\beta x}=\{\beta 0 \overline{1}, \beta 1 \overline{0}\}$. If $\beta \preceq \alpha_{i}$, then by Corollary 3.1.7, $z \in \operatorname{int} C\left(\alpha_{i}\right)$ which is a contradiction since $z \in \partial \mathcal{P}$. Hence $\alpha_{i}=\beta 1(0)^{n}$ for some $n \in \mathbb{N}$.

Observe that $t \in Q_{\beta x}$, that is either $t=\beta 0 \overline{1}$ or $t=\beta 1 \overline{0}=\alpha_{i} \overline{0}$. To prove the result, we have to show that $\beta 0 \overline{1}=\alpha_{i-1} \overline{1}$. By Lemma 3.2.2, $\mathcal{P}=\{C(\alpha) \mid \alpha \in A\}$, where $A$ is a complete antichain in $E(R)^{*}$. Then there exists $\alpha_{j} \in A$ such that $\alpha_{j} \prec \beta 0 \overline{1}$. If $\alpha_{j} \preceq \beta$, then $\alpha_{j} \prec \alpha_{i}$ which is a contradiction since $A$ is an antichain. Hence $\alpha_{j}=\beta 0(1)^{m}$ for some $m \in \mathbb{N}$. Since $A$ is a complete antichain, $\alpha_{j}=\alpha_{i-1}$. Therefore $\beta 0 \overline{1}=\alpha_{i-1} \overline{1}$.
3. Suppose $z=w_{\alpha_{i}}$. Then, by Lemma 4.2.9 (1), $z=\left(\alpha_{i} \overline{1} \phi\right.$. Since $z \in \mathcal{G V}$, then there exists $\gamma \in E(R)^{*}$ such that $(z) \phi^{-1}=Q_{\gamma x}=\{\gamma 0 \overline{1}, \gamma 1 \overline{0}\}$. If $\gamma \preceq \alpha_{i}$, then by Corollary 3.1.7, $z \in \operatorname{int} C\left(\alpha_{i}\right)$ which is a contradiction since $z \in \partial \mathcal{P}$. Hence $\alpha_{i}=\gamma 0(1)^{n}$ for some $n \in \mathbb{N}$.

Observe that $t \in Q_{\gamma x}$, that is either $t=\gamma 0 \overline{1}=\alpha_{i} \overline{1}$ or $t=\gamma 1 \overline{0}$. To prove the result, we have to show that $\gamma 1 \overline{0}=\alpha_{i+1} \overline{1}$. By Lemma 3.2.2, $\mathcal{P}=\{C(\alpha) \mid \alpha \in A\}$, where $A$ is a complete antichain in $E(R)^{*}$. Then there exists $\alpha_{k} \in A$ such that $\alpha_{k} \prec \gamma 1 \overline{0}$. If $\alpha_{k} \preceq \gamma$, then $\alpha_{k} \prec \alpha_{i}$ which is a contradiction since $A$ is an antichain. Hence $\alpha_{k}=\gamma 1(0)^{m}$ for some $m \in \mathbb{N}$. Since $A$ is a complete antichain, $\alpha_{k}=\alpha_{i+1}$. Therefore $\gamma 1 \overline{0}=\alpha_{i+1} \overline{1}$.

By combining (1) - (3) above, we can conclude that

$$
\alpha_{i-1} \overline{1} \leq_{\ell} t \leq_{\ell} \alpha_{i+1} \overline{0}
$$

Lemma 4.2.13. Let $X$ be the limit space of the $F$ replacement system. Let $\mathcal{P}$ be a cellular partition of $X$ and let lex $(P)=\left(C\left(\alpha_{1}\right), \ldots, C\left(\alpha_{n}\right)\right)$. Then $C\left(\alpha_{i}\right) \cap C\left(\alpha_{j}\right) \neq \varnothing$ if and only if $|i-j| \leq 1$.

Proof. Let $X$ be the limit space of the $F$ replacement system. Let $\mathcal{P}$ be a cellular partition of $X$ and let $\operatorname{lex}(P)=\left(C\left(\alpha_{1}\right), \ldots, C\left(\alpha_{n}\right)\right)$. Suppose that $C\left(\alpha_{i}\right) \cap C\left(\alpha_{j}\right) \neq \varnothing$. We shall prove that $|i-j| \leq 1$ by contradiction. Let $|i-j| \geq 2$, and suppose without a meaningful loss of generality that $j \geq i+2$. Then $C\left(\alpha_{i}\right)<_{\ell} C\left(\alpha_{i+1}\right)<_{\ell} C\left(\alpha_{j}\right)$. Observe that $<_{\ell}$ is a linear order, induced from the linear lexicographic order $<_{\ell}$ on $\Omega$. Then it follows that if
$t \in\left(C\left(\alpha_{i}\right)\right) \phi^{-1}$ then $t<_{\ell} \alpha_{i+1} \overline{01}$ and if $t \in\left(C\left(\alpha_{i+1}\right)\right) \phi^{-1}$ then $t>_{l} \alpha_{i+1} \overline{01}$. This implies that $C\left(\alpha_{i}\right) \cap C\left(\alpha_{j}\right)=\varnothing$, which is a contradiction. Hence $|i-j| \leq 1$.

Conversely, suppose that $|i-j| \leq 1$. If $i=j$, then the result follows trivially. If $i \neq j$, let us suppose without a meaningful loss of generality that $j=i+1$. By Lemma 3.2.2, $\alpha_{i}$ and $\alpha_{i+1}$ belong to a complete antichain $A$ in $E(R)^{*}$ and, by Definition 2.3.5, $<_{\ell}$ is a linear order on $A$. Then there exists $k \in \mathbb{N}$ such that $\alpha_{i}=e_{1} \ldots e_{k} 0 \gamma$ and $\alpha_{i+1}=e_{1} \ldots e_{k} 1 \delta$ (for some $\left.\gamma, \delta \in E(R)^{*}\right)$. Observe that, since $A$ is a complete antichain, $\gamma=(1)^{p}$ and $\delta=(0)^{q}$ (for some $p, q \in \mathbb{N}$ ). Then, by Lemma 4.2.9 (1), $w_{\alpha_{i}}=\left[e_{1} \ldots e_{k} 0 \overline{1}\right]$ and $v_{\alpha_{i+1}}=\left[e_{1} \ldots e_{k} 1 \overline{0}\right]$ and, by Lemma 4.2.7, $w_{\alpha_{i}}=v_{\alpha_{i+1}}$. This implies that $C\left(\alpha_{i}\right) \cap C\left(\alpha_{i+1}\right) \neq \varnothing$.

Lemma 4.2.14. Let $X$ be the limit space of the $F$ replacement system. Let $\mathcal{P}$ be a cellular partition of $X$ and let lex $(P)=\left(C\left(\alpha_{1}\right), \ldots, C\left(\alpha_{n}\right)\right)$. Then

1. $v_{\alpha_{1}}=a$,
2. $w_{\alpha_{i}}=v_{\alpha_{i+1}}$ for all $i=1, \ldots, n-1$,
3. $w_{\alpha_{n}}=b$.

Proof. Let $X$ be the limit space of the $F$ replacement system. Let $\mathcal{P}$ be a cellular partition of $X$ and let $\operatorname{lex}(P)=\left(C\left(\alpha_{1}\right), \ldots, C\left(\alpha_{n}\right)\right)$. By Lemma 3.2.2, $\mathcal{P}=\{C(\alpha) \mid \alpha \in A\}$, where $A$ is a complete antichain in $E(R)^{*}$. Then

1. Consider the gluing vertex $a$. Observe that $(a) \phi^{-1}=Q_{a}=\{\overline{0}\}$. By Lemma 4.2.11 (1), there exists precisely one cell $C\left(\alpha_{i}\right) \in \mathcal{P}$ such that $v_{\alpha_{i}}=a$. By Lemma 4.2.9 (1), $v_{\alpha_{i}}=\left(\alpha_{i} \overline{0}\right) \phi$. Hence $\alpha_{i}=(0)^{n}$ for some $n \in \mathbb{N}$. Then $\alpha_{i} \leq_{\ell} \alpha_{j}$ for all $j=1, \ldots, n$, and therefore $i=1$.
2. Consider the gluing vertex $\gamma x$ (for some $\left.\gamma \in E(R)^{*}\right)$. Observe that $(\gamma x) \phi^{-1}=Q_{\gamma x}=$ $\{\gamma 0 \overline{1}, \gamma 1 \overline{0}\}$. By Lemma 4.2.11 (3), there exists precisely one cell $C\left(\alpha_{i}\right) \in \mathcal{P}$ such that $v_{\alpha_{i}}=\gamma x$ and there exists precisely one cell $C\left(\alpha_{j}\right) \in \mathcal{P}$ such that $w_{\alpha_{j}}=\gamma x$. By Lemma 4.2.9 (1), $v_{\alpha_{i}}=\left(\alpha_{i} \overline{0}\right) \phi$ and $w_{\alpha_{j}}=\left(\alpha_{j} \overline{1}\right) \phi$. Hence $\alpha_{i}=\gamma 1(0)^{n}$ and $\alpha_{j}=\gamma 0(1)^{n}$ for some $n, m \in \mathbb{N}$. Since $A$ is a complete antichain, $i=j+1$ for all $j=1, \ldots, n-1$.
3. Consider the gluing vertex $b$. Observe that $(b) \phi^{-1}=Q_{b}=\{\overline{1}\}$. By Lemma 4.2.11 (2), there exists precisely one cell $C\left(\alpha_{i}\right) \in \mathcal{P}$ such that $w_{\alpha_{i}}=b$. By Lemma 4.2.9 (1), $w_{\alpha_{i}}=\left(\alpha_{i} \overline{1}\right) \phi$. Hence $\alpha_{i}=(1)^{n}$ for some $n \in \mathbb{N}$. Then $\alpha_{i} \geq_{\ell} \alpha_{j}$ for all $j=1, \ldots, n$, and therefore $i=n$.

This proves the result.
Lemma 4.2.15. Let $X$ be the limit space of the $F$ replacement system. Let $\mathcal{P}$ be a cellular partition of $X$ with $|\mathcal{P}|=n$. Then $|\partial \mathcal{P}|=n+1$.

Proof. Let $X$ be the limit space of the $F$ replacement system. Let $\mathcal{P}$ be a cellular partition of $X$ with $|\mathcal{P}|=n$. Let $\operatorname{lex}(P)=\left(C\left(\alpha_{1}\right), \ldots, C\left(\alpha_{n}\right)\right)$. Then, by Lemma 4.2.14

1. $v_{\alpha_{1}}=a$,
2. $w_{\alpha_{i}}=v_{\alpha_{i+1}}$ for all $i=1, \ldots, n-1$,
3. $w_{\alpha_{n}}=b$.

And, by Lemma 4.2.11, for each $z \in \partial \mathcal{P}$.

1. If $z=a$, then there is precisely one cell $C(\alpha) \in \mathcal{P}$ (for some $\left.\alpha \in E(R)^{*}\right)$ such that $z=v_{\alpha}$ and no cell $C(\beta) \in \mathcal{P}$ (for some $\left.\beta \in E(R)^{*}\right)$ such that $z=w_{\beta}$.
2. If $z=b$, then there is no cell $C(\alpha) \in \mathcal{P}$ (for some $\left.\alpha \in E(R)^{*}\right)$ such that $z=v_{\alpha}$ and there is precisely one cell $C(\beta) \in \mathcal{P}$ (for some $\left.\beta \in E(R)^{*}\right)$ such that $z=w_{\beta}$.
3. If $z=\gamma x$ (for some $\gamma \in E(R)^{*}$ ), then there is precisely one cell $C(\alpha) \in \mathcal{P}$ (for some $\left.\alpha \in E(R)^{*}\right)$ such that $z=v_{\alpha}$ and precisely one cell $C(\beta) \in \mathcal{P}\left(\right.$ for some $\left.\beta \in E(R)^{*}\right)$ such that $z=w_{\beta}$.

Then a simple counting argument shows that $|\partial \mathcal{P}|=n+1$.

### 4.3 Our Limit Space and the Unit Interval

In this section, we will show that limit space $X$ of the $F$ replacement system, constructed in Section 4.2, is homeomorphic to the unit interval.

Definition 4.3.1. A binary expansion for a real number $x \in[0,1]$ is a sequence $e_{1} e_{2} \cdots \in$ $\{0,1\}^{\infty}$ such that

$$
x=\sum_{i=1}^{\infty} e_{i} 2^{-i}, \quad e_{i} \in\{0,1\}
$$

Lemma 4.3.2. Every real number $x \in[0,1]$ has a binary expansion.
Proof. Let $x \in[0,1]$ and define a sequence $e_{1} e_{2} \ldots$ as follows

$$
\begin{gathered}
e_{1}=\left\{\begin{array}{l}
0 \text { if } x<\frac{1}{2} \\
1 \text { if } x \geq \frac{1}{2}
\end{array}\right. \\
e_{2}=\left\{\begin{array}{l}
0 \text { if } x-\frac{e_{1}}{2}<\frac{1}{4} \\
1 \text { if } x-\frac{e_{1}}{2} \geq \frac{1}{4}
\end{array}\right.
\end{gathered}
$$

and so on. In general,

$$
e_{k+1}=\left\{\begin{array}{l}
0 \text { if } x-\sum_{i=1}^{k} \frac{e_{i}}{2^{i}}<\frac{1}{2^{k+1}} \\
1 \text { if } x-\sum_{i=1}^{k} \frac{e_{i}}{2^{i}} \geq \frac{1}{2^{k+1}}
\end{array}\right.
$$

We observe that $e_{1} e_{2} \ldots$ satisfies Definition 4.3.1.

We observe that binary expansions are not unique for some elements $x \in[0,1]$.
Example 4.3.3. Observe that $1 \overline{0}$ and $0 \overline{1}$ are both binary expansions for $\frac{1}{2}$, since

$$
\frac{1}{2}=\frac{1}{4}+\frac{1}{8}+\frac{1}{16}+\cdots
$$

Definition 4.3.4. A dyadic rational in the unit interval $[0,1]$ is a rational number $\frac{m}{2^{n}}$ such that $m, n \in \mathbb{N}, m \leq 2^{n}$ and $2 \nmid m$.

The following results describe the binary expansions of an element $x \in(0,1)$ precisely:
Lemma 4.3.5. The number $\frac{m}{2^{n}}$ is a dyadic rational in $(0,1)$ if and only if there exists a word $\alpha=e_{1} \ldots e_{n-1} \in E(R)^{*}$ such that $\alpha 0 \overline{1}$ and $\alpha 1 \overline{0}$ are precisely the binary expansions for $\frac{m}{2^{n}}$.

Proof. Let $\frac{m}{2^{n}}$ be a dyadic rational in ( 0,1 ). Then $m, n \in \mathbb{N}, 0<m<2^{n}$ and $2 \nmid m$. We can express $m$ in base 2 as

$$
m=e_{1} 2^{n-1}+e_{2} 2^{n-2}+\cdots+e_{n-1} 2+e_{n},
$$

where $e_{i} \in\{0,1\}$ for $i=1, \ldots, n$. Since $m$ is odd, necessarily $e_{n}=1$. Hence

$$
\frac{m}{2^{n}}=\frac{e_{1}}{2}+\frac{e_{2}}{2^{2}}+\cdots+\frac{e_{n-1}}{2^{n-1}}+\frac{1}{2^{n}} .
$$

We know that $\frac{1}{2^{n}}=\sum_{k=n+1}^{\infty} \frac{1}{2^{k}}$, which gives us

$$
\frac{m}{2^{n}}=\frac{e_{1}}{2}+\frac{e_{2}}{2^{2}}+\cdots+\frac{e_{n-1}}{2^{n-1}}+\frac{0}{2^{n}}+\frac{1}{2^{n+1}}+\frac{1}{2^{n+2}}+\cdots
$$

Setting $\alpha=e_{1} \ldots e_{n-1}$ gives us the binary expansions $\alpha 1 \overline{0}$ and $\alpha 0 \overline{1}$ for the dyadic rational $\frac{m}{2^{n}}$.

Conversely, consider a word $\alpha=e_{1} \ldots e_{n-1} \in E(R)^{*}$. Define

$$
m=e_{1} 2^{n-1}+e_{2} 2^{n-2}+\cdots+e_{n-1} 2+1
$$

Observe that $0<m<2^{n}$ and $2 \nmid m$. Then

$$
\begin{aligned}
\frac{m}{2^{n}} & =\frac{e_{1}}{2}+\frac{e_{2}}{2^{2}}+\cdots+\frac{e_{n-1}}{2^{n-1}}+\frac{1}{2^{n}} \\
& =\frac{e_{1}}{2}+\frac{e_{2}}{2^{2}}+\cdots+\frac{e_{n-1}}{2^{n-1}}+\frac{0}{2^{n}}+\frac{1}{2^{n+1}}+\frac{1}{2^{n+2}}+\cdots
\end{aligned}
$$

That is, $\alpha 0 \overline{1}$ and $\alpha 1 \overline{0}$ are the binary expansions for $\frac{m}{2^{n}}$. This proves the result.
Corollary 4.3.6. Let $\frac{m}{2^{n}}$ be a dyadic rational in ( 0,1 ) with binary expansions $\alpha 0 \overline{1}$ and $\alpha 1 \overline{0}$ (for some $\left.\alpha \in E(R)^{*}\right)$. Then

1. $\alpha \overline{0}$ is a binary expansion for $\frac{m-1}{2^{n}}$.
2. $\alpha \overline{1}$ is a binary expansion for $\frac{m+1}{2^{n}}$.

Proof. Let $\frac{m}{2^{n}}$ be a dyadic rational with binary expansions $\alpha 0 \overline{1}$ and $\alpha 1 \overline{0}$ (for some $\alpha \in$ $\left.E(R)^{*}\right)$. Then
1.

$$
\begin{aligned}
\frac{m}{2^{n}}-\frac{1}{2^{n}} & =\left(\frac{e_{1}}{2}+\cdots+\frac{e_{n-1}}{2^{n-1}}+\frac{1}{2^{n}}+\frac{0}{2^{n+1}}+\frac{0}{2^{n+2}}+\cdots\right)-\frac{1}{2^{n}} \\
& =\frac{e_{1}}{2}+\cdots+\frac{e_{n-1}}{2^{n-1}}+\frac{0}{2^{n}}+\frac{0}{2^{n+1}}+\frac{0}{2^{n+2}}+\cdots .
\end{aligned}
$$

That is, $\alpha \overline{0}$ is a binary expansion for $\frac{m}{2^{n}}-\frac{1}{2^{n}}$.
2.

$$
\begin{aligned}
\frac{m}{2^{n}}+\frac{1}{2^{n}} & =\left(\frac{e_{1}}{2}+\cdots+\frac{e_{n-1}}{2^{n-1}}+\frac{1}{2^{n}}+\frac{0}{2^{n+1}}+\frac{0}{2^{n+2}}+\cdots\right)+\frac{1}{2^{n}} \\
& =\frac{e_{1}}{2}+\cdots+\frac{e_{n-1}}{2^{n-1}}+\frac{1}{2^{n}}+\frac{1}{2^{n+1}}+\frac{1}{2^{n+2}}+\cdots .
\end{aligned}
$$

That is, $\alpha \overline{1}$ is a binary expansion for $\frac{m}{2^{n}}+\frac{1}{2^{n}}$.
This proves the result.

Lemma 4.3.7. An element $t \in(0,1)$ has a unique binary expansion if and only if it is not a dyadic rational.

Proof. In part 1, we have proven that every dyadic rational has two binary expansions. It is sufficient to show that every element $t \in(0,1)$ with more than one binary expansion is a dyadic rational.

Consider two distinct binary expansions $e_{1} e_{2} \ldots$ and $e_{1}^{\prime} e_{2}^{\prime} \ldots$ for some $t \in(0,1)$. Then, by Definition 4.3.1 we have

$$
\sum_{i=1}^{\infty} e_{i} 2^{-i}=\sum_{i=1}^{\infty} e_{i}^{\prime} 2^{-i}
$$

We can assume without a meaningful loss of generality that there exists $n \in \mathbb{N}$ such that $e_{1} \ldots e_{n-1}=e_{1}^{\prime} \ldots e_{n-1}^{\prime}$ but $e_{n}=0$ and $e_{n}^{\prime}=1$. Then

$$
\begin{aligned}
\frac{1}{2^{n}} & =\sum_{i=n+1}^{\infty} \frac{e_{i}-e_{i}^{\prime}}{2^{i}} \\
& \leq \sum_{i=n+1}^{\infty} \frac{1}{2^{i}}=\frac{1}{2^{n}},
\end{aligned}
$$

which is only true if $e_{i}-e_{i}^{\prime}=1$ (i.e., $e_{i}=1$ and $e_{i}^{\prime}=0$ ) for all $i \geq n+1$. Setting $\alpha=e_{1} \ldots e_{n-1}$ gives us $e_{1} e_{2} \cdots=\alpha 0 \overline{1}$ and $e_{1}^{\prime} e_{2}^{\prime} \cdots=\alpha 1 \overline{0}$. We have proven in Lemma 4.3.5 that these are both binary expansions of the same dyadic rational $\frac{m}{2^{n}}$ (for some $m, n \in \mathbb{N}$ such that $0<m<2^{n}$ and $\left.2 \nmid m\right)$.

Definition 4.3.8. Let us define the intervals $B_{m, n, k}$ in $(0,1)$ as follows:

$$
B_{m, n, k}=\left(\frac{m}{2^{n}}-\frac{1}{2^{k}}, \frac{m}{2^{n}}+\frac{1}{2^{k}}\right),
$$

for some $m, n, k$ satisfying Property $A$, where Property A is defined as: $m, n, k \in \mathbb{N}$, $0<m<2^{n}, 2 \nmid m$ and $k \geq n$.
\{thebronx\}
Lemma 4.3.9. The collection

$$
\mathcal{B}=\left\{B_{m, n, k} \mid m, n, k \text { satisfy Property } A\right\}
$$

forms a basis for the Euclidean topology on $(0,1)$.
Proof. Recall that open sets in the Euclidean topology on $(0,1)$ are the unions of open intervals. So it is sufficient to show that for any open interval $(x, y) \subseteq(0,1)$, there exists a collection $\mathcal{C} \subseteq \mathcal{B}$ such that

$$
(x, y)=\bigcup \mathcal{C}
$$

Since dyadic rationals are dense in $(0,1)$, we can find a dyadic rational $\frac{m}{2^{n}}$ such that $x<\frac{m}{2^{n}}<y$. Consider all dyadic rationals $\frac{m}{2^{n}}$ contained in $(x, y)$. Let us define our collection $\mathcal{C}$ to be the set of all intervals $B_{m, n, k}$ centred at such $\frac{m}{2^{n}}$ and contained in ( $x, y$ ).

By the definition of $\mathcal{C}$,

$$
(x, y) \supseteq \bigcup \mathcal{C}
$$

Consider a point $z \in(x, y)$. We have the following two choices for $z$ :

1. If $z$ is a dyadic rational, let $z=\frac{m}{2^{n}}$ and choose $k \in \mathbb{N}$ such that $\frac{1}{2^{k}} \leq \min \{z-x, y-z\}$. Then

$$
z \in B_{m, n, k} \subseteq(x, y)
$$

2. If $z$ is not a dyadic rational, choose $k \in \mathbb{N}$ such that $\frac{3}{2^{k}} \leq \min \{z-x, y-z\}$. Then there exist dyadic rationals of the form $\frac{\ell}{2^{k}}$ in $(x, z)$ and $(z, y)$. Choose $\ell \in \mathbb{N}$ to be as small as possible that $z<\frac{\ell}{2^{k}}$. It follows that

$$
x<\frac{\ell-1}{2^{k}}<z<\frac{\ell}{2^{k}}<\frac{\ell+1}{2^{k}}<y
$$

Set $\frac{m}{2^{n}}=\frac{\ell}{2^{k}}$ (after cancellation). Then

$$
z \in B_{m, n, k} \subseteq(x, y)
$$

Hence

$$
(x, y)=\bigcup \mathcal{C}
$$

This proves that $\mathcal{B}$ is a basis for $(0,1)$.

This basis can be extended to a basis for $[0,1]$ by including all intervals of the form $\left[0, \frac{1}{2^{n}}\right)$ and ( $\left.1-\frac{1}{2^{n}}, 1\right]$ for $n \geq 1$.

Definition 4.3.10. Let us define a map $\vartheta: \Omega \rightarrow[0,1]$ by

$$
\left(e_{1} e_{2} \ldots\right) \vartheta=\sum_{i=1}^{\infty} \frac{e_{1}}{2^{i}} .
$$

We observe that $\vartheta$ is a surjective mapping but it is not injective, since, by Lemma 4.3.7 (1), $(\alpha 0 \overline{1}) \vartheta=(\alpha 1 \overline{0}) \vartheta$ for all $\alpha \in E(R)^{*}$.

The following lemma shows that $\vartheta$ preserves the lexicographic order on $\Omega$ :
Lemma 4.3.11. Let $e_{1} e_{2} \ldots$ and $e_{1}^{\prime} e_{2}^{\prime} \ldots$ be two distinct sequences in $\Omega$ such that $e_{1} e_{2} \ldots<\ell$ $e_{1}^{\prime} f_{2}^{\prime} \ldots$. Then one of the following holds:

1. $\left(e_{1} e_{2} \ldots\right) \vartheta=\left(e_{1}^{\prime} e_{2}^{\prime} \ldots\right) \vartheta$ if and only if there exists $\alpha \in E(R)^{*}$ such that $e_{1} e_{2} \ldots=\alpha 0 \overline{1}$ and $e_{1}^{\prime} e_{2}^{\prime} \ldots=\alpha 1 \overline{0}$.
2. $\left(e_{1} e_{2} \ldots\right) \vartheta<\left(e_{1}^{\prime} e_{2}^{\prime} \ldots\right) \vartheta$ otherwise.

Proof. Let $e_{1} e_{2} \ldots$ and $e_{1}^{\prime} e_{2}^{\prime} \ldots$ be two distinct sequences in $\Omega$ such that $e_{1} e_{2} \ldots<\ell e_{1}^{\prime} e_{2}^{\prime} \ldots$. Suppose that $\left(e_{1} e_{2} \ldots\right) \vartheta=\left(e_{1}^{\prime} e_{2}^{\prime} \ldots\right) \vartheta$. By Definition 4.3.10 of $\vartheta$, they must be two different binary expansions of the same dyadic rational $\frac{m}{2^{n}}$. By Lemma 4.3.5, there exists $\alpha \in E(R)^{*}$ such that $e_{1} e_{2} \ldots=\alpha 0 \overline{1}$ and $e_{1}^{\prime} e_{2}^{\prime} \ldots=\alpha 1 \overline{0}$ (since they are in lexicographic order).

Conversely, suppose that there exists $\alpha \in E(R)^{*}$ such that $e_{1} e_{2} \ldots=\alpha 0 \overline{1}$ and $e_{1}^{\prime} e_{2}^{\prime} \ldots=$ $\alpha 1 \overline{0}$. By Lemma 4.3.5, there exists a dyadic rational $\frac{m}{2^{n}}$ such that $\alpha 0 \overline{1}$ and $\alpha 1 \overline{0}$ are the binary expansions for $\frac{m}{2^{n}}$. This implies that $\left(e_{1} e_{2} \ldots\right) \vartheta=\left(e_{1}^{\prime} e_{2}^{\prime} \ldots\right) \vartheta$.

Example 4.3.12. Consider the interval

$$
B_{1,1,2}=\left(\frac{1}{4}, \frac{3}{4}\right)
$$

Observe that $\left(\frac{1}{4}\right) \vartheta^{-1}=\{00 \overline{1}, 01 \overline{0}\}$ and $\left(\frac{3}{4}\right) \vartheta^{-1}=\{10 \overline{1}, 11 \overline{0}\}$. Consider $e_{1} e_{2} \ldots \in \Omega$. Since, by Lemma 4.3.11, $\vartheta$ is an order-preserving map, then

$$
\left(e_{1} e_{2} \ldots\right) \vartheta \in\left(\frac{1}{4}, \frac{3}{4}\right)
$$

if and only if $01 \overline{0}<_{\ell} e_{1} e_{2} \ldots<10 \overline{1}$. Hence

$$
\begin{aligned}
\left(\frac{1}{4}, \frac{3}{4}\right) \vartheta^{-1} & =\left\{e_{1} e_{2} \ldots \in \Omega \mid 01 \overline{0}<_{\ell} e_{1} e_{2} \ldots<10 \overline{1}\right\} \\
& =(\Omega(01) \cup \Omega(10)) \backslash\{01 \overline{0}, 10 \overline{1}\} .
\end{aligned}
$$

This is open in $\Omega$, since it is the union of basic open sets with the complement of a finite number of closed sets.

More generally, we have the following result:

Lemma 4.3.13. Let $B_{m, n, k}$ be an interval defined in Definition 4.3.8 (for some $m, n, k$ satisfying Property $A$ ). Let $\alpha \in E(R)^{*}$ such that $\alpha 0 \overline{1}$ and $\alpha 1 \overline{0}$ are the binary expansions for the dyadic rational $\frac{m}{2^{n}}$.

1. If $k=n$, then

$$
\left(B_{m, n, n}\right) \vartheta^{-1}=\Omega(\alpha) \backslash\{\alpha \overline{0}, \alpha \overline{1}\} .
$$

2. If $k>n$, then

$$
\left(B_{m, n, k}\right) \vartheta^{-1}=\left(\Omega\left(\alpha 0(1)^{k-n-1}\right) \cup \Omega\left(\alpha 1(0)^{k-n-1}\right)\right) \backslash\left\{\alpha 0(1)^{k-n-1} \overline{0}, \alpha 1(0)^{k-n-1} \overline{1}\right\} .
$$

Proof. Let $B_{m, n, k}$ be an interval defined in Definition 4.3 .8 (for some $m, n, k$ satisfying Property A):

$$
B_{m, n, k}=\left(\frac{m}{2^{n}}-\frac{1}{2^{k}}, \frac{m}{2^{n}}+\frac{1}{2^{k}}\right) .
$$

By Lemma 4.3.5. the dyadic rational $\frac{m}{2^{n}}$ has precisely two binary expansions $\alpha 0 \overline{1}$ and $\alpha 1 \overline{0}$ (for some $\alpha=e_{1} \ldots e_{n-1} \in E(R)^{*}$ ).

1. Suppose $k=n$. Then, by Corollary 4.3.6, $\alpha \overline{0}$ is a binary expansion for $\frac{m-1}{2^{n}}$ and $\alpha \overline{1}$ is a binary expansion for $\frac{m+1}{2^{n}}$.

Consider a sequence $t \in \Omega$. By Lemma 4.3.11, $\vartheta$ is order-preserving. Then $(t) \vartheta \in$ $B_{m, n, n}$ if and only if $\alpha \overline{0}<_{\ell} t<_{\ell} \alpha \overline{1}$. It follows that

$$
\left(B_{m, n, n}\right) \vartheta^{-1}=\Omega(\alpha) \backslash\{\alpha \overline{0}, \alpha \overline{1}\} .
$$

This is open in $\Omega$, since it is the union of basic open sets with the complement of a finite number of closed sets.

2 . Suppose $k>n$. Then

$$
\begin{aligned}
\frac{m}{2^{n}}-\frac{1}{2^{k}} & =\left(\frac{e_{1}}{2}+\cdots+\frac{e_{n-1}}{2^{n-1}}+\frac{0}{2^{n}}+\frac{1}{2^{n+1}}+\frac{1}{2^{n+2}}+\cdots\right)-\frac{1}{2^{k}} \\
& =\frac{e_{1}}{2}+\cdots+\frac{e_{n-1}}{2^{n-1}}+\frac{0}{2^{n}}+\frac{1}{2^{n+1}}+\cdots+\frac{1}{2^{k}}+\frac{0}{2^{k+1}}+\frac{0}{2^{k+2}}+\cdots,
\end{aligned}
$$

That is, $\alpha 0(1)^{k-n-1} \overline{0}$ is a binary expansion for $\frac{m}{2^{n}}-\frac{1}{2^{k}}$. Similarly,

$$
\begin{aligned}
\frac{m}{2^{n}}+\frac{1}{2^{k}} & =\left(\frac{e_{1}}{2}+\cdots+\frac{e_{n-1}}{2^{n-1}}+\frac{1}{2^{n}}+\frac{0}{2^{n+1}}+\frac{0}{2^{n+2}}+\cdots\right)+\frac{1}{2^{k}} \\
& =\frac{e_{1}}{2}+\cdots+\frac{e_{n-1}}{2^{n-1}}+\frac{1}{2^{n}}+\frac{0}{2^{n+1}}+\cdots+\frac{0}{2^{k}}+\frac{1}{2^{k+1}}+\frac{1}{2^{k+2}}+\cdots,
\end{aligned}
$$

That is, $\alpha 1(0)^{k-n-1} \overline{1}$ is a binary expansion for $\frac{m}{2^{n}}+\frac{1}{2^{k}}$.
Consider a sequence $t \in \Omega$. By Lemma 4.3.11, $\vartheta$ is order-preserving. Then $(t) \vartheta \in$ $B_{m, n, k}$ if and only if $\alpha 0(1)^{k-n-1} \overline{0}<_{\ell} t<_{\ell} \alpha 1(0)^{k-n-1} \overline{1}$. It follows that

$$
\left(B_{m, n, k}\right) \vartheta^{-1}=\left(\Omega\left(\alpha 0(1)^{k-n-1}\right) \cup \Omega\left(\alpha 1(0)^{k-n-1}\right)\right) \backslash\left\{\alpha 0(1)^{k-n-1} \overline{0}, \alpha 1(0)^{k-n-1} \overline{1}\right\} .
$$

This is open in $\Omega$, since it is the union of basic open sets with the complement of a finite number of closed sets.

Lemma 4.3.14. The function $\vartheta$ is continuous.
Proof. Let $\vartheta$ be as defined in Definition 4.3.10. To show that $\vartheta$ is a continuous function, we have to show that $\vartheta^{-1}(U)$ is open in $\Omega$ whenever $U$ is open in $[0,1]$. It is enough to verify this condition when $U$ is chosen from a suitable basis for the topology on $[0,1]$ since all open sets are unions of basic open sets.

In Lemma 4.3.13, we have shown that the preimage of the intervals $B_{m, n, k}$ under $\vartheta$ is open in $\Omega$. Observe that $\left(\frac{1}{2^{n}}\right) \vartheta^{-1}=(0)^{n} \overline{1}$ and $\left(1-\frac{1}{2^{n}}\right) \vartheta^{-1}=(1)^{n} \overline{0}$. Then, a similar argument to Lemma 4.3.13 shows that

$$
\left(\left[0, \frac{1}{2^{n}}\right)\right) \vartheta^{-1}=\Omega\left((0)^{n}\right) \backslash\left\{(0)^{n} \overline{1}\right\}
$$

and

$$
\left(\left(1-\frac{1}{2^{n}}, 1\right]\right) \vartheta^{-1}=\Omega\left((1)^{n}\right) \backslash\left\{(1)^{n} \overline{0}\right\} .
$$

These are open in $\Omega$, since one-point sets are closed in $\Omega$. This proves that $\vartheta$ is continuous.

Lemma 4.3.15. Let $e_{1} e_{2} \ldots$ and $e_{1}^{\prime} e_{2}^{\prime} \ldots$ be two distinct sequences in $\Omega$. Then $\left(e_{1} e_{2} \ldots\right) \vartheta=$ $\left(e_{1}^{\prime} e_{2}^{\prime} \ldots\right) \vartheta$ if and only if $e_{1} e_{2} \ldots \sim e_{1}^{\prime} e_{2}^{\prime} \ldots$..

Proof. Let $e_{1} e_{2} \ldots$ and $e_{1}^{\prime} e_{2}^{\prime} \ldots$ be two distinct sequences in $\Omega$. Suppose that $\left(e_{1} e_{2} \ldots\right) \vartheta=$ $\left(e_{1}^{\prime} e_{2}^{\prime} \ldots\right) \vartheta$. Then, by Lemma 4.3.7, these are two distinct binary expansions of a dyadic rational. Then there exists $\alpha \in E(R)^{*}$ such that

$$
e_{1} e_{2} \ldots, e_{1}^{\prime} e_{2}^{\prime} \ldots \in\{\alpha 0 \overline{1}, \alpha 1 \overline{0}\} .
$$

Hence, by Lemma 4.2.7, $e_{1} e_{2} \ldots \sim e_{1}^{\prime} e_{2}^{\prime} \ldots$.
Conversely, suppose that $e_{1} e_{2} \ldots \sim e_{1}^{\prime} e_{2}^{\prime} \ldots$. Then, by Lemma 4.2.7, $\alpha \in E(R)^{*}$

$$
e_{1} e_{2} \ldots, e_{1}^{\prime} e_{2}^{\prime} \ldots \in\{\alpha 0 \overline{1}, \alpha 1 \overline{0}\}
$$

It follows from Lemma 4.3.7 that are the binary expansions of the same dyadic rational. Hence $\left(e_{1} e_{2} \ldots\right) \vartheta=\left(e_{1}^{\prime} e_{2}^{\prime} \ldots\right) \vartheta$.

Definition 4.3.16. The function $\vartheta$ induces a unique map $\theta: X \rightarrow[0,1]$, where $\vartheta=\phi \theta$, i.e., the following diagram commutes:


Let $x \in X$. Then $(x) \theta=(t) \vartheta$ for all $t$ such that $(t) \phi=x$. By Lemma 4.3.15, the map $\vartheta$ is constant on $\sim$-equivalence classes. Hence $(t) \phi \theta=(t) \vartheta$ is independent of the choice of representative $t$ for the equivalence class $(t) \phi$. Therefore $\theta$ is well-defined.

Lemma 4.3.17. The map $\theta$ is a homeomorphism.
Proof. Let $\theta: X \rightarrow[0,1]$ be the map defined in Definition 4.3.16. Observe that $X$ is compact and $[0,1]$ is Hausdorff. Then it is sufficient to show that the map $\theta$ is continuous and bijective.

Let us prove that $\theta$ is continuous: Consider an open set $U$ in $[0,1]$. Observe that $(U) \theta^{-1} \subseteq X$. Then, by Definition 4.3.16, $(U) \theta^{-1} \phi^{-1}=(U) \vartheta^{-1}$, which is open in $\Omega$ since $\vartheta$ is continuous by Lemma 4.3.14. Then, by definition of the quotient topology on $X$, $(U) \theta^{-1}$ is open in $X$.

Let us prove that $\theta$ is surjective: Observe, since $\vartheta$ is surjective, that for any $x \in[0,1]$ there is a $t \in \Omega$ such that $(t) \vartheta=x$. Then $(t) \phi$ is an element of $X$ and $(y) \phi \theta=(y) \vartheta=x$.

Let us prove that $\theta$ is injective: Consider $x_{1}, x_{2} \in X$ such that $\left(x_{1}\right) \theta=\left(x_{2}\right) \theta$. Let $t_{1}, t_{2} \in \Omega$ such that $\left(t_{1}\right) \phi=x_{1}$ and $\left(t_{2}\right) \phi=x_{2}$. Then $\vartheta\left(t_{1}\right)=\vartheta\left(t_{2}\right)$, and, by Lemma 4.3.15. $t_{1} \sim t_{2}$. Hence $x_{1}=x_{2}$.

This proves that $\theta$ is a homeomorphism.
\{angriff $\}$
Lemma 4.3.18. Let $\alpha=e_{1} \ldots e_{n-1} \in E(R)^{*}$ such that $\alpha 0 \overline{1}$ and $\alpha 1 \overline{0}$ are the binary expansions of the dyadic rational $\frac{m}{2^{n}}$. Then

$$
(\alpha x) \theta=\frac{m}{2^{n}} .
$$

Proof. Let $\alpha=e_{1} \ldots e_{n-1} \in E(R)^{*}$ such that $\alpha 0 \overline{1}$ and $\alpha 1 \overline{0}$ are the binary expansions of the dyadic rational $\frac{m}{2^{n}}$. Consider the gluing vertex $\alpha x$. Observe that $(\alpha x) \phi^{-1}=$ $\{\alpha 0 \overline{1}, \alpha 1 \overline{0}\}$. By Lemma 4.3.5 and Definition 4.3.10, $(\alpha 0 \overline{1}) \vartheta=\frac{m}{2^{n}}$ and $(\alpha 1 \overline{0}) \vartheta=\frac{m}{2^{n}}$. Hence, by Definition 4.3.16,

$$
(\alpha x) \theta=\frac{m}{2^{n}} .
$$

Remark 4.3.19. Observe that $(a) \theta=0$ and $(b) \theta=1$.
Let $\alpha=e_{1} \ldots e_{n-1} \in E(R)^{*}$ such that $\alpha 0 \overline{1}$ and $\alpha 1 \overline{0}$ are the binary expansions of the dyadic rational $\frac{m}{2^{n}}$. Let us define the depth of $\frac{m}{2^{n}}$ to be $\operatorname{depth}\left(\frac{m}{2^{n}}\right)=n$. Observe that this is equal to depth $(\alpha x)=n$. There exists a natural order on dyadic rationals (which is different to the normal order on real numbers): Let $\frac{m_{1}}{2^{n_{1}}}$ and $\frac{m_{2}}{2^{n_{2}}}$ be two dyadic rationals. Then

$$
\frac{m_{1}}{2^{n_{1}}}<\frac{m_{2}}{2^{n_{2}}} \quad \text { if } \quad n_{1}<n_{2}
$$

or

$$
\frac{m_{1}}{2^{n}}<\frac{m_{2}}{2^{n}} \quad \text { if } \quad n_{1}=n_{2} \text { and } m_{1}<m_{2} .
$$

We observe that this is the same as Definition 2.3.10 of depth order $\leq_{d}$ on the set $\mathcal{G V}$.

Definition 4.3.20. A standard dyadic interval is an interval of the form

$$
\left[\frac{m-1}{2^{n}}, \frac{m+1}{2^{n}}\right],
$$

where $m, n \in \mathbb{N}, 2 \nmid m$, and $m<2^{n}$.
Example 4.3.21. Consider the standard dyadic interval $\left[\frac{1}{4}, \frac{1}{2}\right]$. In this case, $\frac{m}{2^{n}}=\frac{3}{8}$. Observe that $\left(\frac{1}{4}\right) \vartheta=\{00 \overline{1}, 01 \overline{0}\}$ and $\left(\frac{1}{2}\right) \vartheta=\{0 \overline{1}, 1 \overline{0}\}$. Then, for $t \in \Omega, 01 \overline{0} \leq_{\ell} t \leq_{\ell} 01 \overline{1}$ if and only if $\operatorname{frac} 14 \leq(t) \vartheta \leq \frac{1}{2}$. Hence

$$
(\Omega(01)) \vartheta=\left[\frac{1}{4}, \frac{1}{2}\right] .
$$

By Definition 4.3.16, it follows that

$$
(C(01)) \theta=\left[\frac{1}{4}, \frac{1}{2}\right] .
$$

More generally, we have the following result:
Lemma 4.3.22. Let $X$ be the limit space of the $F$ replacement system. Let $C(\alpha)$ be a cell in $X$ (for some $\left.\alpha=e_{1} \ldots e_{n-1} \in E(R)^{*}\right)$. Then there exists a dyadic rational $\frac{m}{2^{n}}$ such that

$$
(C(\alpha)) \theta=\left[\frac{m-1}{2^{n}}, \frac{m+1}{2^{n}}\right] .
$$

Proof. Let $\alpha=e_{1} \ldots e_{n-1} \in E(R)^{*}$. By Lemma 4.3.5 and Corollary 4.3.6, there exists a dyadic rational $\frac{m}{2^{n}}$ such that

$$
\begin{aligned}
& (\alpha \overline{0}) \vartheta=\frac{m-1}{2^{n}} \\
& (\alpha \overline{1}) \vartheta=\frac{m+1}{2^{n}} .
\end{aligned}
$$

Since $\vartheta$ is an order-preserving surjective map, this implies that

$$
(\Omega(\alpha)) \vartheta=\left[\frac{m-1}{2^{n}}, \frac{m+1}{2^{n}}\right] .
$$

By Definition 4.3.16, $\vartheta=\phi \theta$. Therefore

$$
(C(\alpha)) \theta=\left[\frac{m-1}{2^{n}}, \frac{m+1}{2^{n}}\right] .
$$

Remark 4.3.23. Observe that Definition 3.1.13 of the depth of a cell $C(\alpha)$ in $X$ is the same as the depth of the dyadic rational $\frac{m}{2^{n}}$ such that

$$
(C(\alpha)) \theta=\left[\frac{m-1}{2^{n}}, \frac{m+1}{2^{n}}\right] .
$$

### 4.4 Thompson's Group $F$ as a Rearrangement Group

Let $X$ be the limit space of the $F$ replacement system. In Section 4.3, we showed that $X$ is homeomorphic to the unit interval $[0,1]$. Let Rearr $(X)$ be the group of rearrangements of $X$. In this section, we will prove that $\operatorname{Rearr}(X)$ is isomorphic to Richard Thompson's group $F$.

Recall from Definition 4.3.16 the homeomorphism $\theta: X \rightarrow[0,1]$. There exists a topological conjugation $\theta^{*}: \operatorname{Aut}(X) \rightarrow \operatorname{Aut}([0,1])$, induced by $\theta$, i.e., $\theta^{*}: f \rightarrow \theta^{-1} f \theta$ for all $f \in \operatorname{Rearr}(X)$. Recall from Lemma 3.4.6 that $\operatorname{Rearr}(X)$ is a subgroup of $\operatorname{Aut}(X)$. Let $\mathcal{G}=(\operatorname{Rearr}(X)) \theta^{*}$. We will show that $\mathcal{G}=F$, i.e., $\left.\theta^{*}\right|_{\operatorname{Rearr}(X)}: \operatorname{Rearr}(X) \rightarrow F$ is a group isomorphism. We will do this by proving the following two results:

Proposition 4.4.1. The group $\mathcal{G}$ is a subgroup of Thompson's group $F$.
\{persephone\}
Proposition 4.4.2. Let $A, B \in F$ from Example 4.1.4. Then $A, B \in \mathcal{G}$.
To prove these propositions, we require the following results regarding rearrangements of the limit space $X$ of the $F$ replacement system:
\{atlasair $\}$
Lemma 4.4.3. Let $X$ be the limit space of the $F$ replacement system. Let $f$ be a rearrangement of $X$. Let $(\mathcal{P},(\mathcal{P}) f$ ) be a cellular bipartition for $f$. Let $C(\alpha) \in \mathcal{P}$ (for some $\alpha \in E(R)^{*}$ ) and $C(\beta) \in(\mathcal{P}) f$ (for some $\beta \in E(R)^{*}$ ). Suppose one of the following holds:

1. $\left(v_{\alpha}\right) f=v_{\beta}$
2. $\left(w_{\alpha}\right) f=w_{\beta}$

Then $(C(\alpha)) f=C(\beta)$.

Proof. Let $X$ be the limit space of the $F$ replacement system. Let $f$ be a rearrangement of $X$. Let $(\mathcal{P},(\mathcal{P}) f)$ be a cellular bipartition for $f$. Let $C(\alpha) \in \mathcal{P}$ (for some $\left.\alpha \in E(R)^{*}\right)$ and $C(\beta) \in(\mathcal{P}) f$ (for some $\left.\beta \in E(R)^{*}\right)$.

Suppose $\left(v_{\alpha}\right) f=v_{\beta}$. By the definition of a rearrangement, there exists a cell $C(\gamma) \in$ $(\mathcal{P}) f$ (for some $\left.\gamma \in E(R)^{*}\right)$ such that $(C(\alpha)) f=C(\gamma)$. Then, by Lemma 3.3.22, $\left(v_{\alpha}\right) f=$ $v_{\gamma}$, i.e., $v_{\beta}=v_{\gamma}$. By Lemma 4.2.11, there is only one cell $C(\beta) \in(\mathcal{P}) f$ such that $v_{\beta}$ is the initial vertex of $C(\beta)$. This implies that $C(\gamma)=C(\beta)$.

Suppose $\left(w_{\alpha}\right) f=w_{\beta}$. By the definition of a rearrangement, there exists a cell $C(\gamma) \in$ $(\mathcal{P}) f$ (for some $\left.\gamma \in E(R)^{*}\right)$ such that $(C(\alpha)) f=C(\gamma)$. Then, by Lemma 3.3.22, $\left(w_{\alpha}\right) f=$ $w_{\gamma}$, i.e., $w_{\beta}=w_{\gamma}$. By Lemma 4.2.11, there is only one cell $C(\beta) \in(\mathcal{P}) f$ such that $w_{\beta}$ is the terminal vertex of $C(\beta)$. This implies that $C(\gamma)=C(\beta)$.
\{paragun\}
Lemma 4.4.4. Let $X$ be the limit space of the $F$ replacement system. Let $f$ be a rearrangement of $X$. Then $(a) f=a$ and $(b) f=b$.

Proof. Let $X$ be the limit space of the $F$ replacement system. Let $f$ be a rearrangement of $X$. Let $\left(\mathcal{P}_{f, d}, \mathcal{P}_{f, r}\right)$ be the minimal bipartition for $f$. Let $\operatorname{lex}\left(\mathcal{P}_{f, d}\right)=\left(C\left(\alpha_{1}\right), \ldots, C\left(\alpha_{n}\right)\right)$ and $\operatorname{lex}\left(\mathcal{P}_{f, r}\right)=\left(C\left(\beta_{1}\right), \ldots, C\left(\beta_{n}\right)\right)$. We shall prove this result by contradiction.

By Lemma 4.2.14 (1), $a=v_{\alpha_{1}}$ and $a=v_{\beta_{1}}$. Suppose ( $\left.a\right) f \neq a$. Then, by Lemma 4.4.3, $\left(C\left(\alpha_{1}\right)\right) f \neq C\left(\beta_{1}\right)$. Suppose $\left(C\left(\alpha_{1}\right)\right) f=C\left(\beta_{i}\right)$ for some $2 \leq i \leq n$. Then, by Lemma 4.2.14 (2), $(a) f=w_{\beta_{i-1}}$. By the definition of a rearrangement, there exists a cell $C\left(\alpha_{j}\right)$ (for some $2 \leq j \leq n)$ such that $\left(C\left(\beta_{i-1}\right)\right) f^{-1}=C\left(\alpha_{j}\right)$. By Lemma 3.3.22, this implies that $((a) f) f^{-1}=w_{\alpha_{j}}$, i.e., $a=w_{\alpha_{j}}$. This contradicts Lemma 4.2.11. Therefore, $(a) f=a$.

By Lemma 4.2.14 (3), $b=w_{\alpha_{n}}$ and $b=w_{\beta_{n}}$. Suppose $(b) f \neq b$. Then, by Lemma 4.4.3, $\left(C\left(\alpha_{n}\right)\right) f \neq C\left(\beta_{n}\right)$. Suppose $\left(C\left(\alpha_{n}\right)\right) f=C\left(\beta_{i}\right)$ for some $1 \leq i \leq n-1$. Then, by Lemma 4.2.14 (2), (b) $f=v_{\beta_{i+1}}$. By the definition of a rearrangement, there exists a cell $C\left(\alpha_{j}\right)$ (for some $1 \leq j \leq n-1$ ) such that $\left(C\left(\beta_{i+1}\right)\right) f^{-1}=C\left(\alpha_{j}\right)$. By Lemma 3.3.22, this implies that $((b) f) f^{-1}=v_{\alpha_{j}}$, i.e., $b=v_{\alpha_{j}}$. This contradicts Lemma 4.2.11. Therefore, (b) $f=b$.

Lemma 4.4.5. Let $X$ be the limit space of the $F$ replacement system. Let $\mathcal{P}$ and $\mathcal{Q}$ be cellular partitions of $X$ and let $\operatorname{lex}(\mathcal{P})=\left(C\left(\alpha_{1}\right), \ldots, C\left(\alpha_{n}\right)\right)$ and $\operatorname{lex}(\mathcal{Q})=\left(C\left(\beta_{1}\right), \ldots, C\left(\beta_{n}\right)\right)$. Then there exists a rearrangement $f$ of $X$ such that $\left.f\right|_{C\left(\alpha_{i}\right)}: C\left(\alpha_{i}\right) \rightarrow C\left(\beta_{i}\right)$ is a canonical homeomorphism for all $i=1, \ldots, n$.

Proof. Let $\mathcal{P}$ and $\mathcal{Q}$ be cellular partitions of $X$ and let $\operatorname{lex}(\mathcal{P})=\left(C\left(\alpha_{1}\right), \ldots, C\left(\alpha_{n}\right)\right)$ and $\operatorname{lex}(\mathcal{Q})=\left(C\left(\beta_{1}\right), \ldots, C\left(\beta_{n}\right)\right)$. Let us define the canonical homeomorphism $\psi_{i}: C\left(\alpha_{i}\right) \rightarrow$ $C\left(\beta_{i}\right)$ for all $i=1, \ldots, n$. By Lemma 4.2.14,

1. $v_{\alpha_{1}}=a$,
2. $w_{\alpha_{i}}=v_{\alpha_{i+1}}$ for all $i=1, \ldots, n-1$,
3. $w_{\alpha_{n}}=b$.

Observe that

1. $\left(v_{\alpha_{1}}\right) \psi_{1}=v_{\beta_{1}}=a$,
2. $\left(w_{\alpha_{i}}\right) \psi_{i}=w_{\beta_{i}}=v_{\beta_{i+1}}=\left(v_{\alpha_{i+1}}\right) \psi_{i+1}$ for all $i=1, \ldots, n-1$,
3. $\left(v_{\alpha_{n}}\right) \psi_{n}=v_{\beta_{n}}=b$.

That is, if $z$ is a boundary point of both $C\left(\alpha_{i}\right)$ and $C\left(\alpha_{j}\right)$, then $(z) \psi_{i}=(z) \psi_{j}$. Let us define a map $f: X \rightarrow X$ such that $\left.f\right|_{C\left(\alpha_{i}\right)}=\psi_{i}$ is a canonical homeomorphism for all $i=1, \ldots, n$. Then, by Lemma 3.3.10, $f$ is a rearrangement of $X$.

Lemma 4.4.6. Let $X$ be the limit space of the $F$ replacement system. Let $f$ be a rearrangement of $X$ and and let $(\mathcal{P},(\mathcal{P}) f$ ) be a cellular bipartition for $f$. Suppose $\operatorname{lex}(\mathcal{P})=$ $\left(C\left(\alpha_{1}\right), \ldots, C\left(\alpha_{n}\right)\right)$. Then $\operatorname{lex}((\mathcal{P}) f)=\left(\left(C\left(\alpha_{1}\right)\right) f, \ldots,\left(C\left(\alpha_{n}\right)\right) f\right)$.

Proof. Let $f$ be a rearrangement of $X$ and and let $(\mathcal{P},(\mathcal{P}) f)$ be a cellular bipartition for $f$. Suppose that $\operatorname{lex}(\mathcal{P})=\left(C\left(\alpha_{1}\right), \ldots, C\left(\alpha_{n}\right)\right)$ and $\operatorname{lex}((\mathcal{P}) f)=\left(C\left(\beta_{1}\right), \ldots, C\left(\beta_{n}\right)\right)$.

By Lemma 4.2.14 (1), $v_{\alpha_{1}}=a$ and $v_{\beta_{1}}=a$. By Lemma 4.4.4, ( $\left.a\right) f=a$. This gives us $\left(v_{\alpha_{1}}\right) f=v_{\beta_{1}}$. Hence, by Lemma 4.4.3. $\left(C\left(\alpha_{1}\right)\right) f=C\left(\beta_{1}\right)$. By Lemma 4.2.14 (2), $\left(w_{\alpha_{i}}\right) \psi_{i}=w_{\beta_{i}}=v_{\beta_{i+1}}=\left(v_{\alpha_{i+1}}\right) \psi_{i+1}$ for all $i=1, \ldots, n-1$. And thus, by similar logic, $\left(C\left(\alpha_{i}\right)\right) f=C\left(\beta_{i}\right)$ for all $i=1, \ldots, n$. Hence, $\operatorname{lex}((\mathcal{P}) f)=\left(\left(C\left(\alpha_{1}\right)\right) f, \ldots,\left(C\left(\alpha_{n}\right)\right) f\right)$.

Let $f$ be an element of Richard Thompson's group $F$. Recall the characterisation for $f$ from Definition 4.1.1: $f:[0,1] \rightarrow[0,1]$ is a piecewise linear homeomorphism, differentiable everywhere except at finitely many dyadic rationals, and at the intervals of differentiability the derivatives are powers of 2 . Let us call these dyadic rationals the break points of $f$, and denote them by the ordered list $\left(a_{1}, \ldots, a_{r}\right)$ where $a_{1}=0$ and $a_{r}=1$. Then the unit interval $[0,1]$ is the overlapping union

$$
[0,1]=\bigcup_{i=1}^{r-1}\left[a_{i}, a_{i+1}\right]
$$

where the points of overlap are $a_{2}, \ldots, a_{r-1}$, or the disjoint union

$$
[0,1]=\left(\bigsqcup_{i=1}^{r-1}\left(a_{i}, a_{i+1}\right)\right) \sqcup\left(\bigsqcup_{j=1}^{n}\left\{a_{j}\right\}\right)
$$

Each interval $\left[a_{i}, a_{i+1}\right]$ is a finite union of standard dyadic intervals with disjoint interiors. Observe that the points of overlap of these standard dyadic intervals reveal hidden break points. This is illustrated in the example below:

Example 4.4.7. Let us define a function $g \in F$ as follows:

$$
(x) g= \begin{cases}2 x & 0 \leq x \leq \frac{1}{8} \\ x+\frac{1}{8} & \frac{1}{8} \leq x \leq \frac{3}{4} \\ \frac{x}{2}+\frac{1}{2} & \frac{3}{4} \leq x \leq 1\end{cases}
$$

Observe that the break points of this function are: $0, \frac{1}{8}, \frac{3}{4}, 1$. This gives us the following intervals of differentiability: $\left(0, \frac{1}{8}\right),\left(\frac{1}{8}, \frac{3}{4}\right),\left(\frac{3}{4}, 1\right)$. When we convert these to standard dyadic intervals, we get: $\left(0, \frac{1}{8}\right),\left(\frac{1}{8}, \frac{1}{4}\right),\left(\frac{1}{4}, \frac{3}{8}\right),\left(\frac{3}{8}, \frac{1}{2}\right),\left(\frac{1}{2}, \frac{5}{8}\right),\left(\frac{5}{8}, \frac{3}{4}\right),\left(\frac{3}{4}, 1\right)$. Observe that there exist hidden break points: $\frac{1}{4}, \frac{3}{8}, \frac{1}{2}, \frac{5}{8}$.

Then $g$ is a rearrangement of $X$, defined as follows: Let $x \in[0,1]$ with $x=\left[e_{1} e_{2} e_{3} \ldots\right]$.

Then

$$
\left(\left[e_{1} e_{2} e_{3} \ldots\right]\right) g= \begin{cases}{\left[00 e_{3} e_{4} \ldots\right],} & \text { if } e_{1} e_{2} e_{3}=000 \\ {\left[010 e_{3} e_{4} \ldots\right],} & \text { if } e_{1} e_{2} e_{3}=001 \\ {\left[011 e_{3} e_{4} \ldots\right],} & \text { if } e_{1} e_{2} e_{3}=010 \\ {\left[100 e_{3} e_{4} \ldots\right],} & \text { if } e_{1} e_{2} e_{3}=011 \\ {\left[101 e_{3} e_{4} \ldots\right],} & \text { if } e_{1} e_{2} e_{3}=100 \\ {\left[110 e_{3} e_{4} \ldots\right],} & \text { if } e_{1} e_{2} e_{3}=101 \\ {\left[111 e_{2} e_{3} \ldots\right],} & \text { if } e_{1} e_{2}=11\end{cases}
$$

Observe that the cells and boundary points get mapped as follows:

$$
\begin{aligned}
(C(000)) g & =C(00) \\
(00 x) g & =0 x \\
(C(001)) g & =C(010) \\
(0 x) g & =01 x \\
(C(010)) g & =C(011) \\
(01 x) g & =x \\
(C(011)) g & =C(100) \\
(x) g & =10 x \\
(C(100)) g & =C(101) \\
(10 x) g & =1 x \\
(C(101)) g & =C(110) \\
(1 x) g & =11 x \\
(C(11)) g & =C(111)
\end{aligned}
$$

The rearrangement $g$ has the following minimal bipartition:

$$
\begin{aligned}
& \mathcal{P}_{g, d}=\{C(000), C(001), C(010), C(011), C(100), C(101), C(11)\} \\
& \mathcal{P}_{g, r}=\{C(00), C(010), C(011), C(100), C(101), C(110), C(111)\}
\end{aligned}
$$

The rearrangement $g$ is illustrated by the following graph-pair diagram:


Let $g$ be a rearrangement of $X$ and let $(\mathcal{P}, \mathcal{Q})$ be a cellular bipartition for $g$. The following algorithm finds the minimal bipartition $\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)$ for $g$ :

```
Algorithm 4.4.8 Minimal bipartition for a rearrangement \(g\) of \(X\).
Require: Let \(g\) be a rearrangement of \(X\) and let \((\mathcal{P}, \mathcal{Q})\) be a cellular bipartition for \(g\),
    where \(\operatorname{lex}(\mathcal{P})=\left(C\left(\alpha_{1}\right), \ldots, C\left(\alpha_{n}\right)\right)\) and \(\operatorname{lex}(\mathcal{Q})=\left(C\left(\beta_{1}\right), \ldots, C\left(\beta_{n}\right)\right)\).
    function \(\operatorname{MinimalBipartition}(\mathcal{P}, \mathcal{Q})\)
        Set switch \(=\) false.
        Set \(i=1\).
        while switch \(=\) false and \(i<n\) do
            if \(\left.C\left(\alpha_{i}\right) \cup C\left(\alpha_{i+1}\right)=C(\gamma) \gamma \in E(R)^{*}\right)\) and
            \(C\left(\beta_{i}\right) \cup C\left(\beta_{i+1}\right)=C(\delta)\) (for some \(\delta \in E(R)^{*}\) ) then
                Set switch = true.
                    Set \(\mathcal{P}^{\prime}=\left\{C\left(\alpha_{1}\right), \ldots, C\left(\alpha_{i-1}\right), C(\gamma), C\left(\alpha_{i+2}\right), \ldots, C\left(\alpha_{n}\right)\right)\)
                and \(\mathcal{Q}^{\prime}=\left\{C\left(\beta_{1}\right), \ldots, C\left(\beta_{i-1}\right), C(\delta), C\left(\beta_{i+2}\right), \ldots, C\left(\beta_{n}\right)\right\}\).
                Set \(i=i+2\).
            else
                Set \(i=i+1\).
            end if
        end while
        if switch \(=\) true then
            return \(\operatorname{MinimalBipartition}\left(\mathcal{P}^{\prime}, \mathcal{Q}^{\prime}\right)\).
        else
            return \((\mathcal{P}, \mathcal{Q})\).
        end if
    end function
```

\{gallowsbird\}

Lemma 4.4.9. Let $X$ be the limit space of the $F$ replacement system. Let $g$ be a rearrangement of $X$. Let $(\mathcal{P}, \mathcal{Q})$ be a cellular bipartition for $g$. Let $\operatorname{lex}(\mathcal{P})=\left(C\left(\alpha_{1}\right), \ldots, C\left(\alpha_{n}\right)\right)$ and $\operatorname{lex}(\mathcal{Q})=\left(C\left(\beta_{1}\right), \ldots, C\left(\beta_{n}\right)\right)$. Then MinimalBipartition $(\mathcal{P}, \mathcal{Q})$ is the minimal bipartition for $g$.

Proof. Let $X$ be the limit space of the $F$ replacement system. Let $g$ be a rearrangement of $X$. Let $(\mathcal{P}, \mathcal{Q})$ be a cellular bipartition for $g$. Let $\operatorname{lex}(\mathcal{P})=\left(C\left(\alpha_{1}\right), \ldots, C\left(\alpha_{n}\right)\right)$ and $\operatorname{lex}(\mathcal{Q})=\left(C\left(\beta_{1}\right), \ldots, C\left(\beta_{n}\right)\right)$. We will prove this result by induction on $n$.

Let $n=1$. In this case, $\mathcal{P}=\mathcal{Q}=\{C(\epsilon)\}$ and $g$ is the identity map. In this case, implementing Algorithm 4.4 .8 gives us $\operatorname{MinimalBipartition~}(\mathcal{P}, \mathcal{Q})=(\mathcal{P}, \mathcal{Q})$ and the inductive hypothesis holds.

Suppose the inductive hypothesis is true for $n=m$. Let us examine the case when $n=m+1$. We have the following possibilities:

1. Consider the case when $(\mathcal{P}, \mathcal{Q})$ is the minimal bipartition for $g$. Let us implement Algorithm 4.4.8 and calculate MinimalBipartition ( $\mathcal{P}, \mathcal{Q}$ ). Algorithm 4.4.8 implements the while loop in lines 4-14 as follows: By Lemma 3.3.27, the conditions of the if loop in lines 5-6 are not satisfied for all $i=1, \ldots, m+1$. Hence, Algorithm 4.4.8 skips lines $7-10$ for all $i=1, \ldots, m+1$. Since switch $=$ false, Algorithm 4.4.8 skips line 16 and implements line 18 , which returns $(\mathcal{P}, \mathcal{Q})$, which is the minimal bipartition for $g$. Therefore, the inductive hypothesis holds for $n=m+1$.
2. Consider the case when $(\mathcal{P}, \mathcal{Q})$ is not the minimal bipartition for $g$. Let us implement Algorithm 4.4.8 and calculate MinimalBipartition ( $\mathcal{P}, \mathcal{Q}$ ). Algorithm 4.4.8 implements the while loop in lines $4-14$ as follows: By Lemma 3.3.27, the conditions of the if loop in lines $5-6$ are satisfied for some $1 \leq i \leq m+1$. Then Algorithm 4.4.8 implements lines 7-10, which gives us switch $=$ true and the sets $\mathcal{P}^{\prime}$ and $\mathcal{Q}^{\prime}$. Since switch $=$ true, Algorithm 4.4.8 implements line 16 and calls MinimalBipartition $\left(\mathcal{P}^{\prime}, \mathcal{Q}^{\prime}\right)$. Observe that $|\mathcal{P}|=|\mathcal{Q}| \leq m$. Hence, the inductive hypothesis holds and therefore MinimalBipartition $\left(\mathcal{P}^{\prime}, \mathcal{Q}^{\prime}\right)=\left(\mathcal{P}^{\prime \prime}, \mathcal{Q}^{\prime \prime}\right)$ is the minimal bipartition for $g$. Therefore, the inductive hypothesis holds for $n=m+1$.

This proves the result by induction.
We can now prove Proposition 4.4.1 and Proposition 4.4.2

## Proof. (Proof of Proposition 4.4.1)

Let $X$ be the limit space of the $F$ replacement system. Let $\mathcal{G}=(\operatorname{Rearr}(X)) \theta^{*}$. Let $F$ be Thompson's group $F$. Let $f^{*} \in \mathcal{G}$. Then $f^{*}=\theta^{-1} f \theta$ for some $f \in \operatorname{Rearr}(X)$. By Definition 3.3.8, there exists a cellular bipartition $(\mathcal{P},(\mathcal{P}) f)$ for $f$. Let $\partial \mathcal{P}$ be the set of boundary points of $\mathcal{P}$. Recall that $\partial \mathcal{P} \subset \mathcal{G \mathcal { V }}$. Then, by Lemma 4.3.18, for all $z \in \partial \mathcal{P}$, $(z) \theta$ is a dyadic rational.

Let $C(\alpha) \in \mathcal{P}$ (for some $\left.\alpha \in E(R)^{*}\right)$. Then there exists $C(\beta) \in(\mathcal{P}) f$ (for some $\beta \in$ $\left.E(R)^{*}\right)$ such that $\left.f\right|_{C(\alpha)}: C(\alpha) \rightarrow C(\beta)$ is a canonical homeomorphism. By Lemma 4.3.22, $\theta$ establishes a one-to-one correspondence between cells in $X$ and standard dyadic intervals in $[0,1]$. We will show that $\left.f^{*}\right|_{(C(\alpha)) \theta}$ is an affine map, and its derivative is a power of 2 .

Set $\alpha=e_{0} \ldots e_{n}$ and $\beta=e_{0}^{\prime} \ldots e_{m}^{\prime}$. Let $\left[\alpha e_{n+1} e_{n+2} \ldots\right] \in C(\alpha)$. Then

$$
\left(\left[\alpha e_{n+1} e_{n+2} \ldots\right]\right) f=\left[\beta e_{n+1} e_{n+2} \ldots\right] .
$$

Observe that $\left.f^{*}\right|_{(C(\alpha)) \theta}=\left.\theta^{-1} f\right|_{C(\alpha)} \theta$. Hence

$$
\left(\left[\alpha e_{n+1} e_{n+2} \ldots\right]\right) \theta=\sum_{i=1}^{n} \frac{e_{i}}{2^{i}}+\sum_{i=n+1}^{\infty} \frac{e_{i}}{2^{i}}
$$

and

$$
\left(\left[\beta e_{n+1} e_{n+2} \ldots\right]\right) \theta=\sum_{i=1}^{m} \frac{e_{i}^{\prime}}{2^{i}}+\sum_{i=m+1}^{\infty} \frac{e_{i+n-m}}{2^{i}}
$$

$$
=\sum_{i=1}^{m} \frac{e_{i}^{\prime}}{2^{i}}+\sum_{j=n+1}^{\infty} \frac{e_{j}}{2^{j+m-n}} .
$$

Setting $c=\sum_{i=1}^{n} \frac{e_{i}}{2^{i}}, d=\sum_{i=1}^{m} \frac{e_{i}^{\prime}}{2^{i}}$ and $x=\sum_{i=n+1}^{\infty} \frac{e_{i}}{2^{i}}$ gives us

$$
(c+x) f^{*} \left\lvert\, C(\alpha)=d+\frac{x}{2^{m-n}} .\right.
$$

This proves that $\left.f^{*}\right|_{C(\alpha)}$ is an affine map and its derivative is a power of 2 . Hence

$$
\mathcal{G} \leq F .
$$

## Proof. (Proof of Proposition 4.4.2)

Let $A$ and $B$ be the generators of Thompson's group $F$ from Example 4.1.4
Let $x \in[0,1]$ with $x=\left[e_{1} e_{2} e_{3} \ldots\right]$. Then we can define the maps $A^{*}$ and $B^{*}$ as follows:

$$
\begin{gathered}
\left(\left[e_{1} e_{2} e_{3} \ldots\right]\right) A^{*}= \begin{cases}{\left[0 e_{3} e_{4} \ldots\right],} & \text { if } e_{1} e_{2}=00 \\
{\left[10 e_{3} e_{4} \ldots\right],} & \text { if } e_{1} e_{2}=01 \\
{\left[11 e_{2} e_{3} \ldots\right],} & \text { if } e_{1}=1\end{cases} \\
\left(\left[e_{1} e_{2} e_{3} \ldots\right]\right) B^{*}= \begin{cases}{\left[0 e_{2} e_{3} \ldots\right],} & \text { if } e_{1}=0 \\
{\left[10 e_{4} e_{5} \ldots\right],} & \text { if } e_{1} e_{2} e_{3}=100 \\
{\left[110 e_{4} e_{5} \ldots\right],} & \text { if } e_{1} e_{2} e_{3}=101 \\
{\left[111 e_{3} e_{4} \ldots\right],} & \text { if } e_{1} e_{2}=11\end{cases}
\end{gathered}
$$

Observe that cells and boundary points get mapped as follows:

$$
\begin{aligned}
(C(00)) A^{*} & =C(0) \\
(0 x) A^{*} & =x \\
(C(01)) A^{*} & =C(10) \\
(x) A^{*} & =1 x \\
(C(1)) A^{*} & =C(11) \\
(C(0)) B^{*} & =C(0) \\
(x) B^{*} & =x \\
(C(100)) B^{*} & =C(10) \\
(10 x) B^{*} & =1 x \\
(C(101)) B^{*} & =C(110) \\
(1 x) B^{*} & =11 x \\
(C(11)) B^{*} & =C(111)
\end{aligned}
$$

We observe that these maps are in fact rearrangements of $X$, with the following minimal bipartitions:

$$
\begin{gathered}
\mathcal{P}_{A^{*}, d}=\{C(00), C(01), C(1)\} \\
\mathcal{P}_{A^{*}, r}=\{C(0), C(10), C(11)\} \\
\mathcal{P}_{B^{*}, d}=\{C(0), C(100), C(101), C(11)\} \\
\mathcal{P}_{B^{*}, r}=\{C(0), C(10), C(110), C(111)\}
\end{gathered}
$$

They are illustrated using the following graph-pair diagrams (which we can see are the same as rectangle diagrams):


Then $A=\theta^{-1} A^{*} \theta$ and $B=\theta^{-1} B^{*} \theta$. Hence $A, B \in \mathcal{G}$.
Cannon, Floyd, Parry [9] have shown that Thompson's group $F=\langle A, B\rangle$. By Proposition 4.4.1, $\mathcal{G} \leq F$ and, by Proposition 4.4.2, $\langle A, B\rangle \leq \mathcal{G}$. Hence $\mathcal{G} \cong F$.

From now on, we shall be referring to the group $\operatorname{Rearr}(X)$ as Thompson's group $F$. This equivalence induces an action of $F$ on $\mathcal{G V}$ corresponding to the action of $F$ on the set of dyadic rationals. Let us name this action by the homomorphism $\pi: F \rightarrow \operatorname{Sym}(\mathcal{G V})$ (where $\operatorname{Sym}(\mathcal{G V})$ is the symmetric group on $\mathcal{G V}$ ).

## Chapter 5

## A Generating Set for Richard Thompson's Group $\boldsymbol{F}$

In this chapter, we develop a combinatorial algorithm to define an infinite generating set for Richard Thompson's group $F$ which follows from the structure of the topological space it acts on. The elements in this generating set correspond to small actions restricted to basic open sets of the limit space $X$. This enables us to build elements "locally", while previous generating sets ([9], [17]) consist of elements on the "right vine" (the right-most nodes of the binary rooted tree or the right most cells in a cellular partition).

This generating set was introduced and discussed by Patrick Dehornoy in 18. However, there do not exist any combinatorial algorithms to find the "normal form" of an element of $F$ in terms of this generating set (which is significantly shorter than the normal form in terms of previous generating sets - for which combinatorial methods do exist (see [2], [20])). In this chapter, we attempt to find a combinatorial algorithm.

Recall from Chapter 4 that Thompson's group $F$ is isomorphic to the rearrangement group Rearr $(X)$ of the limit space $X$ of the $F$ replacement system. We will be presenting results specifically for $\operatorname{Rearr}(X)$ in this chapter. Following the notation established in Chapter 4, let us fix the following in this chapter:

- The set of finite words of the $F$ replacement system: $E(R)^{*}=\{0,1\}^{*}$.
- The symbol space of the $F$ replacement system: $\Omega=\{0,1\}^{\omega}$.
- The limit space of the $F$ replacement system: $X=[0,1]$.
- The set of gluing vertices of the $F$ replacement system: $\mathcal{G V}=\left\{a, b, \alpha x \mid \alpha \in E(R)^{*}\right\}$.


### 5.1 The Rearrangement $f_{\alpha}$

Recall from Definition 3.3.14 that the support of a rearrangement $g$ of $X$ is

$$
\operatorname{supp} g=\{y \mid y \in X, y \neq y g\}
$$

Definition 5.1.1. Let $X$ be the limit space of the $F$ replacement system. Let $\alpha=$ $e_{1} \ldots e_{n} \in E(R)^{*}=\{0,1\}^{*}$. We define a map $f_{\alpha}: X \rightarrow X$ which acts as follows on points in the cell $C(\alpha)$ indexed by $\alpha$, and as the identity on the rest of the interval:

$$
\left(\left[\alpha e_{n+1} e_{n+2} \ldots\right]\right) f_{\alpha}= \begin{cases}{\left[\alpha 0 e_{n+3} e_{n+4} \ldots\right],} & \text { if } e_{n+1} e_{n+2}=00 \\ {\left[\alpha 10 e_{n+3} e_{n+4} \ldots\right],} & \text { if } e_{n+1} e_{n+2}=01 \\ {\left[\alpha 11 e_{n+2} e_{n+3} \ldots\right],} & \text { if } e_{n+1}=1\end{cases}
$$

Observe that the cells and boundary points get mapped as follows:

$$
\begin{aligned}
(C(\alpha 00)) f_{\alpha} & =C(\alpha 0) \\
(\alpha 0 x) f_{\alpha} & =\alpha x \\
(C(\alpha 01)) f_{\alpha} & =C(\alpha 10) \\
(\alpha x) f_{\alpha} & =\alpha 1 x \\
(C(\alpha 1)) f_{\alpha} & =C(\alpha 11)
\end{aligned}
$$

This map is illustrated by the rectangle diagram in Figure 5.1.


Figure 5.1: $f_{\alpha}$

Definition 5.1.2. We define the set $\mathcal{X}$ to be as follows:

$$
\mathcal{X}=\left\{f_{\alpha}^{\eta} \mid \alpha \in E(R)^{*}, \eta \in\{ \pm 1\}\right\}
$$

Lemma 5.1.3. Let $X$ be the limit space of the $F$ replacement system. Let $f_{\alpha} \in \mathcal{X}$ (for some $\alpha=e_{1} \ldots e_{n} \in E(R)^{*}$ ). Then $f_{\alpha}$ is a rearrangement of $X$ with the minimal bipartition $\left(\mathcal{P}_{f_{\alpha}, d}, \mathcal{P}_{f_{\alpha}, r}\right)$, defined as follows:

$$
\begin{aligned}
\mathcal{P}_{f_{\alpha}, d}= & \left\{C(\alpha 00), C(\alpha 01), C(\alpha 1), C(\beta) \mid \beta=\alpha^{(n-i+1) \dagger} e_{i}^{\prime}\right. \\
& \text { where } \left.e_{i}^{\prime} \in E(R) \backslash\left\{e_{i}\right\} \text { for all } i=1, \ldots, n\right\} \\
\mathcal{P}_{f_{\alpha}, r}= & \left\{C(\alpha 0), C(\alpha 10), C(\alpha 11), C(\beta) \mid \beta=\alpha^{(n-i+1) \dagger} e_{i}^{\prime}\right. \\
& \text { where } \left.e_{i}^{\prime} \in E(R) \backslash\left\{e_{i}\right\} \text { for all } i=1, \ldots, n\right\}
\end{aligned}
$$

Proof. Let $X$ be the limit space of the $F$ replacement system. Let $f_{\alpha} \in \mathcal{X}$ (for some $\left.\alpha=e_{1} \ldots e_{n} \in E(R)^{*}\right)$. Let $\mathcal{P}_{f_{\alpha}, d}$ and $\mathcal{P}_{f_{\alpha}, r}$ be the sets defined as follows:

$$
\begin{aligned}
\mathcal{P}_{f_{\alpha}, d}= & \left\{C(\alpha 00), C(\alpha 01), C(\alpha 1), C(\beta) \mid \beta=\alpha^{(n-i+1) \dagger} e_{i}^{\prime}\right. \\
& \text { where } \left.e_{i}^{\prime} \in E(R) \backslash\left\{e_{i}\right\} \text { for all } i=1, \ldots, n\right\} \\
\mathcal{P}_{f_{\alpha}, r}= & \left\{C(\alpha 0), C(\alpha 10), C(\alpha 11), C(\beta) \mid \beta=\alpha^{(n-i+1) \dagger} e_{i}^{\prime}\right. \\
& \text { where } \left.e_{i}^{\prime} \in E(R) \backslash\left\{e_{i}\right\} \text { for all } i=1, \ldots, n\right\}
\end{aligned}
$$

It is easy to prove that $\mathcal{P}_{f_{\alpha}, d}$ and $\mathcal{P}_{f_{\alpha}, r}$ are cellular partitions of $X$. By Lemma 3.2.2, we observe that $\mathcal{P}_{f_{\alpha}, d}$ and $\mathcal{P}_{f_{\alpha}, r}$ are characterised by complete antichains in $E(R)^{*}$.

By Definition 3.3.8, to prove that $f_{\alpha}$ is a rearrangement of $X$, we have to show that $\left.f_{\alpha}\right|_{C(\gamma)}$ is a canonical homeomorphism for all $C(\gamma) \in \mathcal{P}_{f_{\alpha}, d}$. Observe that

$$
\begin{aligned}
\left.f_{\alpha}\right|_{C(\alpha 00)} & : C(\alpha 00) \rightarrow C(\alpha 0) \\
\left.f_{\alpha}\right|_{C(\alpha 01)} & : C(\alpha 01) \rightarrow C(\alpha 10) \\
\left.f_{\alpha}\right|_{C(\alpha 1)} & : C(\alpha 1) \rightarrow C(\alpha 11) \\
\left.f_{\alpha}\right|_{C(\beta)} & : C(\beta) \rightarrow C(\beta) \quad \text { for all } \beta \text { defined above. }
\end{aligned}
$$

Then $\left.f_{\alpha}\right|_{C(\gamma)}$ is induced by the following prefix replacement maps respectively:

$$
\begin{aligned}
& \Psi_{1}: \Omega(\alpha 00) \rightarrow \Omega(\alpha 0) \\
& \Psi_{2}: \Omega(\alpha 01) \rightarrow \Omega(\alpha 10) \\
& \Psi_{3}: \Omega(\alpha 1) \rightarrow \Omega(\alpha 11) \\
& \Psi_{\beta}: \Omega(\beta) \rightarrow \Omega(\beta) \quad \text { for all } \beta \text { defined above. }
\end{aligned}
$$

Then, by Definition 3.3.5, $\left.f_{\alpha}\right|_{C(\gamma)}$ is a canonical homeomorphism for all $C(\gamma) \in \mathcal{P}_{f_{\alpha}, d}$. This proves that $f_{\alpha}$ is a rearrangement of $X$ and $\left(\mathcal{P}_{f_{\alpha}, d}, \mathcal{P}_{f_{\alpha}, r}\right)$ is a cellular bipartition for $f_{\alpha}$.

We can prove that $\left(\mathcal{P}_{f_{\alpha}, d}, \mathcal{P}_{f_{\alpha}, r}\right)$ is the minimal bipartition for $f_{\alpha}$ by a straightforward application of Algorithm 4.4.8 and Lemma 4.4.9. This completes the proof.

Corollary 5.1.4. Let $f_{\alpha} \in \mathcal{X}$ (for some $\left.\alpha \in E(R)^{*}\right)$. Then the boundary points of the minimal bipartition $\left(\mathcal{P}_{f_{\alpha}, d}, \mathcal{P}_{f_{\alpha}, r}\right)$ are as follows:

$$
\begin{aligned}
\partial \mathcal{P}_{f_{\alpha}, d} & =\left\{\alpha 0 x, \alpha x, \alpha^{\dagger} x, \alpha^{2 \dagger} x, \ldots, x\right\} \\
\partial \mathcal{P}_{f_{\alpha}, r} & =\left\{\alpha 1 x, \alpha x, \alpha^{\dagger} x, \alpha^{2 \dagger} x, \ldots, x\right\}
\end{aligned}
$$

Proof. Let $f_{\alpha} \in \mathcal{X}$ (for some $\left.\alpha \in E(R)^{*}\right)$. Let $\left(\mathcal{P}_{f_{\alpha}, d}, \mathcal{P}_{f_{\alpha}, r}\right)$ be the minimal bipartition for $f_{\alpha}$. The result follows from the definition of $\mathcal{P}_{f_{\alpha}, d}$ and $\mathcal{P}_{f_{\alpha}, r}$ in Lemma 5.1.3.

Corollary 5.1.5. Let $f_{\alpha} \in \mathcal{X}$ (for some $\left.\alpha \in E(R)^{*}\right)$. Then

$$
\operatorname{supp} f_{\alpha}=\operatorname{int} C(\alpha)
$$

Proof. Let $f_{\alpha} \in \mathcal{X}$ (for some $\alpha \in E(R)^{*}$ ). Let $x \in X$. By Definition 5.1.1, if $x \notin \operatorname{int} C(\alpha)$ then $(x) f_{\alpha}=x$ and if $x \in \operatorname{int} C(\alpha)$ then $(x) f_{\alpha} \neq x$. The result follows.

The following results characterise the rearrangement $f_{\alpha}$ (for some $\alpha \in E(R)^{*}$ ):
Let $z=\alpha x \in \mathcal{G V}$ (for some $\left.\alpha \in E(R)^{*}\right)$. Recall from Remark 4.2.2 that depth $(z)=$ $|\alpha|+1$. Recall from Definition 2.3.10 that there exists an induced vertex depth order on $\partial \mathcal{P}$, denoted by the ordered list depth $\partial \mathcal{P}=\left(z_{1}, \ldots, z_{d}\right)$.

Lemma 5.1.6. Let $\mathcal{G V}$ be the set of gluing vertices of the $F$ replacement system. Let $z=\alpha x \in \mathcal{G V}$ (for some $\alpha \in E(R)^{*}$ ) and let $f_{\beta}^{\eta} \in \mathcal{X}$ (for some $\beta \in E(R)^{*}$ and $\eta \in\{ \pm 1\}$ ). Then $z \in \operatorname{supp} f_{\beta}^{\eta}$ if and only if $\beta \preceq \alpha$.

Proof. Let $\mathcal{G V}$ be the set of gluing vertices of the $F$ replacement system. Let $z=\alpha x \in \mathcal{G V}$ (for some $\alpha \in E(R)^{*}$ ) and let $f_{\beta}^{\eta} \in \mathcal{X}$ (for some $\beta \in E(R)^{*}$ and $\eta \in\{ \pm 1\}$ ). Suppose that $f_{\beta}^{\eta}$ has a non-trivial action on $z$. Then $z \in \operatorname{int} C(\beta)$, and by Corollary 3.1.7, $\beta \preceq \alpha$. Conversely, suppose that $\beta \preceq \alpha$. Then $z \in \operatorname{int} C(\beta)$ and therefore $f_{\beta}^{\eta}$ has a non-trivial action on $z$.
\{theknife\}
Lemma 5.1.7. Let $\mathcal{G V}$ be the set of gluing vertices of the $F$ replacement system. Let $z=\alpha x \in \mathcal{G V}$ (for some $\alpha \in E(R)^{*}$ ) and let $f_{\beta} \in \mathcal{X}$ (for some $\left.\beta \in E(R)^{*}\right)$ with $\beta \preceq \alpha$. The rearrangement $f_{\beta}$ will act as one of the following on $z$ :

1. If $z=\beta 0 x$, then $z f_{\beta}=\beta x$.
2. If $z=\beta x$, then $z f_{\beta}=\beta 1 x$.
3. If $z \in \operatorname{int} C(\beta 00)$, then $\operatorname{depth}\left(z f_{\beta}\right)=\operatorname{depth}(z)-1$.
4. If $z \in \operatorname{int} C(\beta 01)$, then $\operatorname{depth}\left(z f_{\beta}\right)=\operatorname{depth}(z)$.
5. If $z \in \operatorname{int} C(\beta 1)$, then $\operatorname{depth}\left(z f_{\beta}\right)=\operatorname{depth}(z)+1$.

Proof. Let $\mathcal{G V}$ be the set of gluing vertices of the $F$ replacement system. Let $z=\alpha x \in \mathcal{G V}$ (for some $\alpha \in E(R)^{*}$ ) and let $f_{\beta} \in \mathcal{X}$ (for some $\beta \in E(R)^{*}$ ) such that $\beta \preceq \alpha$.

1. and 2. follow from Definition 5.1.1 of $f_{\beta}$.
2. If $z \in \operatorname{int} C(\beta 00)$, then, by Corollary 3.1.7, $\beta 00 \preceq \alpha$. Say $\alpha=\beta 00 \gamma$ for some $\gamma \in$ $E(R)^{*}$. Then, by Definition 5.1.1, $z f_{\beta}=(\beta 00 \gamma x) f_{\beta}=\beta 0 \gamma x$, and hence depth $z f_{\beta}=$ $\operatorname{depth} z-1$.
3. If $z \in \operatorname{int} C(\beta 01)$, then, by Corollary 3.1.7, $\beta 01 \preceq \alpha$. $\alpha$. Say $\alpha=\beta 01 \gamma$ for some $\gamma \in E(R)^{*}$. Then, by Definition 5.1.1, $z f_{\beta}=(\beta 01 \gamma x) f_{\beta}=\beta 10 \gamma x$, and hence $\operatorname{depth} z f_{\beta}=\operatorname{depth} z$.
4. If $z \in \operatorname{int} C(\beta 1)$, then, by Corollary 3.1.7, $\beta 1 \preceq \alpha$. $\alpha$. Say $\alpha=\beta 1 \gamma$ for some $\gamma \in$ $E(R)^{*}$. Then, by Definition 5.1.1, $z f_{\beta}=(\beta 11 \gamma x) f_{\beta}=\beta 1 \gamma x$, and hence depth $z f_{\beta}=$ $\operatorname{depth} z+1$.

Corollary 5.1.8. Let $\mathcal{G V}$ be the set of gluing vertices of the $F$ replacement system. Let $z=\alpha x \in \mathcal{G V}$ (for some $\left.\alpha \in E(R)^{*}\right)$ and let $f_{\beta}^{-1} \in \mathcal{X}$ (for some $\left.\beta \in E(R)^{*}\right)$ with $\beta \preceq \alpha$. The rearrangement $f_{\beta}^{-1}$ will act as one of the following on $z$ :

1. If $z=\beta 1 x$, then $z f_{\beta}^{-1}=\beta x$.
2. If $z=\beta x$, then $z f_{\beta}^{-1}=\beta 0 x$.
3. If $z \in \operatorname{int} C(\beta 11)$, then $\operatorname{depth}\left(z f_{\beta}^{-1}\right)=\operatorname{depth}(z)-1$.
4. If $z \in \operatorname{int} C(\beta 10)$, then $\operatorname{depth}\left(z f_{\beta}^{-1}\right)=\operatorname{depth}(z)$.
5. If $z \in \operatorname{int} C(\beta 0)$, then $\operatorname{depth}\left(z f_{\beta}^{-1}\right)=\operatorname{depth}(z)+1$.

Proof. The proof follows from Lemma 5.1.7.

Lemma 5.1.9. Let $X$ be the limit space of the $F$ replacement system. Let $g$ be a rearrangement of $X$ and let $z=\gamma x \in \partial \mathcal{P}_{g, d}$ (for some $\gamma \in E(R)^{*}$ ). Suppose that $y g=y$ for all $y \in\left\{\gamma^{\dagger} x, \gamma^{2 \dagger} x, \ldots, x\right\}$. Then $z g=\alpha x$ (for some $\alpha \in E(R)^{*}$ ) with $\gamma \preceq \alpha$.

Proof. Let $X$ be the limit space of the $F$ replacement system. Let $g$ be a rearrangement of $X$ and let $z=\gamma x \in \partial \mathcal{P}_{g, d}$ (for some $\left.\gamma \in E(R)^{*}\right)$. Recall, by Lemma 3.2.9 that $\gamma^{\dagger} x, \gamma^{2 \dagger} x, \ldots, x \in \partial \mathcal{P}_{g, d}$. Suppose that $y g=y$ for all $y \in\left\{\gamma^{\dagger} x, \gamma^{2 \dagger} x, \ldots, x\right\}$. Then, by Lemma 3.1.12, $z=\gamma x$ is the boundary point of least depth in int $C(\gamma)$. Recall, by Lemma 2.1.14 that $v_{\gamma}, w_{\gamma} \in\left\{\gamma^{\dagger} x, \ldots, x, a, b\right\}$. Then, by our hypothesis, $v_{\gamma} g=v_{\gamma}$ and $w_{\gamma} g=w_{\gamma}$. This implies that, by Corollary 3.3.23, $(C(\gamma)) g=C(\gamma)$. Since $z=\gamma x \in$ $\operatorname{int} C(\gamma)$, then $z g=\alpha x \in \operatorname{int} C(\gamma)$ and, by Corollary 3.1.7, $\gamma \preceq \alpha$.

Corollary 5.1.10. Let $X$ be the limit space of the $F$ replacement system. Let $g$ be $a$ rearrangement of $X$ and let $\operatorname{depth}\left(\partial \mathcal{P}_{g, d}\right)=\left(z_{1}, \ldots, z_{d}\right)$. Choose $z_{i} \in \partial \mathcal{P}_{g, d}$ such that $z_{i} g=z_{i}$ and $z_{j} g=z_{j}$ for all $j=1, \ldots, i-1$. Let $z_{i}=\gamma x$ (for some $\left.\gamma \in E(R)^{*}\right)$. Then $z_{j} g=\alpha x$ (for some $\alpha \in E(R)^{*}$ ) with $\gamma \preceq \alpha$.

Proof. The statement follows from Lemma 5.1.9.

Lemma 5.1.11. Let $X$ be the limit space of the $F$ replacement system. Let $g$ be a rearrangement of $X$ and let $z=\alpha x \in \partial \mathcal{P}_{g, r}$ (for some $\alpha \in E(R)^{*}$ ). Let $f_{\beta}^{\eta} \in \mathcal{X}$ (for some $\beta \in E(R)^{*}$ and $\left.\eta \in\{ \pm 1\}\right)$ with $\beta \prec \alpha$. Then one of the following holds:

1. If $\beta 0 \preceq \alpha$, then $\partial \mathcal{P}_{f_{\beta}, d} \subseteq \partial \mathcal{P}_{g, r}$.
2. If $\beta 1 \preceq \alpha$, then $\partial \mathcal{P}_{f_{\beta}^{-1}, d} \subseteq \partial \mathcal{P}_{g, r}$.

Proof. Let $X$ be the limit space of the $F$ replacement system. Let $g$ be a rearrangement of $X$ and let $z=\alpha x \in \partial \mathcal{P}_{g, r}$ (for some $\alpha \in E(R)^{*}$ ). Let $f_{\beta}^{\eta} \in \mathcal{X}$ (for some $\beta \in E(R)^{*}$ and $\eta \in\{ \pm 1\}$ ) with $\beta \prec \alpha$. Using Lemma 3.2.9 and the hypothesis that $z=\alpha x \in \partial \mathcal{P}_{g, r}$, we observe that $\partial \mathcal{P}_{g, r}$ contains the boundary points $\alpha^{\dagger} x, \ldots, x$.

1. By Corollary 5.1.4, the set of boundary points $\partial \mathcal{P}_{f_{\beta}, d}=\left\{\beta 0 x, \beta x, \beta^{\dagger} x, \beta^{2 \dagger} x, \ldots, x\right\}$. It follows that, if $\beta 0 \preceq \alpha$, then $\partial \mathcal{P}_{f_{\beta}, d} \subseteq \partial \mathcal{P}_{g, r}$.
2. Observe that $\mathcal{P}_{f_{\beta}^{-1}, d}=\mathcal{P}_{f_{\beta}, r}$. Then, by Corollary 5.1.4, the set of boundary points $\partial \mathcal{P}_{f_{\beta}^{-1}, d}=\left\{\beta 1 x, \beta x, \beta^{\dagger} x, \beta^{2 \dagger} x, \ldots, x\right\}$. It follows that, if $\beta 1 \preceq \alpha$, then $\partial \mathcal{P}_{f_{\beta}^{-1}, d} \subseteq$ $\partial \mathcal{P}_{g, r}$.
\{feverray
Lemma 5.1.12. Let $\mathcal{G V}$ be the set of gluing vertices of the $F$ replacement system. Let $z=\alpha x \in \mathcal{G V}$ (for some $\left.\alpha=e_{1} \ldots e_{n} \in E(R)^{*}\right)$ and let $f_{\beta}^{\eta} \in \mathcal{X}$ (for some $\beta \in E(R)^{*}$ and $\eta \in\{ \pm 1\})$. Then $\operatorname{depth}\left(z f_{\beta}^{\eta}\right)=\operatorname{depth}(z)-1$, if and only if one of the following holds:
3. If $e_{n}=0, \beta=e_{1} \ldots e_{n-1}$ and $\eta=+1$.
4. If $e_{n}=1, \beta=e_{1} \ldots e_{n-1}$ and $\eta=-1$.
5. If $e_{k+1}=e_{k+2}=0, \beta=e_{1} \ldots e_{k}$ and $\eta=+1$ (for some $0 \leq k \leq n$ ).
6. If $e_{k+1}=e_{k+2}=1, \beta=e_{1} \ldots e_{k}$ and $\eta=-1$ (for some $0 \leq k \leq n$ ).

Proof. Let $\mathcal{G V}$ be the set of gluing vertices of the $F$ replacement system. Let $z=\alpha x \in \mathcal{G V}$ (for some $\alpha=e_{1} \ldots e_{n} \in E(R)^{*}$ ) and let $f_{\beta}^{\eta} \in \mathcal{X}$ (for some $\beta \in E(R)^{*}$ and $\eta \in\{ \pm 1\}$ ). Suppose that $\operatorname{depth}\left(z f_{\beta}^{\eta}\right)=\operatorname{depth}(z)-1$. Then $z \in \operatorname{supp} f_{\beta}^{\eta}$ and, by Lemma 5.1.6, $\beta \preceq \alpha$. By Lemma 5.1.7 and Corollary 5.1.8, $\operatorname{depth}\left(z f_{\beta}^{\eta}\right)=\operatorname{depth}(z)-1$ if

1. $\eta=+1$ and $z=\beta 0 x$,
2. $\eta=+1$ and $z \in \operatorname{int} C(\beta 00)$,
3. $\eta=-1$ and $z=\beta 1 x$,
4. $\eta=-1$ and $z \in \operatorname{int} C(\beta 11)$.

The result follows.
The converse is a direct consequence of Lemma 5.1.7 and Corollary 5.1.8.

### 5.2 A Generating Set for Thompson's Group $\boldsymbol{F}$

We can now present our main result for this chapter:
Proposition 5.2.1. Richard Thompson's group $F$ is generated by the set $\mathcal{X}$.

To prove Proposition 5.2.1, we will develop an algorithm to decompose an arbitrary rearrangement $g$ of $X$ into a word $f_{\alpha_{1}}^{\eta_{1}} \ldots f_{\alpha_{N}}^{\eta_{N}} \in W(\mathcal{X})$ (for some $\alpha_{1}, \ldots, \alpha_{N} \in E(R)^{*}$ and $\left.\eta_{1}, \ldots, \eta_{N} \in\{ \pm 1\}\right)$.

Let $X$ be the limit space of the $F$ replacement system. Let $g$ be a rearrangement of $X$. Using Algorithm 4.4.8, we can find the minimal bipartition ( $\mathcal{P}_{g, d}, \mathcal{P}_{g, r}$ ) for $g$. Recall from Lemma 3.3.28 that the minimal bipartition for a rearrangement is unique. Using this minimal bipartition, the following algorithm finds a word $f_{\alpha_{1}}^{\eta_{1}} \ldots f_{\alpha_{N}}^{\eta_{N}} \in W(\mathcal{X})$ (for some $\alpha_{1}, \ldots, \alpha_{N} \in E(R)^{*}$ and $\left.\eta_{1}, \ldots, \eta_{N} \in\{ \pm 1\}\right)$ such that $g f_{\alpha_{1}}^{\eta_{1}} \ldots f_{\alpha_{N}}^{\eta_{N}}=I$.

```
Algorithm 5.2.2 The function FACTORIZATION.
Require: Let \(g\) be a rearrangement of \(X\) and let \(\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)\) be the minimal bipartition
    for \(g\).
    List \(\partial \mathcal{P}_{g, d}\).
    Define bp \(=\operatorname{depth}\left(\partial \mathcal{P}_{g, d}\right)=\left(z_{1}, \ldots, z_{d}\right)\).
    function FACTORIZATION \((g, \mathbf{b p})\)
        Set outputword \(=I\).
        for \(i=1, \ldots, d\) do
            Set \(h=g\) outputword.
            Compute interimword \(=\operatorname{MAPBACK}(h, \mathbf{b p}, i)\)
            Append interimword to outputword.
        end for
        return outputword.
    end function
```

Observe that Algorithm 5.2.2 calls a function Mapback. This function is defined in the following algorithm:

Let $X$ be the limit space of the $F$ replacement system. Let $g$ be a rearrangement of $X$. Let $\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)$ be the minimal bipartition for $g$. Let bp $=\operatorname{depth}\left(\partial \mathcal{P}_{g, d}\right)=\left(z_{1}, \ldots, z_{d}\right)$. Choose $z_{i} \in \partial \mathcal{P}_{g, d}$ such that $z_{i} g=z_{1}, \ldots, z_{i-1} g=z_{i-1}$. The function $\operatorname{MapBACK}(g, \mathbf{b p}, i)$ finds a word $f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{K}}^{\eta_{K}} \in W(\mathcal{X})$ (for some $\beta_{1}, \ldots, \beta_{K} \in E(R)^{*}$ and $\eta_{1}, \ldots, \eta_{K} \in\{ \pm 1\}$ ) such that $z_{1} g f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{K}}^{\eta_{K}}=z_{1}, \ldots, z_{i} g f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{K}}^{\eta_{K}}=z_{i}$.

```
Algorithm 5.2.3 The function MAPBACK.
Require: Let \(g\) be a rearrangement of \(X\). Let \(\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)\) be the minimal bipartition for
    \(g\). Let \(\mathbf{b p}=\left(z_{1}, \ldots, z_{d}\right)\) be a list of precomputed gluing vertices ordered by depth
    such that \(\partial \mathcal{P}_{g, d} \subseteq\) bp. Let \(z_{i} g=z_{1}, \ldots, z_{i-1} g=z_{i-1}\).
    function \(\operatorname{Mapback}\left(g, \mathbf{b p}=\left(z_{1}, \ldots, z_{d}\right), i\right)\)
        Let \(z_{i} g=\alpha x=e_{1} \ldots e_{n} x, z_{i}=\gamma x=e_{1} \ldots e_{m} x\).
        Set outputword \(=I\).
```

```
if }\mp@subsup{z}{i}{}g\not=\mp@subsup{z}{i}{}\mathrm{ then
    Define f}\mp@subsup{f}{\beta}{\eta}\mathrm{ such that
        \beta= e}\mp@subsup{e}{1}{}\ldots\mp@subsup{e}{n-1}{}\mathrm{ and
        \eta=+1 if }\mp@subsup{e}{n}{}=0\mathrm{ or
        \eta=-1 if }\mp@subsup{e}{n}{}=1
    Append }\mp@subsup{f}{\beta}{\eta}\mathrm{ to outputword.
    Set interimword = MAPBACK}(g\mp@subsup{f}{\beta}{\eta},\mathbf{bp},i)
    Append interimword to outputword.
        end if
return outputword.
end function
```

The following results and examples provide a full proof and explanation of Algorithm 5.2.3

Lemma 5.2.4. Let $X$ be the limit space of the $F$ replacement system. Let $g$ be a rearrangement of $X$. Let $\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)$ be the minimal bipartition for $g$. Let $\operatorname{depth}\left(\partial \mathcal{P}_{g, d}\right)=$ $\left(z_{1}, \ldots, z_{d}\right)$. Let $z_{1} g=z_{1}, \ldots, z_{i-1} g=z_{i-1}$. Let $z_{i} g=\alpha x$ (for some $\alpha=e_{1} \ldots e_{n} \in$ $\left.E(R)^{*}\right)$ and $z_{i}=\gamma x$ (for some $\left.\gamma=e_{1} \ldots e_{m} \in E(R)^{*}\right)$ such that $z_{i} g \neq z_{i}$. Let $f_{\beta}^{\eta}$ be as defined in Lines 5-8 of Algorithm 5.2.3. Then

1. $z_{1} g f_{\beta}^{\eta}=z_{1}, \ldots, z_{i-1} g f_{\beta}^{\eta}=z_{i-1}$,
2. $z_{i} g f_{\beta}^{\eta}=\alpha^{\dagger} x$.

Proof. Let $X$ be the limit space of the $F$ replacement system. Let $g$ be a rearrangement of $X$. Let $\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)$ be the minimal bipartition for $g$. Let $\operatorname{depth}\left(\partial \mathcal{P}_{g, d}\right)=\left(z_{1}, \ldots, z_{d}\right)$. Let $z_{1} g=z_{1}, \ldots, z_{i-1} g=z_{i-1}$. Let $z_{i} g=\alpha x$ (for some $\alpha \in E(R)^{*}$ ) and $z_{i}=\gamma x$ (for some $\left.\gamma \in E(R)^{*}\right)$ such that $z_{i} g \neq z_{i}$. By Corollary 5.1.10, $\gamma \prec \alpha$. Suppose $\gamma=e_{1} \ldots e_{m}$ and $\alpha=e_{1} \ldots e_{n}$ for some $n, m \in \mathbb{N}$ such that $n>m$. Let $f_{\beta}^{\eta}$ be as defined in Lines 5-8 of Algorithm 5.2.3. Then $f_{\beta}^{\eta}=f_{\alpha^{\dagger}}^{\eta}$ where $\eta=+1$ if $e_{n}=0$ and $\eta=-1$ if $e_{n}=1$. Then, by Lemma 5.1.7 (1) and Corollary 5.1.8 (1), $z_{i} g f_{\beta}^{\eta}=\alpha^{\dagger} x$.

Now consider the a boundary point $z_{j}$ for some $1 \leq j \leq i-1$. Suppose $z_{j}=\delta x$. Then, by Definition 2.3.10 of the depth order, either $\delta \perp \gamma$ or $\delta \prec \gamma$. This implies that either $\delta \perp \alpha^{\dagger}$ or $\delta \prec \alpha^{\dagger}$. Hence, by Lemma 5.1.6. $z_{j} \notin \operatorname{supp} f_{\alpha^{\dagger}}^{\mu}$ and therefore $z_{j} g f_{\beta}^{\eta}=z_{j}$. Since this is true for all $j=1, \ldots, i-1$, this proves the result.

Lemma 5.2.5. Let $X$ be the limit space of the $F$ replacement system. Let $g$ be a rearrangement of $X$. Let $\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)$ be the minimal bipartition for $g$. Let $\mathbf{b p} \supseteq \operatorname{depth}\left(\partial \mathcal{P}_{g, d}\right)=$ $\left(z_{1}, \ldots, z_{d}\right)$. Let $z_{1} g=z_{1}, \ldots, z_{i-1} g=z_{i-1}$. Let $z_{i} g=\alpha x$ (for some $\alpha=e_{1} \ldots e_{n} \in$ $\left.E(R)^{*}\right)$ and $z_{i}=\gamma x$ (for some $\left.\gamma=e_{1} \ldots e_{m} \in E(R)^{*}\right)$. Let $\operatorname{Mapback}(g, \mathbf{b p}, i)=$ $f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{K}}^{\eta_{K}}$. Then

$$
\text { 1. 1.1. } K=n-m \text {, }
$$

1.2. $\beta_{t}=\alpha^{t \dagger}$ for all $t=1, \ldots, K$,
1.3. $\eta_{t}=+1$ if $e_{n-t+1}=0$ and $\eta_{t}=-1$ if $e_{n-t+1}=1$ for all $t=1, \ldots, K$.
2. $z_{1} g f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{K}}^{\eta_{K}}=z_{1}, \ldots, z_{i} g f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{K}}^{\eta_{K}}=z_{i}$.
3. $z_{i} g f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{s}}^{\eta_{s}}=\alpha^{s \dagger} x$ for all $s=1, \ldots, K$.

Proof. Let $X$ be the limit space of the $F$ replacement system. Let $g$ be a rearrangement of $X$. Let $\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)$ be the minimal bipartition for $g$. Let bp $\subseteq \operatorname{depth}\left(\partial \mathcal{P}_{g, d}\right)=\left(z_{1}, \ldots, z_{d}\right)$. Let $z_{1} g=z_{1}, \ldots, z_{i-1} g=z_{i-1}$. Let $z_{i} g=\alpha x$ (for some $\alpha \in E(R)^{*}$ ) and $z_{i}=\gamma x$ (for some $\left.\gamma \in E(R)^{*}\right)$. By Corollary 5.1.10, $\gamma \preceq \alpha$. Suppose $\gamma=e_{1} \ldots e_{m}$ and $\alpha=e_{1} \ldots e_{n}$ for some $n, m \in \mathbb{N}$ such that $n \geq m$. Let $\operatorname{MAPBACK}(g, \mathbf{b p}, i)=f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{K}}^{\eta_{K}}$.

Let us prove this result by induction on $n-m$ :
Suppose $n-m=0$. Then $\gamma=\alpha$ and $z_{i} g=z_{i}$, and Algorithm 5.2.3 omits lines 4-12 and returns $I$. Hence $f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{K}}^{\eta_{K}}=I$ and the inductive hypothesis holds.

Suppose the inductive hypothesis holds for $n-m=r$. Let us examine the case when $n-m=r+1$. Let us implement Algorithm 5.2.3. By lines 4-9, outputword $=f_{\beta_{1}}^{\eta_{1}}$ where $\beta_{1}=\alpha^{\dagger}$ and $\eta_{1}=+1$ if $e_{n}=0$ and $\eta_{1}=-1$ if $e_{n}=1$. By Lemma 5.2.4, $z_{i} g f_{\beta_{1}}^{\eta_{1}}=$ $z_{1}, \ldots, z_{i-1} g f_{\beta_{1}}^{\eta_{1}}=z_{i-1}$ and $z_{i} g f_{\beta_{1}}^{\eta_{1}}=\alpha^{\dagger} x$. Set $h=g f_{\beta_{1}}^{\eta_{1}}$. By line 10 , interimword $=$ $\operatorname{MAPBACK}(h, b p, i)$. Observe that the inductive hypothesis holds for $h$. Therefore we have $\operatorname{MapbACK}(h, b p, i)=f_{\beta_{2}}^{\eta_{2}} \ldots f_{\beta_{r+1}}^{\eta_{r+1}}$ such that

1. 1.1. The length of the word $f_{\beta_{2}}^{\eta_{2}} \ldots f_{\beta_{r+1}}^{\eta_{r+1}}$ is $r$.
1.2. $\beta_{t}=\alpha^{t \dagger}$ for all $t=2, \ldots, r+1$
1.3. $\eta_{t}=+1$ if $e_{n-t+1}=0$ and $\eta_{t}=-1$ if $e_{n-t+1}=1$ for all $t=2, \ldots, r+1$
2. $z_{1} h f_{\beta_{2}}^{\eta_{2}} \ldots f_{\beta_{r+1}}^{\eta_{r+1}}=z_{1}, \ldots, z_{i} h f_{\beta_{2}}^{\eta_{2}} \ldots f_{\beta_{r+1}}^{\eta_{r+1}}=z_{i}$.
3. $z_{i} h f_{\beta_{2}}^{\eta_{2}} \ldots f_{\beta_{s}}^{\eta_{s}}=\alpha^{s \dagger} x$ for all $s=2, \ldots, K$.

By line 11, outputword $=f_{\beta_{1}}^{\eta_{1}} f_{\beta_{2}}^{\eta_{2}} \ldots f_{\beta_{r+1}}^{\eta_{r+1}}$. By line 13 , $\operatorname{MaPBACK}(g, b p, i)=f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{r+1}}^{\eta_{r+1}}$ and

1. 1.1. The length of the word $f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{r+1}}^{\eta_{r+1}}$ is $r+1$.
1.2. $\beta_{t}=\alpha^{t \dagger}$ for all $t=1, \ldots, r+1$
1.3. $\eta_{t}=+1$ if $e_{n-t+1}=0$ and $\eta_{t}=-1$ if $e_{n-t+1}=1$ for all $t=1, \ldots, r+1$
2. $z_{1} g f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{r+1}}^{\eta_{r+1}}=z_{1}, \ldots, z_{i} g f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{r+1}}^{\eta_{r+1}}=z_{i}$.
3. $z_{i} g f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{s}}^{\eta_{s}}=\alpha^{s \dagger} x$ for all $s=1, \ldots, K$.

Hence, the inductive hypothesis holds for $r+1$. This proves the result by induction.

Lemma 5.2.6. Let $X$ be the limit space of the $F$ replacement system. Let $g$ be a rearrangement of $X$. Let $\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)$ be the minimal bipartition for $g$. Let $\mathbf{b p} \supseteq \operatorname{depth}\left(\partial \mathcal{P}_{g, d}\right)=$ $\left(z_{1}, \ldots, z_{d}\right)$. Let $z_{1} g=z_{1}, \ldots, z_{i-1} g=z_{i-1}$. Let $\operatorname{Mapback}(g, \mathbf{b} \mathbf{p}, i)=f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{K}}^{\eta_{K}}$. Then

$$
\partial \mathcal{P}_{g f_{\beta_{1}}^{\eta_{1} \ldots f_{\beta_{K}}^{\eta_{K}, d}}} \subseteq \partial \mathcal{P}_{g, d} .
$$

Proof. Let $X$ be the limit space of the $F$ replacement system. Let $g$ be a rearrangement of $X$. Let $\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)$ be the minimal bipartition for $g$. Let bp $\supseteq \operatorname{depth}\left(\partial \mathcal{P}_{g, d}\right)=\left(z_{1}, \ldots, z_{d}\right)$. Let $z_{1} g=z_{1}, \ldots, z_{i-1} g=z_{i-1}$. Let $z_{i} g=\alpha x$ (for some $\left.\alpha \in E(R)^{*}\right)$ and $z_{i}=\gamma x$ (for some $\left.\gamma \in E(R)^{*}\right)$. By Corollary 5.1.10, $\gamma \preceq \alpha$. Suppose $\gamma=e_{1} \ldots e_{m}$ and $\alpha=e_{1} \ldots e_{n}$ for some $n, m \in \mathbb{N}$ such that $n \geq m$.

Let $\operatorname{Mapback}(g, \mathbf{b p}, i)=f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{K}}^{\eta_{K}}$. Consider $s \in \mathbb{N}$ such that $1 \leq s \leq K$. By Lemma 5.2.5 (3), $z_{i} g f_{\alpha_{1}}^{\eta_{1}} \ldots f_{\alpha_{s-1}}^{\eta_{s-1}}=\alpha^{(s-1) \dagger} x$. Then, by Lemma 5.1.11,

$$
\partial \mathcal{P}_{f_{\alpha_{s}}^{\eta_{s}, d}} \subseteq \partial \mathcal{P}_{g f_{\alpha_{1}}^{\eta_{1}} \ldots f_{\alpha_{s-1}, r}^{\eta_{s}-1},} .
$$

Hence, by Lemma 3.4.5,

$$
\partial \mathcal{P}_{g f_{\alpha_{1}} \ldots f_{\alpha_{s}}^{\eta_{s}, d}} \subseteq \partial \mathcal{P}_{g f_{\alpha_{1}}^{\eta_{1}} \ldots f_{\alpha_{s-1}, d}^{\eta_{s}},} .
$$

Since this is true for all $s=1, \ldots, K$, it follows that

$$
\partial \mathcal{P}_{g f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{K}}^{\eta_{K}, d}} \subseteq \partial \mathcal{P}_{g, d} .
$$

Example 5.2.7. Let $X$ be the limit space of the $F$ replacement system. We define a rearrangement $g$ of $X$ which acts as follows on points in $X$ :

$$
\left(\left[e_{1} e_{2} e_{3} \ldots\right]\right) g= \begin{cases}{\left[0 e_{5} e_{6} \ldots\right]} & \text { if } e_{1} e_{2} e_{3} e_{4}=0000 \\ {\left[10 e_{5} e_{6} \ldots\right]} & \text { if } e_{1} e_{2} e_{3} e_{4}=0001 \\ {\left[110 e_{4} e_{5} \ldots\right]} & \text { if } e_{1} e_{2} e_{3}=001 \\ {\left[1110 e_{3} e_{4} \ldots\right]} & \text { if } e_{1} e_{2}=01 \\ {\left[1111 e_{2} e_{3} \ldots\right]} & \text { if } e_{1}=1\end{cases}
$$

Cells and boundary points get mapped as follows:

$$
\begin{aligned}
(C(0000)) g & =C(0), \\
(000 x) g & =x, \\
(C(0001)) g & =C(10), \\
(00 x) g & =1 x, \\
(C(001)) g & =C(110), \\
(0 x) g & =11 x,
\end{aligned}
$$

$$
\begin{aligned}
(C(01)) g & =C(1110), \\
(x) g & =111 x, \\
(C(1)) g & =C(1111) .
\end{aligned}
$$

This map is illustrated by the following rectangle diagram:


We observe that bp $=\operatorname{depth}\left(\partial \mathcal{P}_{g, d}\right)=(x, 0 x, 00 x, 000 x)$. Also observe that $z_{1} g=$ $111 x \neq x=z_{1}$. Let us carry out $\operatorname{Mapback}(g, \mathbf{b p}, 1)$ :

Require: $g$, bp, $i=1$ defined above.
function $\operatorname{Mapback}(g, \mathbf{b p}, 1)$
outputword $=I$.
$z_{1} g=111 x \neq x=z_{1}$.
$f_{\beta}^{\eta}=f_{11}^{-1}$.
Append $f_{\beta}^{\eta}$ to outputword.
outputword $=f_{11}^{-1}$.
interimword $=\operatorname{MAPBACK}\left(g\right.$ outputword $\left.=g f_{11}^{-1}, \mathbf{b p}, 1\right)$.
outputword $=I$.
$z_{1} g f_{11}^{-1}=11 x \neq x=z_{1}$.
$f_{\beta}^{\eta}=f_{1}^{-1}$.
Append $f_{\beta}^{\eta}$ to outputword.
outputword $=f_{1}^{-1}$.
interimword $=\operatorname{MAPBACK}\left(g f_{11}^{-1}\right.$ outputword $\left.=g f_{11}^{-1} f_{1}^{-1}, \mathbf{b p}, 1\right)$.
outputword $=I$.
$z_{1} g f_{11}^{-1} f_{1}^{-1}=1 x \neq x=z_{1}$.
$f_{\beta}^{\eta}=f_{\epsilon}^{-1}$.
Append $f_{\beta}^{\eta}$ to outputword.
outputword $=f_{\epsilon}^{-1}$.
interimword $=\operatorname{MAPBACK}\left(g f_{11}^{-1} f_{1}^{-1}\right.$ outputword $\left.=g f_{11}^{-1} f_{1}^{-1} f_{\epsilon}^{-1}, \mathbf{b p}, 1\right)$.
outputword $=I$.
$z_{1} g f_{11}^{-1} f_{1}^{-1} f_{\epsilon}^{-1}=x=z_{1}$.

## end function

interimword $=I$.
Append interimword to outputword.
outputword $=f_{\epsilon}^{-1}$.
end function
interimword $=f_{\epsilon}^{-1}$
Append interimword to outputword.
outputword $=f_{1}^{-1} f_{\epsilon}^{-1}$.
end function
interimword $=f_{1}^{-1} f_{\epsilon}^{-1}$
Append interimword to outputword.
return outputword $=f_{11}^{-1} f_{1}^{-1} f_{\epsilon}^{-1}$.
end function

We observe that indeed $z_{1} g f_{11}^{-1} f_{1}^{-1} f_{\epsilon}^{-1}=x=z_{1}$. We illustrate this by the following composite rectangle diagram:


Example 5.2.8. Let $X$ be the limit space of the $F$ replacement system. We define a
rearrangement $h$ of $X$ which acts as follows on points in $X$ :

$$
\left(\left[e_{1} e_{2} e_{3} \ldots\right]\right) h= \begin{cases}{\left[0 e_{3} e_{4} \ldots\right]} & \text { if } e_{1} e_{2}=00 \\ {\left[1000 e_{3} e_{4} \ldots\right]} & \text { if } e_{1} e_{2}=01 \\ {\left[1001 e_{4} e_{5} \ldots\right]} & \text { if } e_{1} e_{2} e_{3}=100 \\ {\left[101 e_{4} e_{5} \ldots\right]} & \text { if } e_{1} e_{2} e_{3}=101 \\ {\left[11 e_{3} e_{4} \ldots\right]} & \text { if } e_{1} e_{2}=11\end{cases}
$$

Cells and boundary points get mapped as follows:

$$
\begin{aligned}
(C(00)) h & =C(0), \\
(0 x) h & =x, \\
(C(01)) h & =C(10), \\
(x) h & =100 x, \\
(C(100)) h & =C(110), \\
(10 x) h & =10 x, \\
(C(101)) h & =C(1110), \\
(1 x) h & =1 x, \\
(C(11)) h & =C(1111) .
\end{aligned}
$$

This map is illustrated in the following rectangle diagram:


We observe that $\mathbf{b p}=\operatorname{depth}\left(\partial \mathcal{P}_{h, d}\right)=(x, 0 x, 1 x, 10 x)$. Also observe that $z_{1} h=$ $100 x \neq x=z_{1}$. Let us carry out $\operatorname{MaPBACK}(h, \mathbf{b p}, 1)$ :

Require: $h$, bp, $i=1$ defined above.

## function $\operatorname{Mapback}(h, \mathbf{b p}, 1)$

outputword $=I$.
$z_{1} h=100 x \neq x=z_{1}$.
$f_{\beta}^{\eta}=f_{10}$.
Append $f_{\beta}^{\eta}$ to outputword.
outputword $=f_{10}$.
interimword $=\operatorname{MAPBACK}\left(h\right.$ outputword $\left.=h f_{10}, \mathbf{b p}, 1\right)$.

```
outputword \(=I\).
\(z_{1} h f_{10}=10 x \neq x=z_{1}\).
\(f_{\beta}^{\eta}=f_{1}\).
Append \(f_{\beta}^{\eta}\) to outputword.
outputword \(=f_{1}\).
interimword \(=\operatorname{MAPBACK}\left(h f_{10}\right.\) outputword \(\left.=h f_{10} f_{1}, \mathbf{b p}, 1\right)\).
        outputword \(=I\).
        \(z_{1} h f_{10} f_{1}=1 x \neq x=z_{1}\).
        \(f_{\beta}^{\eta}=f_{\epsilon}^{-1}\).
        Append \(f_{\beta}^{\eta}\) to outputword.
        outputword \(=f_{\epsilon}^{-1}\).
        interimword \(=\operatorname{MAPBACK}\left(h f_{10} f_{1}\right.\) outputword \(\left.=h f_{10} f_{1} f_{\epsilon}^{-1}, \mathbf{b p}, 1\right)\).
            outputword \(=I\).
            \(z_{1} h f_{10} f_{1} f_{\epsilon}^{-1}=x=z_{1}\).
            end function
        interimword \(=I\).
        Append interimword to outputword.
        outputword \(=f_{\epsilon}^{-1}\).
        end function
interimword \(=f_{\epsilon}^{-1}\)
Append interimword to outputword.
outputword \(=f_{1} f_{\epsilon}^{-1}\).
end function
    interimword \(=f_{1} f_{\epsilon}^{-1}\)
    Append interimword to outputword.
    return outputword \(=f_{10} f_{1} f_{\epsilon}^{-1}\).
end function
```

We observe that indeed $z_{1} h f_{10} f_{1} f_{\epsilon}^{-1}=x=z_{1}$. We illustrate this in the following composite rectangle diagram:


The following results and examples provide a full proof and explanation of Algorithm 5.2.2;

Lemma 5.2.9. Let $X$ be the limit space of the $F$ replacement system. Let $g$ be a rearrangement of $X$. Let Factorization $(g)=f_{\alpha_{1}}^{\eta_{1}} \ldots f_{\alpha_{N}}^{\eta_{N}}($ for some $N \in \mathbb{N}$ ). Then $g f_{\alpha_{1}}^{\eta_{1}} \ldots f_{\alpha_{N}}^{\eta_{N}}=I$.

Proof. Let $X$ be the limit space of the $F$ replacement system. Let $g$ be a rearrangement of $X$. Let $\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)$ be the minimal bipartition for $g$. Let Factorization $(g)=f_{\alpha_{1}}^{\eta_{1}} \ldots f_{\alpha_{N}}^{\eta_{N}}$ (for some $N \in \mathbb{N}$ ). Let bp $\supseteq \operatorname{depth}\left(\partial \mathcal{P}_{g, d}\right)=\left(z_{1}, \ldots z_{d}\right)$. Let us define the following functions:

$$
\begin{aligned}
h_{z_{1}} & =\operatorname{MapBACK}(g, \mathbf{b p}, 1), \\
h_{z_{2}} & =\operatorname{MapBACK}\left(g h_{z_{1}}, \mathbf{b p}, 2\right), \\
\vdots & \\
h_{z_{d}} & =\operatorname{MapBACK}\left(g h_{z_{1}} \ldots h_{z_{d-1}}, \mathbf{b p}, d\right) .
\end{aligned}
$$

We will prove that $f_{\alpha_{1}}^{\eta_{1}} \ldots f_{\alpha_{N}}^{\eta_{N}}=h_{z_{1}} \ldots h_{z_{d}}$. Let us implement Algorithm 5.2.2. Suppose that, having completed step $i-1$ of the loop, outputword $=h_{z_{1}} \ldots h_{z_{i-1}}$. Then the next step of the loop appends $h_{z_{i}}$ to outputword. Hence, having completed step $i$ of the loop, outputword $=h_{z_{1}} \ldots h_{z_{i}}$. It follows that, having completed step $d$ of the loop, outputword $=h_{z_{1}} \ldots h_{z_{d}}$.

Then, by Lemma 5.2.5 (2),

$$
z_{1} g h_{z_{1}}=z_{1}
$$
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$$
\begin{aligned}
& z_{1} g h_{z_{1}} h_{z_{2}}=z_{1}, z_{2} g h_{z_{1}} h_{z_{2}}=z_{2} \\
& \vdots \\
& z_{1} g h_{z_{1}} \ldots h_{z_{d}}=z_{1}, \ldots, z_{d} g h_{z_{1}} \ldots h_{z_{d-1}}=z_{d} .
\end{aligned}
$$

And, by Lemma 5.2.6,

$$
\begin{aligned}
& \partial \mathcal{P}_{g h_{z_{1}}, d} \subseteq \partial \mathcal{P}_{g, d} \\
& \partial \mathcal{P}_{g h_{z_{1}} h_{z_{2}}, d} \subseteq \partial \mathcal{P}_{g h_{z_{1}}, d} \\
& \vdots \\
& \partial \mathcal{P}_{g h_{z_{1}} \ldots h_{z_{d}}, d} \subseteq \partial \mathcal{P}_{g h_{z_{1}} \ldots h_{z_{d-1}}, d}
\end{aligned}
$$

Hence,

$$
\partial \mathcal{P}_{g h_{z_{1}} \ldots h_{z_{d}}, d} \subseteq \partial \mathcal{P}_{g, d} .
$$

Let $C(\alpha) \in \mathcal{P}_{g h_{z_{1}} \ldots h_{z_{d}}, d}$ (for some $\left.\alpha \in E(R)^{*}\right)$. Then $v_{\alpha}=z_{i}$ and $w_{\alpha}=z_{j}$. Hence $\left(v_{\alpha}\right) g h_{z_{1}} \ldots h_{z_{d}}=v_{\alpha}$ and $\left(w_{\alpha}\right) g h_{z_{1}} \ldots h_{z_{d}}=w_{\alpha}$. Therefore, by Lemma 4.4.3, $C(\alpha) g h_{z_{1}} \ldots h_{z_{d}}=$ $C(\alpha)$. Hence, $g h_{z_{1}} \ldots h_{z_{d}}$ acts as the identity map $C(\alpha)$. This is true for all cells $C(\alpha) \in \mathcal{P}_{g h_{z_{1}} \ldots h_{z_{d}}, d}$ in the domain partition and hence

$$
g f_{\alpha_{1}}^{\eta_{1}} \ldots f_{\alpha_{N}}^{\eta_{N}}=g h_{z_{1}} \ldots h_{z_{d}}=I .
$$

Example 5.2.10. Recall the rearrangement $g$ of $X$ from Example 5.2.7. Let us now apply Algorithm 5.2.2 to compute Factorization $(g)$ :

Require: $g$ defined above.

```
\(\partial \mathcal{P}_{g, d}=\{000 x, 00 x, 0 x, x\}\).
\(\mathbf{b p}=\operatorname{depth} \partial \mathcal{P}_{g, d}=\left(z_{1}=x, z_{2}=0 x, z_{3}=00 x, z_{3}=000 x\right)\).
function Factorization ( \(g\), bp)
    Applying for loop for \(i=1, \ldots, 4\) :
        outputword \(=I\).
        \(i=1\).
        \(h=g\) outputword \(=g\).
        \(z_{1} h=111 x \neq x=z_{1}\).
        interimword \(=\operatorname{Mapback}(h, \mathbf{b p}, 1)\).
        return interimword \(=f_{11}^{-1} f_{1}^{-1} f_{\epsilon}^{-1}\).
        Append interimword to outputword.
        outputword \(=f_{11}^{-1} f_{1}^{-1} f_{\epsilon}^{-1}\).
        \(i=2\).
        \(h=g\) outputword \(=g f_{11}^{-1} f_{1}^{-1} f_{\epsilon}^{-1}\).
```

$z_{2} h=011 x \neq 0 x=z_{2}$.
interimword $=\operatorname{MAPBACK}(h, \mathbf{b p}, 2)$.
return interimword $=f_{01}^{-1} f_{0}^{-1}$.
Append interimword to outputword.
outputword $=f_{11}^{-1} f_{1}^{-1} f_{\epsilon}^{-1} f_{01}^{-1} f_{0}^{-1}$.
$i=3$.
$h=g$ outputword $=g f_{11}^{-1} f_{1}^{-1} f_{\epsilon}^{-1} f_{01}^{-1} f_{0}^{-1}$.
$z_{3} h=001 x \neq 00 x=z_{3}$.
interimword $=\operatorname{MapbaCK}(h, \mathbf{b p}, 3)$.
return interimword $=f_{00}^{-1}$.
Append interimword to outputword.
outputword $=f_{11}^{-1} f_{1}^{-1} f_{\epsilon}^{-1} f_{01}^{-1} f_{0}^{-1} f_{00}^{-1}$.
$i=4$.
$h=g$ outputword $=g f_{11}^{-1} f_{1}^{-1} f_{\epsilon}^{-1} f_{01}^{-1} f_{0}^{-1} f_{00}^{-1}$.
$z_{4} h=000 x=z_{4}$.
For loop ends.
return outputword $=f_{11}^{-1} f_{1}^{-1} f_{\epsilon}^{-1} f_{01}^{-1} f_{0}^{-1} f_{00}^{-1}$.
end function

We observe that indeed $g f_{11}^{-1} f_{1}^{-1} f_{\epsilon}^{-1} f_{01}^{-1} f_{0}^{-1} f_{00}^{-1}=I$. We illustrate this in the following composite rectangle diagram:


Example 5.2.11. Recall the rearrangement $h$ of $X$ from Example 5.2.8, Let us now apply Algorithm 5.2.2 to compute Factorization $(h)$ :

Require: $h$ defined above.
$\partial \mathcal{P}_{h, d}=\{0 x, x, 10 x, 1 x\}$.
$\mathbf{b p}=\operatorname{depth} \partial \mathcal{P}_{h, d}=\left(z_{1}=x, z_{2}=0 x, z_{3}=1 x, z_{3}=10 x\right)$.
function Factorization ( $h, \mathbf{b p}$ )
Applying for loop for $i=1, \ldots, 4$ :
outputword $=I$.
$i=1$.
$\ell=h$ outputword $=h$.
$z_{1} \ell=100 x \neq x=z_{1}$.

```
interimword \(=\operatorname{MAPBACK}(\ell, \mathbf{b p}, 1)\).
return interimword \(=f_{10} f_{1} f_{\epsilon}^{-1}\).
Append interimword to outputword.
outputword \(=f_{10} f_{1} f_{\epsilon}^{-1}\).
\(i=2\).
\(\ell=h\) outputword \(=h f_{10} f_{1} f_{\epsilon}^{-1}\).
\(z_{2} h=0 x=z_{2}\).
outputword \(=f_{10} f_{1} f_{\epsilon}^{-1}\).
\(i=3\).
\(\ell=h\) outputword \(=h f_{10} f_{1} f_{\epsilon}^{-1}\).
\(z_{3} h=1 x=z_{3}\).
outputword \(=f_{10} f_{1} f_{\epsilon}^{-1}\).
\(i=4\).
\(h=h\) outputword \(=h f_{10} f_{1} f_{\epsilon}^{-1}\).
\(z_{4} h=10 x=z_{4}\).
```

For loop ends.
return outputword $=f_{10} f_{1} f_{\epsilon}^{-1}$.
end function

We observe that indeed $h f_{10} f_{1} f_{\epsilon}^{-1}=I$. We illustrate this in the composite rectangle diagram below:


Proof. (Proof of Proposition 5.2.1)
Let $X$ be the limit space of the $F$ replacement system. By Proposition 4.4.1, $F$ is
the group of rearrangements of $X$. Let $g \in F$. Then $g$ is a rearrangement of $X$. Let $\operatorname{Factorization}(g)=f_{\alpha_{1}}^{\eta_{1}} \ldots f_{\alpha_{N}}^{\eta_{N}}$, where $f_{\alpha_{1}}^{\eta_{1}} \ldots f_{\alpha_{N}}^{\eta_{N}} \in W(\mathcal{X})$ (for some $\alpha_{1}, \ldots, \alpha_{N} \in$ $E(R)^{*}$ and $\left.\eta_{1}, \ldots, \eta_{N} \in\{ \pm 1\}\right)$. By Lemma 5.2.9, $g f_{\alpha_{1}}^{\eta_{1}} \ldots f_{\alpha_{N}}^{\eta_{N}}=I$. This implies that $g=f_{\alpha_{N}}^{-\eta_{N}} \ldots f_{\alpha_{1}}^{-\eta_{1}}$. Observe that $f_{\alpha_{N}}^{-\eta_{N}} \ldots f_{\alpha_{1}}^{-\eta_{1}} \in W(\mathcal{X})$. Since this is true for all $g \in F$, it follows that $F$ is generated by $\mathcal{X}$.

### 5.3 A Normal Form for Thompson's Group $\boldsymbol{F}$

Let $g$ be a rearrangement of $X$. Let Factorization $(g)=f_{\alpha_{1}}^{\eta_{1}} \ldots f_{\alpha_{N}}^{\eta_{N}}$. Observe that this is only one choice of $f_{\alpha_{1}}^{\eta_{1}} \ldots f_{\alpha_{N}}^{\eta_{N}} \in W(\mathcal{X})$ (for some $\alpha_{1}, \ldots, \alpha_{N} \in E(R)^{*}$ and $\eta_{1}, \ldots, \eta_{N} \in$ $\{ \pm 1\})$ such that $g f_{\alpha_{1}}^{\eta_{1}} \ldots f_{\alpha_{N}}^{\eta_{N}}=I$. We can find several other choices, due to conjugations in the following result. These conjugacy relations were mentioned by Dehornoy in [18]. We provide our own proof here:

Proposition 5.3.1 (Dehornoy [18], Lemma 2.10). Let $\alpha, \beta, \gamma \in E(R)^{*}$. Then the following hold:

1. $f_{\beta}{ }^{f_{\alpha}}=f_{\beta}$ if $\alpha \perp \beta$,
2. $f_{\alpha 0}{ }^{f_{\alpha}}=f_{\alpha} f_{\alpha 1}^{-1}$,
3. $f_{\alpha 00 \gamma}{ }^{f_{\alpha}}=f_{\alpha 0 \gamma}$,
4. $f_{\alpha 01 \gamma}{ }^{f_{\alpha}}=f_{\alpha 10 \gamma}$,
5. $f_{\alpha 1 \gamma}{ }^{f_{\alpha}}=f_{\alpha 11 \gamma}$.

Proof. Let $\alpha, \beta, \gamma \in E(R)^{*}$. Let us prove the result case by case:

1. $f_{\beta}{ }^{f_{\alpha}}=f_{\beta}$ if $\alpha \perp \beta$

We examine the left-hand side of this equation, $f_{\beta}{ }^{f_{\alpha}}=f_{\alpha}^{-1} f_{\beta} f_{\alpha}$. By Lemma 5.1.6. the rearrangements $f_{\alpha}$ and $f_{\beta}$ have a non-identity action only on points of $X$ with prefixes $\alpha$ or $\beta$. Let $\alpha=e_{1} \ldots e_{n}$ and $\beta=e_{1}^{\prime} \ldots e_{m}^{\prime}$. Then $f_{\alpha}^{-1} f_{\beta} f_{\alpha}$ acts as follows on a point $\left[\alpha e_{n+1} e_{n+2} \ldots\right]$ in $X$ :

$$
\begin{aligned}
\left(\left[\alpha e_{n+1} e_{n+2} \ldots\right]\right) f_{\alpha}^{-1} f_{\beta} f_{\alpha} & = \begin{cases}\left(\left[\alpha 00 e_{n+2} e_{n+3} \ldots\right]\right) f_{\beta} f_{\alpha} & \text { if } e_{n+1}=0, \\
\left(\left[\alpha 01 e_{n+3} e_{n+4} \ldots\right]\right) f_{\beta} f_{\alpha} & \text { if } e_{n+1} e_{n+2}=10, \\
\left(\left[\alpha 1 e_{n+3} e_{n+4} \ldots\right]\right) f_{\beta} f_{\alpha} & \text { if } e_{n+1} e_{n+2}=11,\end{cases} \\
= & \begin{cases}\left(\left[\alpha 00 e_{n+2} e_{n+3} \ldots\right]\right) f_{\alpha} & \text { if } e_{n+1}=0, \\
\left(\left[\alpha 01 e_{n+3} e_{n+4} \ldots\right]\right) f_{\alpha} & \text { if } e_{n+1} e_{n+2}=10, \\
\left(\left[\alpha 1 e_{n+3} e_{n+4} \ldots\right]\right) f_{\alpha} & \text { if } e_{n+1} e_{n+2}=11,\end{cases}
\end{aligned}
$$

$$
= \begin{cases}{\left[\alpha 0 e_{n+2} e_{n+3} \ldots\right]} & \text { if } e_{n+1}=0, \\ {\left[\alpha 10 e_{n+3} e_{n+4} \ldots\right]} & \text { if } e_{n+1} e_{n+2}=10, \\ {\left[\alpha 11 e_{n+3} e_{n+4} \ldots\right]} & \text { if } e_{n+1} e_{n+2}=11 .\end{cases}
$$

And $f_{\alpha}^{-1} f_{\beta} f_{\alpha}$ acts as follows on a point $\left[\beta e_{m+1} e_{m+2} \ldots\right]$ in $X$ :

$$
\begin{aligned}
\left(\left[\beta e_{m+1} e_{m+2} \ldots\right]\right) f_{\alpha}^{-1} f_{\beta} f_{\alpha} & =\left(\left[\beta e_{m+1} e_{m+2} \ldots\right]\right) f_{\beta} f_{\alpha} \\
& = \begin{cases}\left(\left[\beta 0 e_{m+2} e_{m+3} \ldots\right]\right) f_{\alpha} & \text { if } e_{m+1} e_{m+2}=00, \\
\left(\left[\beta 10 e_{m+3} e_{m+4} \ldots\right]\right) f_{\alpha} & \text { if } e_{m+1} e_{m+2}=01, \\
\left(\left[\beta 11 e_{m+3} e_{m+4} \ldots\right]\right) f_{\alpha} & \text { if } e_{m+1}=1,\end{cases} \\
& =\left\{\begin{array}{lll}
{\left[\beta 0 e_{m+2} e_{m+3} \ldots\right]} & \text { if } e_{m+1} e_{m+2}=00, \\
{\left[\beta 10 e_{m+3} e_{m+4} \ldots\right]} & \text { if } e_{m+1} e_{m+2}=01, \\
{\left[\beta 11 e_{m+3} e_{m+4} \ldots\right]} & \text { if } e_{m+1}=1 .
\end{array}\right.
\end{aligned}
$$

We observe that the support of $f_{\alpha}^{-1} f_{\beta} f_{\alpha}$ is int $C(\beta)$. In this support, we observe that it acts like $f_{\beta}$.
2. $f_{\alpha 0}{ }^{f_{\alpha}}=f_{\alpha} f_{\alpha 1}^{-1}$

We examine the left and right-hand sides of the equation separately and observe that they both give us the same rearrangement.
Left-hand side: $f_{\alpha 0}{ }^{f_{\alpha}}=f_{\alpha}^{-1} f_{\alpha 0} f_{\alpha}$
By Lemma 5.1.6, the rearrangements $f_{\alpha}$ and $f_{\alpha 0}$ have a non-identity action only on points of $X$ with prefix $\alpha$. Let $\alpha=e_{1} \ldots e_{n}$. Then $f_{\alpha}^{-1} f_{\alpha 0} f_{\alpha}$ acts as follows on a point $\left[\alpha e_{n+1} e_{n+2} \ldots\right]$ in $X$ :

$$
\begin{aligned}
\left(\left[\alpha e_{n+1} e_{n+2} \ldots\right]\right) f_{\alpha}^{-1} f_{\alpha 0} f_{\alpha}= & \begin{cases}\left(\left[\alpha 00 e_{n+2} e_{n+3} \ldots\right]\right) f_{\alpha 0} f_{\alpha}, & \text { if } e_{n+1}=0 \\
\left(\left[\alpha 01 e_{n+3} e_{n+4} \ldots\right]\right) f_{\alpha 0} f_{\alpha}, & \text { if } e_{n+1} e_{n+2}=10 \\
\left(\left[\alpha 1 e_{n+3} e_{n+4} \ldots\right]\right) f_{\alpha 0} f_{\alpha}, & \text { if } e_{n+1} e_{n+2}=11\end{cases} \\
& = \begin{cases}\left(\left[\alpha 00 e_{n+3} e_{n+4} \ldots\right]\right) f_{\alpha}, & \text { if } e_{n+1} e_{n+2}=00 \\
\left(\left[\alpha 010 e_{n+3} e_{n+4} \ldots\right]\right) f_{\alpha}, & \text { if } e_{n+1} e_{n+2}=01 \\
\left(\left[\alpha 011 e_{n+3} e_{n+4} \ldots\right]\right) f_{\alpha}, & \text { if } e_{n+1} e_{n+2}=10 \\
\left(\left[\alpha 1 e_{n+3} e_{n+4} \ldots\right]\right) f_{\alpha}, & \text { if } e_{n+1} e_{n+2}=11\end{cases} \\
= & \begin{cases}{\left[\alpha 0 e_{n+3} e_{n+4} \ldots\right],} & \text { if } e_{n+1} e_{n+2}=00 \\
{\left[\alpha 100 e_{n+3} e_{n+4} \ldots\right],} & \text { if } e_{n+1} e_{n+2}=01 \\
{\left[\alpha 101 e_{n+3} e_{n+4} \ldots\right],} & \text { if } e_{n+1} e_{n+2}=10 \\
{\left[\alpha 11 e_{n+2} e_{n+3} \ldots\right],} & \text { if } e_{n+1} e_{n+2}=11\end{cases}
\end{aligned}
$$

This is illustrated in the following diagram:


Right-hand side: $f_{\alpha} f_{\alpha 1}^{-1}$

By Lemma 5.1.6, the rearrangements $f_{\alpha}$ and $f_{\alpha 1}$ have a non-identity action only on points of $X$ with prefix $\alpha$. Let $\alpha=e_{1} \ldots e_{n}$. Then $f_{\alpha} f_{\alpha 1}^{-1}$ acts as follows on a point [ $\alpha e_{n+1} e_{n+2} \ldots$ ] in $X$ :

$$
\begin{aligned}
\left(\left[\alpha e_{n+1} e_{n+2} \ldots\right]\right) f_{\alpha} f_{\alpha 1}^{-1} & = \begin{cases}\left(\left[\alpha 0 e_{n+3} e_{n+4} \ldots\right]\right) f_{\alpha 1}^{-1}, & \text { if } e_{n+1} e_{n+2}=00 \\
\left(\left[\alpha 10 e_{n+3} e_{n+4} \ldots\right]\right) f_{\alpha 1}^{-1}, & \text { if } e_{n+1} e_{n+2}=01 \\
\left(\left[\alpha 11 e_{n+2} e_{n+3} \ldots\right]\right) f_{\alpha 1}^{-1}, & \text { if } e_{n+1}=1\end{cases} \\
& = \begin{cases}{\left[\alpha 0 e_{n+3} e_{n+4} \ldots\right],} & \text { if } e_{n+1} e_{n+2}=00 \\
{\left[\alpha 100 e_{n+3} e_{n+4} \ldots\right],} & \text { if } e_{n+1} e_{n+2}=01 \\
{\left[\alpha 101 e_{n+3} e_{n+4} \ldots\right],} & \text { if } e_{n+1} e_{n+2}=10 \\
{\left[\alpha 11 e_{n+2} e_{n+3} \ldots\right],} & \text { if } e_{n+1} e_{n+2}=11\end{cases}
\end{aligned}
$$

This is illustrated in the following diagram:

3. $f_{\alpha 00 \gamma}{ }^{f_{\alpha}}=f_{\alpha 0 \gamma}$

We examine the left-hand side of this equation, $f_{\alpha 00 \gamma}{ }^{f_{\alpha}}=f_{\alpha}^{-1} f_{\alpha 00 \gamma} f_{\alpha}$. By Lemma 5.1.6. the rearrangements $f_{\alpha}$ and $f_{\alpha 00 \gamma}$ have a non-identity action only on points of $X$ with prefix $\alpha$. Let $\alpha=e_{1} \ldots e_{n}$. Then $f_{\alpha}^{-1} f_{\alpha 00 \gamma} f_{\alpha}$ acts as follows on a point [ $\left.\alpha e_{n+1} e_{n+2} \ldots\right]$ in $X$ :

$$
\begin{aligned}
&\left(\left[\alpha e_{n+1} e_{n+2} \ldots\right]\right) f_{\alpha}^{-1} f_{\alpha 00 \gamma} f_{\alpha} \\
&= \begin{cases}\left(\left[\alpha 00 e_{n+2} e_{n+3} \ldots\right]\right) f_{\alpha 00 \gamma} f_{\alpha}, & \text { if } e_{n+1}=0 \\
\left(\left[\alpha 01 e_{n+3} e_{n+4} \ldots\right]\right) f_{\alpha 00 \gamma} f_{\alpha}, & \text { if } e_{n+1} e_{n+2}=10 \\
\left(\left[\alpha 1 e_{n+3} e_{n+4} \ldots\right]\right) f_{\alpha 00 \gamma} f_{\alpha}, & \text { if } e_{n+1}=11\end{cases} \\
& \quad= \begin{cases}\left(\left[\alpha 00 \gamma 0 e_{m+3} e_{m+4} \ldots\right]\right) f_{\alpha}, & \text { if } e_{n+1}=0, e_{n+2} \ldots e_{m}=\gamma \text { and } e_{m+1} e_{m+2}=00 \\
\left(\left[\alpha 00 \gamma 10 e_{m+3} e_{m+4} \ldots\right]\right) f_{\alpha}, & \text { if } e_{n+1}=0, e_{n+2} \ldots e_{m}=\gamma \text { and } e_{m+1} e_{m+2}=01 \\
\left(\left[\alpha 00 \gamma 11 e_{m+2} e_{m+3} \ldots\right]\right) f_{\alpha}, & \text { if } e_{n+1}=0, e_{n+2} \ldots e_{m}=\gamma \text { and } e_{m+1}=1 \\
\left(\left[\alpha 00 e_{n+2} e_{n+3} \ldots\right]\right) f_{\alpha}, & \text { if } e_{n+1}=0 \text { and } e_{n+2} \ldots e_{m} \neq \gamma \\
\left(\left[\alpha 01 e_{n+3} e_{n+4} \ldots\right]\right) f_{\alpha}, & \text { if } e_{n+1} e_{n+2}=10 \\
\left(\left[\alpha 1 e_{n+3} e_{n+4} \ldots\right]\right) f_{\alpha}, & \text { if } e_{n+1} e_{n+2}=11\end{cases} \\
&= \begin{cases}{\left[\alpha 0 \gamma 0 e_{m+3} e_{m+4} \ldots\right],} & \text { if } e_{n+1}=0, e_{n+2} \ldots e_{m}=\gamma \text { and } e_{m+1} e_{m+2}=00 \\
{\left[\alpha 0 \gamma 10 e_{m+3} e_{m+4} \ldots\right],} & \text { if } e_{n+1}=0, e_{n+2} \ldots e_{m}=\gamma \text { and } e_{m+1} e_{m+2}=01 \\
{\left[\alpha 0 \gamma 11 e_{m+2} e_{m+3} \ldots\right],} & \text { if } e_{n+1}=0, e_{n+2} \ldots e m=\gamma \text { and } e_{m+1}=1 \\
{\left[\alpha 0 e_{n+2} e_{n+3} \ldots\right],} & \text { if } e_{n+1}=0 \text { and } e_{n+2} \ldots e_{m} \neq \gamma \\
{\left[\alpha 10 e_{n+3} e_{n+4} \ldots\right],} & \text { if } e_{n+1} e_{n+2}=10 \\
{\left[\alpha 11 e_{n+3} e_{n+4} \ldots\right],} & \text { if } e_{n+1} e_{n+2}=11\end{cases}
\end{aligned}
$$

We observe that the support of this rearrangement is $\operatorname{int} C(\alpha 0 \gamma)$. In this support, we observe that it acts like $f_{\alpha 0 \gamma}$. This is illustrated in the following diagram when $\gamma=\epsilon$ :

4. $f_{\alpha 01 \gamma}{ }^{f_{\alpha}}=f_{\alpha 10 \gamma}$

We examine the left-hand side of this equation, $f_{\alpha 01 \gamma}{ }^{f_{\alpha}}=f_{\alpha}^{-1} f_{\alpha 01 \gamma} f_{\alpha}$. By Lemma 5.1.6. the rearrangements $f_{\alpha}$ and $f_{\alpha 01 \gamma}$ have a non-identity action only on points of $X$ with prefix $\alpha$. Let $\alpha=e_{1} \ldots e_{n}$. Then $f_{\alpha}^{-1} f_{\alpha 01 \gamma} f_{\alpha}$ acts as follows on a point [ $\left.\alpha e_{n+1} e_{n+2} \ldots\right]$ in $X$ :

$$
\begin{aligned}
& \left(\left[\alpha e_{n+1} e_{n+2} \ldots\right]\right) f_{\alpha}^{-1} f_{\alpha 01 \gamma} f_{\alpha} \\
& \quad= \begin{cases}\left(\left[\alpha 00 e_{n+2} e_{n+3} \ldots\right]\right) f_{\alpha 01 \gamma} f_{\alpha}, & \text { if } e_{n+1}=0 \\
\left(\left[\alpha 01 e_{n+3} e_{n+4} \ldots\right]\right) f_{\alpha 01 \gamma} f_{\alpha}, & \text { if } e_{n+1} e_{n+2}=10 \\
\left(\left[\alpha 1 e_{n+3} e_{n+4} \ldots\right]\right) f_{\alpha 01 \gamma} f_{\alpha}, & \text { if } e_{n+1}=11\end{cases} \\
& = \begin{cases}\left(\left[\alpha 00 e_{n+2} e_{n+3} \ldots\right]\right) f_{\alpha}, & \text { if } e_{n+1}=0 \\
\left(\left[\alpha 01 \gamma 0 e_{m+3} e_{m+4} \ldots\right]\right) f_{\alpha}, & \text { if } e_{n+1} e_{n+2}=10, e_{n+3} \ldots e_{m}=\gamma \text { and } e_{m+1} e_{m+2}=00 \\
\left(\left[\alpha 01 \gamma 10 e_{m+3} e_{m+4} \ldots\right]\right) f_{\alpha}, & \text { if } e_{n+1} e_{n+2}=10, e_{n+3} \ldots e_{m}=\gamma \text { and } e_{m+1} e_{m+2}=01 \\
\left(\left[\alpha 01 \gamma 11 e_{m+3} e_{m+4} \ldots\right]\right) f_{\alpha}, & \text { if } e_{n+1} e_{n+2}=10, e_{n+3} \ldots e_{m}=\gamma \text { and } e_{m+1}=1 \\
\left(\left[\alpha 01 e_{n+3} e_{n+4} \ldots\right]\right) f_{\alpha}, & \text { if } e_{n+1} e_{n+2}=10, e_{n+3} \ldots e_{m} \neq \gamma \\
\left(\left[\alpha 1 e_{n+3} e_{n+4} \ldots\right]\right) f_{\alpha}, & \text { if } e_{n+1} e_{n+2}=11\end{cases} \\
& =\left\{\begin{array}{lll}
{\left[\alpha 0 e_{n+2} e_{n+3} \ldots\right],} & \text { if } e_{n+1}=0 \\
{\left[\alpha 10 \gamma 0 e_{m+3} e_{m+4} \ldots\right],} & \text { if } e_{n+1} e_{n+2}=10, e_{n+3} \ldots e_{m}=\gamma \text { and } e_{m+1} e_{m+2}=00 \\
{\left[\alpha 10 \gamma 10 e_{m+3} e_{m+4} \ldots\right],} & \text { if } e_{n+1} e_{n+2}=10, e_{n+3} \ldots e_{m}=\gamma \text { and } e_{m+1} e_{m+2}=01 \\
{\left[\alpha 10 \gamma 11 e_{m+3} e_{m+4} \ldots\right],} & \text { if } e_{n+1} e_{n+2}=10, e_{n+3} \ldots e_{m}=\gamma \text { and } e_{m+1}=1 \\
{\left[\alpha 10 e_{n+3} e_{n+4} \ldots\right],} & \text { if } e_{n+1} e_{n+2}=10, e_{n+3} \ldots e_{m} \neq \gamma \\
{\left[\alpha 11 e_{n+3} e_{n+4} \ldots\right],} & \text { if } e_{n+1} e_{n+2}=11
\end{array}\right.
\end{aligned}
$$

We observe that the support of this rearrangement is int $C(\alpha 10 \gamma)$. In this support, we observe that it acts like $f_{\alpha 10 \gamma}$. This is illustrated in the following diagram when $\gamma=\epsilon:$

5. $f_{\alpha 1 \gamma}{ }^{f_{\alpha}}=f_{\alpha 11 \gamma}$

We examine the left-hand side of this equation, $f_{\alpha 1 \gamma}{ }^{f_{\alpha}}=f_{\alpha}^{-1} f_{\alpha 1 \gamma} f_{\alpha}$. By Lemma 5.1.6. the rearrangements $f_{\alpha}$ and $f_{\alpha 1 \gamma}$ have a non-identity action only on points of $X$ with prefix $\alpha$. Let $\alpha=e_{1} \ldots e_{n}$. Then $f_{\alpha}^{-1} f_{\alpha 1 \gamma} f_{\alpha}$ acts as follows on a point $\left[\alpha e_{n+1} e_{n+2} \ldots\right.$ ] in $X$ :

$$
\begin{aligned}
& \left(\left[\alpha e_{n+1} e_{n+2} \ldots\right]\right) f_{\alpha}^{-1} f_{\alpha 1 \gamma} f_{\alpha} \\
& \quad= \begin{cases}\left(\left[\alpha 00 e_{n+2} e_{n+3} \ldots\right]\right) f_{\alpha 1 \gamma} f_{\alpha}, & \text { if } e_{n+1}=0 \\
\left(\left[\alpha 01 e_{n+3} e_{n+4} \ldots\right]\right) f_{\alpha 1 \gamma} f_{\alpha}, & \text { if } e_{n+1} e_{n+2}=10 \\
\left(\left[\alpha 1 e_{n+3} e_{n+4} \ldots\right]\right) f_{\alpha 1 \gamma} f_{\alpha}, & \text { if } e_{n+1}=11\end{cases} \\
& \quad= \begin{cases}\left(\left[\alpha 00 e_{n+2} e_{n+3} \ldots\right]\right) f_{\alpha}, & \text { if } e_{n+1}=0 \\
\left(\left[\alpha 01 e_{n+3} e_{n+4} \ldots\right]\right) f_{\alpha}, & \text { if } e_{n+1} e_{n+2}=10 \\
\left(\left[\alpha 1 \gamma 0 e_{m+3} e_{m+4} \ldots\right]\right) f_{\alpha}, & \text { if } e_{n+1} e_{n+2}=11, e_{n+3} \ldots e_{m}=\gamma \text { and } e_{m+1} e_{m+2}=00 \\
\left(\left[\alpha 1 \gamma 10 e_{m+3} e_{m+4} \ldots\right]\right) f_{\alpha}, & \text { if } e_{n+1} e_{n+2}=11, e_{n+3} \ldots e_{m}=\gamma \text { and } e_{m+1} e_{m+2}=01 \\
\left(\left[\alpha 1 \gamma 11 e_{m+2} e_{m+3} \ldots\right]\right) f_{\alpha}, & \text { if } e_{n+1} e_{n+2}=11, e_{n+3} \ldots e_{m}=\gamma \text { and } e_{m+1}=1 \\
\left(\left[\alpha 1 e_{n+3} e_{n+4} \ldots\right]\right) f_{\alpha}, & \text { if } e_{n+1} e_{n+2}=11 \text { and } e_{n+3} \ldots e_{m} \neq \gamma\end{cases}
\end{aligned}
$$

$$
= \begin{cases}{\left[\alpha 0 e_{n+2} e_{n+3} \ldots\right],} & \text { if } e_{n+1}=0 \\ {\left[\alpha 10 e_{n+3} e_{n+4} \ldots\right],} & \text { if } e_{n+1} e_{n+2}=10 \\ {\left[\alpha 11 \gamma 0 e_{m+3} e_{m+4} \ldots\right],} & \text { if } e_{n+1} e_{n+2}=11, e_{n+3} \ldots e_{m}=\gamma \text { and } e_{m+1} e_{m+2}=00 \\ {\left[\alpha 11 \gamma 10 e_{m+3} e_{m+4} \ldots\right],} & \text { if } e_{n+1} e_{n+2}=11, e_{n+3} \ldots e_{m}=\gamma \text { and } e_{m+1} e_{m+2}=01 \\ {\left[\alpha 11 \gamma 11 e_{m+2} e_{m+3} \ldots\right],} & \text { if } e_{n+1} e_{n+2}=11, e_{n+3} \ldots e_{m}=\gamma \text { and } e_{m+1}=1 \\ {\left[\alpha 11 e_{n+3} e_{n+4} \ldots\right],} & \text { if } e_{n+1} e_{n+2}=11 \text { and } e_{n+3} \ldots e_{m} \neq \gamma\end{cases}
$$

We observe that the support of this rearrangement is int $C(\alpha 11 \gamma)$. In this support, we observe that it acts like $f_{\alpha 11 \gamma}$. This is illustrated in the following diagram when $\gamma=\epsilon$ :


This proves the result.
We would like to draw attention to Proposition 5.3.1 (2) in particular. Dehornoy referred to it as the pentagon relation (however, the author misread it as the Pentagram relation). We find it more useful in the follwing two forms:

$$
f_{\alpha 0} f_{\alpha} f_{\alpha 1}=f_{\alpha} f_{\alpha}
$$

or

$$
f_{\alpha}{ }^{-1} f_{\alpha 0} f_{\alpha} f_{\alpha 1} f_{\alpha}{ }^{-1}=I
$$

Let $X$ be the limit space of the $F$ replacement system. Let $g$ be a rearrangement of $X$. We can now modify Algorithm 5.2.2 to develop an algorithm which outputs an optimized word $f_{\alpha_{1}}^{\eta_{1}} \ldots f_{\alpha_{N}}^{\eta_{N}}$ (where $f_{\alpha_{i}}^{\eta_{i}} \in \mathcal{X}$ (for some $\alpha_{i} \in E(R)^{*}$ and $\eta \in\{ \pm 1\}$ ) for each $i=1, \ldots, n)$ such that $g=f_{\alpha_{1}}^{\eta_{1}} \ldots f_{\alpha_{N}}^{\eta_{N}}$. This word is often significantly shorter than Factorization $(g)$. In Section 5.3, we conjecture that it might help determine the "rotation distance" of $g$.

Let $\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)$ be the minimal bipartition for $g$. Let bp $\supseteq \operatorname{depth}\left(\partial \mathcal{P}_{g, d}\right)=\left(z_{1}, \ldots, z_{d}\right)$. Choose $z_{i} \in \partial \mathcal{P}_{g, d}$ such that $z_{i} g=z_{1}, \ldots, z_{i-1} g=z_{i-1}$. The function $\operatorname{MapbackSet}(g, \mathbf{b p}, i)$ finds a set of words $f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{K}}^{\eta_{K}} \in W(\mathcal{X})$ (for some $\beta_{1}, \ldots, \beta_{K} \in E(R)^{*}$ and $\eta_{1}, \ldots, \eta_{K} \in$ $\{ \pm 1\})$ such that $z_{1} g f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{K}}^{\eta_{K}}=z_{1}, \ldots, z_{i} g f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{K}}^{\eta_{K}}=z_{i}$.

```
Algorithm 5.3.2 The function MAPBACKSET.
Require: Let \(g\) be a rearrangement of \(X\). Let \(\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)\) be the minimal bipartition for
    \(g\). Let \(\mathbf{b p}=\left(z_{1}, \ldots, z_{d}\right)\) be the list of precomputed gluing vertices ordered by depth
    such that \(\partial \mathcal{P}_{g, d} \subseteq \mathbf{b p}\). Let \(z_{i} g=z_{1}, \ldots, z_{i-1} g=z_{i-1}\).
    function \(\operatorname{MAPBACKSET}\left(g, \mathbf{b p}=\left(z_{1}, \ldots, z_{d}\right), i\right)\)
        Let \(z_{i} g=\alpha x=e_{1} \ldots e_{n} x, z_{i}=\gamma x=e_{1} \ldots e_{m} \mathrm{x}\).
        Set outputset \(=[]\).
        if \(z_{i} g \neq z_{i}\) then
            Create prelimset consisting of all \(f_{\beta}^{\eta}\) with the following two properties:
            1. \(\gamma\) is a prefix of \(\beta\).
            2. One of the following is true:
                    \(\alpha=\beta 0, \eta=+1\),
                    \(\alpha=\beta 1, \eta=-1\),
                    \(\alpha=\beta 00 \delta, \eta=+1\),
                    \(\alpha=\beta 11 \delta, \eta=-1\).
            for each \(f_{\beta}^{\eta}\) in prelimset do
            Set interimset \(=\operatorname{MapBACKSET}\left(g f_{\beta}^{\eta}, \mathbf{b p}, i\right)\).
            if interimset \(=[]\) then
                for each \(h\) in interimset do
                    Add \(f_{\beta}^{\eta} h\) to outputset.
                    end for
                    else if interimset \(\neq[]\) then
                    Add \(f_{\beta}^{\eta}\) to outputset.
                    end if
            end for
        end if
        Return outputset.
    end function
```

The following results characterize the function MAPBACKSET, and are analogous to Lemma 5.2.4, Lemma 5.2.5 and Lemma 5.2.6 for the function Mapback:

Lemma 5.3.3. Let $X$ be the limit space of the $F$ replacement system. Let $g$ be a rearrangement of $X$. Let $\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)$ be the minimal bipartition for $g$. Let $\operatorname{depth}\left(\partial \mathcal{P}_{g, d}\right)=$ $\left(z_{1}, \ldots, z_{d}\right)$. Let $z_{1} g=z_{1}, \ldots, z_{i-1} g=z_{i-1}$. Let $z_{i} g=\alpha x \quad$ (for some $\alpha=e_{1} \ldots e_{n} \in$
$\left.E(R)^{*}\right)$ and $z_{i}=\gamma x$ (for some $\left.\gamma=e_{1} \ldots e_{m} \in E(R)^{*}\right)$ such that $z_{i} g \neq z_{i}$. Let $S$ be the set containing all $f_{\beta}^{\eta}$ which satisfy Lines 6 -11 of Algorithm 5.3.2. Then, for each $f_{\beta}^{\eta} \in S$, the following hold:

1. $z_{1} g f_{\beta}^{\eta}=z_{1}, \ldots, z_{i-1} g f_{\beta}^{\eta}=z_{i-1}$,
2. $\operatorname{depth}\left(z_{i} g f_{\beta}^{\eta}\right)=\operatorname{depth}\left(z_{i} g\right)-1$.

Proof. Let $X$ be the limit space of the $F$ replacement system. Let $g$ be a rearrangement of $X$. Let $\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)$ be the minimal bipartition for $g$. Let $\operatorname{depth}\left(\partial \mathcal{P}_{g, d}\right)=\left(z_{1}, \ldots, z_{d}\right)$. Let $z_{1} g=z_{1}, \ldots, z_{i-1} g=z_{i-1}$. Let $z_{i} g=\alpha x$ (for some $\alpha \in E(R)^{*}$ ) and $z_{i}=\gamma x$ (for some $\left.\gamma \in E(R)^{*}\right)$ such that $z_{i} g \neq z_{i}$. By Corollary 5.1.10, $\gamma \prec \alpha$. Suppose $\gamma=e_{1} \ldots e_{m}$ and $\alpha=e_{1} \ldots e_{n}$, for some $n, m \in \mathbb{N}$ such that $n>m$. Let us define the set $S$ to contain all functions $f_{\beta}^{\eta}$ which satisfy Lines 6 -11 of Algorithm 5.3.2. That is, $S$ us as follows:

$$
\begin{aligned}
& S=\left\{f_{\beta}^{\eta} \mid \gamma \preceq \beta\right. \text { and one of the following is true: } \\
& \left.\qquad \begin{array}{l}
\alpha=\beta 0, \eta=+1, \\
\alpha=\beta 1, \eta=-1, \\
\alpha=\beta 00 \delta, \eta=+1, \\
\alpha
\end{array}, \beta 11 \delta, \eta=-1\right\} .
\end{aligned}
$$

Then, by Lemma 5.1.12. $\operatorname{depth}\left(z_{i} g f_{\beta}^{\eta}\right)=\operatorname{depth}\left(z_{i} g\right)-1$, for all $f_{\beta}^{\eta} \in S$.
Now consider the a boundary point $z_{j}$ for some $1 \leq j \leq i-1$. Suppose $z_{j}=\delta x$. Then, by Definition 2.3.10 of the depth order, either $\delta \perp \gamma$ or $\delta \prec \gamma$. By the definition of $S, \delta \perp \beta$ or $\delta \prec \beta$, for all $f_{\beta}^{\eta} \in S$. Hence, by Lemma 5.1.6. $z_{j} \notin \operatorname{supp} f_{\beta}^{\eta}$ and therefore $z_{j} g f_{\beta}^{\eta}=z_{j}$, for all $f_{\beta}^{\eta} \in S$. Since this is true for all $j=1, \ldots, i-1$, this proves the result.

Lemma 5.3.4. Let $X$ be the limit space of the $F$ replacement system. Let $g$ be a rearrangement of $X$. Let $\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)$ be the minimal bipartition for $g$. Let $\mathbf{b p} \supseteq \operatorname{depth}\left(\partial \mathcal{P}_{g, d}\right)=$ $\left(z_{1}, \ldots, z_{d}\right)$. Let $z_{1} g=z_{1}, \ldots, z_{i-1} g=z_{i-1}$. Let $z_{i} g=\alpha x$ (for some $\alpha=e_{1} \ldots e_{n} \in$ $\left.E(R)^{*}\right)$ and $z_{i}=\gamma x$ (for some $\left.\gamma=e_{1} \ldots e_{m} \in E(R)^{*}\right)$. Then $\operatorname{MapbackSet}(g, \mathbf{b p}, i)$ is non-empty if and only if $n>m$.

Suppose $\operatorname{MapbackSet}(g, \mathbf{b p}, i)$ is non-empty. Let $f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{K}}^{\eta_{K}} \in \operatorname{MapbackSet}(g, \mathbf{b p}, i)$. Then the following hold:

1. $K=n-m$.
2. $z_{1} g f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{K}}^{\eta_{K}}=z_{1}, \ldots, z_{i} g f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{K}}^{\eta_{K}}=z_{i}$.
3. $\operatorname{depth}\left(z_{i} g f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{s}}^{\eta_{s}}\right)=\operatorname{depth}\left(z_{i} g\right)-s$ for all $s=1, \ldots, K$.

Proof. Let $X$ be the limit space of the $F$ replacement system. Let $g$ be a rearrangement of $X$. Let $\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)$ be the minimal bipartition for $g$. Let bp $\supseteq \operatorname{depth}\left(\partial \mathcal{P}_{g, d}\right)=\left(z_{1}, \ldots, z_{d}\right)$. Let $z_{1} g=z_{1}, \ldots, z_{i-1} g=z_{i-1}$. Let $z_{i} g=\alpha x$ (for some $\alpha \in E(R)^{*}$ ) and $z_{i}=\gamma x$ (for some
$\left.\gamma \in E(R)^{*}\right)$. By Corollary 5.1.10, $\gamma \preceq \alpha$. Suppose $\gamma=e_{1} \ldots e_{m}$ and $\alpha=e_{1} \ldots e_{n}$ for some $n, m \in \mathbb{N}$ such that $n \geq m$. Let $f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{K}}^{\eta_{K}} \in \operatorname{MapbackSet}(g, \mathbf{b p}, i)$.

Let us prove this result by induction on $n-m$ :
Suppose $n-m=0$. Then $\alpha=\gamma$ and $z_{i} g=z_{i}$, and Algorithm 5.3.2 omits lines 4-22 and returns the empty set. Hence MapbackSet ( $g, \mathbf{b} \mathbf{p}, i)=\varnothing$ and the inductive hypothesis holds.

Suppose $n-m=1$. Then $\operatorname{depth}\left(z_{i}\right)=\operatorname{depth}\left(z_{i} g\right)-1$. Let us implement Algorithm 5.3.2. We construct prelimset consisting of all $f_{\beta}^{\eta}$ which satisfy Lines 6 -11. Then, by Lemma 5.3.3. for each $f_{\beta}^{\eta} \in$ prelimset, the following hold:

1. $z_{1} g f_{\beta}^{\eta}=z_{1}, \ldots, z_{i-1} g f_{\beta}^{\eta}=z_{i-1}$,
2. $\operatorname{depth}\left(z_{i} g f_{\beta}^{\eta}\right)=\operatorname{depth}\left(z_{i} g\right)-1$.

Observe that prelimset $\neq \varnothing$, since there must exist $f_{\beta}^{\eta}$ satisfying Line 8 or Line 9 .
Let $f_{\beta}^{\eta} \in$ prelimset. Since $\gamma \preceq \beta$ and $\operatorname{depth}\left(z_{i} g f_{\beta}^{\eta}\right)=\operatorname{depth}\left(z_{i}\right)$, this implies that $z_{i} g f_{\beta}^{\eta}=z_{i}$. Line 13 calls interimset $=\operatorname{MapbackSet}\left(g f_{\beta}^{\eta}, b p, i\right)$. Observe that the previous base case applies and we can conclude that interimset $=\operatorname{MapbackSet}\left(g f_{\beta}^{\eta}, b p, i\right)=$ $\varnothing$. Then, by Lines $18-20, f_{\beta}^{\eta} \in$ outputset. Since this is true for all $f_{\beta}^{\eta} \in$ prelimset, then outputset $=$ prelimset. Then $\operatorname{MapbackSet}(g, b p, i)=$ outputset. Hence every product in MapbackSet $(g, b p, i)$ has the form $f_{\beta}^{\eta}$ and the inductive hypothesis holds.

Suppose the inductive hypothesis holds for $n-m=r$. Let us examine the case when $n-m=r+1$. Let us implement Algorithm 5.3.2. By lines 5-11, we construct prelimset containing all $f_{\beta_{1}}^{\eta_{1}}$ such that $\gamma \preceq \beta$ and one of the following is true:

$$
\begin{aligned}
& \alpha=\beta 0, \eta=+1, \\
& \alpha=\beta 1, \eta=-1, \\
& \alpha=\beta 00 \delta, \eta=+1, \\
& \alpha=\beta 11 \delta, \eta=-1
\end{aligned}
$$

By Lemma 5.3.3 for all $f_{\beta_{1}}^{\eta_{1}} \in \operatorname{prelimset}, z_{i} g f_{\beta_{1}}^{\eta_{1}}=z_{1}, \ldots, z_{i-1} g f_{\beta_{1}}^{\eta_{1}}=z_{i-1}$ and depth $\left(z_{i} g f_{\beta}^{\eta}\right)=$ $\operatorname{depth}\left(z_{i} g\right)-1$. Line 12 initiates a for loop on each $f_{\beta_{1}}^{\eta_{1}} \in$ prelimset as follows: By like 13, we construct interimset $=\operatorname{MapbaCKSet}\left(g f_{\beta_{1}}^{\eta_{1}}, \mathbf{b p}, i\right)$. Observe that the inductive hypothesis holds for $g f_{\beta_{1}}^{\eta_{1}}$, for all $f_{\beta_{1}}^{\eta_{1}} \in$ prelimset. Therefore, for each $f_{\beta_{2}}^{\eta_{2}} \ldots f_{\beta_{r+1}}^{\eta_{r+1}} \in$ interimset the following hold:

1. The length of the word $f_{\beta_{2}}^{\eta_{2}} \ldots f_{\beta_{r+1}}^{\eta_{r+1}}$ is $r$.
2. $z_{1} g f_{\beta_{1}}^{\eta_{1}} f_{\beta_{2}}^{\eta_{2}} \ldots f_{\beta_{K}}^{\eta_{K}}=z_{1}, \ldots, z_{i} g f_{\beta_{1}}^{\eta_{1}} f_{\beta_{2}}^{\eta_{2}} \ldots f_{\beta_{r+1}}^{\eta_{r+1}}=z_{i}$.
3. $\operatorname{depth}\left(z_{i} g f_{\beta_{1}}^{\eta_{1}} f_{\beta_{2}}^{\eta_{2}} \ldots f_{\beta_{s}}^{\eta_{s}}\right)=\operatorname{depth}\left(z_{i} g\right)-s$ for all $s=2, \ldots, r+1$.

By lines 14-16, for each $f_{\beta_{2}}^{\eta_{2}} \ldots f_{\beta_{r+1}}^{\eta_{r+1}} \in$ interimset, we add $f_{\beta_{1}}^{\eta_{1}} f_{\beta_{2}}^{\eta_{2}} \ldots f_{\beta_{r+1}}^{\eta_{r+1}}$ to outputset. The for loop from line 12 is terminated on line 17. And by line 19 , the function $\operatorname{MapbackSet~}(g, b p, i)$ returns outputset. Hence, the following hold for each $f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{r+1}}^{\eta_{r+1}} \in \operatorname{MapbackSet}(g, b p, i)$ :

1. The length of the word $f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{r+1}}^{\eta_{r+1}}$ is $r$.
2. $z_{1} g f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{r+1}}^{\eta_{r+1}}=z_{1}, \ldots, z_{i} g f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{r+1}}^{\eta_{r+1}}=z_{i}$.
3. $\operatorname{depth}\left(z_{i} g f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{s}}^{\eta_{s}}\right)=\operatorname{depth}\left(z_{i} g\right)-s$ for all $s=1, \ldots, r+1$.

Hence, the inductive hypothesis holds for $r+1$. This proves the result by induction.

## \{theurgist \}

Lemma 5.3.5. Let $X$ be the limit space of the $F$ replacement system. Let $g$ be a rearrangement of $X$. Let $\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)$ be the minimal bipartition for $g$. Let $\mathbf{b p} \supseteq \operatorname{depth}\left(\partial \mathcal{P}_{g, d}\right)=$ $\left(z_{1}, \ldots, z_{d}\right)$. Let $z_{1} g=z_{1}, \ldots, z_{i-1} g=z_{i-1}$. Let $f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{K}}^{\eta_{K}} \in \operatorname{MapbackSet}(g, \mathbf{b p}, i)$. Then

$$
\partial \mathcal{P}_{g f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{K}}^{\eta_{K}, d}} \subseteq \partial \mathcal{P}_{g, d} .
$$

Proof. Let $X$ be the limit space of the $F$ replacement system. Let $g$ be a rearrangement of $X$. Let $\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)$ be the minimal bipartition for $g$. Let bp $\supseteq \operatorname{depth}\left(\partial \mathcal{P}_{g, d}\right)=\left(z_{1}, \ldots, z_{d}\right)$. Let $z_{1} g=z_{1}, \ldots, z_{i-1} g=z_{i-1}$. Let $z_{i} g=\alpha x$ (for some $\left.\alpha \in E(R)^{*}\right)$ and $z_{i}=\gamma x$ (for some $\left.\gamma \in E(R)^{*}\right)$. By Corollary 5.1.10, $\gamma \preceq \alpha$. Suppose $\gamma=e_{1} \ldots e_{m}$ and $\alpha=e_{1} \ldots e_{n}$ for some $n, m \in \mathbb{N}$ such that $n \geq m$.

Let $f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{K}}^{\eta_{K}} \in \operatorname{MAPBACKSet}(g, \mathbf{b p}, i)$. Observe that each $f_{\beta_{i}}^{\eta_{i}}$ satisfies the conditions of Lemma 5.1.11 in relation to $\alpha x$. Then, by Lemma 5.1.11,

$$
\partial \mathcal{P}_{f_{\alpha_{s}} \eta_{s}, d} \subseteq \partial \mathcal{P}_{g f_{\alpha_{1}} \ldots \ldots f_{\alpha_{s-1}, r}^{\eta_{s}}, r} .
$$

Hence, by Lemma 3.4.5,

$$
\partial \mathcal{P}_{g f_{\alpha_{1}} \ldots f_{\alpha_{s}}^{\eta_{1}}, d}^{\eta_{s}} \subseteq \partial \mathcal{P}_{g f_{\alpha_{1}} \ldots f_{\alpha_{s-1}, d}^{\eta_{s-1}}} .
$$

Since this is true for all $s=1, \ldots, K$, it follows that

$$
\partial \mathcal{P}_{g f_{\beta_{1}}^{\eta_{1} \ldots f_{\beta_{K}}^{\eta_{K}, d}}} \subseteq \partial \mathcal{P}_{g, d} .
$$

Example 5.3.6. Recall the rearrangement $g$ of $X$ from Example 5.1.17. We observe that $\mathbf{b p}=\operatorname{depth}\left(\partial \mathcal{P}_{g, d}\right)=(x, 0 x, 00 x, 000 x)$. Also observe that $z_{1} g=111 x \neq x=z_{1}$. Let us carry out $\operatorname{MapbackSet}(g, \mathbf{b p}, 1)$ :

Require: $g$, bp, $i=1$ defined above.
function MapbackSet $(g, \mathbf{b p}, 1)$
outputset $=[]$.
$z_{1} g=111 x \neq x=z_{1}$.
prelimset $=\left\{f_{11}^{-1}, f_{1}^{-1}, f_{\epsilon}^{-1}\right\}$.
for $f_{11}^{-1} \in$ prelimset:

```
interimset \(=\operatorname{MAPBACKSET}\left(g f_{11}^{-1}, \mathbf{b p}, 1\right)\)
    outputset \(=[]\).
    \(z_{1} g f_{11}^{-1}=11 x \neq x=z_{1}\).
    prelimset \(=\left\{f_{1}^{-1}, f_{\epsilon}^{-1}\right\}\).
    for \(f_{1}^{-1} \in\) prelimset:
        interimset \(=\operatorname{MAPBACKSET}\left(g f_{11}^{-1} f_{1}^{-1}, \mathbf{b p}, 1\right)\)
        outputset \(=[]\).
        \(z_{1} g f_{11}^{-1} f_{1}^{-1}=1 x \neq x=z_{1}\).
        prelimset \(=\left\{f_{\epsilon}^{-1}\right\}\).
        for \(f_{\epsilon}^{-1} \in\) prelimset:
            interimset \(=\operatorname{MAPBACKSET}\left(g f_{11}^{-1} f_{1}^{-1} f_{\epsilon}^{-1}, \mathbf{b p}, 1\right)\)
                outputset \(=[]\).
                \(z_{1} g f_{11}^{-1} f_{1}^{-1} f_{\epsilon}^{-1}=x=z_{1}\).
                end function
            interimset \(=[]\).
            Add \(f_{\epsilon}^{-1}\) to outputset.
                end for
                outputset \(=\left\{f_{\epsilon}^{-1}\right\}\).
                end function
        interimset \(=\left\{f_{\epsilon}^{-1}\right\}\).
        Add \(f_{1}^{-1} f_{\epsilon}^{-1}\) to outputset.
    for \(f_{\epsilon}^{-1} \in\) prelimset:
        interimset \(=\operatorname{MAPBACKSET}\left(g f_{11}^{-1} f_{\epsilon}^{-1}, \mathbf{b p}, 1\right)\)
        outputset \(=[]\).
        \(z_{1} g f_{11}^{-1} f_{\epsilon}^{-1}=1 x \neq x=z_{1}\).
        prelimset \(=\left\{f_{\epsilon}^{-1}\right\}\).
        for \(f_{\epsilon}^{-1} \in\) prelimset:
            interimset \(=\operatorname{MAPBACKSET}\left(g f_{11}^{-1} f_{\epsilon}^{-1} f_{\epsilon}^{-1}, \mathbf{b p}, 1\right)\)
                outputset \(=[]\).
                \(z_{1} g f_{11}^{-1} f_{\epsilon}^{-1} f_{\epsilon}^{-1}=x=z_{1}\).
                end function
                    interimset \(=[]\).
                    Add \(f_{\epsilon}^{-1}\) to outputset.
        end for
        outputset \(=\left\{f_{\epsilon}^{-1}\right\}\).
        end function
    interimset \(=\left\{f_{\epsilon}^{-1}\right\}\).
    Add \(f_{\epsilon}^{-1} f_{\epsilon}^{-1}\) to outputset.
```

end for
return outputset $=\left\{f_{1}^{-1} f_{\epsilon}^{-1}, f_{\epsilon}^{-1} f_{\epsilon}^{-1}\right\}$.
end function
interimset $=\left\{f_{1}^{-1} f_{\epsilon}^{-1}, f_{\epsilon}^{-1} f_{\epsilon}^{-1}\right\}$.
Add $f_{11}^{-1} f_{1}^{-1} f_{\epsilon}^{-1}$ and $f_{11}^{-1} f_{\epsilon}^{-1} f_{\epsilon}^{-1}$ to outputset.

```
for \(f_{1}^{-1} \in\) prelimset:
    interimset \(=\operatorname{MAPBACKSET}\left(g f_{1}^{-1}, \mathbf{b p}, 1\right)\)
        outputset \(=[]\).
        \(z_{1} g f_{1}^{-1}=11 x \neq x=z_{1}\).
        prelimset \(=\left\{f_{1}^{-1}, f_{\epsilon}^{-1}\right\}\).
        for \(f_{1}^{-1} \in\) prelimset:
            interimset \(=\operatorname{MAPBACKSET}\left(g f_{1}^{-1} f_{1}^{-1}, \mathbf{b p}, 1\right)\)
                outputset \(=[]\).
                \(z_{1} g f_{1}^{-1} f_{1}^{-1}=1 x \neq x=z_{1}\).
                prelimset \(=\left\{f_{\epsilon}^{-1}\right\}\).
                for \(f_{\epsilon}^{-1} \in\) prelimset:
                    interimset \(=\operatorname{MAPBACKSet}\left(g f_{1}^{-1} f_{1}^{-1} f_{\epsilon}^{-1}, \mathbf{b p}, 1\right)\)
                        outputset \(=[]\).
                        \(z_{1} g f_{1}^{-1} f_{1}^{-1} f_{\epsilon}^{-1}=x=z_{1}\).
                        end function
                    interimset \(=[]\).
                    Add \(f_{\epsilon}^{-1}\) to outputset.
                end for
                    outputset \(=\left\{f_{\epsilon}^{-1}\right\}\).
                end function
            interimset \(=\left\{f_{\epsilon}^{-1}\right\}\).
            Add \(f_{1}^{-1} f_{\epsilon}^{-1}\) to outputset.
```

        for \(f_{\epsilon}^{-1} \in\) prelimset:
            interimset \(=\operatorname{MaPbACKSET}\left(g f_{1}^{-1} f_{\epsilon}^{-1}, \mathbf{b p}, 1\right)\)
                outputset \(=[]\).
                \(z_{1} g f_{1}^{-1} f_{\epsilon}^{-1}=1 x \neq x=z_{1}\).
                prelimset \(=\left\{f_{\epsilon}^{-1}\right\}\).
                for \(f_{\epsilon}^{-1} \in\) prelimset:
                    interimset \(=\operatorname{MAPBACKSET}\left(g f_{1}^{-1} f_{\epsilon}^{-1} f_{\epsilon}^{-1}, \mathbf{b p}, 1\right)\)
                        outputset \(=[]\).
                        \(z_{1} g f_{1}^{-1} f_{\epsilon}^{-1} f_{\epsilon}^{-1}=x=z_{1}\).
    
## end function

interimset $=[]$.
Add $f_{\epsilon}^{-1}$ to outputset.
end for
outputset $=\left\{f_{\epsilon}^{-1}\right\}$.
end function
interimset $=\left\{f_{\epsilon}^{-1}\right\}$.
Add $f_{\epsilon}^{-1} f_{\epsilon}^{-1}$ to outputset.
end for
return outputset $=\left\{f_{1}^{-1} f_{\epsilon}^{-1}, f_{\epsilon}^{-1} f_{\epsilon}^{-1}\right\}$.
end function
interimset $=\left\{f_{1}^{-1} f_{\epsilon}^{-1}, f_{\epsilon}^{-1} f_{\epsilon}^{-1}\right\}$.
Add $f_{1}^{-1} f_{1}^{-1} f_{\epsilon}^{-1}$ and $f_{1}^{-1} f_{\epsilon}^{-1} f_{\epsilon}^{-1}$ to outputset.

```
for }\mp@subsup{f}{\epsilon}{-1}\in\mathrm{ prelimset:
    interimset = MAPbACKSET (gf f
    outputset = [].
    z
    prelimset ={ {fl , , f
    for }\mp@subsup{f}{1}{-1}\in\mathrm{ prelimset:
        interimset =MAPBACKSET (g\mp@subsup{f}{\epsilon}{-1}\mp@subsup{f}{1}{-1},\mathbf{bp},1)
        outputset = [].
        z
        prelimset ={f_
        for f}\mp@subsup{f}{\epsilon}{-1}\in\mathrm{ prelimset:
            interimset =MAPBACKSET (g\mp@subsup{f}{\epsilon}{-1}\mp@subsup{f}{1}{-1}\mp@subsup{f}{\epsilon}{-1},\mathbf{bp},1)
                outputset = [].
                z
                end function
                    interimset = [].
                    Add f}\mp@subsup{f}{\epsilon}{-1}\mathrm{ to outputset.
                end for
                outputset ={f\epsilon}\mp@subsup{|}{\epsilon}{-1}}\mathrm{ .
                end function
        interimset ={ff
        Add f}\mp@subsup{f}{1}{-1}\mp@subsup{f}{\epsilon}{-1}\mathrm{ to outputset.
    for f}\mp@subsup{f}{\epsilon}{-1}\in\mathrm{ prelimset:
```

```
interimset \(=\operatorname{MaPbACKSET}\left(g f_{\epsilon}^{-1} f_{\epsilon}^{-1}, \mathbf{b p}, 1\right)\)
    outputset \(=[]\).
    \(z_{1} g f_{\epsilon}^{-1} f_{\epsilon}^{-1}=1 x \neq x=z_{1}\).
    prelimset \(=\left\{f_{\epsilon}^{-1}\right\}\).
    for \(f_{\epsilon}^{-1} \in\) prelimset:
                interimset \(=\operatorname{MapbaCkSet}\left(g f_{\epsilon}^{-1} f_{\epsilon}^{-1} f_{\epsilon}^{-1}, \mathbf{b p}, 1\right)\)
                        outputset \(=[]\).
                \(z_{1} g f_{\epsilon}^{-1} f_{\epsilon}^{-1} f_{\epsilon}^{-1}=x=z_{1}\).
                end function
            interimset \(=[]\).
            Add \(f_{\epsilon}^{-1}\) to outputset.
    end for
    outputset \(=\left\{f_{\epsilon}^{-1}\right\}\).
    end function
interimset \(=\left\{f_{\epsilon}^{-1}\right\}\).
Add \(f_{\epsilon}^{-1} f_{\epsilon}^{-1}\) to outputset.
end for
return outputset \(=\left\{f_{1}^{-1} f_{\epsilon}^{-1}, f_{\epsilon}^{-1} f_{\epsilon}^{-1}\right\}\).
end function
interimset \(=\left\{f_{1}^{-1} f_{\epsilon}^{-1}, f_{\epsilon}^{-1} f_{\epsilon}^{-1}\right\}\).
Add \(f_{\epsilon}^{-1} f_{1}^{-1} f_{\epsilon}^{-1}\) and \(f_{\epsilon}^{-1} f_{\epsilon}^{-1} f_{\epsilon}^{-1}\) to outputset.
```

    end for
    return outputset \(=\left\{f_{11}^{-1} f_{1}^{-1} f_{\epsilon}^{-1}, f_{11}^{-1} f_{\epsilon}^{-1} f_{\epsilon}^{-1}, f_{1}^{-1} f_{1}^{-1} f_{\epsilon}^{-1}, f_{1}^{-1} f_{\epsilon}^{-1} f_{\epsilon}^{-1}, f_{\epsilon}^{-1} f_{1}^{-1} f_{\epsilon}^{-1}, f_{\epsilon}^{-1} f_{\epsilon}^{-1} f_{\epsilon}^{-1}\right\}\).
    end function

We observe that indeed $z_{1} g f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{k}}^{\eta_{k}}=x=z_{1}$ for all $f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{k}}^{\eta_{k}} \in \operatorname{MapbackSet}(g, \mathbf{b p}, 1)$.
Example 5.3.7. Recall the rearrangement $h$ of $X$ from Example 5.1.18. We observe that $\mathbf{b p}=\operatorname{depth}\left(\partial \mathcal{P}_{h, d}\right)=(x, 0 x, 1 x, 10 x)$. Also observe that $z_{1} h=100 x \neq x=z_{1}$. Let us carry out MapbackSet $(h, \mathbf{b p}, 1)$ :

Require: $h, \mathbf{b p}, i=1$ defined above.
function MapbackSet( $h, \mathbf{b p}, 1)$
outputset $=[]$.
$z_{1} h=100 x \neq x=z_{1}$.
prelimset $=\left\{f_{10}, f_{1}\right\}$.
for $f_{10} \in$ prelimset:

```
interimset \(=\operatorname{MAPBACKSET}\left(h f_{10}, \mathbf{b p}, 1\right)\)
    outputset \(=[]\).
    \(z_{1} h f_{10}=10 x \neq x=z_{1}\).
    prelimset \(=\left\{f_{1}\right\}\).
    for \(f_{1} \in\) prelimset:
        interimset \(=\operatorname{MAPBACKSET}\left(h f_{10} f_{1}, \mathbf{b p}, 1\right)\)
            outputset \(=[]\).
            \(z_{1} h f_{10} f_{1}=1 x \neq x=z_{1}\).
                prelimset \(=\left\{f_{\epsilon}^{-1}\right\}\).
                for \(f_{\epsilon}^{-1} \in\) prelimset:
                    interimset \(=\operatorname{MAPBACKSET}\left(h f_{10} f_{1} f_{\epsilon}^{-1}, \mathbf{b p}, 1\right)\)
                    outputset \(=[]\).
                    \(z_{1} h f_{10} f_{1} f_{\epsilon}^{-1}=x=z_{1}\).
                    end function
                    interimset \(=[]\).
                    Add \(f_{\epsilon}^{-1}\) to outputset.
                end for
                outputset \(=\left\{f_{\epsilon}^{-1}\right\}\).
                end function
            interimset \(=\left\{f_{\epsilon}^{-1}\right\}\).
            Add \(f_{1} f_{\epsilon}^{-1}\) to outputset.
    return outputset \(=\left\{f_{1} f_{\epsilon}^{-1}\right\}\).
    end function
interimset \(=\left\{f_{1} f_{\epsilon}^{-1}\right\}\).
Add \(f_{10} f_{1} f_{\epsilon}^{-1}\) to outputset.
```

for $f_{1} \in$ prelimset:
interimset $=\operatorname{MAPBACKSET}\left(h f_{1}, \mathbf{b p}, 1\right)$
outputset $=[]$.
$z_{1} g f_{1}=10 x \neq x=z_{1}$.
prelimset $=\left\{f_{1}\right\}$.
for $f_{1} \in$ prelimset:
interimset $=\operatorname{MAPBACKSET}\left(h f_{1} f_{1}, \mathbf{b p}, 1\right)$
outputset $=[]$.
$z_{1} h f_{1} f_{1}=1 x \neq x=z_{1}$.
prelimset $=\left\{f_{\epsilon}^{-1}\right\}$.
for $f_{\epsilon}^{-1} \in$ prelimset:
interimset $=\operatorname{MAPBACKSET}\left(h f_{1} f_{1} f_{\epsilon}^{-1}, \mathbf{b p}, 1\right)$
outputset $=[]$.
$z_{1} h f_{1} f_{1} f_{\epsilon}^{-1}=x=z_{1}$.

## end function

interimset $=[]$.
Add $f_{\epsilon}^{-1}$ to outputset.
end for
outputset $=\left\{f_{\epsilon}^{-1}\right\}$.

## end function

interimset $=\left\{f_{\epsilon}^{-1}\right\}$.
Add $f_{1} f_{\epsilon}^{-1}$ to outputset.
return outputset $=\left\{f_{1} f_{\epsilon}^{-1}\right\}$.
end function
interimset $=\left\{f_{1} f_{\epsilon}^{-1}\right\}$.
Add $f_{1} f_{1} f_{\epsilon}^{-1}$ to outputset.

```
    return outputset ={f_fof f}\mp@subsup{f}{\epsilon}{-1},\mp@subsup{f}{1}{}\mp@subsup{f}{1}{}\mp@subsup{f}{\epsilon}{-1}}
end function
```

We observe that indeed $z_{1} h f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{k}}^{\eta_{k}}=x=z_{1}$ for all $f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{k}}^{\eta_{k}} \in \operatorname{MapbackSet}(h, \mathbf{b p}, 1)$.

Definition 5.3.8. Let $X$ be the limit space of the $F$ replacement system. Let $g$ be a rearrangement of $X$. Let $\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)$ be the minimal bipartition for $g$. Let $z \in \partial \mathcal{P}_{g, d}$. Suppose $z=\alpha x$ (for some $\alpha=e_{1} \ldots e_{n} \in E(R)^{*}$ ) and $z g=\beta x$ (for some $\beta=e_{1}^{\prime} \ldots e_{m}^{\prime} \in$ $\left.E(R)^{*}\right)$. Let $\gamma=e_{1} \ldots e_{k} \in E(R)^{*}$ be the largest common prefix of $\alpha$ and $\beta$. Then we define the damage of $z$ associated to $g$ as follows:

$$
\operatorname{damage}_{g}(z)=(n-k)+(m-k) .
$$

We define the damage of the rearrangement $g$ as follows:

$$
\text { damage }(g)=\sum_{z \in \mathcal{P}_{g, d}} \text { damage }_{g}(z) .
$$

Let $X$ be the limit space of the $F$ replacement system. Let $g$ be a rearrangement of $X$. Let $\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)$ be the minimal bipartition for $g$. Using Algorithm 5.2.2 and Definition 5.3.8, the following algorithm finds an optimized word $f_{\alpha_{1}}^{\eta_{1}} \ldots f_{\alpha_{N}}^{\eta_{N}} \in W(\mathcal{X})$ (for some $\alpha_{1}, \ldots, \alpha_{N} \in E(R)^{*}$ and $\left.\eta_{1}, \ldots, \eta_{N} \in\{ \pm 1\}\right)$ such that $g f_{\alpha_{1}}^{\eta_{1}} \ldots f_{\alpha_{N}}^{\eta_{N}}=I$ :

```
Algorithm 5.3.9 Normal form of a rearrangement \(g\) of \(X\).
Require: \(g\) is a rearrangement of \(X\) with minimal bipartition \(\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)\).
List \(\partial \mathcal{P}_{g, d}\).
Define bp \(=\operatorname{depth}\left(\partial \mathcal{P}_{g, d}\right)=\left(z_{1}, \ldots, z_{d}\right)\).
function \(\operatorname{NORMALFORM}(g, \mathbf{b p})\)
    Set outputword \(=I\).
    for \(i=1, \ldots, n\) do
        Set \(h=g\) outputword.
        if \(z_{i} h \neq z_{i}\) then
            interimset \(=\operatorname{MAPBACKSET}(g, \mathbf{b p}, i)\)
            Choose interimword from interimset such that interimword has the
            least damage.
            Append interimword to outputword.
        end if
        end for
        return outputword.
    end function
```

Lemma 5.3.10. Let $X$ be the limit space of the $F$ replacement system. Let $g$ be a rearrangement of $X$. Let $\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)$ be the minimal bipartition for $g$. Let $\operatorname{NormalForm}(g)=$ $f_{\alpha_{1}}^{\eta_{1}} \ldots f_{\alpha_{N}}^{\eta_{N}}($ for some $N \in \mathbb{N})$. Then $g f_{\alpha_{1}}^{\eta_{1}} \ldots f_{\alpha_{N}}^{\eta_{N}}=I$.

Proof. Let $X$ be the limit space of the $F$ replacement system. Let $g$ be a rearrangement of $X$. Let $\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)$ be the minimal bipartition for $g$. Let FACTORIZATION $(g)=f_{\alpha_{1}}^{\eta_{1}} \ldots f_{\alpha_{N}}^{\eta_{N}}$ (for some $N \in \mathbb{N})$. Let $\mathbf{b p} \supseteq \operatorname{depth}\left(\partial \mathcal{P}_{g, d}\right)=\left(z_{1}, \ldots z_{d}\right)$. Let us define the following functions:

$$
\begin{aligned}
& h_{z_{1}} \in \operatorname{MapbackSet}(g, \mathbf{b p}, 1) \\
& \text { such that } h_{z_{1}} \text { has the least damage, } \\
& h_{z_{2}} \in \operatorname{MAPbACKSET}\left(g h_{z_{1}}, \mathbf{b p}, 2\right) \\
& \text { such that } h_{z_{d}} \text { has the least damage, } \\
& \vdots \\
& h_{z_{d}} \in \operatorname{MAPBACKSET}\left(g h_{z_{1}} \ldots h_{z_{d-1}}, \mathbf{b p}, d\right) \\
& \text { such that } h_{z_{d}} \text { has the least damage. }
\end{aligned}
$$

We will prove that $f_{\alpha_{1}}^{\eta_{1}} \ldots f_{\alpha_{N}}^{\eta_{N}}=h_{z_{1}} \ldots h_{z_{d}}$. Let us implement Algorithm 5.3.9. Suppose that, having completed step $i-1$ of the for loop, outputword $=h_{z_{1}} \ldots h_{z_{i-1}}$. Let us implement step $i$ of the for loop: By Line 8 , interimset $=\operatorname{MapbackSet}\left(g h_{z_{1}} \ldots h_{z_{i-1}}, \mathbf{b p}, i\right)$. By Line 9, we choose $h_{z_{i}}$ from interimset such that $h_{z_{i}}$ has the least damage. By

Line 10, outputword $=h_{z_{1}} \ldots h_{z_{i}}$. It follows that, having completed step $d$ of the loop, outputword $=h_{z_{1}} \ldots h_{z_{d}}$.

Then, by Lemma 5.3.4 (2),

$$
\begin{aligned}
& z_{1} g h_{z_{1}}=z_{1} \\
& z_{1} g h_{z_{1}} h_{z_{2}}=z_{1}, z_{2} g h_{z_{1}} h_{z_{2}}=z_{2} \\
& \vdots \\
& z_{1} g h_{z_{1}} \ldots h_{z_{d}}=z_{1}, \ldots, z_{d} g h_{z_{1}} \ldots h_{z_{d-1}}=z_{d} .
\end{aligned}
$$

And, by Lemma 5.3.5,

$$
\begin{aligned}
& \partial \mathcal{P}_{g h_{z_{1}}, d} \subseteq \partial \mathcal{P}_{g, d} \\
& \partial \mathcal{P}_{g h_{z_{1}} h_{z_{2}}, d} \subseteq \partial \mathcal{P}_{g h_{z_{1}}, d} \\
& \vdots \\
& \partial \mathcal{P}_{g h_{z_{1}} \ldots h_{z_{d}}, d} \subseteq \partial \mathcal{P}_{g h_{z_{1}} \ldots h_{z_{d-1}}, d} .
\end{aligned}
$$

Hence,

$$
\partial \mathcal{P}_{g h_{z_{1}} \ldots h_{z_{d}}, d} \subseteq \partial \mathcal{P}_{g, d} .
$$

Let $C(\alpha) \in \mathcal{P}_{g h_{z_{1}} \ldots h_{z_{d}}, d}$ (for some $\left.\alpha \in E(R)^{*}\right)$. Then $v_{\alpha}=z_{i}$ and $w_{\alpha}=z_{j}$ (for some $i \leq i, j \leq d)$. Hence $\left(v_{\alpha}\right) g h_{z_{1}} \ldots h_{z_{d}}=v_{\alpha}$ and $\left(w_{\alpha}\right) g h_{z_{1}} \ldots h_{z_{d}}=w_{\alpha}$. Therefore, by Lemma 4.4.3. $C(\alpha) g h_{z_{1}} \ldots h_{z_{d}}=C(\alpha)$. Hence, $g h_{z_{1}} \ldots h_{z_{d}}$ acts as the identity map $C(\alpha)$. Since this is true for all cells $C(\alpha) \in \mathcal{P}_{g h_{z_{1}} \ldots h_{z_{d}}, d}$, we can conclude that

$$
g f_{\alpha_{1}}^{\eta_{1}} \ldots f_{\alpha_{N}}^{\eta_{N}}=g h_{z_{1}} \ldots h_{z_{d}}=I
$$

Definition 5.3.11. Let $\mathcal{G}$ be a group. Let $\mathcal{X}$ be a generating set for $\mathcal{G}$. The normal form of an element $g \in \mathcal{G}$ is a uniquely determined word $w \in W(\mathcal{X})$ such that $g=w$.

The following result proves that the output of Algorithm 5.3.9 is the normal form of an element of $F$ :

Lemma 5.3.12. Let $w, w^{\prime} \in W(\mathcal{X})$ such that $w=w^{\prime}$ in $F$. Then $\operatorname{NormalForm}(w)=$ NormalForm $w^{\prime}$.

Proof. Let $w, w^{\prime} \in W(\mathcal{X})$ such that $w=w^{\prime}$ in $F$. By Proposition 5.3.1, $w$ and $w^{\prime}$ are equal to the same rearrangement $g \in F$. By Lemma 3.3.28, the minimal bipartition $\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)$ for $g$ is unique. This implies that the input to Algorithm 5.3.9 is unique. Hence $\operatorname{NormalForm}(w)=\operatorname{NormalForm} w^{\prime}$.

Example 5.3.13. Recall the rearrangement $g$ of $X$ from Example 5.1.17. Let us now apply Algorithm 4 to compute NormalForm $(g)$ :

Require: $g$ defined above.
$\partial \mathcal{P}_{g, d}=\{000 x, 00 x, 0 x, x\}$.
$\mathbf{b} \mathbf{p}=\operatorname{depth} \partial \mathcal{P}_{g, d}=\left(z_{1}=x, z_{2}=0 x, z_{3}=00 x, z_{4}=000 x\right)$.
function $\operatorname{NormalForm}(g, \mathbf{b p})$
Applying for loop for $i=1, \ldots, 4$ :
outputword $=I$.
$i=1$.
$h=g$ outputword $=g$.
$z_{1} h=111 x \neq x=z_{1}$.
interimset $=\operatorname{MapBaCKSet}(h, \mathbf{b p}, 1)$.
return interimset $=\left\{f_{11}^{-1} f_{1}^{-1} f_{\epsilon}^{-1}, f_{11}^{-1} f_{\epsilon}^{-1} f_{\epsilon}^{-1}, f_{1}^{-1} f_{1}^{-1} f_{\epsilon}^{-1}, f_{1}^{-1} f_{\epsilon}^{-1} f_{\epsilon}^{-1}, f_{\epsilon}^{-1} f_{1}^{-1} f_{\epsilon}^{-1}, f_{\epsilon}^{-1} f_{\epsilon}^{-1} f_{\epsilon}^{-1}\right\}$.
Check damage of all $f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{k}}^{\eta_{k}} \in \operatorname{MAPbACKSET}(h, \mathbf{b p}, 1)$.
damage $f_{11}^{-1} f_{1}^{-1} f_{\epsilon}^{-1}=6$.
damage $f_{11}^{-1} f_{\epsilon}^{-1} f_{\epsilon}^{-1}=4$.
damage $f_{1}^{-1} f_{1}^{-1} f_{\epsilon}^{-1}=6$.
damage $f_{1}^{-1} f_{\epsilon}^{-1} f_{\epsilon}^{-1}=2$.
damage $f_{\epsilon}^{-1} f_{1}^{-1} f_{\epsilon}^{-1}=4$.
damage $f_{\epsilon}^{-1} f_{\epsilon}^{-1} f_{\epsilon}^{-1}=0$.
Choose $f_{\epsilon}^{-1} f_{\epsilon}^{-1} f_{\epsilon}^{-1}$ and append to outputword.
outputword $=f_{\epsilon}^{-1} f_{\epsilon}^{-1} f_{\epsilon}^{-1}$.
$i=2$.
$h=g$ outputword $=g f_{\epsilon}^{-1} f_{\epsilon}^{-1} f_{\epsilon}^{-1}$. $z_{2} h=0 x=z_{2}$.
$i=3$.
$h=g$ outputword $=g f_{\epsilon}^{-1} f_{\epsilon}^{-1} f_{\epsilon}^{-1}$.
$z_{3} h=00 x=z_{3}$.
$i=4$.
$h=g$ outputword $=g f_{\epsilon}^{-1} f_{\epsilon}^{-1} f_{\epsilon}^{-1}$.
$z_{4} h=000 x=z_{4}$.

## For loop ends.

return outputword $=f_{\epsilon}^{-1} f_{\epsilon}^{-1} f_{\epsilon}^{-1}$.
end function

We observe that indeed $g f_{\epsilon}^{-1} f_{\epsilon}^{-1} f_{\epsilon}^{-1}=I$. Observe that this word is significantly
shorter than the word found in Example 5.1.20. This is illustrated in Figure 5.2


Figure 5.2: $g f_{\epsilon}^{-1} f_{\epsilon}^{-1} f_{\epsilon}^{-1}$
\{detachment
Example 5.3.14. Recall the rearrangement $h$ of $X$ from Example 5.1.18. Let us now apply Algorithm 4 to compute NormalForm $(h)$ :

Require: $h$ defined above.

```
\(\partial \mathcal{P}_{h, d}=\{0 x, x, 10 x, 1 x\}\).
\(\mathbf{b p}=\operatorname{depth} \partial \mathcal{P}_{h, d}=\left(z_{1}=x, z_{2}=0 x, z_{3}=1 x, z_{4}=10 x\right)\).
function \(\operatorname{NORMALFORM}(h, \mathbf{b p})\)
Applying for loop for \(i=1, \ldots, 4\) :
outputword \(=I\).
```

$i=1$.
$h=h$ outputword $=h$.
$z_{1} h=100 x \neq x=z_{1}$.
interimset $=\operatorname{MapbackSet}(h, \mathbf{b p}, 1)$.
return interimset $=\left\{f_{10} f_{1} f_{\epsilon}^{-1}, f_{1} f_{1} f_{\epsilon}^{-1}\right\}$.
Check damage of all $f_{\beta_{1}}^{\eta_{1}} \ldots f_{\beta_{k}}^{\eta_{k}} \in \operatorname{MAPBACKSet}(h, \mathbf{b p}, 1)$.
damage $f_{10} f_{1} f_{\epsilon}^{-1}=0$.
damage $f_{1} f_{1} f_{\epsilon}^{-1}=2$.

Choose $f_{10} f_{1} f_{\epsilon}^{-1}$ and append to outputword.
outputword $=f_{10} f_{1} f_{\epsilon}^{-1}$.
$i=2$.
$h=h$ outputword $=h f_{10} f_{1} f_{\epsilon}^{-1}$.
$z_{2} h=0 x=z_{2}$.
$i=3$.
$h=h$ outputword $=h f_{10} f_{1} f_{\epsilon}^{-1}$.
$z_{3} h=1 x=z_{3}$.
$i=4$.
$h=h$ outputword $=h f_{10} f_{1} f_{\epsilon}^{-1}$.
$z_{4} h=10 x=z_{4}$.

## For loop ends.

return outputword $=f_{10} f_{1} f_{\epsilon}^{-1}$.
end function

We observe that indeed $h f_{10} f_{1} f_{\epsilon}^{-1}=I$. Observe that this word is the same word found in Example 5.1.21. This is illustrated in Figure 5.3.


Figure 5.3: $h f_{10} f_{1} f_{\epsilon}^{-1}$

### 5.4 A Note on Rotation Distance

Recall from Lemma 3.2.2 that cellular partitions of $X$ are characterised by complete antichains. Then every rearrangement of $X$ (i.e., an element of Thompson's group $F$ ) can be defined as a bijection between complete antichains of the same cardinality. Since complete antichains in $\{0,1\}^{*}$ can be expressed as finite rooted binary trees, a rearrangement of $X$ defines a transformation between two binary rooted trees with the same number of nodes.

A rotation in a binary tree is a local restructuring of the tree, executed by collapsing an internal edge of the tree to a point, thereby obtaining a node with three children, and then re-expanding the node of order three in the alternative way. The rotation distance between a pair of trees with the same number of nodes is the minimum number of rotations needed to convert one tree into another. There has been a great deal of interest in the problems: what is the maximum rotation distance between any pair of $n$-node binary trees? Is there a polynomial time algorithm (in the number of nodes of the trees) to determine the rotation distance between a given pair of trees? See [16, [29] for bounds; [10], [11], [12], [13], [24] for results about restricted rotation distance, [14], [1], [25], [26] for approximation results; and [15] for results about tractability.

Observe that the action of an element $f_{\alpha} \in \mathcal{X}$ on $[0,1]$ is equivalent to a single rotation of a binary rooted tree. Using this fact, in Proposition 2.9 of [18], Dehornoy shows that the length of an element of $F$ with respect to the generating set $\mathcal{X}$ is in fact equal to the rotation distance between two binary rooted trees. Dehornoy has left finding explicit combinatorial methods for computing this length as an open question. We conjecture that the normal form of an element of $F$ given by Algorithm 5.3.9 provides a shortestlength sequence of rotations taking one tree to the other. Moreover, Algorithm 5.3.9 provides an explicit combinatorial method to compute this normal form. Further, while Algorithm 5.3.9 runs in exponential time, in all examples computed we have found that there have been easy reductions which enable us to carry out the calculations by hand. Thus, we wonder if the algorithm admits simplifications into a polynomial time algorithm (or at least, polynomial expected time), and answering that question represents work for the future.

### 5.5 An Additional Algorithm

We have found the following algorithm useful in our calculations. It is included here for completeness:

```
Algorithm 5.5.1 Factorization set of a rearrangement \(g\)
Require: \(g\) is a rearrangement of \(X\) with minimal bipartition \(\left(\mathcal{P}_{g, d}, \mathcal{P}_{g, r}\right)\)
```

List $\partial \mathcal{P}_{g, d}$.
Order $\partial \mathcal{P}_{g, d}$ by depth: $\mathbf{b p}=\left(z_{1}, \ldots, z_{d}\right)$.

```
function FactorizationSet ( \(g\), bp)
    Set counter \(i=1\).
    while \(z_{i} g=z_{i}\) and \(i \leq n\) do
        Set \(i=i+1\).
    end while
    if \(i>n\) then
        return []
    else
        prelimset \(=\operatorname{MapbackSet}(g, \mathbf{b p}, i)\)
        outputset \(=I\)
        for \(h\) in prelimset do
            interimset \(=\) FactorizationSet \((g, \mathbf{b p})\)
            for \(k\) in interimset do
                Append \(k h^{-1}\) to outputset.
                end for
        end for
        return outputset.
    end if
end function
```


## Chapter 6

## A Presentation for Richard Thompson's Group $\boldsymbol{F}$

In Chapter 5, we developed a combinatorial algorithm to express an arbitrary element of Richard Thompson's group $F$ in normal form in terms of the generating set in Proposition 5.2.1. In this chapter, we will provide a combinatorial proof that the generating set in Proposition 5.2.1 and the set of relations in Proposition 5.3.1 provide a presentation for Richard Thompson's group $F$.

Let us recall the following definitions from the previous chapters:

- The set $\Omega=\{0,1\}^{\omega}$ is the set of infinite sequences of 0 and 1 , and called the symbol space.
- The set $E(R)^{*}=\{0,1\}^{*}$ is the set of finite words of 0 and 1 .
- The equivalence relation $\sim$ is such that $\gamma 0 \overline{1} \sim \gamma 1 \overline{0}$ for all $\gamma \in E(R)^{*}$.
- There exists a one to one correspondence between the unit interval $[0,1]$ and the quotient $\Omega / \sim$.
- A cell $C(\gamma)$ is a subinterval of $[0,1]$, consisting of the equivalence classes of all infinite sequences from $\Omega$ with the prefix $\gamma$.
- The gluing vertex $\gamma x$ is the center point of the cell $C(\gamma)$. It denotes the image of the equivalence class $\{\gamma 0 \overline{1}, \gamma 1 \overline{0}\}$ in $\Omega / \sim$ (and the corresponding dyadic rational in $[0,1])$.
- The complete set of gluing vertices in $[0,1]$ is $\mathcal{G V}=\left\{a=\{\overline{0}\}, b=\{\overline{1}\}, \gamma x \mid \gamma \in E(R)^{*}\right\}$.


### 6.1 A New Group

Let us define a new group combinatorially as follows:

$$
\dot{F}=\langle\dot{\mathcal{X}} \mid \dot{\mathcal{R}}\rangle
$$

where $\dot{\mathcal{X}}$ is a set of generators

$$
\dot{\mathcal{X}}=\left\{\dot{f}_{\alpha} \mid \alpha \in E(R)^{*}\right\}
$$

and $\dot{\mathcal{R}}$ is a set of relations

$$
\begin{aligned}
\dot{\mathcal{R}}=\{R 1: & & \dot{f}_{\beta}^{\dot{f}_{\alpha}}=\dot{f}_{\beta} \text { if } \alpha \perp \beta, \\
R 2: & & \dot{f}_{\alpha 0}^{f_{\alpha}}=\dot{f}_{\alpha} \dot{f}_{\alpha 1}^{-1}, \\
R 3: & & \dot{f}_{\alpha 00 \gamma}^{\dot{f}_{\alpha}}=\dot{f}_{\alpha 0 \gamma}, \\
R 4: & & \dot{f}_{\alpha 01 \gamma}^{f_{\alpha}}=\dot{f}_{\alpha 10 \gamma}, \\
R 5: & & \left.\dot{f}_{\alpha 1 \gamma}^{f_{\alpha}}=\dot{f}_{\alpha 11 \gamma}\right\},
\end{aligned}
$$

(for some $\alpha, \beta, \gamma \in E(R)^{*}$ ).
Consider the set functions $\zeta^{*}: \dot{\mathcal{X}} \rightarrow \dot{F}$ and $\bar{\zeta}^{*}: \dot{\mathcal{X}} \rightarrow F$, induced by the sets of rules $\dot{f}_{\alpha} \mapsto \dot{f}_{\alpha}$ and $\dot{f}_{\alpha} \mapsto f_{\alpha}$ respectively. These functions induce group homomorphisms $\zeta: \operatorname{Free}(\dot{\mathcal{X}}) \rightarrow \dot{F}$ and $\bar{\zeta}: \operatorname{Free}(\dot{\mathcal{X}}) \rightarrow F$ (where $\operatorname{Free}(\dot{\mathcal{X}})$ is the free group on $\dot{\mathcal{X}}$ ). Observe that $\operatorname{ker}(\zeta) \subseteq \operatorname{ker}(\bar{\zeta})$ and $\dot{\mathcal{X}}$ generates $\dot{F}$. Then there is an induced group homomorphism $\chi: \dot{F} \rightarrow F$ such that the following diagram commutes:


As the maps $f_{\alpha}$ generate $F$, we observe that $\chi$ is surjective.
This brings us to the main result of this chapter:
Theorem 6.1.1. The group $\dot{F}$ is isomorphic to Richard Thompson's group $F$.
In order to prove Theorem 6.1.1, it is sufficient to show that $\chi$ is injective. We will prove this result by developing a combinatorial algorithm to show that $\operatorname{ker}(\chi)=\{I\}$.

### 6.2 A Combinatorial Action

Let us compose $\chi$ with the "action" homomorphism $\rho: F \rightarrow \operatorname{Sym}(\mathcal{G V})$. This gives us an action of $\dot{F}$ on $\mathcal{G V}$ which is determined by the action of the generators:

Lemma 6.2.1. Let $\dot{f}_{\alpha} \in \dot{\mathcal{X}}$ (for some $\left.\alpha \in E(R)^{*}\right)$. Then $\dot{f}_{\alpha}$ acts on $z \in \mathcal{G \mathcal { V }}$ as follows:

1. If $z=a,(a) \dot{f}_{\alpha}=a$,
2. If $z=b$, ( $b) \dot{f}_{\alpha}=b$,
3. If $z=\gamma x$, (for some $\gamma \in E(R)^{*}$ )

$$
(\gamma x) \dot{f}_{\alpha}= \begin{cases}\alpha 1 x & \text { if } \gamma=\alpha, \\ \alpha x & \text { if } \gamma=\alpha 0, \\ \alpha 0 \lambda x & \text { if } \gamma=\alpha 00 \lambda, \\ \alpha 10 \lambda x & \text { if } \gamma=\alpha 01 \lambda, \\ \alpha 11 \lambda x & \text { if } \gamma=\alpha 1 \lambda, \\ \gamma x & \text { if } \alpha \npreceq \gamma,\end{cases}
$$

(for some $\left.\lambda \in E(R)^{*}\right)$.
Proof. The statement follows immediately from the action of $F$ on $\mathcal{G V}$.
Observe that, for an arbitrary element $g=\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{n}}^{\eta_{n}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \ldots, \alpha_{n} \in$ $E(R)^{*}$ and $\left.\eta_{1}, \ldots, \eta_{n} \in\{ \pm 1\}\right)$, the action on $\gamma x \in \mathcal{G V}$ is as follows:

$$
(\gamma x) g=\left(\left((\gamma x) \dot{f}_{\alpha_{1}}^{\eta_{1}}\right) \dot{f}_{\alpha_{2}}^{\eta_{2}}\right) \ldots \dot{f}_{\alpha_{n}}^{\eta_{n}}
$$

Observe that the function in Lemma 6.2.1 is in contrast to the partial function below:
Definition 6.2.2. Let $\dot{f}_{\alpha} \in \dot{\mathcal{X}}$ (for some $\alpha \in E(R)^{*}$ ), then $\dot{f}_{\alpha}$ induces a partial function on $E(R)^{*}$, defined as follows: Let $\beta \in E(R)^{*}$, then

$$
\beta \bullet \dot{f}_{\alpha}= \begin{cases}\text { undefined } & \text { if } \beta \preceq \alpha, \\ \beta & \text { if } \beta \perp \alpha, \\ \alpha 0 \delta & \text { if } \beta=\alpha 00 \delta, \\ \alpha 10 \delta & \text { if } \beta=\alpha 01 \delta, \\ \alpha 11 \delta & \text { if } \beta=\alpha 1 \delta\end{cases}
$$

(for some $\delta \in E(R)^{*}$ ).
This function has been shown to be a partial action by Dehornoy in [17]. This partial action has, in turn, been extended to a full action by Bleak, Matucci and Neunhöffer in [5].

Definition 6.2.3. Let $g=\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{n}}^{\eta_{n}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \ldots, \alpha_{n} \in E(R)^{*}$ and $\eta_{1}, \ldots, \eta_{n} \in\{ \pm 1\}$ ) and let $\gamma x \in \mathcal{G \mathcal { V }}$ (for some $\left.\gamma \in E(R)^{*}\right)$.

1. We define the prefix chain for $g$ to be the ordered list:

$$
\text { prefixchain }(g)=\left(I, \dot{f}_{\alpha_{1}}^{\eta_{1}}, \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}, \ldots, \dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{n}}^{\eta_{n}}\right) .
$$

2. We define the depth chart of $\gamma x$ associated to $g$ (denoted by depthchart ${ }_{g}(\gamma x)$ ) to be ordered list depicting the action of each element in the prefix chain for $g$ on $\gamma x$ :

$$
\operatorname{depthchart}_{g}(\gamma x)=\left(\gamma x,(\gamma x) \dot{f}_{\alpha_{1}}^{\eta_{1}},(\gamma x) \dot{f}_{\alpha_{1}}^{\eta_{1}}{\dot{q_{2}}}_{\alpha_{2}}^{\eta_{2}}, \ldots,(\gamma x){\dot{\dot{q}} \alpha_{1}}_{\eta_{1}}^{\eta_{1}} \dot{\dot{f}_{\alpha_{n}}}\right)
$$

We illustrate this list by plotting the depths of each gluing vertex, as seen in the following example.
3. We say $\gamma x$ is dynamic under $g$ if depthchart ${ }_{g}(\gamma x)$ is not constant.

Example 6.2.4. The depth charts for the action of the function $\dot{f}_{0} \dot{f}_{\epsilon} \dot{f}_{1}$ on the gluing vertices $x, 0 x$ and $1 x$ are as follows:

$$
\begin{aligned}
\operatorname{depthchart}_{f_{0} \dot{f}_{\epsilon} \dot{f}_{1}}(x) & =(x, x, 1 x, 11 x), \\
\operatorname{depthchart}_{\dot{f}_{0} \dot{f}_{\epsilon} \dot{f}_{1}}(0 x) & =(0 x, 01 x, 10 x, 1 x), \\
\operatorname{depthchart}_{\dot{f}_{0} \dot{f}_{\epsilon} \dot{f}_{1}}(1 x) & =(1 x, 1 x, 11 x, 111 x) .
\end{aligned}
$$

These are illustrated in the following diagram:


We observe that, while $\dot{f}_{0} \dot{f}_{\epsilon} \dot{f}_{1}=\dot{f}_{\epsilon} \dot{f}_{\epsilon}$ (by the Pentagram relation $R 2$ ), the depth charts for the action of $\dot{f}_{\epsilon} \dot{f}_{\epsilon}$ on the gluing vertices $x, 0 x$ and $1 x$ are different:

$$
\begin{aligned}
\text { depthchart }_{\dot{f}_{\epsilon} \dot{f}_{\epsilon}}(x) & =(x, 1 x, 11 x), \\
\operatorname{depthchart}_{\dot{f}_{\epsilon} \dot{f}_{\epsilon}}(0 x) & =(0 x, x, 1 x), \\
\operatorname{depthchart}_{\dot{f}_{\epsilon} \dot{f}_{\epsilon}}(1 x) & =(1 x, 11 x, 111 x) .
\end{aligned}
$$

These are illustrated in the following diagram:




The depth charts for the action of the full Pentagram relation $\dot{f}_{\epsilon}^{-1} \dot{f}_{0} \dot{f}_{\epsilon} \dot{f}_{1} \dot{f}_{\epsilon}^{-1}$ on the gluing vertices $x, 0 x$ and $1 x$ are as follows:

$$
\begin{aligned}
\text { depthchart }_{\dot{f}_{\epsilon}^{-1}}^{-1} \dot{f}_{0} \dot{f}_{\epsilon} \dot{f}_{1} \dot{f}_{\epsilon}^{-1}(x) & =(x, 0 x, 01 x, 10 x, 1 x, x), \\
\text { depthchart }_{\dot{f}_{\epsilon}^{-1} \dot{f}_{0} \dot{f}_{\epsilon} \dot{1}_{1} \dot{f}_{\epsilon}^{-1}}(0 x) & =(0 x, 00 x, 0 x, x, x, 0 x), \\
\text { depthchart }_{\dot{f}_{\epsilon}^{-1}}^{-1} \dot{f}_{0} \dot{f}_{\epsilon} \dot{f}_{1} \dot{f}_{\epsilon}^{-1}(1 x) & =(1 x, x, x, 1 x, 11 x, 1 x) .
\end{aligned}
$$

These are illustrated in the following diagram:




Definition 6.2.5. The reverse of a depth chart is the graph obtained using left-right reflection and replacing each function by its inverse.

Lemma 6.2.6. Let $g=\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{n}}^{\eta_{n}} \in W(\dot{\mathcal{X}})$ and let $\gamma x \in \mathcal{G V}$. Let $\delta x=(\gamma x) g$. Then depthchart $_{g^{-1}}(\delta x)$ is the reverse of $\operatorname{depthchart}_{g}(\gamma x)$.

Proof. The statement follows from Definition 6.2.5.
Definition 6.2.7. Let $g=\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{n}}^{\eta_{n}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \ldots, \alpha_{n} \in E(R)^{*}$ and $\left.\eta_{1}, \ldots, \eta_{n} \in\{ \pm 1\}\right)$. We define the set of boundary points of $g$ to be:

$$
\begin{aligned}
B_{g}=\left\{(\beta x)\left(\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{i-1}}^{\eta_{i-1}}\right)^{-1} \mid\right. & \beta \preceq \alpha_{i} 0 \text { if } \eta_{i}=+1 \text { or } \\
& \beta \preceq \alpha_{i} 1 \text { if } \eta_{i}=-1, \\
& \text { for } i=1, \ldots, n\} .
\end{aligned}
$$

Recall from Definition 2.3.10 that there exists a depth order on the set $\mathcal{G V}$. We shall denote the depth order on $B_{g}$ by the ordered list depth $\left(B_{g}\right)=\left(z_{1}, \ldots, z_{d}\right)$.

Lemma 6.2.8. Let $g=\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{n}}^{\eta_{n}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \ldots, \alpha_{n} \in E(R)^{*}$ and $\eta_{1}, \ldots, \eta_{n} \in$ $\{ \pm 1\})$. Let $B_{g}$ be the set of boundary points of $g$. Let $\left(\mathcal{P}_{g \chi, d}, \mathcal{P}_{g \chi, r}\right)$ be the minimal bipartition for the rearrangement $g \chi \in F$. Then $B_{g} \supseteq \partial \mathcal{P}_{g \chi, d}$.

Proof. Let $g=\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{n}}^{\eta_{n}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \ldots, \alpha_{n} \in E(R)^{*}$ and $\eta_{1}, \ldots, \eta_{n} \in\{ \pm 1\}$ ). Let $\left(\mathcal{P}_{g \chi, d}, \mathcal{P}_{g \chi, r}\right)$ be the minimal bipartition for the rearrangement $g \chi \in F$. We will prove this result by induction on $n$.

If $n=0, g=I$ and the result is trivially true. If $n=1, g=\dot{f}_{\alpha_{1}}^{\eta_{1}}$ and

$$
\begin{aligned}
& B_{g}=\{\beta x \mid \beta \preceq \alpha_{1} 0 x \text { if } \eta_{1}=+1 \text { or } \\
&\left.\beta \preceq \alpha_{1} 1 x \text { if } \eta_{1}=-1\right\} .
\end{aligned}
$$

By Corollary 5.1.4, $B_{g}=\partial \mathcal{P}_{g \chi, d}$.

Suppose that there exists $m \in \mathbb{N}$ such that the inductive claim holds for $n=m$. We will examine the case when $n=m+1$. Let $g=\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{m}}^{\eta_{m}}$ and consider $h=g \dot{f}_{\alpha_{m+1}}^{\eta_{m+1}}$. Observe that

$$
\begin{aligned}
& B_{h}=B_{g} \cup\left\{(\beta x) g^{-1} \mid \beta \preceq \alpha_{m+1} 0 x \text { if } \eta_{m+1}=+1\right. \text { or } \\
& \left.\beta \preceq \alpha_{m+1} 1 x \text { if } \eta_{m+1}=-1\right\} .
\end{aligned}
$$

Observe that $h \chi=g \chi f_{\alpha_{m+1}}^{\eta_{m+1}}$. Let $\left(\mathcal{P}_{h \chi, d}, \mathcal{P}_{h \chi, r}\right)$ be the minimal bipartition for the rearrangement $h \chi \in F$, then

$$
\partial \mathcal{P}_{h \chi, d} \subseteq \partial \mathcal{P}_{g \chi, d} \cup\left(\partial \mathcal{P}_{f_{\alpha_{m+1}}^{\eta_{m+1}, d}}\right)(g \chi)^{-1}
$$

By our inductive hypothesis,

$$
\partial \mathcal{P}_{g \chi, d} \subseteq B_{g} .
$$

Observe that

$$
\begin{aligned}
\left(\partial \mathcal{P}_{f_{\alpha_{m+1}}^{\eta_{m+1}, d}}\right)(g \chi)^{-1}=\left\{(\beta x) g^{-1} \mid\right. & \beta \preceq \alpha_{m+1} 0 x \text { if } \eta_{m+1}
\end{aligned}=+1 \text { or }, ~\left(\beta \preceq \alpha_{m+1} 1 x \text { if } \eta_{m+1}=-1\right\} . ~ .
$$

Hence

$$
\partial \mathcal{P}_{h \chi, d} \subseteq B_{h}
$$

This proves the result by induction.
Corollary 6.2.9. Let $g \in W(\dot{\mathcal{X}})$. Then there exists a cellular partition $(\mathcal{P},(\mathcal{P}) g \chi)$ for the rearrangement $g \chi \in F$ such that $B_{g}=\partial \mathcal{P}$.

Proof. The statement follows from Lemma 6.2.8.
\{savages\}
Lemma 6.2.10. Let $g=\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{n}}^{\eta_{n}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \ldots, \alpha_{n} \in E(R)^{*}$ and $\eta_{1}, \ldots, \eta_{n} \in$ $\{ \pm 1\})$. Let $B_{g}$ be the set of boundary points of $g$. Let depth $B_{g}=\left(z_{1}, \ldots z_{d}\right)$. Choose $z_{i}$ such that $z_{1}, \ldots z_{i-1}$ are not dynamic under $g$, but $z_{i}$ is dynamic under $g$. Then

$$
\operatorname{depth}\left(z_{i} h\right) \geq \operatorname{depth}\left(z_{i}\right)
$$

for all $h \in$ prefixchain $(g)$.
Proof. Let $g=\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{n}}^{\eta_{n}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \ldots, \alpha_{n} \in E(R)^{*}$ and $\eta_{1}, \ldots, \eta_{n} \in\{ \pm 1\}$ ). Let $B_{g}$ be the set of boundary points of $g$. Let depth $B_{g}=\left(z_{1}, \ldots z_{d}\right)$. Choose $z_{i}$ such that $z_{1}, \ldots z_{i-1}$ are not dynamic under $g$, but $z_{i}$ is dynamic under $g$.

Let $z_{i}=\gamma x$ (for some $\gamma \in E(R)^{*}$ ). By Definition 6.2.7 of $B_{g},\left\{\gamma^{\dagger} x, \ldots, x\right\} \subseteq B_{g}$. By our hypothesis, $\left\{\gamma^{\dagger} x, \ldots, x\right\} \subseteq\left\{z_{1}, \ldots, z_{i-1}\right\}$. Then, $y h=y$ for all $y \in\left\{\gamma^{\dagger} x, \ldots, x\right\}$ and $h \in$ prefixchain $(g)$. Recall that $h \chi \in F$ for all $h \in \operatorname{prefixchain}(g)$. By Corollary 6.2.9, there exists a cellular bipartition $(\mathcal{P},(\mathcal{P}) g \chi)$ for the $g \chi$ such that $B_{g}=\partial \mathcal{P}$. Then $(\mathcal{P},(\mathcal{P}) h \chi)$ is a cellular bipartition for $h \chi$ for all $h \in \operatorname{prefixchain}(g)$. Then, by Lemma 5.1.9, $z_{i} h=\beta x$ (for some $\beta \in E(R)^{*}$ ) where $\gamma \preceq \beta$ for all $h \in \operatorname{prefixchain}(g)$. This proves the result.

Lemma 6.2.11. Let $g=\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{n}}^{\eta_{n}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \ldots, \alpha_{n} \in E(R)^{*}$ and $\eta_{1}, \ldots, \eta_{n} \in$ $\{ \pm 1\})$. Let $g^{\prime}$ be obtained from $g$ by one of the following methods:

1. The application of an appropriate relation from $\dot{\mathcal{R}}$ to replace a subword $\dot{f}_{\alpha_{i}}^{\eta_{i}} \dot{f}_{\alpha_{i+1}}^{\eta_{i+1}}$ by either $\dot{f}_{\alpha_{i+1}}^{\eta_{i+1}}\left(\dot{f}_{\alpha_{i}}^{\eta_{i}}\right)^{\dot{f}_{\alpha_{i+1}}^{\eta_{i+1}}}$ or $\left(\dot{f}_{\alpha_{i+1}}^{\eta_{i+1}}\right) \dot{f}_{\alpha_{i}}^{\eta_{i}} \dot{f}_{\alpha_{i}}^{\eta_{i}}$.
2. The cancellation of $\dot{f}_{\alpha_{i}}$ by an adjacent inverse.

Then $B_{g^{\prime}} \subseteq B_{g}$.
Proof. Let $g=\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{n}}^{\eta_{n}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \ldots, \alpha_{n} \in E(R)^{*}$ and $\eta_{1}, \ldots, \eta_{n} \in\{ \pm 1\}$ ). Let $h=\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{i-1}}^{\eta_{i-1}}$ and $k=\dot{f}_{\alpha_{i+2}}^{\eta_{i+2}} \ldots \dot{f}_{\alpha_{n}}^{\eta_{n}}$. Then $g=h \dot{f}_{\alpha_{i}}^{\eta_{i}} \dot{f}_{\alpha_{i+1}}^{\eta_{i+1}} k$. Observe that

$$
B_{g}=B_{h} \cup\left(B_{\dot{f}_{\alpha_{i}}}^{\eta_{i}} \dot{f}_{\alpha_{i+1}}^{\eta_{i+1}}\right) h^{-1} \cup\left(B_{k}\right)\left(\dot{f}_{\alpha_{i}}^{\eta_{i}} \dot{f}_{\alpha_{i+1}}^{\eta_{i+1}}\right)^{-1} h^{-1}
$$

Suppose $g^{\prime}=h \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{m}}^{\mu_{m}} k$ (for some $m=0,2,3$ ), where $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{m}}^{\mu_{m}}$ is obtained from $\dot{f}_{\alpha_{i}}^{\eta_{i}} \dot{f}_{\alpha_{i+1}}^{\eta_{i+1}}$ by one of the following methods:

1. The application of an appropriate relation from $\dot{\mathcal{R}}$ to replace a subword $\dot{f}_{\alpha_{i}}^{\eta_{i}} \dot{f}_{\alpha_{i+1}}^{\eta_{i+1}}$ by either $\dot{f}_{\alpha_{i+1}}^{\eta_{i+1}}\left(\dot{f}_{\alpha_{i}}^{\eta_{i}}\right)^{\dot{f}_{\alpha_{i+1}}^{\eta_{i+1}}}$ or $\left(\dot{f}_{\alpha_{i+1}}^{\eta_{i+1}}\right)^{\dot{f}_{\alpha_{i}}^{\eta_{i}}} \dot{f}_{\alpha_{i}}^{\eta_{i}}$.
2. The cancellation of $\dot{f}_{\alpha_{i}}$ by an adjacent inverse.

Then

$$
B_{g^{\prime}}=B_{h} \cup\left(B_{\dot{\beta}_{\beta_{1}}^{\mu_{1}} \ldots \dot{\beta}_{\beta_{m}}^{\mu_{m}}}\right) h^{-1} \cup\left(B_{k}\right)\left(\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{m}}^{\mu_{m}}\right)^{-1} h^{-1}
$$

Observe that $\dot{f} \dot{\alpha}_{\alpha_{i}} \dot{f}_{\alpha_{i+1}}^{\eta_{i+1}}=\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{m}}^{\mu_{m}}$ in $\dot{F}$, and therefore $\dot{f}_{\alpha_{i}}^{\eta_{i}} \dot{f}_{\alpha_{i+1}}^{\eta_{i+1}}$ and $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{m}}^{\mu_{m}}$ have the same action on the set $\mathcal{G V}$ of gluing vertices. Hence

$$
\left(B_{k}\right)\left(\dot{f}_{\alpha_{i}}^{\eta_{i}} \dot{f}_{\alpha_{i+1}}^{\eta_{i+1}}\right)^{-1} h^{-1}=\left(B_{k}\right)\left(\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{m}}^{\mu_{m}}\right)^{-1} h^{-1}
$$

Hence, to show that $B_{g^{\prime}} \subseteq B_{g}$, it sufficces to show that

$$
B_{\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{m}}^{\mu_{m}}} \subseteq B_{\dot{f}_{\alpha_{i}}^{\eta_{i}} \dot{f}_{\alpha_{i+1}}^{\eta_{i+1}}}
$$

We have the following possibilities for $\dot{f}_{\alpha_{i}}^{\eta_{i}} \dot{f}_{\alpha_{i+1}}^{\eta_{i+1}}$ :

| $\dot{f}_{\alpha} \dot{f}_{\alpha}^{-1}$ | $\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha}$ | $\dot{f}_{\alpha}^{\eta} \dot{f}_{\beta}^{\mu}$ |  |
| :---: | :---: | :---: | :---: |
| $\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 0}$ | $\dot{f}_{\alpha 0} \dot{f}_{\alpha}$ | $\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 0}^{-1}$ | $\dot{f}_{\alpha 0}^{-1} \dot{f}_{\alpha}$ |
| $\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 00 \lambda}^{\eta}$ | $\dot{f}_{\alpha 00 \lambda}^{\eta} \dot{f}_{\alpha}$ | $\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 01 \lambda}^{\eta}$ | $\dot{f}_{\alpha 01 \lambda}^{\eta} \dot{f}_{\alpha}$ |
|  | $\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 1 \lambda}^{\eta}$ | $\dot{f}_{\alpha 1 \lambda}^{\eta} \dot{f}_{\alpha}$ |  |
| $\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 1}$ | $\dot{f}_{\alpha 1} \dot{f}_{\alpha}$ | $\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 1}^{-1}$ | $\dot{f}_{\alpha 1}^{-1} \dot{f}_{\alpha}$ |
| $\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 0 \lambda}^{\eta}$ | $\dot{f}_{\alpha 0 \lambda}^{\eta} \dot{f}_{\alpha}$ | $\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 10 \lambda}^{\eta}$ | $\dot{f}_{\alpha 10 \lambda}^{\eta} \dot{f}_{\alpha}$ |
|  | $\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 11 \lambda}^{\eta}$ | $\dot{f}_{\alpha 11 \lambda}^{\eta} \dot{f}_{\alpha}$ |  |

(for some $\alpha, \beta, \lambda \in E(R)^{*}$ such that $\alpha \perp \beta$ and $\eta, \mu \in\{ \pm 1\}$ ).
Let us examine the following cases in detail (and leave the proof of other similar cases to the reader):

1. $\dot{f}_{\alpha_{i}}^{\eta_{i}} \dot{f}_{\alpha_{i+1}}^{\eta_{i+1}}=\dot{f}_{\alpha} \dot{f}_{\alpha}^{-1}$

In this case $\dot{\dot{f}}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{m}}^{\mu_{m}}=I$. This gives us $B_{\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{m}}^{\mu_{m}}}=\varnothing$ and the result holds trivially.
2. $\dot{f}_{\alpha_{i}}^{\eta_{i}} \dot{f}_{\alpha_{i+1}}^{\eta_{i+1}}=\dot{f}_{\alpha}^{\eta} \dot{f}_{\beta}^{\mu}$ (for some $\alpha, \beta \in E(R)^{*}$ such that $\alpha \perp \beta$ and $\left.\eta, \mu \in\{ \pm 1\}\right)$ In this case, we apply relation $R 1$ and $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{m}}^{\mu_{m}}=\dot{f}_{\beta}^{\mu} \dot{f}_{\alpha}^{\eta}$. This gives us $B_{\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{m}}^{\mu_{m}}}=$ $B_{\dot{f}_{\beta}^{\mu} \dot{f}_{\alpha}^{\eta}}=B_{\dot{f}_{\beta}^{\mu}} \cup\left(B_{\dot{f}_{\alpha}^{\eta}}\right) \dot{f}_{\beta}^{-\mu}$. Choose $\gamma x \in B_{\dot{f}_{\alpha}^{\eta}}$. Then $\gamma \preceq \alpha 0$ or $\gamma \preceq \alpha 1$. Then $\beta \npreceq \gamma$ and, by Lemma 6.2.1. $(\gamma x) \dot{f}_{\beta}^{-\mu}=\gamma x$. Since this is true for all $\gamma x \in B_{\dot{f}_{\alpha}^{n}}$, this implies that $\left(B_{\dot{f}_{\alpha}^{\eta}}\right) \dot{f}_{\beta}^{-\mu}=B_{\dot{f}_{\alpha}^{\eta}}$. Hence $B_{\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{m}}^{\mu_{m}}}=B_{\dot{f}_{\beta}^{\mu}} \cup B_{\dot{f}_{\alpha}^{\eta}}$.
Similarly, we can show that $B_{\dot{f}_{\alpha_{i}}^{n_{i}} \dot{f}_{\dot{q}_{i+1}}^{\eta_{i+1}}}=B_{\dot{f}_{\alpha}^{\eta}} \cup B_{\dot{f}_{\beta}^{\mu}}$.
Hence

$$
B_{\dot{f}_{\beta_{1}} \ldots \ldots \dot{\beta}_{\beta_{m}}^{\mu_{m}}}^{\mu_{j_{\alpha_{i}}}^{n_{i}} f_{i_{i+1}}^{\eta_{i+1}}},
$$

and the result holds.
3. $\dot{f}_{\alpha_{i}}^{\eta_{i}} \dot{f}_{\alpha_{i+1}}^{\eta_{i+1}}=\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 00 \lambda}^{\eta}$ (for some $\alpha, \lambda \in E(R)^{*}$ and $\eta \in\{ \pm 1\}$ )

Observe that $B_{\dot{f}_{\alpha_{i}}^{n_{i}} \dot{f}_{\alpha_{i+1}}^{\eta_{i+1}}}=B_{\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 00 \lambda}^{\eta}}=B_{\dot{f}_{\alpha}^{-1}} \cup\left(B_{\dot{f}_{\alpha 00 \lambda}}\right) \dot{f}_{\alpha}$. Choose $\gamma x \in B_{\dot{f}_{\alpha 00 \lambda}^{\eta}}$. Then $\gamma \preceq \alpha 00 \lambda 0$ or $\gamma \preceq \alpha 00 \lambda 1$. If $\gamma \prec \alpha$, then $(\gamma x) \dot{f}_{\alpha}=\gamma x$. If $\gamma=\alpha$, then $(\gamma x) \dot{f}_{\alpha}=\alpha 1 x \in B_{\dot{f}_{\alpha}^{-1}}$. If $\gamma=\alpha 0$, then $(\gamma x) \dot{f}_{\alpha}=\alpha x \in B_{\dot{f}_{\alpha 0 \lambda}^{\eta}}$. If $\gamma=\alpha 00 \delta$ (for some $\delta \in E(R)^{*}$ such that $\delta \preceq \lambda 0$ or $\delta \preceq \lambda 1$ ), then $(\gamma x) \dot{f}_{\alpha}=\alpha 0 \delta x \in B_{\dot{f}_{\alpha 0 \lambda}^{n}}$. Since this is true for all $\gamma x \in B_{\dot{f}_{\alpha 00 \lambda}^{\eta}}$, this implies that $B_{\dot{f}_{\alpha_{i}}^{\eta_{i}} \dot{f}_{\alpha_{i+1}}^{\eta_{i+1}}}=B_{\dot{f}_{\alpha}^{-1}} \cup B_{\dot{f}_{\alpha 0 \lambda}^{\eta}}$.
Let us apply relation $R 3$ and $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{m}}^{\mu_{m}}=\dot{f}_{\alpha 0 \lambda}^{\eta} \dot{f}_{\alpha}^{-1}$. This gives us $B_{\dot{f}_{\beta_{1}} \ldots \dot{f}_{\beta_{m}}}^{\mu_{m}}=$ $B_{\dot{f}_{\alpha 0 \lambda}^{\eta} \dot{f}_{\alpha}^{-1}}=B_{\dot{f}_{\alpha 0 \lambda}^{\eta}} \cup\left(B_{\dot{f}_{\alpha}^{-1}}\right) \dot{f}_{\alpha 0 \lambda}^{-\eta}$. Choose $\gamma x \in B_{\dot{f}_{\alpha}^{-1}}$. Then $\gamma \preceq \alpha 1$. Then $\alpha 0 \lambda \npreceq \gamma$ and, by Lemma 6.2.1. $(\gamma x) \dot{f}_{\alpha 0 \lambda}^{-\eta}=\gamma x$. Since this is true for all $\gamma x \in B_{\dot{f}_{\alpha}^{-1}}$, this implies that $B_{\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{m}}^{\mu_{m}}}=B_{\dot{f}_{\alpha 0 \lambda}^{\eta}} \cup B_{\dot{f}_{\alpha}^{-1}}$.
Hence

$$
B_{\dot{f}_{\beta_{1}} \ldots \ldots \dot{f}_{\beta_{m}}^{\mu_{1}}}^{\mu_{m}} B_{\dot{f}_{i_{i}} \eta_{i} f_{\alpha_{i+1}, \eta_{i}}},
$$

and the result holds.
4. $\dot{f}_{\alpha_{i}}^{\eta_{i}} \dot{f}_{\alpha_{i+1}}^{\eta_{i+1}}=\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 0}\left(\right.$ for some $\left.\alpha \in E(R)^{*}\right)$

Observe that $B_{\dot{f}_{\alpha_{i}}^{n_{i}} \dot{f}_{\alpha_{i+1}}^{n_{i+1}}}=B_{\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 0}}=B_{\dot{f}_{\alpha}^{-1}} \cup\left(B_{\dot{f}_{\alpha 0}}\right) \dot{f}_{\alpha}$. Choose $\gamma x \in B_{\dot{f}_{\alpha 0}}$. Then $\gamma \preceq \alpha 00$. If $\gamma \prec \alpha$, then $(\gamma x) \dot{f}_{\alpha}=\gamma x$. If $\gamma=\alpha$, then $(\gamma x) \dot{f}_{\alpha}=\alpha 1 x \in B_{\dot{f}_{\alpha}^{-1}}$. If $\gamma=\alpha 0$, then $(\gamma x) \dot{f}_{\alpha}=\alpha x \in B_{\dot{f}_{\alpha}^{-1}}$. If $\gamma=\alpha 00$, then $(\gamma x) \dot{f}_{\alpha}=\alpha 0 x$. Since this is true for all $\gamma x \in B_{\dot{f}_{\alpha 0}}$, this implies that $B_{\dot{f}_{\alpha_{i}}^{\eta_{i}} f_{\alpha_{i+1}}^{\eta_{i+1}}}=B_{\dot{f}_{\alpha}^{-1}} \cup\{\alpha 0 x\}$.

Let us apply relation $R 2$ and $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{m}}^{\mu_{m}}=\dot{f}_{\alpha} \dot{f}_{\alpha 1}^{-1} \dot{f}_{\alpha}^{-1}$. This gives us $B_{\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{m}}^{\mu_{m}}}=$ $B_{\dot{f}_{\alpha} \dot{f}_{\alpha 1}^{-1} \dot{f}_{\alpha}^{-1}}=B_{\dot{f}_{\alpha}} \cup\left(B_{\dot{f}_{\alpha 1}^{-1}}\right) \dot{f}_{\alpha}^{-1} \cup\left(B_{\dot{f}_{\alpha}^{-1}}\right) \dot{f}_{\alpha 1} \dot{f}_{\alpha}^{-1}$. Choose $\gamma x \in B_{\dot{f}_{\alpha 1}^{-1}}$. Then $\gamma \preceq \alpha 11$. If $\gamma \prec \alpha$, then $(\gamma x) \dot{f}_{\alpha}^{-1}=\gamma x$. If $\gamma=\alpha$, then $(\gamma x) \dot{f}_{\alpha}^{-1}=\alpha 0 x \in B_{\dot{f}_{\alpha}}$. If $\gamma=\alpha 1$, then $(\gamma x) \dot{f}_{\alpha}^{-1}=\alpha x \in B_{\dot{f}_{\alpha}}$. If $\gamma=\alpha 11$, then $(\gamma x) \dot{f}_{\alpha}^{-1}=\alpha 1 x$. Similarly, choose $\delta x \in B_{\dot{f}_{\alpha}^{-1}}$. Then $\delta \preceq \alpha 1$. If $\delta \prec \alpha$, then $(\delta x) \dot{f}_{\alpha 1} \dot{f}_{\alpha}^{-1}=\delta x$. If $\delta=\alpha$, then ( $\delta x) \dot{f}_{\alpha 1} \dot{f}_{\alpha}^{-1}=\alpha 0 x \in B_{\dot{f}_{\alpha}}$. If $\delta=\alpha 1$, then ( $\left.\delta x\right) \dot{f}_{\alpha 1} \dot{f}_{\alpha}^{-1}=\alpha 1 x$. Since this is true for all $\gamma x \in B_{\dot{f}_{\alpha}^{-1}}$ and $\delta x \in B_{\dot{f}_{\alpha}^{-1}}$, this implies that $B_{f_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{m}}^{\mu_{m}}}=B_{\dot{f}_{\alpha}} \cup\{\alpha 1 x\}$.
Hence

$$
B_{\dot{f}_{\beta_{1}} \ldots \ldots \dot{f}_{\beta_{m}}^{\mu_{m}}} B_{\dot{f}_{\alpha_{i}}^{n_{i}} \dot{f}_{\alpha_{i+1}}^{\eta_{i+1}}},
$$

and the result holds.
It follows that $B_{g^{\prime}} \subseteq B_{g}$ in all cases, and this completes the proof.
Lemma 6.2.12. Let $g=\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{n}}^{\eta_{n}} \in W(\dot{\mathcal{X}})\left(\right.$ for some $\alpha_{1}, \ldots, \alpha_{n} \in E(R)^{*}$ and $\eta_{1}, \ldots, \eta_{n} \in$ $\{ \pm 1\})$. Let depth $\left(B_{g}\right)=\left(z_{1}, \ldots, z_{d}\right)$. Suppose $z_{i}$ is not dynamic under $g$ for all $i=$ $1, \ldots, d$. Then $g=I$ in $W(\dot{\mathcal{X}})$.

Proof. Let $g=\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{n}}^{\eta_{n}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \ldots, \alpha_{n} \in E(R)^{*}$ and $\eta_{1}, \ldots, \eta_{n} \in\{ \pm 1\}$ ). Let $\operatorname{depth}\left(B_{g}\right)=\left(z_{1}, \ldots, z_{d}\right)$.

We will prove this result by proving its contrapositive: Suppose $g \neq I$ in $W(\dot{\mathcal{X}})$. Then $n \geq 1$. Let us examine the gluing $\alpha_{1} x$. By Definition 6.2.7, $\alpha_{1} x \in B_{g}$. By Lemma 6.2.1. $\operatorname{depth}\left(\alpha_{1} x \dot{f}_{\alpha_{1}}^{\eta_{1}}\right)=\operatorname{depth}\left(\alpha_{1} x\right)+1$. Since $\dot{f}_{\alpha_{1}}^{\eta_{1}} \in \operatorname{prefixchain}(g)$, this implies that depthchart ${ }_{g}\left(\alpha_{1} x\right)$ is not constant. Hence $\alpha_{1} x$ is dynamic under $g$. This proves the result.

### 6.3 Casework Lemmas

Let $g \in W(\dot{\mathcal{X}})$. Let $B_{g}$ be the set of boundary points of $g$. Let depth $B_{g}=\left(z_{1}, \ldots z_{d}\right)$. Choose $z_{i}$ such that $z_{1}, \ldots z_{i-1}$ are not dynamic under $g$, but $z_{i}$ is dynamic under $g$. In this section, we will present a casework argument to "reduce" the maximum depth achieved in $\operatorname{depthchart}_{g}\left(z_{i}\right)$. Since the following results are quite lengthy, we have only provided the full proof of the first result and the rest are left to the reader.

Lemma 6.3.1. Let $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \alpha_{2} \in E(R)^{*}$ and $\eta_{1}, \eta_{2} \in\{ \pm 1\}$ ) and let $\gamma x \in \mathcal{G V}$ (for some $\left.\gamma \in E(R)^{*}\right)$ such that the following conditions are satisfied:

1. $\operatorname{depth}(\gamma x)=\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}\right)$,
2. $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}\right)=\operatorname{depth}(\gamma x)+1$.

Then there exists $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}} \in W(\dot{\mathcal{X}})$ (for some $\beta_{1}, \ldots, \beta_{k} \in E(R)^{*}$ and $\mu_{1}, \ldots, \mu_{k} \in$ $\{ \pm 1\})$ with $k=0,2,3$ such that $\dot{\beta}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$ in $\dot{F}$ and the following conditions are satisfied.
3. $\operatorname{depth}(\gamma x)=\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right)$,
4. $\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{i}}^{\mu_{i}}\right)=\operatorname{depth}(\gamma x)-1$ for $1 \leq i \leq k-1$.

Proof. Let $\dot{\alpha}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \alpha_{2} \in E(R)^{*}$ and $\left.\eta_{1}, \eta_{2} \in\{ \pm 1\}\right)$ and let $\gamma x \in \mathcal{G \mathcal { V }}$ (for some $\left.\gamma \in E(R)^{*}\right)$ such that the following conditions are satisfied:

1. $\operatorname{depth}(\gamma x)=\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{j}_{\alpha_{2}}^{\eta_{2}}\right)$,
2. $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}\right)=\operatorname{depth}(\gamma x)+1$.

Let us illustrate depthchart ${\underset{\dot{f}_{1}}{\eta_{1}} \dot{f}_{2}^{\eta_{2}}}^{\eta_{2}}(\gamma x)$ as follows:

where $v_{1}=\gamma x, v_{2}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}$ and $v_{3}=\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}\right) \dot{f}_{\alpha_{2}}^{\eta_{2}}$.
We will examine all cases which arise. Let us first divide into cases according to the exponents $\eta_{1}$ and $\eta_{2}$ :

1. $\eta_{1}=+1$ and $\eta_{2}=+1$,
2. $\eta_{1}=+1$ and $\eta_{2}=-1$,
3. $\eta_{1}=-1$ and $\eta_{2}=+1$,
4. $\eta_{1}=-1$ and $\eta_{2}=-1$.

Observe that cases (3) and (4) are the inverses of cases (1) and (2). Then, by Lemma 6.2.6, we only need to examine cases (1) and (2).

Let us now examine these cases:

1. $\eta_{1}=+1$ and $\eta_{2}=+1$

Let us set $\dot{f}_{\alpha_{1}}^{\eta_{1}}=\dot{f}_{\alpha}$ (for some $\left.\alpha \in E(R)^{*}\right)$. By Lemma 6.2.1, in order for condition (2) to be satisfied

$$
\operatorname{depth}\left(\gamma x \dot{f_{\alpha_{1}}^{\eta_{1}}}\right)=\operatorname{depth}(\gamma x)+1,
$$

we have the following choices for $\gamma x$ :
1.1. $\gamma x=\alpha x$,
1.2. $\gamma x=\alpha 1 \gamma x\left(\right.$ for some $\left.\gamma \in E(R)^{*}\right)$.

Let us examine each of these cases:
1.1. $\gamma \boldsymbol{x}=\boldsymbol{\alpha} \boldsymbol{x}$

We observe that $\alpha x \dot{f}_{\alpha}=\alpha 1 x$. The graph for depthchart ${\dot{f_{\alpha}^{1}}{ }_{1}^{\eta_{1}} \dot{f}_{2}^{\eta_{2}}}(\gamma x)$ is then as follows:

where $v_{3}=\alpha 1 x \dot{f}_{\alpha_{2}}$.
By Lemma 6.2.1, in order for condition (1) to be satisfied

$$
\operatorname{depth}(\alpha x)=\operatorname{depth}\left(\alpha x \dot{f}_{\alpha} \dot{f}_{\alpha_{2}}\right)
$$

$\alpha 1 x=\beta 00 \tau x$ (for some $\left.\tau \in E(R)^{*}\right)$. We can conclude that $\beta 00$ is a prefix of $\alpha$. Let $\alpha=\beta 00 \kappa$ for some (for some $\left.\kappa \in E(R)^{*}\right)$. Then $\dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\beta}^{\eta_{2}}=\dot{f}_{\beta 00 \kappa} \dot{f}_{\beta}$. Observe that $\gamma x \dot{f}_{\beta 00 \kappa} \dot{f}_{\beta}=\beta 00 \kappa x \dot{f}_{\beta 00 \kappa} \dot{f}_{\beta}=\beta 00 \kappa 1 x \dot{f}_{\beta}=\beta 0 \kappa 1 x$. The graph for depthchart ${\underset{f}{\alpha_{1}}}_{n_{1}}^{f_{\beta}^{n_{2}}} \eta_{2}^{n_{2}}(\gamma x)$ is then as follows:


Conjugating these terms using relation $R 3$ gives us $\dot{f}_{\beta 00 \kappa} \dot{f}_{\beta}=\dot{f}_{\beta}\left(\dot{f}_{\beta 00 \kappa}\right)^{\dot{f}_{\beta}}=$ $\dot{f}_{\beta} \dot{f}_{\beta 0 \kappa}$. Observe that $\gamma x \dot{f}_{\beta} \dot{f}_{\beta 0 \kappa}=\beta 00 \kappa x \dot{f}_{\beta} \dot{f}_{\beta 0 \kappa}=\beta 0 \kappa x \dot{f}_{\beta 0 \kappa}=\beta 0 \kappa 1 x$, and hence conditions (3) and (4) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\beta 00 \kappa x \dot{f}_{\beta} \dot{f}_{\beta 0 \kappa}\right)=\operatorname{depth}(\beta 0 \kappa 1 x) \\
& =\operatorname{depth}(\beta 00 \kappa x)=\operatorname{depth}(\gamma x)
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\beta 00 \kappa x \dot{f}_{\beta}\right)=\operatorname{depth}(\beta 0 \kappa x) \\
& =\operatorname{depth}(\beta 00 \kappa x)-1=\operatorname{depth}(\gamma x)-1 .
\end{aligned}
$$

The graph for depthchart $\dot{j}_{\beta_{1} \ldots}^{\mu_{1}} f_{\beta_{k}}^{\mu_{k}}(\gamma x)$ is then as follows:


## 1.2. $\gamma x=\alpha 1 \lambda x$ (for some $\left.\lambda \in E(R)^{*}\right)$

We observe that $\alpha 1 \lambda x \dot{f}_{\alpha}=\alpha 11 \lambda x$. The graph for depthchart $\dot{f}_{\alpha_{1}}^{n_{1}} \dot{f}_{\alpha_{2}}(\gamma x)$ is then as follows:

where $v_{3}=\alpha 11 \lambda x \dot{f}_{\alpha_{2}}^{\eta_{2}}$.
By Lemma 6.2.1, in order for condition (1) to be satisfied

$$
\operatorname{depth}(\gamma x)=\operatorname{depth}\left(\gamma x \dot{f}_{\alpha} \dot{f}_{\alpha_{2}}^{\eta_{2}}\right),
$$

we have the following possibilities for $\dot{f}_{\alpha_{2}}^{\eta_{2}}$ :
1.2.1. $\alpha 11 \lambda x=\alpha 11 \delta 0 x$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 11 \delta}$,
1.2.2. $\alpha 11 \lambda x=\alpha 11 \delta 00 \tau x$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 11 \delta}$,
1.2.3. $\alpha 11 \lambda x=\beta 00 \delta 11 \lambda x$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f_{\beta}}$,

Let us examine each of these cases separately:

### 1.2.1. $\alpha \mathbf{1 1 \lambda x}=\alpha \mathbf{1 1} \delta \mathbf{0} x$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 11 \delta}$.

In this case $\dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}$. Observe that $\gamma x \dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}=\alpha 1 \delta 0 x \dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}=$ $\alpha 11 \delta 0 x \dot{f}_{\alpha 11 \delta}=\alpha 11 \delta x$. The graph for depthchart $\dot{f}_{\dot{q}_{1} \eta_{1}}^{\dot{f}_{\alpha_{2}}^{\eta_{2}}}(\gamma x)$ is then as follows:


Conjugating these terms using relation $R 5$ gives us $\dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}=\left(\dot{f}_{\alpha 11 \delta}\right)^{\dot{f}_{\alpha}^{-1}} \dot{f}_{\alpha}=$ $\dot{f}_{\alpha 1 \delta} \dot{f}_{\alpha}$. Observe that $\gamma x \dot{f}_{\alpha 1 \delta} \dot{f}_{\alpha}=\alpha 1 \delta 0 x \dot{f}_{\alpha 1 \delta} \dot{f}_{\alpha}=\alpha 1 \delta x \dot{f}_{\alpha}=\alpha 11 \delta x$, and hence conditions (3) and (4) in the Lemma are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\alpha 1 \delta 0 x \dot{f}_{\alpha 1 \delta} \dot{f}_{\alpha}\right)=\operatorname{depth}(\alpha 11 \delta x) \\
& =\operatorname{depth}(\alpha 1 \delta 0 x)=\operatorname{depth}(\gamma x)
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\alpha 1 \delta 0 x \dot{f}_{\alpha 1 \delta}\right)=\operatorname{depth}(\alpha 1 \delta x) \\
& =\operatorname{depth}(\alpha 1 \delta 0 x)-1=\operatorname{depth}(\gamma x)-1 .
\end{aligned}
$$

The graph for depthchart $\dot{f}_{\beta_{1} \ldots f_{\beta_{k}}^{\mu_{1}}} f_{\beta_{k}}^{\mu_{k}}(\gamma x)$ is then as follows:

1.2.2. $\alpha 11 \lambda x=\alpha 11 \delta 00 \tau x$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 11 \delta}$

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}$. Observe that $\gamma x \dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}=\alpha 1 \delta 00 \tau x \dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}=$ $\alpha 11 \delta 00 \tau x \dot{f}_{\alpha 11 \delta}=\alpha 11 \delta 0 \tau x$. The graph for depthchart $\dot{f}_{\dot{\alpha}_{1} \eta_{\alpha_{2}}} \dot{f}_{\alpha_{2}}(\gamma x)$ is then as follows:


Conjugating these terms using relation $R 5$ gives us $\dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}=\left(\dot{f}_{\alpha 11 \delta}\right)^{\dot{f}_{\alpha}^{-1}} \dot{f}_{\alpha}=$ $\dot{f}_{\alpha 1 \delta} \dot{f}_{\alpha}$. Observe that $\gamma x \dot{f}_{\alpha 1 \delta} \dot{f}_{\alpha}=\alpha 1 \delta 00 \tau x \dot{f}_{\alpha 1 \delta} \dot{f}_{\alpha}=\alpha 1 \delta 0 \tau x \dot{f}_{\alpha}=\alpha 11 \delta 0 \tau x$, and hence conditions (3) and (4) in the Lemma are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\alpha 1 \delta 00 \tau x \dot{f}_{\alpha 1 \delta} \dot{f}_{\alpha}\right)=\operatorname{depth}(\alpha 11 \delta 0 \tau x) \\
& =\operatorname{depth}(\alpha 1 \delta 00 \tau x)=\operatorname{depth}(\gamma x)
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\alpha 1 \delta 00 \tau x \dot{f}_{\alpha 1 \delta}\right)=\operatorname{depth}(\alpha 1 \delta 0 \tau x) \\
& =\operatorname{depth}(\alpha 1 \delta 00 \tau x)-1=\operatorname{depth}(\gamma x)-1
\end{aligned}
$$

The graph for depthchart $f_{\beta_{1} \ldots f_{\beta_{k}}^{\mu_{1}} . f_{\beta_{k}}^{\mu_{k}}(\gamma x) \text { is then as follows: }}^{\text {and }}$


### 1.2.3. $\alpha 11 \lambda x=\beta 00 \delta 11 \lambda x$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}$

We can conclude that $\beta 00$ is a prefix of $\alpha$. Let $\alpha=\beta 00 \delta$ for some $\delta \in$ $E(R)^{*}$. Then $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 00 \delta} \dot{f}_{\beta}$. Observe that $\gamma x \dot{f}_{\beta 00 \delta} \dot{f}_{\beta}=\beta 00 \delta 1 \lambda x \dot{f}_{\beta 00 \delta} \dot{f}_{\beta}=$ $\beta 00 \delta 11 \lambda x \dot{f}_{\beta}=\beta 0 \delta 11 \lambda x$. The graph for depthchart $\dot{f}_{\alpha_{1}}^{n_{1}} f_{\alpha_{2}}^{\eta_{2}}(\gamma x)$ is then as follows:


Conjugating these terms using relation $R 3$ gives us $\dot{f}_{\beta 00 \delta} \dot{f}_{\beta}=\dot{f}_{\beta}\left(\dot{f}_{\beta 00 \delta}\right)^{\dot{f}_{\beta}}=$ $\dot{f}_{\beta} \dot{f}_{\beta 0 \delta}$. Observe that $\gamma x \dot{f}_{\beta} \dot{f}_{\beta 0 \delta}=\beta 00 \delta 1 \lambda x \dot{f}_{\beta} \dot{f}_{\beta 0 \delta}=\beta 0 \delta 1 \lambda x \dot{f}_{\beta 0 \delta}=\beta 0 \delta 11 \lambda x$, and hence conditions (3) and (4) in the Lemma are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\beta 00 \delta 1 \lambda x \dot{f}_{\beta} \dot{f}_{\beta 0 \delta}\right)=\operatorname{depth}(\beta 0 \delta 11 \lambda x) \\
& =\operatorname{depth}(\beta 00 \delta 1 \lambda x)=\operatorname{depth}(\gamma x)
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\beta 00 \delta 1 \lambda x \dot{f}_{\beta}\right)=\operatorname{depth}(\beta 0 \delta 1 \lambda x) \\
& =\operatorname{depth}(\beta 00 \delta 1 \lambda x)-1=\operatorname{depth}(\gamma x)-1
\end{aligned}
$$

The graph for depthchart $f_{\rho_{1} \ldots f_{\beta_{k}}^{\mu_{1}}}^{\mu_{k}}(\gamma x)$ is then as follows:

2. $\eta_{1}=+1$ and $\eta_{2}=-1$

Let us set $\dot{f}_{\alpha 1}^{\eta_{1}}=f_{\alpha}$ By Lemma 6.2.1, in order for condition (2) to be satisfied

$$
\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}\right)=\operatorname{depth}(\gamma x)+1,
$$

we have the following choices for $\gamma x$ :
2.1. $\gamma x=\alpha x$,
2.2. $\gamma x=\alpha 1 \lambda x$ (for some $\lambda \in E(R)^{*}$ ).

Let us examine each of these cases:
2.1. $\gamma \boldsymbol{x}=\boldsymbol{\alpha} \boldsymbol{x}$

We observe that $\alpha x \dot{f}_{\alpha}=\alpha 1 x$. The graph for depthchart ${\dot{f_{\alpha_{1}}}{ }_{\dot{f}_{1}}^{\dot{f}_{2}}}^{\eta_{2}}(\gamma x)$ is then as follows:

where $v_{3}=\alpha 1 x \dot{f}_{\alpha_{2}}$. From Lemma 6.2.1, we observe that, in order for condition (1) of the Lemma to be satisfied

$$
\operatorname{depth}(\gamma x)=\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{q}_{\alpha_{2}}^{\eta_{2}}\right)
$$

we have the following possibilities for $\dot{f}_{\alpha_{2}}^{\eta_{2}}$ :
2.1.1. $\alpha 1 x=\beta 1 x$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{-1}$
2.1.2. $\alpha 1 x=\beta 11 \tau x$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{-1}$

We observe that, although $\beta 0 x \dot{f}_{\beta}=\beta x$, this is not relevant here as $\alpha 1 x \neq \beta 0 x$.
Let us examine each of these cases separately:
2.1.1. $\alpha \mathbf{1 x}=\beta 1 x$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{-1}$

In this case, $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta} \dot{f}_{\beta}^{-1}=I$, and the conditions in the Lemma are satisfied with $k=0$.
2.1.2. $\alpha \mathbf{1} x=\beta \mathbf{1 1} \tau x$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\boldsymbol{\beta}}^{-1}$

We can conclude that $\beta 11$ is a prefix of $\alpha$. Let $\alpha=\beta 11 \kappa$ for some $\kappa \in$ $E(R)^{*}$. Then $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 11 \kappa} \dot{f}_{\beta}^{-1}$. Observe that $\gamma x \dot{f}_{\beta 11 \kappa} \dot{f}_{\beta}^{-1}=\beta 11 \kappa x \dot{f}_{\beta 11 \kappa} \dot{f}_{\beta}^{-1}=$ $\beta 11 \kappa 1 x \dot{f}_{\beta}^{-1}=\beta 1 \kappa 1 x$. The graph for depthchart ${ }_{f_{\alpha_{1}}^{1} \dot{f}_{\alpha_{2}}}(\gamma x)$ is then as follows:


Conjugating these terms using relation $R 5$ gives us $\dot{f}_{\beta 11 \kappa} \dot{f}_{\beta}^{-1}=\dot{f}_{\beta}\left(\dot{f}_{\beta 11 \kappa}\right)^{\dot{f}_{\beta}^{-1}}=$ $\dot{f}_{\beta}^{-1} \dot{f}_{\beta 1 \kappa}$. Observe that $\gamma x \dot{f}_{\beta}^{-1} \dot{f}_{\beta 1 \kappa}=\beta 11 \kappa x \dot{f}_{\beta}^{-1} \dot{f}_{\beta 1 \kappa}=\beta 1 \kappa x \dot{f}_{\beta 1 \kappa}=\beta 1 \kappa 1 x$, and hence conditions (3) and (4) in the Lemma are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\beta 11 \kappa x \dot{f}_{\beta}^{-1} \dot{f}_{\beta 1 \kappa}\right)=\operatorname{depth}(\beta 1 \kappa 1 x) \\
& =\operatorname{depth}(\beta 11 \kappa x)=\operatorname{depth}(\gamma x)
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\beta 11 \kappa x \dot{f}_{\beta}^{-1}\right)=\operatorname{depth}(\beta 1 \kappa x) \\
& =\operatorname{depth}(\beta 11 \kappa x)-1=\operatorname{depth}(\gamma x)-1
\end{aligned}
$$

The graph for depthchart ${\underset{f_{\alpha_{1}} \eta_{1} \dot{f}_{\alpha_{2}}^{\eta_{2}}}{ }(\gamma x) \text { is then as follows: }}$


## 2.2. $\gamma \boldsymbol{x}=\alpha 1 \lambda x$ (for some $\left.\lambda \in E(R)^{*}\right)$

We observe that $\alpha 1 \lambda x \dot{f}_{\alpha}=\alpha 11 \lambda x$. The graph for depthchart ${\underset{f}{\alpha_{1}} \tilde{f}_{\alpha_{2}}^{\eta_{2}}(\gamma x) \text { is then }}^{\eta_{1}}$ as follows:

where $v_{3}=\alpha 11 \lambda x \dot{f}_{\alpha_{2}}^{\eta_{2}}$.
Using Lemma 6.2.1, we observe that, in order for condition (1) from the Lemma to be satisfied

$$
\operatorname{depth}(\gamma x)=\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{q}_{\alpha_{2}}^{\eta_{2}}\right)
$$

we have the following possibilities for $\dot{f}_{\alpha_{2}}^{\eta_{2}}$ :
2.2.1. $\alpha 11 \lambda x=\alpha 11 \lambda x$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha}^{-1}$,
2.2.2. $\alpha 11 \lambda x=\alpha 11 \delta 1 x$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 11 \delta}^{-1}$,
2.2.3. $\alpha 11 \lambda x=\alpha 11 \delta 11 \tau x$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 11 \delta}^{-1}$,
2.2.4. $\alpha 11 \lambda x=\alpha 111 \delta x$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 1}^{-1}$,
2.2.5. $\alpha 11 \lambda x=\beta 11 \delta 11 \lambda x$ and $\dot{f}_{\alpha 2}^{\eta_{2}}=\dot{f}_{\beta}^{-1}$,
2.2.6. $\alpha 11 \lambda x=\beta 111 \lambda x$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{-1}$.

We examine each of these cases separately:

### 2.2.1. $\alpha 11 \lambda x=\alpha 11 \lambda x$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha}^{-1}$.

In this case, $\dot{f}_{\alpha 1}^{\eta_{1}} \dot{f}_{\alpha 2}^{\eta_{2}}=\dot{f}_{\alpha} \dot{f}_{\alpha}^{-1}=I$, and conditions (3) and (4) of the Lemma are satisfied with $k=0$.
2.2.2. $\alpha \mathbf{1 1 \lambda} \boldsymbol{x}=\alpha \mathbf{1 1} \boldsymbol{\delta 1} \boldsymbol{x}$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 11 \delta}^{-1}$.

In this case $\dot{f}_{\alpha 1}^{\eta_{1}} \dot{f}_{\alpha 2}^{\eta_{2}}=\dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}^{-1}$. Observe that $\gamma x \dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}^{-1}=\alpha 1 \delta 1 x \dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}^{-1}=$ $\alpha 11 \delta 1 x \dot{f}_{\alpha 11 \delta}^{-1}=\alpha 11 \delta x$. The graph for depthchart ${ }_{f_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}}(\gamma x)$ is then as follows:


Conjugating these terms using relation $R 5$ gives us $\dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}^{-1}=\left(\dot{f}_{\alpha 11 \delta}^{-1}\right)^{\dot{f}_{\alpha}^{-1}} \dot{f}_{\alpha}=$ $\dot{f}_{\alpha 1 \delta}^{-1} \dot{f}_{\alpha}$. Observe that $\gamma x \dot{f}_{\alpha 1 \delta}^{-1} \dot{f}_{\alpha}=\alpha 1 \delta 1 x \dot{f}_{\alpha 1 \delta}^{-1} \dot{f}_{\alpha}=\alpha 1 \delta x \dot{f}_{\alpha}=\alpha 11 \delta x$, and hence conditions (3) and (4) in the Lemma are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\alpha 1 \delta 1 x \dot{f}_{\alpha 1 \delta}^{-1} \dot{f}_{\alpha}\right)=\operatorname{depth}(\alpha 11 \delta x) \\
& =\operatorname{depth}(\alpha 1 \delta 1 x)=\operatorname{depth}(\gamma x)
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\alpha 1 \delta 1 x \dot{f}_{\alpha 1 \delta}^{-1}\right)=\operatorname{depth}(\alpha 1 \delta x) \\
& =\operatorname{depth}(\alpha 1 \delta 1 x)-1=\operatorname{depth}(\gamma x)-1
\end{aligned}
$$

The graph for depthchart ${\underset{f}{\beta_{1}}{ }^{\mu_{1}} \ldots f_{\beta_{k}}^{\mu_{k}}(\gamma x) \text { is then as follows: }}$

2.2.3. $\alpha \mathbf{1 1} \lambda \boldsymbol{x}=\alpha \mathbf{1 1} \delta \mathbf{1 1} \tau x$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 11 \delta}^{-1}$.

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}^{-1}$. Observe that $\gamma x \dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}^{-1}=\alpha 1 \delta 11 \tau x \dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}^{-1}=$ $\alpha 11 \delta 11 \tau x \dot{f}_{\alpha 11 \delta}^{-1}=\alpha 11 \delta 1 \tau x$. The graph for depthchart $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}(\gamma x)$ is then as follows:


Conjugating these terms using relation $R 5$ gives us $\dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}^{-1}=\left(\dot{f}_{\alpha 11 \delta}^{-1}\right)^{\dot{f}_{\alpha}^{-1}} \dot{f}_{\alpha}=$ $\dot{f}_{\alpha 1 \delta}^{-1} \dot{f}_{\alpha}$. Observe that $\gamma x \dot{f}_{\alpha 1 \delta}^{-1} \dot{f}_{\alpha}=\alpha 1 \delta 1 x \dot{f}_{\alpha 1 \delta}^{-1} \dot{f}_{\alpha}=\alpha 1 \delta x \dot{f}_{\alpha}=\alpha 11 \delta x$, and hence conditions (3) and (4) in the Lemma are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\alpha 1 \delta 11 \tau x \dot{f}_{\alpha 1 \delta}^{-1} \dot{f}_{\alpha}\right)=\operatorname{depth}(\alpha 11 \delta 1 \tau x) \\
& =\operatorname{depth}(\alpha 1 \delta 11 \tau x)=\operatorname{depth}(\gamma x)
\end{aligned}
$$

and

$$
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right)=\operatorname{depth}\left(\alpha 1 \delta 11 \tau x \dot{f}_{\alpha 1 \delta}^{-1}\right)=\operatorname{depth}(\alpha 1 \delta 1 \tau x)
$$

$$
=\operatorname{depth}(\alpha 1 \delta 11 \tau x)-1=\operatorname{depth}(\gamma x)-1
$$



2.2.4. $\alpha \mathbf{1 1} \boldsymbol{\lambda} \boldsymbol{x}=\boldsymbol{\alpha} \mathbf{1 1 1} \boldsymbol{\delta} \boldsymbol{x}$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 1}^{-1}$

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha} \dot{f}_{\alpha 1}^{-1}$. Observe that $\gamma x \dot{f}_{\alpha} \dot{f}_{\alpha 1}^{-1}=\alpha 11 \lambda x \dot{f}_{\alpha} \dot{f}_{\alpha 1}^{-1}=$ $\alpha 111 \lambda x \dot{f}_{\alpha 1}^{-1}=\alpha 11 \lambda x$. The graph for depthchart $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}(\gamma x)$ is then as follows:


Conjugating these terms using relation $R 2$ gives us $\dot{f}_{\alpha} \dot{f}_{\alpha 1}^{-1}=\left(\dot{f}_{\alpha 1}^{-1}\right)^{\dot{f}_{\alpha}^{-1}} \dot{f}_{\alpha}=$ $\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 0} \dot{f}_{\alpha}$. Observe that $\gamma x \dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 0} \dot{f}_{\alpha}=\alpha 11 \lambda x \dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 0} \dot{f}_{\alpha}=\alpha 1 \lambda x \dot{f}_{\alpha 0} \dot{f}_{\alpha}=$ $\alpha 1 \lambda x \dot{f}_{\alpha}=\alpha 11 \lambda x$, and hence conditions (3) and (4) in the Lemma are satisfied with $k=3$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\alpha 11 \lambda x \dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 0} \dot{f}_{\alpha}\right)=\operatorname{depth}(\alpha 11 \lambda x) \\
& =\operatorname{depth}(\alpha 11 \lambda x)=\operatorname{depth}(\gamma x) \\
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right)= & \operatorname{depth}\left(\alpha 11 \lambda x \dot{f}_{\alpha}^{-1}\right)=\operatorname{depth}(\alpha 1 \lambda x) \\
& =\operatorname{depth}(\alpha 11 \lambda x)-1=\operatorname{depth}(\gamma x)-1
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}} \dot{f}_{\beta_{2}}^{\eta_{2}}\right) & =\operatorname{depth}\left(\alpha 11 \lambda x \dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 0}\right)=\operatorname{depth}(\alpha 1 \lambda x) \\
& =\operatorname{depth}(\alpha 11 \lambda x)-1=\operatorname{depth}(\gamma x)-1
\end{aligned}
$$

The graph for depthchart $\dot{f}_{\beta_{1}}^{\mu_{1} \ldots} \dot{f}_{\beta_{k}}^{\mu_{k}}(\gamma x)$ is then as follows:

2.2.5. $\alpha \mathbf{1 1} \boldsymbol{\lambda} \boldsymbol{x}=\boldsymbol{\beta} 11 \boldsymbol{\delta} 11 \boldsymbol{\lambda} \boldsymbol{x}$ and $\dot{\boldsymbol{f}}_{\boldsymbol{\alpha}_{2}}^{\eta_{2}}=\dot{\boldsymbol{f}}_{\boldsymbol{\beta}}^{-1}$

We can conclude that $\beta 11$ is a prefix of $\alpha$. Let $\alpha=\beta 11 \delta$ for some $\delta \in$ $E(R)^{*}$. Then $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 11 \delta} \dot{f}_{\beta}^{-1}$. Observe that $\gamma x \dot{f}_{\beta 11 \delta} \dot{f}_{\beta}^{-1}=\beta 11 \delta 1 \lambda x \dot{f}_{\beta 11 \delta} \dot{f}_{\beta}^{-1}=$ $\beta 11 \delta 11 \lambda x \dot{f}_{\beta}^{-1}=\beta 1 \delta 11 \lambda x$. The graph for depthchart $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}(\gamma x)$ is then as follows:


Conjugating these terms using relation $R 3$ gives us $\dot{f}_{\beta 11 \delta} \dot{f}_{\beta}^{-1}=\dot{f}_{\beta}^{-1}\left(\dot{f}_{\beta 11 \delta}\right)^{\dot{f}_{\beta}^{-1}}=$ $\dot{f}_{\beta}^{-1} \dot{f}_{\beta 1 \delta}$. Observe that $\gamma x \dot{f}_{\beta}^{-1} \dot{f}_{\beta 1 \delta}=\beta 11 \delta 1 \lambda x \dot{f}_{\beta}^{-1} \dot{f}_{\beta 1 \delta}=\beta 1 \delta 1 \lambda x \dot{f}_{\beta 1 \delta}=$ $\beta 1 \delta 11 \lambda x$, and hence conditions (3) and (4) in the Lemma are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\beta 11 \delta 1 \lambda x \dot{f}_{\beta}^{-1} \dot{f}_{\beta 1 \delta}\right)=\operatorname{depth}(\beta 1 \delta 11 \lambda x) \\
& =\operatorname{depth}(\beta 11 \delta 1 \lambda x)=\operatorname{depth}(\gamma x)
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\beta 11 \delta 1 \lambda x \dot{f}_{\beta}^{-1}\right)=\operatorname{depth}(\beta 1 \delta 1 \lambda x) \\
& =\operatorname{depth}(\beta 11 \delta 1 \lambda x)-1=\operatorname{depth}(\gamma x)-1
\end{aligned}
$$

The graph for depthchart $\dot{f}_{\beta_{1} \ldots}^{\mu_{1}} f_{\beta_{k}}^{\mu_{k}}(\gamma x)$ is then as follows:

2.2.6. $\alpha \mathbf{1 1} \boldsymbol{\lambda} \boldsymbol{x}=\boldsymbol{\beta 1 1 1 \lambda} \boldsymbol{x}$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{\boldsymbol{f}}_{\boldsymbol{\beta}}^{-1}$.

We can conclude that $\alpha=\beta$ 1. In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 1} \dot{f}_{\beta}^{-1}$. Observe that $\gamma x \dot{f}_{\beta 1} \dot{f}_{\beta}^{-1}=\beta 11 \lambda x \dot{f}_{\beta 1} \dot{f}_{\beta}^{-1}=\beta 111 \lambda x \dot{f}_{\beta}^{-1}=\beta 11 \lambda x$. The graph for depthchart $\dot{f}_{\alpha_{1}}^{\eta_{1}} f_{\alpha_{2}}^{\eta_{2}}(\gamma x)$ is then as follows:


Conjugating these terms using relation $R 2$ gives us $\dot{f}_{\beta 1} \dot{f}_{\beta}^{-1}=\dot{f}_{\beta}^{-1}\left(\dot{f}_{\beta 1}\right)^{\dot{f}_{\beta}^{-1}}=$ $\dot{f}_{\beta}^{-1} \dot{f}_{\beta 0}^{-1} \dot{f}_{\beta}$. Observe that $\gamma x \dot{f}_{\beta}^{-1} \dot{f}_{\beta 0}^{-1} \dot{f}_{\beta}=\beta 11 \lambda x \dot{f}_{\beta}^{-1} \dot{f}_{\beta 0}^{-1} \dot{f}_{\beta}=\beta 1 \lambda x \dot{f}_{\beta 0}^{-1} \dot{f}_{\beta}=$ $\beta 1 \lambda x \dot{f}_{\beta}=\beta 11 \lambda x$, and hence conditions (3) and (4) in the Lemma are satisfied with $k=3$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\beta 11 \lambda x \dot{f}_{\beta}^{-1} \dot{f}_{\beta 0}^{-1} \dot{f}_{\beta}\right)=\operatorname{depth}(\beta 11 \lambda x) \\
& =\operatorname{depth}(\beta 11 \lambda x)=\operatorname{depth}(\gamma x), \\
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\beta 11 \lambda x \dot{f}_{\beta}^{-1}\right)=\operatorname{depth}(\beta 1 \lambda x) \\
& =\operatorname{depth}(\beta 11 \lambda x)-1=\operatorname{depth}(\gamma x)-1 .
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}} \dot{f}_{\beta_{2}}^{\eta_{2}}\right) & =\operatorname{depth}\left(\beta 11 \lambda x \dot{f}_{\beta}^{-1} \dot{f}_{\beta 0}^{-1}\right)=\operatorname{depth}(\beta 1 \lambda x) \\
& =\operatorname{depth}(\beta 11 \lambda x)-1=\operatorname{depth}(\gamma x)-1
\end{aligned}
$$

The graph for depthchart $\dot{f}_{\beta_{1} \ldots \mathcal{F}_{k}}^{\mu_{1}} \dot{f}_{\beta_{k}}^{\mu_{k}}(\gamma x)$ is then as follows:


Lemma 6.3.2. Let $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \alpha_{2} \in \Omega^{*}$ and $\eta_{1}, \eta_{2} \in\{ \pm 1\}$ ) and let $\gamma x \in \mathcal{G V}$ (for some $\gamma \in \Omega^{*}$ ) such that the following conditions are satisfied:
A. $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}\right)=\operatorname{depth}(\gamma x)+1$,
B. $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$.

Then there exists $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}} \in W(\dot{\mathcal{X}}) \quad$ (for some $\beta_{1}, \ldots, \beta_{k} \in \Omega^{*}$ and $\mu_{1}, \ldots, \mu_{k} \in\{ \pm 1\}$ ) with $k=2$ such that $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$ in $\dot{F}$ and the following conditions are satisfied:
C. $\gamma x=\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}}$,
D. $\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \dot{f}_{\beta_{2}}^{\mu_{2}}\right)=\operatorname{depth}(\gamma x)+1$.

Proof. Let $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \alpha_{2} \in \Omega^{*}$ and $\eta_{1}, \eta_{2} \in\{ \pm 1\}$ ) and let $\gamma x \in \mathcal{G V}$ (for some $\left.\gamma \in \Omega^{*}\right)$ such that the following conditions are satisfied:
A. $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}\right)=\operatorname{depth}(\gamma x)+1$,
B. $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$.

Let us illustrate depthchart $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}(\gamma x)$ as follows:

where $v_{1}=\gamma x, v_{2}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}$ and $v_{3}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$.
We will examine all cases which arise. Let us first divide into cases such that Condition (A) is satisfied:

$$
\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}\right)=\operatorname{depth}(\gamma x)+1
$$

1. $\dot{f}_{\alpha_{1}}^{\eta_{1}}=\dot{f}_{\alpha}$ and $\gamma x=\alpha x$ (for some $\left.\alpha \in E(R)^{*}\right)$,
2. $\dot{f}_{\alpha_{1}}^{\eta_{1}}=\dot{f}_{\alpha}$ and $\gamma x=\alpha 1 \lambda x$ (for some $\left.\alpha, \lambda \in E(R)^{*}\right)$,
3. $\dot{f}_{\alpha_{1}}^{\eta_{1}}=\dot{f}_{\alpha}^{-1}$ and $\gamma x=\alpha x$ (for some $\alpha \in E(R)^{*}$ ),
4. $\dot{f}_{\alpha_{1}}^{\eta_{1}}=\dot{f}_{\alpha}^{-1}$ and $\gamma x=\alpha 0 \lambda x$ (for some $\alpha, \lambda \in E(R)^{*}$ ).

Let us now examine these cases:

1. $\dot{f}_{\alpha_{1}}^{\eta_{1}}=\dot{f}_{\alpha}$ and $\gamma \boldsymbol{x}=\boldsymbol{\alpha} \boldsymbol{x}$ (for some $\alpha \in E(R)^{*}$ )

Observe that, for Condition B to be satisfied

$$
\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} .
$$

$\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\alpha x \dot{f}_{\alpha}=\alpha 1 x$ should not be in supp $\dot{f}_{\alpha_{2}}^{\eta_{2}}$. By Lemma 6.2.1. this implies that $\alpha_{2} \npreceq \alpha 1$. This gives us the following choices for $\dot{f}_{\alpha_{2}}^{\eta_{2}}$ :
1.1. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{\eta}$ (for some $\beta \in E(R)^{*}$ such that $\beta \perp \alpha$ and $\eta \in\{ \pm 1\}$ ),
1.2. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 0 \delta}^{\eta}$ (for some $\delta \in E(R)^{*}$ and $\eta \in\{ \pm 1\}$ ),
1.3. $\dot{f}_{\alpha 2}^{\eta_{2}}=\dot{f}_{\alpha 10 \delta}^{\eta}$ (for some $\delta \in E(R)^{*}$ and $\left.\eta \in\{ \pm 1\}\right)$,
1.4. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 11 \delta}^{\eta}$ (for some $\delta \in E(R)^{*}$ and $\eta \in\{ \pm 1\}$ ).

Let us now examine these cases:

## 1.1. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{\eta}$ (for some $\beta \in E(R)^{*}$ such that $\beta \perp \alpha$ and $\eta \in\{ \pm 1\}$ )

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha} \dot{f}_{\beta}^{\eta}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\alpha x \dot{f}_{\alpha} \dot{f}_{\beta}^{\eta}=\alpha 1 x \dot{f}_{\beta}^{\eta}=\alpha 1 x$. The graph for depthchart $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\alpha} \dot{f}_{\beta}^{\eta}=\left(\dot{f}_{\beta}^{\eta}\right)^{\dot{f}_{\alpha}^{-1}} \dot{f}_{\alpha}=\dot{f}_{\beta}^{\eta} \dot{f}_{\alpha}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=$ $\dot{f}_{\beta}^{\eta} \dot{f}_{\alpha}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\alpha x \dot{f}_{\beta}^{\eta} \dot{f}_{\alpha}=\alpha x \dot{f}_{\alpha}=\alpha 1 x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\alpha x \dot{f}_{\beta}^{\eta} \dot{f}_{\alpha}\right)=\operatorname{depth}(\alpha 1 x) \\
& =\operatorname{depth}(\alpha x)+1=\operatorname{depth}(\gamma x)+1,
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\alpha x \dot{f}_{\beta}^{\eta}\right)=\operatorname{depth}(\alpha x) \\
& =\operatorname{depth}(\alpha x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$



1.2. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 0 \delta}^{\eta}\left(\right.$ for some $\delta \in E(R)^{*}$ and $\left.\eta \in\{ \pm 1\}\right)$

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha} \dot{f}_{\alpha 0 \delta}^{\eta}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\alpha x \dot{f}_{\alpha} \dot{f}_{\alpha 0 \delta}^{\eta}=\alpha 1 x \dot{f}_{\alpha 0 \delta}^{\eta}=$ $\alpha 1 x$. The graph for depthchart $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}(\gamma x)$ is then as follows:
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Conjugating these terms gives us $\dot{f}_{\alpha} \dot{f}_{\alpha 0 \delta}^{\eta}=\left(\dot{f}_{\alpha 0 \delta}^{\eta}\right)^{\dot{f}_{\alpha}^{-1}} \dot{f}_{\alpha}=\dot{f}_{\alpha 00 \delta}^{\eta} \dot{f}_{\alpha}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=$ $\dot{f}_{\alpha 00 \delta}^{\eta} \dot{f}_{\alpha}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\alpha x \dot{f}_{\alpha 00 \delta}^{\eta} \dot{f}_{\alpha}=\alpha x \dot{f}_{\alpha}=\alpha 1 x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\alpha x \dot{f}_{\alpha 00 \delta}^{\eta} \dot{f}_{\alpha}\right)=\operatorname{depth}(\alpha 1 x) \\
& =\operatorname{depth}(\alpha x)+1=\operatorname{depth}(\gamma x)+1
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\alpha x \dot{f}_{\alpha 00 \delta}^{\eta}\right)=\operatorname{depth}(\alpha x) \\
& =\operatorname{depth}(\alpha x)=\operatorname{depth}(\gamma x)
\end{aligned}
$$

The graph for depthchart $\dot{f}_{\beta_{1}}^{\mu_{1} \ldots} \dot{f}_{\beta_{k}}^{\mu_{k}}(\gamma x)$ is then as follows:
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1.3. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 10 \delta}^{\eta}\left(\right.$ for some $\delta \in E(R)^{*}$ and $\left.\eta \in\{ \pm 1\}\right)$

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha} \dot{f}_{\alpha 10 \delta}^{\eta}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\alpha x \dot{f}_{\alpha} \dot{f}_{\alpha 10 \delta}^{\eta}=\alpha 1 x \dot{f}_{\alpha 10 \delta}^{\eta}=$ $\alpha 1 x$. The graph for depthchart $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\alpha} \dot{f}_{\alpha 10 \delta}^{\eta}=\left(\dot{f}_{\alpha 10 \delta}^{\eta}\right)^{\dot{f}_{\alpha}^{-1}} \dot{f}_{\alpha}=\dot{f}_{\alpha 01 \delta}^{\eta} \dot{f}_{\alpha}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha 01 \delta}^{\eta} \dot{f}_{\alpha}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\alpha x \dot{f}_{\alpha 01 \delta}^{\eta} \dot{f}_{\alpha}=\alpha x \dot{f}_{\alpha}=\alpha 1 x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\alpha x \dot{f}_{\alpha 01 \delta}^{\eta} \dot{f}_{\alpha}\right)=\operatorname{depth}(\alpha 1 x) \\
& =\operatorname{depth}(\alpha x)+1=\operatorname{depth}(\gamma x)+1,
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\alpha x \dot{f}_{\alpha 01 \delta}^{\eta}\right)=\operatorname{depth}(\alpha x) \\
& =\operatorname{depth}(\alpha x)=\operatorname{depth}(\gamma x)
\end{aligned}
$$




## 1.4. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 11 \delta}^{\eta}$ (for some $\delta \in E(R)^{*}$ and $\eta \in\{ \pm 1\}$ )

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}^{\eta}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\alpha x \dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}^{\eta}=\alpha 1 x \dot{f}_{\alpha 11 \delta}^{\eta}=$ $\alpha 1 x$. The graph for depthchart $\dot{f}_{\alpha_{1}^{1}}^{\eta_{1}} f_{2}^{\eta_{2}}(\gamma x)$ is then as follows:
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Conjugating these terms gives us $\dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}^{\eta}=\left(\dot{f}_{\alpha 11 \delta}^{\eta}\right)^{\dot{f}_{\alpha}^{-1}} \dot{f}_{\alpha}=\dot{f}_{\alpha 1 \delta}^{\eta} \dot{f}_{\alpha}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha 1 \delta}^{\eta} \dot{f}_{\alpha}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\alpha x \dot{f}_{\alpha 1 \delta}^{\eta} \dot{f}_{\alpha}=\alpha x \dot{f}_{\alpha}=\alpha 1 x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\alpha x \dot{f}_{\alpha 1 \delta}^{\eta} \dot{f}_{\alpha}\right)=\operatorname{depth}(\alpha 1 x) \\
& =\operatorname{depth}(\alpha x)+1=\operatorname{depth}(\gamma x)+1
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\alpha x \dot{f}_{\alpha 1 \delta}^{\eta}\right)=\operatorname{depth}(\alpha x) \\
& =\operatorname{depth}(\alpha x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$



2. $\dot{f}_{\alpha_{1}}^{\eta_{1}}=\dot{f}_{\alpha}$ and $\gamma x=\alpha 1 \lambda x$ (for some $\alpha, \lambda \in E(R)^{*}$ )

Observe that, for Condition B to be satisfied

$$
\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} .
$$

$\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\alpha 1 \lambda x \dot{f}_{\alpha}=\alpha 11 \lambda x$ should not be in supp $\dot{f}_{\alpha_{2}}^{\eta_{2}}$. By Lemma 6.2.1, this implies that $\alpha_{2} \npreceq \alpha 11 \lambda$. This gives us the following choices for $\dot{f}_{\alpha_{2}}^{\eta_{2}}$ :
2.1. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{\eta}$ (for some $\beta \in E(R)^{*}$ such that $\beta \perp \alpha$ and $\eta \in\{ \pm 1\}$ ),
2.2. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 0 \delta}^{\eta}$ (for some $\delta \in E(R)^{*}$ and $\eta \in\{ \pm 1\}$ ),
2.3. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 10 \delta}^{\eta}$ (for some $\delta \in E(R)^{*}$ and $\eta \in\{ \pm 1\}$ ),
2.4. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 11 \delta}^{\eta}$ (for some $\delta \in E(R)^{*}$ such that $\delta \perp \lambda$ and $\eta \in\{ \pm 1\}$ ),
2.5. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 11 \delta}^{\eta}$ (for some $\delta \in E(R)^{*}$ such that $\lambda \prec \delta$ and $\eta \in\{ \pm 1\}$ ).

Let us now examine these cases:
2.1. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{\eta}$ (for some $\beta \in E(R)^{*}$ such that $\beta \perp \alpha$ and $\eta \in\{ \pm 1\}$ )

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha} \dot{f}_{\beta}^{\eta}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\alpha 1 \lambda x \dot{f}_{\alpha} \dot{f}_{\beta}^{\eta}=\alpha 11 \lambda x \dot{f}_{\beta}^{\eta}=$ $\alpha 11 \lambda x$. The graph for depthchart $f_{f_{1} \dot{1}_{1} f_{\alpha_{2}}^{\eta_{2}}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\alpha} \dot{f}_{\beta}^{\eta}=\left(\dot{f}_{\beta}^{\eta}\right)^{\dot{f}_{\alpha}^{-1}} \dot{f}_{\alpha}=\dot{f}_{\beta}^{\eta} \dot{f}_{\alpha}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=$ $\dot{f}_{\beta}^{\eta} \dot{f}_{\alpha}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\alpha 1 \lambda x \dot{f}_{\beta}^{\eta} \dot{f}_{\alpha}=\alpha 1 \lambda x \dot{f}_{\alpha}=\alpha 11 \lambda x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\alpha 1 \lambda x \dot{f}_{\beta}^{\eta} \dot{f}_{\alpha}\right)=\operatorname{depth}(\alpha 11 \lambda x) \\
& =\operatorname{depth}(\alpha 1 \lambda x)+1=\operatorname{depth}(\gamma x)+1,
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\alpha 1 \lambda x \dot{f}_{\beta}^{\eta}\right)=\operatorname{depth}(\alpha 1 \lambda x) \\
& =\operatorname{depth}(\alpha 1 \lambda x)=\operatorname{depth}(\gamma x)
\end{aligned}
$$

The graph for depthchart $f_{\dot{\beta}_{1} \ldots}^{\mu_{1}} f_{\beta_{k}}^{\mu_{k}}(\gamma x)$ is then as follows:

2.2. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 0 \delta}^{\eta}$ (for some $\delta \in E(R)^{*}$ and $\eta \in\{ \pm 1\}$ ),

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha 2}^{\eta_{2}}=\dot{f_{\alpha}} \dot{f}_{\alpha 0 \delta}^{\eta}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha 2}^{\eta_{2}}=\alpha 1 \lambda x \dot{f}_{\alpha} \dot{f}_{\alpha 0 \delta}^{\eta}=\alpha 11 \lambda x \dot{f}_{\alpha 0 \delta}^{\eta}=$ $\alpha 11 \lambda x$. The graph for depthchart $\dot{f}_{\alpha_{1} \dot{1}_{1} \dot{\eta}_{2}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\alpha} \dot{f}_{\alpha 0 \delta}^{\eta}=\left(\dot{f}_{\alpha 0 \delta}^{\eta}\right)^{\dot{f}_{\alpha}^{-1}} \dot{f}_{\alpha}=\dot{f}_{\alpha 00 \delta}^{\eta} \dot{f}_{\alpha}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=$ $\dot{f}_{\alpha 00 \delta}^{\eta} \dot{f}_{\alpha}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\alpha 1 \lambda x \dot{f}_{\alpha 00 \delta}^{\eta} \dot{f}_{\alpha}=\alpha 1 \lambda x \dot{f}_{\alpha}=\alpha 11 \lambda x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\alpha 1 \lambda x \dot{f}_{\alpha 00 \delta}^{\eta} \dot{f}_{\alpha}\right)=\operatorname{depth}(\alpha 11 \lambda x) \\
& =\operatorname{depth}(\alpha 1 \lambda x)+1=\operatorname{depth}(\gamma x)+1,
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\alpha 1 \lambda x \dot{f}_{\alpha 00 \delta}^{\eta}\right)=\operatorname{depth}(\alpha 1 \lambda x) \\
& =\operatorname{depth}(\alpha 1 \lambda x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$

The graph for depthchart ${\underset{f_{1}}{\mu_{1} \ldots} f_{\beta_{k}}^{\mu_{k}}(\gamma x) \text { is then as follows: }}$

2.3. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 10 \delta}^{\eta}$ (for some $\delta \in E(R)^{*}$ and $\eta \in\{ \pm 1\}$ ),

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha} \dot{f}_{\alpha 10 \delta}^{\eta}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha 2}^{\eta_{2}}=\alpha 1 \lambda x \dot{f}_{\alpha} \dot{f}_{\alpha 10 \delta}^{\eta}=$



Conjugating these terms gives us $\dot{f}_{\alpha} \dot{f}_{\alpha 10 \delta}^{\eta}=\left(\dot{f}_{\alpha 10 \delta}^{\eta}\right)^{\dot{f}_{\alpha}^{-1}} \dot{f}_{\alpha}=\dot{f}_{\alpha 01 \delta}^{\eta} \dot{f}_{\alpha}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha 01 \delta}^{\eta} \dot{f}_{\alpha}$. Observe that $\gamma x \dot{\beta}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\alpha 1 \lambda x \dot{f}_{\alpha 01 \delta}^{\eta} \dot{f}_{\alpha}=\alpha 1 \lambda x \dot{f}_{\alpha}=$ $\alpha 11 \lambda x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\alpha 1 \lambda x \dot{f}_{\alpha 01 \delta}^{\eta} \dot{f}_{\alpha}\right)=\operatorname{depth}(\alpha 11 \lambda x) \\
& =\operatorname{depth}(\alpha 1 \lambda x)+1=\operatorname{depth}(\gamma x)+1,
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\alpha 1 \lambda x \dot{f}_{\alpha 01 \delta}^{\eta}\right)=\operatorname{depth}(\alpha 1 \lambda x) \\
& =\operatorname{depth}(\alpha 1 \lambda x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$

The graph for depthchart $\dot{f}_{\beta_{1} \ldots}^{\mu_{1} \ldots f_{\beta_{k}}^{\mu_{k}}}(\gamma x)$ is then as follows:

2.4. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 11 \delta}^{\eta}$ (for some $\delta \in E(R)^{*}$ such that $\delta \perp \lambda$ and $\eta \in\{ \pm 1\}$ ), In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}^{\eta}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\alpha 1 \lambda x \dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}^{\eta}=$ $\alpha 11 \lambda x \dot{f}_{\alpha 11 \delta}^{\eta}=\alpha 11 \lambda x$. The graph for depthchart $\dot{f}_{\alpha_{1}}^{\eta_{1}} f_{2}^{\eta_{2}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}^{\eta}=\left(\dot{f}_{\alpha 11 \delta}^{\eta}\right)^{\dot{f}_{\alpha}^{-1}} \dot{f}_{\alpha}=\dot{f}_{\alpha 1 \delta}^{\eta} \dot{f}_{\alpha}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha 1 \delta}^{\eta} \dot{f}_{\alpha}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\alpha 1 \lambda x \dot{f}_{\alpha 1 \delta}^{\eta} \dot{f}_{\alpha}=\alpha 1 \lambda x \dot{f}_{\alpha}=$ $\alpha 11 \lambda x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\alpha 1 \lambda x \dot{f}_{\alpha 1 \delta}^{\eta} \dot{f}_{\alpha}\right)=\operatorname{depth}(\alpha 11 \lambda x) \\
& =\operatorname{depth}(\alpha 1 \lambda x)+1=\operatorname{depth}(\gamma x)+1,
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\alpha 1 \lambda x \dot{f}_{\alpha 1 \delta}^{\eta}\right)=\operatorname{depth}(\alpha 1 \lambda x) \\
& =\operatorname{depth}(\alpha 1 \lambda x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$

The graph for depthchart $f_{\dot{\beta}_{1} \ldots}^{\mu_{1}} f_{\beta_{k}}^{\mu_{k}}(\gamma x)$ is then as follows:

2.5. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 11 \delta}^{\eta}$ (for some $\delta \in E(R)^{*}$ such that $\lambda \prec \delta$ and $\eta \in\{ \pm 1\}$ ).

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}^{\eta}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\alpha 1 \lambda x \dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}^{\eta}=$ $\alpha 11 \lambda x \dot{f}_{\alpha 11 \delta}^{\eta}=\alpha 11 \lambda x$. The graph for depthchart ${ }_{f_{1}^{1}}^{\eta_{1} f_{\alpha}}{ }_{\alpha}^{\eta_{2}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}^{\eta}=\left(\dot{f}_{\alpha 11 \delta}^{\eta}\right)^{\dot{f}_{\alpha}^{-1}} \dot{f}_{\alpha}=\dot{f}_{\alpha 1 \delta}^{\eta} \dot{f}_{\alpha}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha 1 \delta}^{\eta} \dot{f}_{\alpha}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\alpha 1 \lambda x \dot{f}_{\alpha 1 \delta}^{\eta} \dot{f}_{\alpha}=\alpha 1 \lambda x \dot{f}_{\alpha}=$ $\alpha 11 \lambda x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\alpha 1 \lambda x \dot{f}_{\alpha 1 \delta}^{\eta} \dot{f}_{\alpha}\right)=\operatorname{depth}(\alpha 11 \lambda x) \\
& =\operatorname{depth}(\alpha 1 \lambda x)+1=\operatorname{depth}(\gamma x)+1,
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\alpha 1 \lambda x \dot{f}_{\alpha 1 \delta}^{\eta}\right)=\operatorname{depth}(\alpha 1 \lambda x) \\
& =\operatorname{depth}(\alpha 1 \lambda x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$



3. $\dot{f}_{\alpha_{1}}^{\eta_{1}}=\dot{f}_{\alpha}^{-1}$ and $\gamma x=\alpha x$ (for some $\alpha \in E(R)^{*}$ )

Observe that, for Condition B to be satisfied

$$
\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} .
$$

$\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\alpha x \dot{f}_{\alpha}^{-1}=\alpha 0 x$ should not be in supp $\dot{f}_{\alpha_{2}}^{\eta_{2}}$. By Lemma 6.2.1, this implies that $\alpha_{2} \npreceq \alpha 0$. This gives us the following choices for $\dot{f}_{\alpha_{2}}^{\eta_{2}}$ :
3.1. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{\eta}$ (for some $\beta \in E(R)^{*}$ such that $\beta \perp \alpha$ and $\eta \in\{ \pm 1\}$ ),
3.2. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 00 \delta}^{\eta}$ (for some $\delta \in E(R)^{*}$ and $\left.\eta \in\{ \pm 1\}\right)$,
3.3. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 01 \delta}^{\eta}$ (for some $\delta \in E(R)^{*}$ and $\left.\eta \in\{ \pm 1\}\right)$,
3.4. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 1 \delta}^{\eta}$ (for some $\delta \in E(R)^{*}$ and $\eta \in\{ \pm 1\}$ ).

Let us now examine these cases:

## 3.1. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{\eta}$ (for some $\beta \in E(R)^{*}$ such that $\beta \perp \alpha$ and $\eta \in\{ \pm 1\}$ )

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha}^{-1} \dot{f}_{\beta}^{\eta}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\alpha x \dot{f}_{\alpha}^{-1} \dot{f}_{\beta}^{\eta}=\alpha 0 x \dot{f}_{\beta}^{\eta}=$ $\alpha 0 x$. The graph for depthchart $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}(\gamma x)$ is then as follows:
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Conjugating these terms gives us $\dot{f}_{\alpha}^{-1} \dot{f}_{\beta}^{\eta}=\left(\dot{f}_{\beta}^{\eta}\right)^{\dot{f}_{\alpha}} \dot{f}_{\alpha}^{-1}=\dot{f}_{\beta}^{\eta} \dot{f}_{\alpha}^{-1}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=$ $\dot{f}_{\beta}^{\eta} \dot{f}_{\alpha}^{-1}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\alpha x \dot{f}_{\beta}^{\eta} \dot{f}_{\alpha}^{-1}=\alpha x \dot{f}_{\alpha}^{-1}=\alpha 0 x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\alpha x \dot{f}_{\beta}^{\eta} \dot{f}_{\alpha}^{-1}\right)=\operatorname{depth}(\alpha 0 x) \\
& =\operatorname{depth}(\alpha x)+1=\operatorname{depth}(\gamma x)+1
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\alpha x \dot{f}_{\beta}^{\eta}\right)=\operatorname{depth}(\alpha x) \\
& =\operatorname{depth}(\alpha x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$

The graph for depthchart ${\underset{f}{\beta_{1}} \mu_{1}^{\mu_{1}} \ldots f_{\beta_{k}}^{\mu_{k}}(\gamma x) \text { is then as follows: }}$

\% \%
3.2. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 00 \delta}^{\eta}$ (for some $\delta \in E(R)^{*}$ and $\eta \in\{ \pm 1\}$ ),

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 00 \delta}^{\eta}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\alpha x \dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 00 \delta}^{\eta}=$ $\alpha 0 x \dot{f}_{\alpha 00 \delta}^{\eta}=\alpha 0 x$. The graph for depthchart $f_{f_{1}}^{\eta_{1}} f_{\alpha_{2}}^{\eta_{2}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 00 \delta}^{\eta}=\left(\dot{f}_{\alpha 00 \delta}^{\eta}\right)^{\dot{f}_{\alpha}} \dot{f}_{\alpha}^{-1}=\dot{f}_{\alpha 0 \delta}^{\eta} \dot{f}_{\alpha}^{-1}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha 0 \delta}^{\eta} \dot{f}_{\alpha}^{-1}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\alpha x \dot{f}_{\alpha 0 \delta}^{\eta} \dot{f}_{\alpha}^{-1}=\alpha x \dot{f}_{\alpha}^{-1}=$ $\alpha 0 x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\alpha x \dot{f}_{\alpha 0 \delta}^{\eta} \dot{f}_{\alpha}^{-1}\right)=\operatorname{depth}(\alpha 0 x) \\
& =\operatorname{depth}(\alpha x)+1=\operatorname{depth}(\gamma x)+1
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\alpha x \dot{f}_{\alpha 0 \delta}^{\eta}\right)=\operatorname{depth}(\alpha x) \\
& =\operatorname{depth}(\alpha x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$

The graph for depthchart $f_{f_{1} \ldots f_{\beta_{k}}^{\mu_{1}}} f_{\beta_{k}}^{\mu_{k}}(\gamma x)$ is then as follows:

3.3. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 01 \delta}^{\eta}$ (for some $\delta \in E(R)^{*}$ and $\eta \in\{ \pm 1\}$ ),

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{q}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 01 \delta}^{\eta}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\alpha x \dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 01 \delta}^{\eta}=$ $\alpha 0 x \dot{f}_{\alpha 01 \delta}^{\eta}=\alpha 0 x$. The graph for depthchart ${\underset{f}{\alpha_{1}} f_{\alpha_{2}}^{\eta_{1}} \eta_{\alpha_{2}}(\gamma x) \text { is then as follows: }}^{\prime}$
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Conjugating these terms gives us $\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 01 \delta}^{\eta}=\left(\dot{f}_{\alpha 01 \delta}^{\eta}\right)^{\dot{f}_{\alpha}} \dot{f}_{\alpha}^{-1}=\dot{f}_{\alpha 10 \delta}^{\eta} \dot{f}_{\alpha}^{-1}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha 10 \delta}^{\eta} \dot{f}_{\alpha}^{-1}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\alpha x \dot{f}_{\alpha 10 \delta}^{\eta} \dot{f}_{\alpha}^{-1}=\alpha x \dot{f}_{\alpha}^{-1}=$ $\alpha 0 x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\alpha x \dot{f}_{\alpha 10 \delta}^{\eta} \dot{f}_{\alpha}^{-1}\right)=\operatorname{depth}(\alpha 0 x) \\
& =\operatorname{depth}(\alpha x)+1=\operatorname{depth}(\gamma x)+1
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\alpha x \dot{f}_{\alpha 10 \delta}^{\eta}\right)=\operatorname{depth}(\alpha x) \\
& =\operatorname{depth}(\alpha x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$

The graph for depthchart $f_{\dot{\beta}_{1} \ldots}^{\mu_{1}} f_{\beta_{k}}^{\mu_{k}}(\gamma x)$ is then as follows:

3.4. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 1 \delta}^{\eta}$ (for some $\delta \in E(R)^{*}$ and $\eta \in\{ \pm 1\}$ ).

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 1 \delta}^{\eta}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\alpha x \dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 1 \delta}^{\eta}=\alpha 0 x \dot{f}_{\alpha 1 \delta}^{\eta}=$ $\alpha 0 x$. The graph for depthchart ${ }_{f_{1}}^{\eta_{1}} f_{\alpha_{2}}^{\eta_{2}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 1 \delta}^{\eta}=\left(\dot{f}_{\alpha 1 \delta}^{\eta}\right)^{\dot{f}_{\alpha}} \dot{f}_{\alpha}^{-1}=\dot{f}_{\alpha 11 \delta}^{\eta} \dot{f}_{\alpha}^{-1}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha 11 \delta}^{\eta} \dot{f}_{\alpha}^{-1}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\alpha x \dot{f}_{\alpha 11 \delta}^{\eta} \dot{f}_{\alpha}^{-1}=\alpha x \dot{f}_{\alpha}^{-1}=$ $\alpha 0 x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\alpha x \dot{f}_{\alpha 11 \delta}^{\eta} \dot{f}_{\alpha}^{-1}\right)=\operatorname{depth}(\alpha 0 x) \\
& =\operatorname{depth}(\alpha x)+1=\operatorname{depth}(\gamma x)+1,
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\alpha x \dot{f}_{\alpha 11 \delta}^{\eta}\right)=\operatorname{depth}(\alpha x) \\
& =\operatorname{depth}(\alpha x)=\operatorname{depth}(\gamma x)
\end{aligned}
$$



4. $\dot{f}_{\alpha_{1}}^{\eta_{1}}=\dot{f}_{\alpha}^{-1}$ and $\gamma x=\alpha 0 \lambda x$ (for some $\alpha, \lambda \in E(R)^{*}$ )

Observe that, for Condition B to be satisfied

$$
\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}
$$

$\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\alpha 0 \lambda x \dot{f}_{\alpha}^{-1}=\alpha 00 \lambda x$ should not be in supp $\dot{f}_{\alpha_{2}}^{\eta_{2}}$. By Lemma 6.2.1, this implies that $\alpha_{2} \npreceq \alpha 00 \lambda$. This gives us the following choices for $\dot{f}_{\alpha_{2}}^{\eta_{2}}$ :
4.1. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}$ (for some $\beta \in E(R)^{*}$ such that $\beta \perp \alpha$ and $\eta \in\{ \pm 1\}$ ),
4.2. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 1 \delta}^{\eta}$ (for some $\delta \in E(R)^{*}$ and $\eta \in\{ \pm 1\}$ ),
4.3. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 01 \delta}^{\eta}$ (for some $\delta \in E(R)^{*}$ and $\left.\eta \in\{ \pm 1\}\right)$,
4.4. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 00 \delta}^{\eta}$ (for some $\delta \in E(R)^{*}$ such that $\delta \perp \lambda$ and $\eta \in\{ \pm 1\}$ ),
4.5. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 00 \delta}^{\eta}$ (for some $\delta \in E(R)^{*}$ such that $\lambda \prec \delta$ and $\eta \in\{ \pm 1\}$ ).

Let us now examine these cases:
4.1. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}$ (for some $\beta \in E(R)^{*}$ such that $\beta \perp \alpha$ and $\eta \in\{ \pm 1\}$ ), In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha}^{-1} \dot{f}_{\beta}^{\eta}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\alpha 0 \lambda x \dot{f}_{\alpha}^{-1} \dot{f}_{\beta}^{\eta}=\alpha 00 \lambda x \dot{f}_{\beta}^{\eta}=$ $\alpha 00 \lambda x$. The graph for depthchart $\dot{f}_{\dot{\alpha}_{1} \dot{1}_{1} f_{\alpha_{2}}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\alpha}^{-1} \dot{f}_{\beta}^{\eta}=\left(\dot{f}_{\beta}^{\eta}\right)^{\dot{f}_{\alpha}} \dot{f}_{\alpha}^{-1}=\dot{f}_{\beta}^{\eta} \dot{f}_{\alpha}^{-1}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=$ $\dot{f}_{\beta}^{\eta} \dot{f}_{\alpha}^{-1}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\alpha 0 \lambda x \dot{f}_{\beta}^{\eta} \dot{f}_{\alpha}^{-1}=\alpha 0 \lambda x \dot{f}_{\alpha}^{-1}=\alpha 00 \lambda x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\alpha 0 \lambda x \dot{f}_{\beta}^{\eta} \dot{f}_{\alpha}^{-1}\right)=\operatorname{depth}(\alpha 00 \lambda x) \\
& =\operatorname{depth}(\alpha 0 \lambda x)+1=\operatorname{depth}(\gamma x)+1,
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\alpha 0 \lambda x \dot{f}_{\beta}^{\eta}\right)=\operatorname{depth}(\alpha 0 \lambda x) \\
& =\operatorname{depth}(\alpha 0 \lambda x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$

The graph for depthchart $\dot{f}_{\beta_{1} \ldots}^{\mu_{1}} f_{\beta_{k}}^{\mu_{k}}(\gamma x)$ is then as follows:

4.2. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 1 \delta}^{\eta}$ (for some $\delta \in E(R)^{*}$ and $\eta \in\{ \pm 1\}$ ),

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{q}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 1 \delta}^{\eta}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\alpha 0 \lambda x \dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 1 \delta}^{\eta}=$ $\alpha 00 \lambda x \dot{f}_{\alpha 1 \delta}^{\eta}=\alpha 00 \lambda x$. The graph for depthchart $\dot{f}_{\dot{\alpha}_{1} \eta_{1} \dot{f}_{\alpha_{2}}^{\eta_{2}}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 1 \delta}^{\eta}=\left(\dot{f}_{\alpha 1 \delta}^{\eta}\right)^{\dot{f}_{\alpha}} \dot{f}_{\alpha}^{-1}=\dot{f}_{\alpha 11 \delta}^{\eta} \dot{f}_{\alpha}^{-1}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha 11 \delta}^{\eta} \dot{f}_{\alpha}^{-1}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\alpha 0 \lambda x \dot{f}_{\alpha 11 \delta}^{\eta} \dot{f}_{\alpha}^{-1}=\alpha 0 \lambda x \dot{f}_{\alpha}^{-1}=$ $\alpha 00 \lambda x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\alpha 0 \lambda x \dot{f}_{\alpha 11 \delta}^{\eta} \dot{f}_{\alpha}^{-1}\right)=\operatorname{depth}(\alpha 00 \lambda x) \\
& =\operatorname{depth}(\alpha 0 \lambda x)+1=\operatorname{depth}(\gamma x)+1,
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\alpha 0 \lambda x \dot{f}_{\alpha 11 \delta}^{\eta}\right)=\operatorname{depth}(\alpha 0 \lambda x) \\
& =\operatorname{depth}(\alpha 0 \lambda x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$

The graph for depthchart $\dot{j}_{\beta_{1} \ldots}^{\mu_{1}} f_{\beta_{k}}^{\mu_{k}}(\gamma x)$ is then as follows:


## 4.3. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 01 \delta}^{\eta}$ (for some $\delta \in E(R)^{*}$ and $\eta \in\{ \pm 1\}$ ),

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 01 \delta}^{\eta}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\alpha 0 \lambda x \dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 01 \delta}^{\eta}=$ $\alpha 00 \lambda x \dot{f}_{\alpha 01 \delta}^{\eta}=\alpha 00 \lambda x$. The graph for depthchart $\dot{f}_{\alpha_{1}}^{\eta_{1} f_{\alpha}^{2}} \eta_{2}^{\eta_{2}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 01 \delta}^{\eta}=\left(\dot{f}_{\alpha 01 \delta}^{\eta}\right)^{\dot{f}_{\alpha}} \dot{f}_{\alpha}^{-1}=\dot{f}_{\alpha 10 \delta}^{\eta} \dot{f}_{\alpha}^{-1}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha 10 \delta}^{\eta} \dot{f}_{\alpha}^{-1}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\alpha 0 \lambda x \dot{f}_{\alpha 10 \delta}^{\eta} \dot{f}_{\alpha}^{-1}=\alpha 0 \lambda x \dot{f}_{\alpha}^{-1}=$ $\alpha 00 \lambda x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\alpha 0 \lambda x \dot{f}_{\alpha 10 \delta}^{\eta} \dot{f}_{\alpha}^{-1}\right)=\operatorname{depth}(\alpha 00 \lambda x) \\
& =\operatorname{depth}(\alpha 0 \lambda x)+1=\operatorname{depth}(\gamma x)+1
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\alpha 0 \lambda x \dot{f}_{\alpha 10 \delta}^{\eta}\right)=\operatorname{depth}(\alpha 0 \lambda x) \\
& =\operatorname{depth}(\alpha 0 \lambda x)=\operatorname{depth}(\gamma x)
\end{aligned}
$$



4.4. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 00 \delta}^{\eta}$ (for some $\delta \in E(R)^{*}$ such that $\delta \perp \lambda$ and $\eta \in\{ \pm 1\}$ ), In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 00 \delta}^{\eta}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\alpha 0 \lambda x \dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 00 \delta}^{\eta}=$ $\alpha 00 \lambda x \dot{f}_{\alpha 00 \delta}^{\eta}=\alpha 00 \lambda x$. The graph for depthchart $f_{f_{1}^{1}}^{\eta_{1} f_{\alpha_{2}}^{\eta_{2}}(\gamma x) \text { is then as follows: }}$


Conjugating these terms gives us $\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 00 \delta}^{\eta}=\left(\dot{f}_{\alpha 00 \delta}^{\eta}\right)^{\dot{f}_{\alpha}} \dot{f}_{\alpha}^{-1}=\dot{f}_{\alpha 0 \delta}^{\eta} \dot{f}_{\alpha}^{-1}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha 0 \delta}^{\eta} \dot{f}_{\alpha}^{-1}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\alpha 0 \lambda x \dot{f}_{\alpha 0 \delta}^{\eta} \dot{f}_{\alpha}^{-1}=\alpha 0 \lambda x \dot{f}_{\alpha}^{-1}=$ $\alpha 00 \lambda x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\alpha 0 \lambda x \dot{f}_{\alpha 0 \delta}^{\eta} \dot{f}_{\alpha}^{-1}\right)=\operatorname{depth}(\alpha 00 \lambda x) \\
& =\operatorname{depth}(\alpha 0 \lambda x)+1=\operatorname{depth}(\gamma x)+1
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\alpha 0 \lambda x \dot{f}_{\alpha 0 \delta}^{\eta}\right)=\operatorname{depth}(\alpha 0 \lambda x) \\
& =\operatorname{depth}(\alpha 0 \lambda x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$



4.5. $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 00 \delta}^{\eta}$ (for some $\delta \in E(R)^{*}$ such that $\lambda \prec \delta$ and $\eta \in\{ \pm 1\}$ ).

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 00 \delta}^{\eta}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\alpha 0 \lambda x \dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 00 \delta}^{\eta}=$ $\alpha 00 \lambda x \dot{f}_{\alpha 00 \delta}^{\eta}=\alpha 00 \lambda x$. The graph for depthchart $\dot{f}_{\alpha_{1}}^{\eta_{1}} f_{\alpha_{2}^{2}}^{\eta_{2}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 00 \delta}^{\eta}=\left(\dot{f}_{\alpha 00 \delta}^{\eta}\right)^{\dot{f}_{\alpha}} \dot{f}_{\alpha}^{-1}=\dot{f}_{\alpha 0 \delta}^{\eta} \dot{f}_{\alpha}^{-1}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha 0 \delta}^{\eta} \dot{f}_{\alpha}^{-1}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\alpha 0 \lambda x \dot{f}_{\alpha 0 \delta}^{\eta} \dot{f}_{\alpha}^{-1}=\alpha 0 \lambda x \dot{f}_{\alpha}^{-1}=$ $\alpha 00 \lambda x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\alpha 0 \lambda x \dot{f}_{\alpha 0 \delta}^{\eta} \dot{f}_{\alpha}^{-1}\right)=\operatorname{depth}(\alpha 00 \lambda x) \\
& =\operatorname{depth}(\alpha 0 \lambda x)+1=\operatorname{depth}(\gamma x)+1,
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\alpha 0 \lambda x \dot{f}_{\alpha 0 \delta}^{\eta}\right)=\operatorname{depth}(\alpha 0 \lambda x) \\
& =\operatorname{depth}(\alpha 0 \lambda x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$

The graph for depthchart $\dot{f}_{\beta_{1} \ldots}^{\mu_{1}} f_{\beta_{k}}^{\mu_{k}}(\gamma x)$ is then as follows:


This completes the proof.
Lemma 6.3.3. Let $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \alpha_{2} \in \Omega^{*}$ and $\eta_{1}, \eta_{2} \in\{ \pm 1\}$ ) and let $\gamma x \in \mathcal{G \mathcal { V }}$ (for some $\gamma \in \Omega^{*}$ ) such that the following conditions are satisfied:
A. $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}\right)=\operatorname{depth}(\gamma x)+1$,
B. $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \neq \gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$ and $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}\right)=\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}\right)$.

Then there exists $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}} \in W(\dot{\mathcal{X}})$ (for some $\beta_{1}, \ldots, \beta_{k} \in \Omega^{*}$ and $\mu_{1}, \ldots, \mu_{k} \in\{ \pm 1\}$ ) with $k=2,3$ such that $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$ in $\dot{F}$ and the following conditions are satisfied:
C. $\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right)=\operatorname{depth}(\gamma x)+1$,
D. $\operatorname{depth}\left(\gamma x f_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{i}}^{\mu_{i}}\right) \leq \operatorname{depth}(\gamma x)$ for $i=1,2$.

## Except for the following problem cases:

i. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 0} \dot{f}_{\beta}$ and $\gamma x=\beta 01 \delta x$ (for some $\beta, \delta \in E(R)^{*}$ ),
ii. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta} \dot{f}_{\beta 1}^{-1}$ and $\gamma x=\beta 10 \delta x$ (for some $\beta, \delta \in E(R)^{*}$ ),
iii. $\dot{f}_{\alpha_{1}}^{\eta_{1}}{\dot{\alpha_{2}}}_{\eta_{2}}^{\eta_{2}} \dot{f}_{\beta}^{-1} \dot{f}_{\beta 0}$ and $\gamma x=\beta 01 \delta x$ (for some $\beta, \delta \in E(R)^{*}$ ),
iv. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 1}^{-1} \dot{f}_{\beta}^{-1}$ and $\gamma \boldsymbol{x}=\beta 10 \delta x$ (for some $\beta, \delta \in E(R)^{*}$ ).

Proof. Let $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \alpha_{2} \in \Omega^{*}$ and $\left.\eta_{1}, \eta_{2} \in\{ \pm 1\}\right)$ and let $\gamma x \in \mathcal{G} \mathcal{V}$ (for some $\left.\gamma \in \Omega^{*}\right)$ such that the following conditions are satisfied:
A. $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}\right)=\operatorname{depth}(\gamma x)+1$,
B. $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \neq \gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$ and $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}\right)=\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}\right)$.

Let us illustrate depthchart ${\underset{f}{\alpha_{1}}}_{\eta_{1} \dot{f}_{2}^{\eta_{2}}}(\gamma x)$ as follows:

where $v_{1}=\gamma x, v_{2}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}$ and $v_{3}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$.
We will examine all cases which arise. Let us first divide into cases such that Condition (A) is satisfied:

$$
\operatorname{depth}\left(\gamma x \dot{f_{\alpha_{1}}^{\eta_{1}}}\right)=\operatorname{depth}(\gamma x)+1
$$

1. $\dot{f}_{\alpha_{1}}^{\eta_{1}}=\dot{f}_{\alpha}$ and $\gamma x=\alpha x$ (for some $\left.\alpha \in E(R)^{*}\right)$,
2. $\dot{f}_{\alpha_{1}}^{\eta_{1}}=\dot{f}_{\alpha}$ and $\gamma x=\alpha 1 \lambda x$ (for some $\alpha, \lambda \in E(R)^{*}$ ),
3. $\dot{f}_{\alpha_{1}}^{\eta_{1}}=\dot{f}_{\alpha}^{-1}$ and $\gamma x=\alpha x$ (for some $\alpha \in E(R)^{*}$ ),
4. $\dot{f}_{\alpha_{1}}^{\eta_{1}}=\dot{f}_{\alpha}^{-1}$ and $\gamma x=\alpha 0 \lambda x$ (for some $\alpha, \lambda \in E(R)^{*}$ ).

Let us now examine these cases:

1. $\dot{f}_{\alpha_{1}}^{\eta_{1}}=\dot{f}_{\alpha}$ and $\gamma \boldsymbol{x}=\alpha \boldsymbol{x}$ (for some $\alpha \in E(R)^{*}$ )

Let us now divide into cases such that Condition (B) is satisfied:

$$
\gamma x \dot{f_{\alpha_{1}}}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} .
$$

1.1. $\alpha=\beta 01 \delta$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}$ (for some $\left.\beta, \delta \in E(R)^{*}\right)$,
1.2. $\alpha=\beta 10 \delta$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{-1}$ (for some $\left.\beta, \delta \in E(R)^{*}\right)$,
1.3. $\alpha=\beta 0$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}$ (for some $\left.\beta \in E(R)^{*}\right)$.

Let us now examine these cases:
1.1. $\alpha=\beta 01 \delta$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}$ (for some $\left.\beta, \delta \in E(R)^{*}\right)$

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 01 \delta} \dot{f}_{\beta}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\beta 01 \delta x \dot{f}_{\beta 01 \delta} \dot{f}_{\beta}=$ $\beta 01 \delta 1 x \dot{f}_{\beta}=\beta 10 \delta 1 x$. The graph for depthchart $\dot{f}_{\dot{\alpha}_{1} \eta_{1}}^{\eta_{\alpha_{2}}^{\eta_{2}}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\beta 01 \delta} \dot{f}_{\beta}=\dot{f}_{\beta}\left(\dot{f}_{\beta 01 \delta}\right)^{\dot{f}_{\beta}}=\dot{f}_{\beta} \dot{f}_{\beta 10 \delta}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\beta} \dot{f}_{\beta 10 \delta}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\beta 01 \delta x \dot{f}_{\beta} \dot{f}_{\beta 10 \delta}=\beta 10 \delta x \dot{f}_{\beta 10 \delta}=$ $\beta 10 \delta 1 x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\beta 01 \delta x \dot{f}_{\beta} \dot{f}_{\beta 10 \delta}\right)=\operatorname{depth}(\beta 10 \delta 1 x) \\
& =\operatorname{depth}(\beta 01 \delta x)+1=\operatorname{depth}(\gamma x)+1
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\beta 01 \delta x \dot{f}_{\beta}\right)=\operatorname{depth}(\beta 10 \delta x) \\
& =\operatorname{depth}(\beta 01 \delta x)=\operatorname{depth}(\gamma x)
\end{aligned}
$$



1.2. $\alpha=\beta 10 \delta$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{-1}$ (for some $\beta, \delta \in E(R)^{*}$ )

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 10 \delta} \dot{f}_{\beta}^{-1}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\beta 10 \delta x \dot{f}_{\beta 10 \delta} \dot{f}_{\beta}^{-1}=$ $\beta 10 \delta 1 x \dot{f}_{\beta}^{-1}=\beta 01 \delta 1 x$. The graph for depthchart ${\underset{f}{\alpha_{1}}}_{\eta_{1} f_{\alpha_{2}}^{\eta_{2}}}^{\eta_{2}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\beta 10 \delta} \dot{f}_{\beta}^{-1}=\dot{f}_{\beta}^{-1}\left(\dot{f}_{\beta 10 \delta}\right)^{\dot{f}_{\beta}^{-1}}=\dot{f}_{\beta}^{-1} \dot{f}_{\beta 01 \delta}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\beta}^{-1} \dot{f}_{\beta 01 \delta}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\beta 10 \delta x \dot{f}_{\beta}^{-1} \dot{f}_{\beta 01 \delta}=$ $\beta 01 \delta x \dot{f}_{\beta 01 \delta}=\beta 01 \delta 1 x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\beta 10 \delta x \dot{f}_{\beta}^{-1} \dot{f}_{\beta 01 \delta}\right)=\operatorname{depth}(\beta 01 \delta 1 x) \\
& =\operatorname{depth}(\beta 10 \delta x)+1=\operatorname{depth}(\gamma x)+1,
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\beta 10 \delta x \dot{f}_{\beta}^{-1}\right)=\operatorname{depth}(\beta 01 \delta x) \\
& =\operatorname{depth}(\beta 10 \delta x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$

The graph for depthchart $f_{\dot{\beta}_{1} \ldots}^{\mu_{1}} f_{\beta_{k}}^{\mu_{k}}(\gamma x)$ is then as follows:

1.3. $\alpha=\beta 0$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}$ (for some $\beta \in E(R)^{*}$ )

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 0} \dot{f}_{\beta}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\beta 0 x \dot{f}_{\beta 0} \dot{f}_{\beta}=\beta 01 x \dot{f}_{\beta}=$ $\beta 10 x$. The graph for depthchart $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{\dot{\alpha}}_{\alpha_{2}}^{\eta_{2}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\beta 0} \dot{f}_{\beta}=\dot{f}_{\beta}\left(\dot{f}_{\beta 0}\right)^{\dot{f}_{\beta}}=\dot{f}_{\beta} \dot{f}_{\beta} \dot{f}_{\beta 1}^{-1}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=$ $\dot{f}_{\beta} \dot{f}_{\beta} \dot{f}_{\beta 1}^{-1}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\beta 0 x \dot{f}_{\beta} \dot{f}_{\beta} \dot{f}_{\beta 1}^{-1}=\beta x \dot{f}_{\beta} \dot{f}_{\beta 1}^{-1}=\beta 1 x \dot{f}_{\beta 1}^{-1}=$ $\beta 10 x$, and hence Conditions (C) and (D) are satisfied with $k=3$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{3}}^{\mu_{3}}\right) & =\operatorname{depth}\left(\beta 0 x \dot{f}_{\beta} \dot{f}_{\beta} \dot{f}_{\beta 1}^{-1}\right)=\operatorname{depth}(\beta 10 x) \\
& =\operatorname{depth}(\beta 0 x)+1=\operatorname{depth}(\gamma x)+1 \\
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\beta 0 x \dot{f}_{\beta}\right)=\operatorname{depth}(\beta x) \\
& \leq \operatorname{depth}(\beta 0 x)=\operatorname{depth}(\gamma x)
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \dot{f}_{\beta_{2}}^{\mu_{2}}\right) & =\operatorname{depth}\left(\beta 0 x \dot{f}_{\beta} \dot{f}_{\beta}\right)=\operatorname{depth}(\beta 1 x) \\
& \leq \operatorname{depth}(\beta 0 x)=\operatorname{depth}(\gamma x)
\end{aligned}
$$

The graph for depthchart $\dot{f}_{\beta_{1} \ldots}^{\mu_{1} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}(\gamma x) \text { is then as follows: }}$

2. $\dot{f}_{\alpha_{1}}^{\eta_{1}}=\dot{f}_{\alpha}$ and $\gamma x=\alpha 1 \lambda x$ (for some $\alpha, \lambda \in E(R)^{*}$ )

Let us now divide into cases such that Condition (B) is satisfied:

$$
\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}
$$

2.1. $\alpha=\beta 01 \delta$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}$ (for some $\left.\beta, \delta \in E(R)^{*}\right)$,
2.2. $\alpha=\beta 10 \delta$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{-1}$ (for some $\left.\beta, \delta \in E(R)^{*}\right)$,
2.3. $\alpha=\beta 0$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}$ (for some $\left.\beta \in E(R)^{*}\right)$.
2.4. $\lambda=\delta 01 \tau$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 11 \delta}$ (for some $\left.\delta, \tau \in E(R)^{*}\right)$,
2.5. $\lambda=\delta 10 \tau$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 11 \delta}^{-1}\left(\right.$ for some $\left.\delta, \tau \in E(R)^{*}\right)$,
2.6. $\lambda=0 \delta$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 1}^{-1}$ (for some $\left.\delta \in E(R)^{*}\right)$.

Let us now examine these cases:
2.1. $\alpha=\beta 01 \delta$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}$ (for some $\left.\beta, \delta \in E(R)^{*}\right)$

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 01 \delta} \dot{f}_{\beta}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{q}_{\alpha_{2}}^{\eta_{2}}=\beta 01 \delta 1 \lambda x \dot{f}_{\beta 01 \delta} \dot{f}_{\beta}=$ $\beta 01 \delta 11 \lambda x \dot{f}_{\beta}=\beta 10 \delta 11 \lambda x$. The graph for depthchart $\dot{f}_{\alpha_{1}}^{n_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\beta 01 \delta} \dot{f}_{\beta}=\dot{f}_{\beta}\left(\dot{f}_{\beta 01 \delta}\right)^{\dot{f}_{\beta}}=\dot{f}_{\beta} \dot{f}_{\beta 10 \delta}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\beta} \dot{f}_{\beta 10 \delta}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\beta 01 \delta 1 \lambda x \dot{f}_{\beta} \dot{f}_{\beta 10 \delta}=\beta 10 \delta 1 \lambda x \dot{f}_{\beta 10 \delta}=$ $\beta 10 \delta 11 \lambda x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\beta 01 \delta 1 \lambda x \dot{f}_{\beta} \dot{f}_{\beta 10 \delta}\right)=\operatorname{depth}(\beta 10 \delta 11 \lambda x) \\
& =\operatorname{depth}(\beta 01 \delta 1 \lambda x)+1=\operatorname{depth}(\gamma x)+1,
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\beta 01 \delta 1 \lambda x \dot{f}_{\beta}\right)=\operatorname{depth}(\beta 10 \delta 1 \lambda x) \\
& =\operatorname{depth}(\beta 01 \delta 1 \lambda x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$

The graph for depthchart $\dot{f}_{\beta_{1} \ldots}^{\mu_{1}} f_{\beta_{k}}^{\mu_{k}}(\gamma x)$ is then as follows:

2.2. $\alpha=\beta 10 \delta$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\boldsymbol{\beta}}^{-1}$ (for some $\left.\beta, \delta \in E(R)^{*}\right)$

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 10 \delta} \dot{f}_{\beta}^{-1}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\beta 10 \delta 1 \lambda x \dot{f}_{\beta 10 \delta} \dot{f}_{\beta}^{-1}=$ $\beta 10 \delta 11 \lambda x \dot{f}_{\beta}^{-1}=\beta 01 \delta 11 \lambda x$. The graph for depthchart $\dot{f}_{\dot{\alpha}_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\beta 10 \delta} \dot{f}_{\beta}^{-1}=\dot{f}_{\beta}^{-1}\left(\dot{f}_{\beta 10 \delta}\right)^{\dot{f}_{\beta}^{-1}}=\dot{f}_{\beta}^{-1} \dot{f}_{\beta 01 \delta}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\beta}^{-1} \dot{f}_{\beta 01 \delta}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\beta 10 \delta 1 \lambda x \dot{f}_{\beta}^{-1} \dot{f}_{\beta 01 \delta}=$ $\beta 01 \delta 1 \lambda x \dot{f}_{\beta 01 \delta}=\beta 01 \delta 11 \lambda x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\beta 10 \delta 1 \lambda x \dot{f}_{\beta}^{-1} \dot{f}_{\beta 01 \delta}\right)=\operatorname{depth}(\beta 01 \delta 11 \lambda x) \\
& =\operatorname{depth}(\beta 10 \delta 1 \lambda x)+1=\operatorname{depth}(\gamma x)+1,
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\beta 10 \delta 1 \lambda x \dot{f}_{\beta}^{-1}\right)=\operatorname{depth}(\beta 01 \delta 1 \lambda x) \\
& =\operatorname{depth}(\beta 10 \delta 1 \lambda x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$


2.3. $\alpha=\beta 0$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}$ (for some $\left.\beta \in E(R)^{*}\right)$

This is a Problem Case. In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 0} \dot{f}_{\beta}$. Observe that $\gamma x \dot{f_{\alpha}^{\eta_{1}}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\beta 01 \lambda x \dot{f}_{\beta 0} \dot{f}_{\beta}=\beta 011 \lambda x \dot{f}_{\beta}=\beta 101 \lambda x$. The graph for depthchart $\dot{f}_{\alpha_{1}}^{\eta_{1} \dot{f}_{\alpha_{2}}^{\eta_{2}}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\beta 0} \dot{f}_{\beta}=\dot{f}_{\beta}\left(\dot{f}_{\beta 0}\right)^{\dot{f}_{\beta}}=\dot{f}_{\beta} \dot{f}_{\beta} \dot{f}_{\beta 1}^{-1}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=$ $\dot{f}_{\beta} \dot{f}_{\beta} \dot{f}_{\beta 1}^{-1}$. However in this case we observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\beta 01 \lambda x \dot{f}_{\beta} \dot{f}_{\beta} \dot{f}_{\beta 1}^{-1}=$ $\beta 10 \lambda x \dot{f}_{\beta} \dot{f}_{\beta 1}^{-1}=\beta 110 \lambda x \dot{f}_{\beta 1}^{-1}=\beta 101 \lambda x$, and hence Conditions (C) and (D) are not satisfied.

$$
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{3}}^{\mu_{3}}\right)=\operatorname{depth}\left(\beta 01 \lambda x \dot{f}_{\beta} \dot{f}_{\beta} \dot{f}_{\beta 1}^{-1}\right)=\operatorname{depth}(\beta 101 \lambda x)
$$

$$
\begin{aligned}
& =\operatorname{depth}(\beta 01 \lambda x)+1=\operatorname{depth}(\gamma x)+1, \\
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\beta 01 \lambda x \dot{f}_{\beta}\right)=\operatorname{depth}(\beta 10 \lambda x) \\
& \leq \operatorname{depth}(\beta 01 \lambda x)=\operatorname{depth}(\gamma x),
\end{aligned}
$$

but

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \dot{f}_{\beta_{2}}^{\mu_{2}}\right) & =\operatorname{depth}\left(\beta 01 \lambda x \dot{f}_{\beta} \dot{f}_{\beta}\right)=\operatorname{depth}(\beta 110 \lambda x) \\
& \geq \operatorname{depth}(\beta 01 \lambda x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$




## 2.4. $\lambda=\delta 01 \tau$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 11 \delta}\left(\right.$ for some $\left.\delta, \tau \in E(R)^{*}\right)$

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{q}_{\alpha_{2}}^{\eta_{2}}=\alpha 1 \delta 01 \tau x \dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}=$ $\alpha 11 \delta 01 \tau x \dot{f}_{\alpha 11 \delta}=\alpha 1 \delta 10 \tau x$. The graph for depthchart $\dot{f}_{\dot{\alpha}_{1} \eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}=\left(\dot{f}_{\alpha 11 \delta}\right)^{\dot{f}_{\alpha}^{-1}} \dot{f}_{\alpha}=\dot{f}_{\alpha 1 \delta} \dot{f}_{\alpha}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha 1 \delta} \dot{f}_{\alpha}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\alpha 1 \delta 01 \tau x \dot{f}_{\alpha 1 \delta} \dot{f}_{\alpha}=\alpha 1 \delta 10 \tau x \dot{f}_{\alpha}=$ $\alpha 1 \delta 10 \tau x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\alpha 1 \delta 01 \tau x \dot{f}_{\alpha 1 \delta} \dot{f}_{\alpha}\right)=\operatorname{depth}(\alpha 1 \delta 10 \tau x) \\
& =\operatorname{depth}(\alpha 1 \delta 01 \tau x)+1=\operatorname{depth}(\gamma x)+1,
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\alpha 1 \delta 01 \tau x \dot{f}_{\alpha 1 \delta}\right)=\operatorname{depth}(\alpha 1 \delta 10 \tau x) \\
& =\operatorname{depth}(\alpha 1 \delta 01 \tau x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$

The graph for depthchart $f_{\dot{\beta}_{1} \ldots}^{\mu_{1}} f_{\beta_{k}}^{\mu_{k}}(\gamma x)$ is then as follows:

2.5. $\lambda=\delta 10 \tau$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 11 \delta}^{-1}$ (for some $\left.\delta, \tau \in E(R)^{*}\right)$

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}^{-1}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\alpha 1 \delta 10 \tau x \dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}^{-1}=$ $\alpha 11 \delta 10 \tau x \dot{f}_{\alpha 11 \delta}^{-1}=\alpha 1 \delta 01 \tau x$. The graph for depthchart ${\underset{f_{\alpha_{1}} \eta_{\alpha_{2}}^{\eta_{2}}}{ }(\gamma x) \text { is then as }}$ follows:


Conjugating these terms gives us $\dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}^{-1}=\left(\dot{f}_{\alpha 11 \delta}^{-1}\right)^{\dot{f}_{\alpha}^{-1}} \dot{f}_{\alpha}=\dot{f}_{\alpha 1 \delta}^{-1} \dot{f}_{\alpha}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha 1 \delta}^{-1} \dot{f}_{\alpha}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\alpha 1 \delta 10 \tau x \dot{f}_{\alpha 1 \delta}^{-1} \dot{f}_{\alpha}=\alpha 1 \delta 01 \tau x \dot{f}_{\alpha}=$ $\alpha 1 \delta 01 \tau x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\alpha 1 \delta 10 \tau x \dot{f}_{\alpha 1 \delta}^{-1} \dot{f}_{\alpha}\right)=\operatorname{depth}(\alpha 1 \delta 01 \tau x) \\
& =\operatorname{depth}(\alpha 1 \delta 10 \tau x)+1=\operatorname{depth}(\gamma x)+1,
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\alpha 1 \delta 10 \tau x \dot{f}_{\alpha 1 \delta}^{-1}\right)=\operatorname{depth}(\alpha 1 \delta 01 \tau x) \\
& =\operatorname{depth}(\alpha 1 \delta 10 \tau x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$



2.6. $\lambda=0 \delta$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 1}^{-1}$ (for some $\delta \in E(R)^{*}$ )

This is a Problem Case. In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha} \dot{f}_{\alpha 1}^{-1}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\alpha 10 \delta x \dot{f}_{\alpha} \dot{f}_{\alpha 1}^{-1}=\alpha 110 \delta x \dot{f}_{\alpha 1}^{-1}=\alpha 101 \delta x$. The graph for depthchart $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\alpha} \dot{f}_{\alpha 1}^{-1}=\left(\dot{f}_{\alpha 1}^{-1}\right)^{\dot{f}_{\alpha}} \dot{f}_{\alpha}=\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 0} \dot{f}_{\alpha}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 0} \dot{f}_{\alpha}$. However in this case we observe that $\gamma x \dot{\beta}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=$ $\alpha 10 \delta x \dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 0} \dot{f}_{\alpha}=\alpha 01 \delta x \dot{f}_{\alpha 0} \dot{f}_{\alpha}=\alpha 011 \delta x \dot{f}_{\alpha}=\alpha 101 \delta x$, and hence Conditions (C) and (D) are not satisfied.

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{3}}^{\mu_{3}}\right) & =\operatorname{depth}\left(\alpha 10 \delta x \dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 0} \dot{f}_{\alpha}\right)=\operatorname{depth}(\alpha 101 \delta x) \\
& =\operatorname{depth}(\alpha 10 \delta x)+1=\operatorname{depth}(\gamma x)+1 \\
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\alpha 10 \delta x \dot{f}_{\alpha}^{-1}\right)=\operatorname{depth}(\alpha 01 \delta x) \\
& \leq \operatorname{depth}(\alpha 10 \delta x)=\operatorname{depth}(\gamma x)
\end{aligned}
$$

but

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \dot{f}_{\beta_{2}}^{\mu_{2}}\right) & =\operatorname{depth}\left(\alpha 10 \delta x \dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 0}\right)=\operatorname{depth}(\alpha 011 \delta x) \\
& \geq \operatorname{depth}(\alpha 10 \delta x)=\operatorname{depth}(\gamma x)
\end{aligned}
$$

The graph for depthchart $\dot{f}_{\beta_{1} \ldots}^{\mu_{1} \ldots f_{\beta_{k}}^{\mu_{k}}}(\gamma x)$ is then as follows:

3. $\dot{f}_{\alpha_{1}}^{\eta_{1}}=\dot{f}_{\alpha}^{-1}$ and $\gamma x=\alpha x$ (for some $\alpha \in E(R)^{*}$ )

Let us now divide into cases such that Condition (B) is satisfied:

$$
\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} .
$$

3.1. $\alpha=\beta 01 \delta$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}$ (for some $\left.\beta, \delta \in E(R)^{*}\right)$,
3.2. $\alpha=\beta 10 \delta$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{-1}$ (for some $\left.\beta, \delta \in E(R)^{*}\right)$,
3.3. $\alpha=\beta 1$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{-1}\left(\right.$ for some $\left.\beta \in E(R)^{*}\right)$.

Let us now examine these cases:
3.1. $\alpha=\beta 01 \delta$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}$ (for some $\beta, \delta \in E(R)^{*}$ )

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 01 \delta}^{-1} \dot{f}_{\beta}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\beta 01 \delta x \dot{f}_{\beta 01 \delta}^{-1} \dot{f}_{\beta}=$ $\beta 01 \delta 0 x \dot{f}_{\beta}=\beta 10 \delta 0 x$. The graph for depthchart ${\underset{f}{\alpha_{1}} \tilde{f}_{\eta_{2}}^{\eta_{2}}}^{\eta_{2}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\beta 01 \delta}^{-1} \dot{f}_{\beta}=\dot{f}_{\beta}\left(\dot{f}_{\beta 01 \delta}^{-1}\right)^{\dot{f}_{\beta}}=\dot{f}_{\beta} \dot{f}_{\beta 10 \delta}^{-1}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\beta} \dot{f}_{\beta 10 \delta}^{-1}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\beta 01 \delta x \dot{f}_{\beta} \dot{f}_{\beta 10 \delta}^{-1}=\beta 10 \delta x \dot{f}_{\beta 10 \delta}^{-1}=$ $\beta 10 \delta 0 x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\beta 01 \delta x \dot{f}_{\beta} \dot{f}_{\beta 10 \delta}^{-1}\right)=\operatorname{depth}(\beta 10 \delta 0 x) \\
& =\operatorname{depth}(\beta 01 \delta x)+1=\operatorname{depth}(\gamma x)+1,
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\beta 01 \delta x \dot{f}_{\beta}\right)=\operatorname{depth}(\beta 10 \delta x) \\
& =\operatorname{depth}(\beta 01 \delta x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$

The graph for depthchart $\dot{f}_{\beta_{1} \ldots j_{\beta_{k}}^{\mu_{1}}} \dot{f}_{\mu_{k}}^{\mu_{k}}(\gamma x)$ is then as follows:

3.2. $\alpha=\beta 10 \delta$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{-1}$ (for some $\left.\beta, \delta \in E(R)^{*}\right)$

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 10 \delta}^{-1} \dot{f}_{\beta}^{-1}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\beta 10 \delta x \dot{f}_{\beta 10 \delta}^{-1} \dot{f}_{\beta}^{-1}=$ $\beta 10 \delta 0 x \dot{f}_{\beta}^{-1}=\beta 01 \delta 0 x$. The graph for depthchart ${\underset{f}{\alpha_{1}}}_{\eta_{1} f_{\alpha_{2}}^{\eta_{2}}(\gamma x) \text { is then as follows: }}^{\text {na }}$


Conjugating these terms gives us $\dot{f}_{\beta 10 \delta}^{-1} \dot{f}_{\beta}^{-1}=\dot{f}_{\beta}^{-1}\left(\dot{f}_{\beta 10 \delta}^{-1}\right)^{\dot{f}_{\beta}^{-1}}=\dot{f}_{\beta}^{-1} \dot{f}_{\beta 01 \delta}^{-1}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\beta}^{-1} \dot{f}_{\beta 01 \delta}^{-1}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\beta 10 \delta x \dot{f}_{\beta}^{-1} \dot{f}_{\beta 01 \delta}^{-1}=$
$\beta 01 \delta x \dot{f}_{\beta 01 \delta}^{-1}=\beta 01 \delta 0 x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\beta 10 \delta x \dot{f}_{\beta}^{-1} \dot{f}_{\beta 01 \delta}^{-1}\right)=\operatorname{depth}(\beta 01 \delta 0 x) \\
& =\operatorname{depth}(\beta 10 \delta x)+1=\operatorname{depth}(\gamma x)+1,
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\beta 10 \delta x \dot{f}_{\beta}^{-1}\right)=\operatorname{depth}(\beta 01 \delta x) \\
& =\operatorname{depth}(\beta 10 \delta x)=\operatorname{depth}(\gamma x)
\end{aligned}
$$



3.3. $\alpha=\beta 1$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{-1}$ (for some $\left.\beta \in E(R)^{*}\right)$

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 1}^{-1} \dot{f}_{\beta}^{-1}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\beta 1 x \dot{f}_{\beta 1}^{-1} \dot{f}_{\beta}^{-1}=\beta 10 x \dot{f}_{\beta}^{-1}=$ $\beta 01 x$. The graph for depthchart $f_{\alpha_{1}}^{\eta_{1}} \dot{\eta}_{\alpha_{2}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\beta 1}^{-1} \dot{f}_{\beta}^{-1}=\dot{f}_{\beta}^{-1}\left(\dot{f}_{\beta 1}^{-1}\right)^{\dot{f}_{\beta}^{-1}}=\dot{f}_{\beta}^{-1} \dot{f}_{\beta}^{-1} \dot{f}_{\beta 0}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\beta}^{-1} \dot{f}_{\beta}^{-1} \dot{f}_{\beta 0}$. Observe that $\gamma x \dot{\beta}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\beta 1 x \dot{f}_{\beta}^{-1} \dot{f}_{\beta}^{-1} \dot{f}_{\beta 0}=$ $\beta x \dot{f}_{\beta}^{-1} \dot{f}_{\beta 0}=\beta 0 x \dot{f}_{\beta 0}=\beta 01 x$, and hence Conditions (C) and (D) are satisfied with $k=3$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{3}}^{\mu_{3}}\right) & =\operatorname{depth}\left(\beta 1 x \dot{f}_{\beta}^{-1} \dot{f}_{\beta}^{-1} \dot{f}_{\beta 0}\right)=\operatorname{depth}(\beta 01 x) \\
& =\operatorname{depth}(\beta 1 x)+1=\operatorname{depth}(\gamma x)+1, \\
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\beta 1 x \dot{f}_{\beta}^{-1}\right)=\operatorname{depth}(\beta x) \\
& \leq \operatorname{depth}(\beta 1 x)=\operatorname{depth}(\gamma x),
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \dot{f}_{\beta_{2}}^{\mu_{2}}\right) & =\operatorname{depth}\left(\beta 1 x \dot{f}_{\beta}^{-1} \dot{f}_{\beta}^{-1}\right)=\operatorname{depth}(\beta 0 x) \\
& \leq \operatorname{depth}(\beta 1 x)=\operatorname{depth}(\gamma x)
\end{aligned}
$$

The graph for depthchart ${\underset{f}{\beta_{1}} \mu_{1}^{\mu_{1}} \dot{f}_{\beta_{k}}^{\mu_{k}}(\gamma x) \text { is then as follows: }}^{\text {. }}$

4. $\dot{f}_{\alpha_{1}}^{\eta_{1}}=\dot{f}_{\alpha}^{-1}$ and $\gamma x=\alpha 0 \lambda x$ (for some $\alpha, \lambda \in E(R)^{*}$ )

Let us now divide into cases such that Condition (B) is satisfied:

$$
\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} .
$$

4.1. $\alpha=\beta 01 \delta$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}$ (for some $\left.\beta, \delta \in E(R)^{*}\right)$,
4.2. $\alpha=\beta 10 \delta$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{-1}$ (for some $\left.\beta, \delta \in E(R)^{*}\right)$,
4.3. $\alpha=\beta 1$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{-1}$ (for some $\left.\beta \in E(R)^{*}\right)$.
4.4. $\lambda=\delta 01 \tau$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 11 \delta}$ (for some $\delta, \tau \in E(R)^{*}$ ),
4.5. $\lambda=\delta 10 \tau$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 11 \delta}^{-1}$ (for some $\left.\delta, \tau \in E(R)^{*}\right)$,
4.6. $\lambda=1 \delta$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 0}$ (for some $\delta \in E(R)^{*}$ ).

Let us now examine these cases:
4.1. $\alpha=\beta 01 \delta$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}$ (for some $\left.\beta, \delta \in E(R)^{*}\right)$

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 01 \delta} \dot{f}_{\beta}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\beta 01 \delta 1 \lambda x \dot{f}_{\beta 01 \delta} \dot{f}_{\beta}=$ $\beta 01 \delta 11 \lambda x \dot{f}_{\beta}=\beta 10 \delta 11 \lambda x$. The graph for depthchart $\dot{f}_{\dot{q}_{1} \eta_{1}} \dot{f}_{\alpha_{2}}^{n_{2}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\beta 01 \delta} \dot{f}_{\beta}=\dot{f}_{\beta}\left(\dot{f}_{\beta 01 \delta}\right)^{\dot{f}_{\beta}}=\dot{f}_{\beta} \dot{f}_{\beta 10 \delta}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\beta} \dot{f}_{\beta 10 \delta}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\beta 01 \delta 1 \lambda x \dot{f}_{\beta} \dot{f}_{\beta 10 \delta}=\beta 10 \delta 1 \lambda x \dot{f}_{\beta 10 \delta}=$ $\beta 10 \delta 11 \lambda x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\beta 01 \delta 1 \lambda x \dot{f}_{\beta} \dot{f}_{\beta 10 \delta}\right)=\operatorname{depth}(\beta 10 \delta 11 \lambda x) \\
& =\operatorname{depth}(\beta 01 \delta 1 \lambda x)+1=\operatorname{depth}(\gamma x)+1,
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\beta 01 \delta 1 \lambda x \dot{f}_{\beta}\right)=\operatorname{depth}(\beta 10 \delta 1 \lambda x) \\
& =\operatorname{depth}(\beta 01 \delta 1 \lambda x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$



4.2. $\alpha=\beta 10 \delta$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{-1}$ (for some $\left.\beta, \delta \in E(R)^{*}\right)$

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 10 \delta} \dot{f}_{\beta}^{-1}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\beta 10 \delta 1 \lambda x \dot{f}_{\beta 10 \delta} \dot{f}_{\beta}^{-1}=$ $\beta 10 \delta 11 \lambda x \dot{f}_{\beta}^{-1}=\beta 01 \delta 11 \lambda x$. The graph for depthchart ${\underset{f_{\alpha_{1}}^{\eta_{1}}}{ } \dot{f}_{\alpha_{2}}^{\eta_{2}}}^{(\gamma x)}$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\beta 10 \delta} \dot{f}_{\beta}^{-1}=\dot{f}_{\beta}^{-1}\left(\dot{f}_{\beta 10 \delta}\right)^{\dot{f}_{\beta}^{-1}}=\dot{f}_{\beta}^{-1} \dot{f}_{\beta 01 \delta}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\beta}^{-1} \dot{f}_{\beta 01 \delta}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{\beta}_{\beta_{k}}^{\mu_{k}}=\beta 10 \delta 1 \lambda x \dot{f}_{\beta}^{-1} \dot{f}_{\beta 01 \delta}=$ $\beta 01 \delta 1 \lambda x \dot{f}_{\beta 01 \delta}=\beta 01 \delta 11 \lambda x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\beta 10 \delta 1 \lambda x \dot{f}_{\beta}^{-1} \dot{f}_{\beta 01 \delta}\right)=\operatorname{depth}(\beta 01 \delta 11 \lambda x) \\
& =\operatorname{depth}(\beta 10 \delta 1 \lambda x)+1=\operatorname{depth}(\gamma x)+1,
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\beta 10 \delta 1 \lambda x \dot{f}_{\beta}^{-1}\right)=\operatorname{depth}(\beta 01 \delta 1 \lambda x) \\
& =\operatorname{depth}(\beta 10 \delta 1 \lambda x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$

The graph for depthchart $\dot{f}_{\beta_{1} \ldots f_{\beta_{k}}^{\mu_{1}}} f_{\beta_{k}}^{\mu_{k}}(\gamma x)$ is then as follows:

4.3. $\alpha=\beta 1$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{-1}$ (for some $\beta \in E(R)^{*}$ )

This is a Problem Case. In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{\eta}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 1}^{-1} \dot{f}_{\beta}^{-1}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\beta 10 \lambda x \dot{f}_{\beta 1}^{-1} \dot{f}_{\beta}^{-1}=\beta 100 \lambda x \dot{f}_{\beta}^{-1}=\beta 010 \lambda x$. The graph for depthchart $\dot{f}_{\alpha_{1}}^{\eta_{1}} f_{\alpha_{2}}^{\eta_{2}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\beta 1}^{-1} \dot{f}_{\beta}^{-1}=\dot{f}_{\beta}^{-1}\left(\dot{f}_{\beta 1}^{-1}\right)^{\dot{f}_{\beta}^{-1}}=\dot{f}_{\beta}^{-1} \dot{f}_{\beta}^{-1} \dot{f}_{\beta 0}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\beta}^{-1} \dot{f}_{\beta}^{-1} \dot{f}_{\beta 0}$. However in this case we observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=$ $\beta 10 \lambda x \dot{f}_{\beta}^{-1} \dot{f}_{\beta}^{-1} \dot{f}_{\beta 0}=\beta 01 \lambda x \dot{f}_{\beta}^{-1} \dot{f}_{\beta 0}=\beta 001 \lambda x \dot{f}_{\beta 0}=\beta 010 \lambda x$, and hence Conditions (C) and (D) are not satisfied.

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{3}}^{\mu_{3}}\right) & =\operatorname{depth}\left(\beta 10 \lambda x \dot{f}_{\beta}^{-1} \dot{f}_{\beta}^{-1} \dot{f}_{\beta 0}\right)=\operatorname{depth}(\beta 010 \lambda x) \\
& =\operatorname{depth}(\beta 10 \lambda x)+1=\operatorname{depth}(\gamma x)+1, \\
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\beta 10 \lambda x \dot{f}_{\beta}^{-1}\right)=\operatorname{depth}(\beta 01 \lambda x) \\
& \leq \operatorname{depth}(\beta 10 \lambda x)=\operatorname{depth}(\gamma x),
\end{aligned}
$$

but

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \dot{f}_{\beta_{2}}^{\mu_{2}}\right) & =\operatorname{depth}\left(\beta 10 \lambda x \dot{f}_{\beta}^{-1} \dot{f}_{\beta}^{-1}\right)=\operatorname{depth}(\beta 001 \lambda x) \\
& \geq \operatorname{depth}(\beta 10 \lambda x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$



4.4. $\lambda=\delta 01 \tau$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 11 \delta}$ (for some $\left.\delta, \tau \in E(R)^{*}\right)$

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\alpha 1 \delta 01 \tau x \dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}=$ $\alpha 11 \delta 01 \tau x \dot{f}_{\alpha 11 \delta}=\alpha 1 \delta 10 \tau x$. The graph for depthchart $\dot{f}_{\alpha_{1} \eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}=\left(\dot{f}_{\alpha 11 \delta}\right)^{\dot{f}_{\alpha}^{-1}} \dot{f}_{\alpha}=\dot{f}_{\alpha 1 \delta} \dot{f}_{\alpha}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha 1 \delta} \dot{f}_{\alpha}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\alpha 1 \delta 01 \tau x \dot{f}_{\alpha 1 \delta} \dot{f}_{\alpha}=\alpha 1 \delta 10 \tau x \dot{f}_{\alpha}=$ $\alpha 1 \delta 10 \tau x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\alpha 1 \delta 01 \tau x \dot{f}_{\alpha 1 \delta} \dot{f}_{\alpha}\right)=\operatorname{depth}(\alpha 1 \delta 10 \tau x) \\
& =\operatorname{depth}(\alpha 1 \delta 01 \tau x)+1=\operatorname{depth}(\gamma x)+1
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\alpha 1 \delta 01 \tau x \dot{f}_{\alpha 1 \delta}\right)=\operatorname{depth}(\alpha 1 \delta 10 \tau x) \\
& =\operatorname{depth}(\alpha 1 \delta 01 \tau x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$

The graph for depthchart $\dot{f}_{\beta_{1} \ldots}^{\mu_{1}} \dot{f}_{\beta_{k}}^{\mu_{k}}(\gamma x)$ is then as follows:

4.5. $\lambda=\delta 10 \tau$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 11 \delta}^{-1}\left(\right.$ for some $\left.\delta, \tau \in E(R)^{*}\right)$

In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}^{-1}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\alpha 1 \delta 10 \tau x \dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}^{-1}=$ $\alpha 11 \delta 10 \tau x \dot{f}_{\alpha 11 \delta}^{-1}=\alpha 1 \delta 01 \tau x$. The graph for depthchart ${\underset{f_{\alpha_{1}}}{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}}^{(\gamma x)}$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\alpha} \dot{f}_{\alpha 11 \delta}^{-1}=\left(\dot{f}_{\alpha 11 \delta}^{-1}\right)^{\dot{f}_{\alpha}^{-1}} \dot{f}_{\alpha}=\dot{f}_{\alpha 1 \delta}^{-1} \dot{f}_{\alpha}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha 1 \delta}^{-1} \dot{f}_{\alpha}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\alpha 1 \delta 10 \tau x \dot{f}_{\alpha 1 \delta}^{-1} \dot{f}_{\alpha}=\alpha 1 \delta 01 \tau x \dot{f}_{\alpha}=$ $\alpha 1 \delta 01 \tau x$, and hence Conditions (C) and (D) are satisfied with $k=2$ :

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right) & =\operatorname{depth}\left(\alpha 1 \delta 10 \tau x \dot{f}_{\alpha 1 \delta}^{-1} \dot{f}_{\alpha}\right)=\operatorname{depth}(\alpha 1 \delta 01 \tau x) \\
& =\operatorname{depth}(\alpha 1 \delta 10 \tau x)+1=\operatorname{depth}(\gamma x)+1,
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\alpha 1 \delta 10 \tau x \dot{f}_{\alpha 1 \delta}^{-1}\right)=\operatorname{depth}(\alpha 1 \delta 01 \tau x) \\
& =\operatorname{depth}(\alpha 1 \delta 10 \tau x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$

The graph for depthchart $\dot{f}_{\beta_{1} \ldots}^{\mu_{1}} f_{\beta_{k}}^{\mu_{k}}(\gamma x)$ is then as follows:

4.6. $\lambda=1 \delta$ and $\dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha 0}$ (for some $\delta \in E(R)^{*}$ )

This is a Problem Case. In this case $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 1}$. Observe that $\gamma x \dot{f}_{\alpha}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\alpha 01 \delta x \dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 1}=\alpha 001 \delta x \dot{f}_{\alpha 1}=\alpha 010 \delta x$. The graph for depthchart $\dot{f}_{\alpha_{1}}^{n_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 1}=\left(\dot{f}_{\alpha 1}\right)^{\dot{f}_{\alpha}^{-1}} \dot{f}_{\alpha}^{-1}=\dot{f}_{\alpha} \dot{f}_{\alpha 1}^{-1} \dot{f}_{\alpha}^{-1}$. Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha} \dot{f}_{\alpha 1}^{-1} \dot{f}_{\alpha}^{-1}$. However in this case we observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=$ $\alpha 01 \delta x \dot{f}_{\alpha} \dot{f}_{\alpha 1}^{-1} \dot{f}_{\alpha}^{-1}=\alpha 10 \delta x \dot{f}_{\alpha 1}^{-1} \dot{f}_{\alpha}^{-1}=\alpha 100 \delta x \dot{f}_{\alpha}^{-1}=\alpha 010 \delta x$, and hence Conditions (C) and (D) are not satisfied.

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{3}}^{\mu_{3}}\right) & =\operatorname{depth}\left(\alpha 01 \delta x \dot{f}_{\alpha} \dot{f}_{\alpha 1}^{-1} \dot{f}_{\alpha}^{-1}\right)=\operatorname{depth}(\alpha 010 \delta x) \\
& =\operatorname{depth}(\alpha 01 \delta x)+1=\operatorname{depth}(\gamma x)+1, \\
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\eta_{1}}\right) & =\operatorname{depth}\left(\alpha 01 \delta x \dot{f}_{\alpha}\right)=\operatorname{depth}(\alpha 10 \delta x) \\
& \leq \operatorname{depth}(\alpha 01 \delta x)=\operatorname{depth}(\gamma x),
\end{aligned}
$$

but

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \dot{f}_{\beta_{2}}^{\mu_{2}}\right) & =\operatorname{depth}\left(\alpha 01 \delta x \dot{f}_{\alpha} \dot{f}_{\alpha 1}^{-1}\right)=\operatorname{depth}(\alpha 100 \delta x) \\
& \geq \operatorname{depth}(\alpha 01 \delta x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$




This completes the proof.

Lemma 6.3.4. Let $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \alpha_{2} \in \Omega^{*}$ and $\eta_{1}, \eta_{2} \in\{ \pm 1\}$ ) and let $\gamma x \in \mathcal{G V}$ (for some $\gamma \in \Omega^{*}$ ) such that the following conditions are satisfied:
A. $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\gamma x$,
B. $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}\right)=\operatorname{depth}(\gamma x)-1$.

Then there exists $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}} \in W(\dot{\mathcal{X}})$ (for some $\beta_{1}, \ldots, \beta_{k} \in \Omega^{*}$ and $\mu_{1}, \ldots, \mu_{k} \in\{ \pm 1\}$ ) with $k=2$ such that $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$ in $\dot{F}$ and the following conditions are satisfied:
C. $\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}}\right)=\operatorname{depth}(\gamma x)-1$,
D. $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \dot{f}_{\beta_{2}}^{\mu_{2}}=\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}}$.

Proof. Let $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \alpha_{2} \in \Omega^{*}$ and $\eta_{1}, \eta_{2} \in\{ \pm 1\}$ ) and let $\gamma x \in \mathcal{G V}$ (for some $\left.\gamma \in \Omega^{*}\right)$ such that the following conditions are satisfied:
A. $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\gamma x$,
B. $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}\right)=\operatorname{depth}(\gamma x)-1$.

Let us illustrate depthchart ${\dot{f_{\alpha_{1}}} \dot{f}_{\alpha_{2}}^{\eta_{2}}}^{\eta^{\prime}}(\gamma x)$ as follows:

where $v_{1}=\gamma x, v_{2}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}$ and $v_{3}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$.
By Lemma 6.2.6, depthchart ${\dot{f_{\alpha_{1}}} \dot{f}_{\alpha_{2}}^{\eta_{2}}}^{\eta_{2}}(\gamma x)$ is the reverse of depthchart ${ }_{\dot{f}_{\alpha_{2}}}^{-\eta_{2}} \dot{f}_{\alpha_{1}}^{-\eta_{1}}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}\right)$. All cases with this depth chart have been discussed in Lemma 6.3.2. Then there exists $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}} \in W(\dot{\mathcal{X}})$ (for some $\beta_{1}, \ldots, \beta_{k} \in \Omega^{*}$ and $\mu_{1}, \ldots, \mu_{k} \in\{ \pm 1\}$ ) with $k=2$ such that $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$ in $\dot{F}$ and the following conditions are satisfied:
C. $\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}}\right)=\operatorname{depth}(\gamma x)-1$,
D. $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \dot{f}_{\beta_{2}}^{\mu_{2}}=\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}}$.

Lemma 6.3.5. Let $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \alpha_{2} \in \Omega^{*}$ and $\eta_{1}, \eta_{2} \in\{ \pm 1\}$ ) and let $\gamma x \in \mathcal{G} \mathcal{V}$ (for some $\gamma \in \Omega^{*}$ ) such that the following conditions are satisfied:
A. $\gamma x \neq \gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}$ and $\operatorname{depth}\left(\gamma x \dot{f} \dot{\alpha}_{1}^{\eta_{1}}\right)=\operatorname{depth}(\gamma x)$,
B. $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}\right)=\operatorname{depth}(\gamma x)-1$.

Then there exists $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}} \in W(\dot{\mathcal{X}})\left(\right.$ for some $\beta_{1}, \ldots, \beta_{k} \in \Omega^{*}$ and $\mu_{1}, \ldots, \mu_{k} \in\{ \pm 1\}$ ) with $k=2,3$ such that $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$ in $\dot{F}$ and the following conditions are satisfied:
C. $\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right)=\operatorname{depth}(\gamma x)-1$,
D. $\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{i}}^{\mu_{i}}\right) \leq \operatorname{depth}(\gamma x)-1$ for $i=1,2$.

## Except for the following problem cases:

i. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta} \dot{f}_{\beta 1}$ and $\gamma x=\beta 010 \delta x$ (for some $\beta, \delta \in E(R)^{*}$ ),
ii. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 1} \dot{f}_{\beta}^{-1}$ and $\gamma x=\beta 101 \delta x$ (for some $\beta, \delta \in E(R)^{*}$ ),
iii. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 0}^{-1} \dot{f}_{\beta}$ and $\gamma x=\beta 010 \delta x$ (for some $\beta, \delta \in E(R)^{*}$ ),
iv. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{-1} \dot{f}_{\beta 0}^{-1}$ and $\gamma x=\beta 101 \delta x$ (for some $\beta, \delta \in E(R)^{*}$ ).

Proof. Let $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \alpha_{2} \in \Omega^{*}$ and $\left.\eta_{1}, \eta_{2} \in\{ \pm 1\}\right)$ and let $\gamma x \in \mathcal{G} \mathcal{V}$ (for some $\gamma \in \Omega^{*}$ ) such that the following conditions are satisfied:
A. $\gamma x \neq \gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}$ and $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}\right)=\operatorname{depth}(\gamma x)$,
B. $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}\right)=\operatorname{depth}(\gamma x)-1$.


where $v_{1}=\gamma x, v_{2}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}$ and $v_{3}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$.
By Lemma 6.2.6. depthchart $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{\eta}_{\alpha_{2}}^{\eta_{2}}(\gamma x)$ is the reverse of depthchart $\dot{f}_{\dot{\alpha}_{2}}^{-\eta_{2}} \dot{f}_{\alpha_{1}} \eta_{1}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}\right)$. All cases with this depth chart have been discussed in Lemma 6.3.3. Then there exists $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}} \in W(\dot{\mathcal{X}})$ (for some $\beta_{1}, \ldots, \beta_{k} \in \Omega^{*}$ and $\mu_{1}, \ldots, \mu_{k} \in\{ \pm 1\}$ ) with $k=2,3$ such that $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{q}_{\alpha_{2}}^{\eta_{2}}$ in $\dot{F}$ and the following conditions are satisfied:
C. $\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}\right)=\operatorname{depth}(\gamma x)-1$,
D. $\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{i}}^{\mu_{i}}\right) \leq \operatorname{depth}(\gamma x)-1$ for $i=1,2$.

Except for the following problem cases:
i. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta} \dot{f}_{\beta 1}$ and $\gamma x=\beta 010 \delta x$ (for some $\beta, \delta \in E(R)^{*}$ ),
ii. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 1} \dot{f}_{\beta}^{-1}$ and $\gamma x=\beta 101 \delta x$ (for some $\left.\beta, \delta \in E(R)^{*}\right)$,
iii. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 0}^{-1} \dot{f}_{\beta}$ and $\gamma x=\beta 010 \delta x$ (for some $\beta, \delta \in E(R)^{*}$ ),
iv. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{-1} \dot{f}_{\beta 0}^{-1}$ and $\gamma x=\beta 101 \delta x$ (for some $\beta, \delta \in E(R)^{*}$ ).

Lemma 6.3.6. Let $\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{3}}^{\eta_{3}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \ldots, \alpha_{3} \in \Omega^{*}$ and $\eta_{1}, \ldots, \eta_{3} \in\{ \pm 1\}$ ) and let $\gamma x \in \mathcal{G V}$ (for some $\gamma \in \Omega^{*}$ ) such that $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$ is a problem case from Lemma 6.3.3 and $\dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}$ is a problem case from Lemma 6.3.5, and the following conditions are satisfied:
A. $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{i}}^{\eta_{i}}\right)=\operatorname{depth}(\gamma x)+1$ for $i=1,2$,
B. $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{3}}^{\eta_{3}}\right)=\operatorname{depth}(\gamma x)$.

Then there exists $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}} \in W(\dot{\mathcal{X}}) \quad\left(\right.$ for some $\beta_{1}, \ldots, \beta_{k} \in \Omega^{*}$ and $\mu_{1}, \ldots, \mu_{k} \in\{ \pm 1\}$ ) with $k=4$ such that $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$ in $\dot{F}$ and the following conditions are satisfied:
C. $\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \dot{f}_{\beta_{2}}^{\mu_{2}}\right)=\operatorname{depth}(\gamma x)+1$,
D. $\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{i}}^{\mu_{i}}\right)=\operatorname{depth}(\gamma x)$ for $i=1,3,4$.

Proof. Let $\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{3}}^{\eta_{3}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \ldots, \alpha_{3} \in \Omega^{*}$ and $\eta_{1}, \ldots, \eta_{3} \in\{ \pm 1\}$ ) and let $\gamma x \in \mathcal{G V}$ (for some $\gamma \in \Omega^{*}$ ) such that $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$ is a problem case from Lemma 6.3.3 and $\dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}$ is a problem case from Lemma 6.3.5, and the following conditions are satisfied:
A. $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{i}}^{\eta_{i}}\right)=\operatorname{depth}(\gamma x)+1$ for $i=1,2$,
B. $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{3}}^{\eta_{3}}\right)=\operatorname{depth}(\gamma x)$.

Let us illustrate depthchart ${\dot{f_{\alpha_{1}} \ldots} \dot{f}_{\alpha_{3}}^{\eta_{3}}(\gamma x) \text { as follows: }}$


The problem cases from Lemma 6.3.3 are:
i. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 0} \dot{f}_{\beta}$ and $\gamma x=\beta 01 \delta x$ (for some $\left.\beta, \delta \in E(R)^{*}\right)$,
ii. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta} \dot{f}_{\beta 1}^{-1}$ and $\gamma x=\beta 10 \delta x$ (for some $\beta, \delta \in E(R)^{*}$ ),
iii. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{-1} \dot{f}_{\beta 0}$ and $\gamma x=\beta 01 \delta x$ (for some $\beta, \delta \in E(R)^{*}$ ),
iv. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 1}^{-1} \dot{f}_{\beta}^{-1}$ and $\gamma x=\beta 10 \delta x$ (for some $\beta, \delta \in E(R)^{*}$ ).

The problem cases from Lemma 6.3.5 are:
i. $\dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}=\dot{f}_{\alpha} \dot{f}_{\alpha 1}$ and $\gamma x=\alpha 010 \lambda x$ (for some $\left.\alpha, \lambda \in E(R)^{*}\right)$,
ii. $\dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{q}_{\alpha_{3}}^{\eta_{3}}=\dot{f}_{\alpha 1} \dot{f}_{\alpha}^{-1}$ and $\gamma x=\alpha 101 \lambda x$ (for some $\alpha, \lambda \in E(R)^{*}$ ),
iii. $\dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}=\dot{f}_{\alpha 0}^{-1} \dot{f}_{\alpha}$ and $\gamma x=\alpha 010 \lambda x$ (for some $\alpha, \lambda \in E(R)^{*}$ ),
iv. $\dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}=\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 0}^{-1}$ and $\gamma x=\alpha 101 \lambda x$ (for some $\alpha, \lambda \in E(R)^{*}$ ).

This gives us the following eight choices for $\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{3}}^{\eta_{3}}$ :

1. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 0} \dot{f}_{\beta}, \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}=\dot{f}_{\alpha} \dot{f}_{\alpha 1}, \gamma x=\beta 01 \delta x$ and $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\alpha 010 \lambda x$ (for some $\left.\beta, \delta, \alpha, \lambda \in E(R)^{*}\right)$,
2. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 0} \dot{f}_{\beta}, \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}=\dot{f}_{\alpha 1} \dot{f}_{\alpha}^{-1}, \gamma x=\beta 01 \delta x$ and $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\alpha 101 \lambda x$ (for some $\left.\beta, \delta, \alpha, \lambda \in E(R)^{*}\right)$,
3. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta} \dot{f}_{\beta 1}^{-1}, \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}=\dot{f}_{\alpha 0}^{-1} \dot{f}_{\alpha}, \gamma x=\beta 10 \delta x$ and $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\alpha 010 \lambda x$ (for some $\left.\beta, \delta, \alpha, \lambda \in E(R)^{*}\right)$,
4. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta} \dot{f}_{\beta 1}^{-1}, \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}=\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 0}^{-1}, \gamma x=\beta 10 \delta x$ and $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\alpha 101 \lambda x$ (for some $\left.\beta, \delta, \alpha, \lambda \in E(R)^{*}\right)$,
5. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{-1} \dot{f}_{\beta 0}, \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}=\dot{f}_{\alpha} \dot{f}_{\alpha 1}, \gamma x=\beta 01 \delta x$ and $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\alpha 010 \lambda x$ (for some $\left.\beta, \delta, \alpha, \lambda \in E(R)^{*}\right)$,
6. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{-1} \dot{f}_{\beta 0}, \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}=\dot{f}_{\alpha 1} \dot{f}_{\alpha}^{-1}, \gamma x=\beta 01 \delta x$ and $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\alpha 101 \lambda x$ (for some $\left.\beta, \delta, \alpha, \lambda \in E(R)^{*}\right)$,
7. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 1}^{-1} \dot{f}_{\beta}^{-1}, \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}=\dot{f}_{\alpha 0}^{-1} \dot{f}_{\alpha}, \gamma x=\beta 10 \delta x$ and $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\alpha 010 \lambda x$ (for some $\left.\beta, \delta, \alpha, \lambda \in E(R)^{*}\right)$,
8. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 1}^{-1} \dot{f}_{\beta}^{-1}, \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}=\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 0}^{-1}, \gamma x=\beta 10 \delta x$ and $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\alpha 101 \lambda x$ (for some $\left.\beta, \delta, \alpha, \lambda \in E(R)^{*}\right)$.

Let us examine each case in detail:

1. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{q}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 0} \dot{f}_{\beta}, \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}=\dot{f}_{\alpha} \dot{f}_{\alpha 1}, \gamma x=\beta 01 \delta x$ and $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\alpha 010 \lambda x$ (for some $\left.\beta, \delta, \alpha, \lambda \in E(R)^{*}\right)$
In this case $\beta=\alpha$. This gives us $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}=\dot{f}_{\alpha 0} \dot{f}_{\alpha} \dot{f}_{\alpha 1}$. Then $\gamma x=\alpha 01 \delta x$. Observe that $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\alpha 01 \delta x \dot{f}_{\alpha 0}=\alpha 011 \delta x$. But in our hypothesis $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\alpha 010 \lambda x$. There do not exist $\delta, \gamma \in E(R)^{*}$ such that $1 \delta=0 \gamma$. Therefore this case is not valid.
2. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{\alpha}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 0} \dot{f}_{\beta}, \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}=\dot{f}_{\alpha 1} \dot{f}_{\alpha}^{-1}, \gamma x=\beta 01 \delta x$ and $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\alpha 101 \lambda x$ (for some $\left.\beta, \delta, \alpha, \lambda \in E(R)^{*}\right)$

In this case $\beta=\alpha 1$. This gives us $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}=\dot{f}_{\alpha 10} \dot{f}_{\alpha 1} \dot{f}_{\alpha}^{-1}$. Then $\gamma x=\alpha 101 \delta x$. Observe that $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\alpha 101 \delta x \dot{f}_{\alpha 10}=\alpha 1011 \delta x$. But in our hypothesis $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=$ $\alpha 101 \lambda x$. This implies that $\lambda=1 \delta$. Hence $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{q}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}=\alpha 101 \delta x \dot{f}_{\alpha 10} \dot{f}_{\alpha 1} \dot{f}_{\alpha}^{-1}=$ $\alpha 1011 \delta x \dot{f}_{\alpha 1} \dot{f}_{\alpha}^{-1}=\alpha 1101 \delta x \dot{f}_{\alpha}^{-1}=\alpha 101 \delta x$. The graph for depthchart $\dot{f}_{\dot{q}_{1} \eta_{1}}^{\eta_{\dot{f}_{2}} \dot{f}_{2} \dot{f}_{\alpha_{3}}^{\eta_{3}}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\alpha 10} \dot{f}_{\alpha 1} \dot{f}_{\alpha}^{-1}=\dot{f}_{\alpha 1}\left(\dot{f}_{\alpha 10}\right)^{\dot{f}_{\alpha 1}} \dot{f}_{\alpha}^{-1}=\dot{f}_{\alpha 1} \dot{f}_{\alpha 1} \dot{f}_{\alpha 11}^{-1} \dot{f}_{\alpha}^{-1}=$ $\dot{f}_{\alpha 1} \dot{f}_{\alpha 1} \dot{f}_{\alpha}^{-1}\left(\dot{f}_{\alpha 11}^{-1}\right)^{\dot{f}_{\alpha}^{-1}}=\dot{f}_{\alpha 1} \dot{f}_{\alpha 1} \dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 1}^{-1} . \quad$ Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha 1} \dot{f}_{\alpha 1} \dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 1}^{-1}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\alpha 101 \delta x \dot{f}_{\alpha 1} \dot{f}_{\alpha 1} \dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 1}^{-1}=\alpha 110 \delta x \dot{f}_{\alpha 1} \dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 1}^{-1}=\alpha 1110 \delta x \dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 1}^{-1}=$ $\alpha 110 \delta x \dot{f}_{\alpha 1}^{-1}=\alpha 101 \delta x$, and hence Conditions (C) and (D) are satisfied:

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}}\right) & =\operatorname{depth}\left(\alpha 101 \delta x \dot{f}_{\alpha 1}\right)=\operatorname{depth}(\alpha 110 \delta x) \\
& =\operatorname{depth}(\alpha 101 \delta x)=\operatorname{depth}(\gamma x) \\
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \dot{f}_{\beta_{2}}^{\mu_{2}}\right) & =\operatorname{depth}\left(\alpha 101 \delta x \dot{f}_{\alpha 1} \dot{f}_{\alpha 1}\right)=\operatorname{depth}(\alpha 1110 \delta x) \\
& =\operatorname{depth}(\alpha 101 \delta x)+1=\operatorname{depth}(\gamma x)+1 \\
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{3}}^{\mu_{3}}\right) & =\operatorname{depth}\left(\alpha 101 \delta x \dot{f}_{\alpha 1} \dot{f}_{\alpha 1} \dot{f}_{\alpha}^{-1}\right)=\operatorname{depth}(\alpha 110 \delta x) \\
& =\operatorname{depth}(\alpha 101 \delta x)=\operatorname{depth}(\gamma x)
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{4}}^{\mu_{4}}\right) & =\operatorname{depth}\left(\alpha 101 \delta x \dot{f}_{\alpha 1} \dot{f}_{\alpha 1} \dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 1}^{-1}\right)=\operatorname{depth}(\alpha 101 \delta x) \\
& =\operatorname{depth}(\alpha 101 \delta x)=\operatorname{depth}(\gamma x)
\end{aligned}
$$

The graph for depthchart $\dot{f}_{\beta_{1} \ldots}^{\mu_{1}} f_{\beta_{k}}^{\mu_{k}}(\gamma x)$ is then as follows:

3. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta} \dot{f}_{\beta 1}^{-1}, \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}=\dot{f}_{\alpha 0}^{-1} \dot{f}_{\alpha}, \gamma x=\beta 10 \delta x$ and $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\alpha 010 \lambda x$ (for some $\left.\beta, \delta, \alpha, \lambda \in E(R)^{*}\right)$
In this case $\beta 1=\alpha 0$. But there do not exist $\alpha, \beta \in E(R)^{*}$ such that this is true. Therefore this case is not valid.
4. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta} \dot{f}_{\beta 1}^{-1}, \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}=\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 0}^{-1}, \gamma x=\beta 10 \delta x$ and $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\alpha 101 \lambda x$ (for some $\left.\beta, \delta, \alpha, \lambda \in E(R)^{*}\right)$

In this case $\alpha=\beta 1$. This gives us $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}=\dot{f}_{\beta} \dot{f}_{\beta 1}^{-1} \dot{f}_{\beta 10}^{-1}$. Then $\gamma x=\beta 10 \delta x$. Observe that $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\beta 10 \delta x \dot{f}_{\beta}=\beta 110 \delta x$. But in our hypothesis $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\beta 1101 \lambda x$. This implies that $\delta=1 \lambda$. Hence $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{q}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}=\beta 101 \lambda x \dot{f}_{\beta} \dot{f}_{\beta 1}^{-1} \dot{f}_{\beta 10}^{-1}=\beta 1101 \lambda x \dot{f}_{\beta 1}^{-1} \dot{f}_{\beta 10}^{-1}=$ $\beta 1011 \lambda x \dot{f}_{\beta 10}^{-1}=\beta 101 \lambda x$. The graph for depthchart ${ }_{f_{\alpha_{1}} \dot{f}_{\alpha_{2}} \dot{f}_{2} \dot{f}_{\alpha_{3}}^{\eta_{3}}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\beta} \dot{f}_{\beta 1}^{-1} \dot{f}_{\beta 10}^{-1}=\dot{f}_{\beta}\left(\dot{f}_{\beta 10}^{-1}\right)^{\dot{f}_{\beta 1}^{-1-1}} \dot{f}_{\beta 1}^{-1}=\dot{f}_{\beta} \dot{f}_{\beta 11} \dot{f}_{\beta 1}^{-1} \dot{f}_{\beta 1}^{-1}=$ $\left(\dot{f}_{\beta 11}\right)^{\dot{f}_{\beta}^{-1}} \dot{f}_{\beta} \dot{f}_{\beta 1}^{-1} \dot{f}_{\beta 1}^{-1}=\dot{f}_{\beta 1} \dot{f}_{\beta} \dot{f}_{\beta 1}^{-1} \dot{f}_{\beta 1}^{-1} . \quad$ Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\beta 1} \dot{f}_{\beta} \dot{f}_{\beta 1}^{-1} \dot{f}_{\beta 1}^{-1}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\beta 101 \lambda x \dot{f}_{\beta 1} \dot{f}_{\beta} \dot{f}_{\beta 1}^{-1} \dot{f}_{\beta 1}^{-1}=\beta 110 \lambda x \dot{f}_{\beta} \dot{f}_{\beta 1}^{-1} \dot{f}_{\beta 1}^{-1}=\beta 1110 \lambda x \dot{f}_{\beta 1}^{-1} \dot{f}_{\beta 1}^{-1}=$ $\beta 110 \lambda x \dot{f}_{\beta 1}^{-1}=\beta 101 \lambda x$, and hence Conditions (C) and (D) are satisfied:

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}}\right) & =\operatorname{depth}\left(\beta 101 \lambda x \dot{f}_{\beta 1}\right)=\operatorname{depth}(\beta 110 \lambda x) \\
& =\operatorname{depth}(\beta 101 \lambda x)=\operatorname{depth}(\gamma x),
\end{aligned}
$$

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \dot{f}_{\beta_{2}}^{\mu_{2}}\right) & =\operatorname{depth}\left(\beta 101 \lambda x \dot{f}_{\beta 1} \dot{f}_{\beta}\right)=\operatorname{depth}(\beta 1110 \lambda x) \\
& =\operatorname{depth}(\beta 101 \lambda x)+1=\operatorname{depth}(\gamma x)+1,
\end{aligned}
$$

$$
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots{\dot{\beta_{3}}}_{\mu_{3}}\right)=\operatorname{depth}\left(\beta 101 \lambda x \dot{f}_{\beta 1} \dot{f}_{\beta} \dot{f}_{\beta 1}^{-1}\right)=\operatorname{depth}(\beta 110 \lambda x)
$$

$$
=\operatorname{depth}(\beta 101 \lambda x)=\operatorname{depth}(\gamma x),
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{4}}^{\mu_{4}}\right) & =\operatorname{depth}\left(\beta 101 \lambda x \dot{f}_{\beta 1} \dot{f}_{\beta} \dot{f}_{\beta 1}^{-1} \dot{f}_{\beta 1}^{-1}\right)=\operatorname{depth}(\beta 101 \lambda x) \\
& =\operatorname{depth}(\beta 101 \lambda x)=\operatorname{depth}(\gamma x)
\end{aligned}
$$

The graph for depthchart ${\underset{j}{\beta_{1}} \mu_{1}^{\mu_{1}} \ldots f_{\beta_{k}}^{\mu_{k}}(\gamma x) \text { is then as follows: }}$

5. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{-1} \dot{f}_{\beta 0}, \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}=\dot{f}_{\alpha} \dot{f}_{\alpha 1}, \gamma x=\beta 01 \delta x$ and $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\alpha 010 \lambda x$ (for some $\left.\beta, \delta, \alpha, \lambda \in E(R)^{*}\right)$
In this case $\alpha=\beta 0$. This gives us $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}=\dot{f}_{\beta}^{-1} \dot{f}_{\beta 0} \dot{f}_{\beta 01}$. Then $\gamma x=\beta 01 \delta x$. Observe that $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\beta 01 \delta x \dot{f}_{\beta}^{-1}=\beta 001 \delta x$. But in our hypothesis $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=$ $\beta 0010 \lambda x$. This implies that $\delta=0 \lambda$. Hence $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}=\beta 010 \lambda x \dot{f}_{\beta}^{-1} \dot{f}_{\beta 0} \dot{f}_{\beta 01}=$ $\beta 0010 \lambda x \dot{f}_{\beta 0} \dot{f}_{\beta 01}=\beta 0100 \lambda x \dot{f}_{\beta 01}=\beta 010 \lambda x$. The graph for depthchart $\dot{f}_{\dot{\alpha}_{1}}^{n_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}(\gamma x)$ is then as follows:


Conjugating these terms gives us $\dot{f}_{\beta}^{-1} \dot{f}_{\beta 0} \dot{f}_{\beta 01}=\dot{f}_{\beta}^{-1}\left(\dot{f}_{\beta 01}\right)^{\dot{f}_{\beta 0}^{-1}} \dot{f}_{\beta 0}=\dot{f}_{\beta}^{-1} \dot{f}_{\beta 00}^{-1} \dot{f}_{\beta 0} \dot{f}_{\beta 0}=$ $\left(\dot{f}_{\beta 00}^{-1}\right)^{\dot{f}_{\beta}^{-1-1}} \dot{f}_{\beta}^{-1} \dot{f}_{\beta 0} \dot{f}_{\beta 0}=\dot{f}_{\beta 0}^{-1} \dot{f}_{\beta}^{-1} \dot{f}_{\beta 0} \dot{f}_{\beta 0} . \quad$ Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\beta 0}^{-1} \dot{f}_{\beta}^{-1} \dot{f}_{\beta 0} \dot{f}_{\beta 0}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\beta 010 \lambda x \dot{f}_{\beta 0}^{-1} \dot{f}_{\beta}^{-1} \dot{f}_{\beta 0} \dot{f}_{\beta 0}=\beta 001 \lambda x \dot{f}_{\beta}^{-1} \dot{f}_{\beta 0} \dot{f}_{\beta 0}=\beta 0001 \lambda x \dot{f}_{\beta 0} \dot{f}_{\beta 0}=$ $\beta 001 \lambda x \dot{f}_{\beta 0}=\beta 010 \lambda x$, and hence Conditions (C) and (D) are satisfied:

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}}\right) & =\operatorname{depth}\left(\beta 010 \lambda x \dot{f}_{\beta 0}^{-1}\right)=\operatorname{depth}(\beta 001 \lambda x) \\
& =\operatorname{depth}(\beta 010 \lambda x)=\operatorname{depth}(\gamma x) \\
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \dot{f}_{\beta_{2}}^{\mu_{2}}\right) & =\operatorname{depth}\left(\beta 010 \lambda x \dot{f}_{\beta 0}^{-1} \dot{f}_{\beta}^{-1}\right)=\operatorname{depth}(\beta 0001 \lambda x) \\
& =\operatorname{depth}(\beta 010 \lambda x)+1=\operatorname{depth}(\gamma x)+1 \\
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{3}}^{\mu_{3}}\right) & =\operatorname{depth}\left(\beta 010 \lambda x \dot{f}_{\beta 0}^{-1} \dot{f}_{\beta}^{-1} \dot{f}_{\beta 0}\right)=\operatorname{depth}(\beta 001 \lambda x) \\
& =\operatorname{depth}(\beta 010 \lambda x)=\operatorname{depth}(\gamma x)
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{4}}^{\mu_{4}}\right) & =\operatorname{depth}\left(\beta 010 \lambda x \dot{f}_{\beta 0}^{-1} \dot{f}_{\beta}^{-1} \dot{f}_{\beta 0} \dot{f}_{\beta 0}\right)=\operatorname{depth}(\beta 010 \lambda x) \\
& =\operatorname{depth}(\beta 010 \lambda x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$

The graph for depthchart $\dot{f}_{\beta_{1} \ldots f_{\beta_{k}}^{\mu_{1}}} f_{\beta_{k}}^{\mu_{k}}(\gamma x)$ is then as follows:

6. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{\gamma}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{-1} \dot{f}_{\beta 0}, \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}=\dot{f}_{\alpha 1} \dot{f}_{\alpha}^{-1}, \gamma x=\beta 01 \delta x$ and $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\alpha 101 \lambda x$ (for some $\beta, \delta, \alpha, \lambda \in E(R)^{*}$ )

In this case $\beta 0=\alpha 1$. But there do not exist $\alpha, \beta \in E(R)^{*}$ such that this is true. Therefore this case is not valid.
7. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 1}^{-1} \dot{f}_{\beta}^{-1}, \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{\gamma}_{\alpha_{3}}^{\eta_{3}}=\dot{f}_{\alpha 0}^{-1} \dot{f}_{\alpha}, \gamma x=\beta 10 \delta x$ and $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\alpha 010 \lambda x$ (for some $\left.\beta, \delta, \alpha, \lambda \in E(R)^{*}\right)$
In this case $\beta=\alpha 0$. This gives us $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}=\dot{f}_{\alpha 01}^{-1} \dot{f}_{\alpha 0}^{-1} \dot{f}_{\alpha}$. Then $\gamma x=\alpha 010 \delta x$. Observe that $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\alpha 010 \delta x \dot{f}_{\alpha 01}^{-1}=\alpha 0100 \delta x$. But in our hypothesis $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=$ $\alpha 010 \lambda x$. This implies that $\lambda=0 \delta$. Hence $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}=\alpha 010 \delta x \dot{f}_{\alpha 01}^{-1} \dot{f}_{\alpha 0}^{-1} \dot{f}_{\alpha}=$ $\alpha 0100 \delta x \dot{f}_{\alpha 0}^{-1} \dot{f}_{\alpha}=\alpha 0010 \delta x \dot{f}_{\alpha}=\alpha 010 \delta x$. The graph for depthchart ${\dot{f_{\alpha_{1}}^{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{n_{3}}(\gamma x) \text { is }}^{(1)}$ then as follows:


Conjugating these terms gives us $\dot{f}_{\alpha 01}^{-1} \dot{f}_{\alpha 0}^{-1} \dot{f}_{\alpha}=\dot{f}_{\alpha 0}^{-1}\left(\dot{f}_{\alpha 01}^{-1}\right)^{\dot{f}_{\alpha 0}^{-1}} \dot{f}_{\alpha}=\dot{f}_{\alpha 0}^{-1} \dot{f}_{\alpha 0}^{-1} \dot{f}_{\alpha 00} \dot{f}_{\alpha}=$ $\dot{f}_{\alpha 0}^{-1} \dot{f}_{\alpha 0}^{-1} \dot{f}_{\alpha}\left(\dot{f}_{\alpha 00}\right)^{\dot{f}_{\alpha}}=\dot{f}_{\alpha 0}^{-1} \dot{f}_{\alpha 0}^{-1} \dot{f}_{\alpha} \dot{f}_{\alpha 0} . \quad$ Set $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha 0}^{-1} \dot{f}_{\alpha 0}^{-1} \dot{f}_{\alpha} \dot{f}_{\alpha 0}$. Observe that $\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\alpha 010 \delta x \dot{f}_{\alpha 0}^{-1} \dot{f}_{\alpha 0}^{-1} \dot{f}_{\alpha} \dot{f}_{\alpha 0}=\alpha 001 \delta x \dot{f}_{\alpha 0}^{-1} \dot{f}_{\alpha} \dot{f}_{\alpha 0}=\alpha 0001 \delta x \dot{f}_{\alpha} \dot{f}_{\alpha 0}=$ $\alpha 001 \delta x \dot{f}_{\alpha 0}=\alpha 010 \delta x$, and hence Conditions (C) and (D) are satisfied:

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}}\right) & =\operatorname{depth}\left(\alpha 010 \delta x \dot{f}_{\alpha 0}^{-1}\right)=\operatorname{depth}(\alpha 001 \delta x) \\
& =\operatorname{depth}(\alpha 010 \delta x)=\operatorname{depth}(\gamma x), \\
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \dot{f}_{\beta_{2}}^{\mu_{2}}\right) & =\operatorname{depth}\left(\alpha 010 \delta x \dot{f}_{\alpha 0}^{-1} \dot{f}_{\alpha 0}^{-1}\right)=\operatorname{depth}(\alpha 0001 \delta x) \\
& =\operatorname{depth}(\alpha 010 \delta x)+1=\operatorname{depth}(\gamma x)+1, \\
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{3}}^{\mu_{3}}\right) & =\operatorname{depth}\left(\alpha 010 \delta x \dot{f}_{\alpha 0}^{-1} \dot{f}_{\alpha 0}^{-1} \dot{f}_{\alpha}\right)=\operatorname{depth}(\alpha 001 \delta x) \\
& =\operatorname{depth}(\alpha 010 \delta x)=\operatorname{depth}(\gamma x),
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{4}}^{\mu_{4}}\right) & =\operatorname{depth}\left(\alpha 010 \delta x \dot{f}_{\alpha 0}^{-1} \dot{f}_{\alpha 0}^{-1} \dot{f}_{\alpha} \dot{f}_{\alpha 0}\right)=\operatorname{depth}(\alpha 010 \delta x) \\
& =\operatorname{depth}(\alpha 010 \delta x)=\operatorname{depth}(\gamma x) .
\end{aligned}
$$

The graph for depthchart ${\underset{f}{\beta_{1}} \mu_{1}^{\mu_{1}} f_{\beta_{k}}^{\mu_{k}}(\gamma x) \text { is then as follows: }}^{\text {and }}$

8. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 1}^{-1} \dot{f}_{\beta}^{-1}, \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}=\dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 0}^{-1}, \gamma x=\beta 10 \delta x$ and $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\alpha 101 \lambda x$ (for some $\left.\beta, \delta, \alpha, \lambda \in E(R)^{*}\right)$
In this case $\beta=\alpha$. This gives us $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha 3}^{\eta_{3}}=\dot{f}_{\alpha 1}^{-1} \dot{f}_{\alpha}^{-1} \dot{f}_{\alpha 0}^{-1}$. Then $\gamma x=\alpha 10 \delta x$. Observe that $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\alpha 10 \delta x \dot{f}_{\alpha 1}^{-1}=\alpha 100 \delta x$. But in our hypothesis $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}=\alpha 101 \lambda x$. There do not exist $\delta, \gamma \in E(R)^{*}$ such that $0 \delta=1 \gamma$. Therefore this case is not valid.

This completes the proof.
Lemma 6.3.7. Let $\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{3}}^{\eta_{3}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \ldots, \alpha_{3} \in \Omega^{*}$ and $\eta_{1}, \ldots, \eta_{3} \in\{ \pm 1\}$ ) and let $\gamma x \in \mathcal{G V}$ (for some $\gamma \in \Omega^{*}$ ) such that $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$ is a problem case from Lemma 6.3.3. and the following conditions are satisfied:
A. $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{i}}^{\eta_{i}}\right)=\operatorname{depth}(\gamma x)+1$ for $i=1,2,3$,
B. $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{3}}^{\eta_{3}}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$.

Then there exists $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}} \in W(\dot{\mathcal{X}}) \quad\left(\right.$ for some $\beta_{1}, \ldots, \beta_{k} \in \Omega^{*}$ and $\mu_{1}, \ldots, \mu_{k} \in\{ \pm 1\}$ ) with $k=3$ such that $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$ in $\dot{F}$ and the following conditions are satisfied:
C. $\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{i}}^{\mu_{i}}\right)=\operatorname{depth}(\gamma x)$ for $i=1$,
D. $\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{i}}^{\mu_{i}}\right)=\operatorname{depth}(\gamma x)+1$ for $i=2,3$.

Proof. Let $\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{3}}^{\eta_{3}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \ldots, \alpha_{3} \in \Omega^{*}$ and $\eta_{1}, \ldots, \eta_{3} \in\{ \pm 1\}$ ) and let $\gamma x \in \mathcal{G V}$ (for some $\gamma \in \Omega^{*}$ ) such that $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$ is a problem case from Lemma 6.3.3, and the following conditions are satisfied:
A. $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{i}}^{\eta_{i}}\right)=\operatorname{depth}(\gamma x)+1$ for $i=1,2,3$,
B. $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{3}}^{\eta_{3}}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$.

Let us illustrate depthchart ${ }_{\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{3}}^{\eta_{3}}(\gamma x)}$ as follows:

where $v_{1}=\gamma x, v_{2}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}$ and $v_{3}=v_{4}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$. The problem cases from Lemma 6.3.3 are:

1. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{\dot{\alpha}}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 0} \dot{f}_{\beta}$ and $\gamma x=\beta 01 \delta x$ (for some $\beta, \delta \in E(R)^{*}$ ),
2. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta} \dot{f}_{\beta 1}^{-1}$ and $\gamma x=\beta 10 \delta x$ (for some $\beta, \delta \in E(R)^{*}$ ),
3. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{-1} \dot{f}_{\beta 0}$ and $\gamma x=\beta 01 \delta x$ (for some $\beta, \delta \in E(R)^{*}$ ),
4. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 1}^{-1} \dot{f}_{\beta}^{-1}$ and $\gamma x=\beta 10 \delta x$ (for some $\beta, \delta \in E(R)^{*}$ ).

The rest of this proof proceeds similarly to Lemma 6.3.6.

Lemma 6.3.8. Let $\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{3}}^{\eta_{3}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \ldots, \alpha_{3} \in \Omega^{*}$ and $\eta_{1}, \ldots, \eta_{3} \in\{ \pm 1\}$ ) and let $\gamma x \in \mathcal{G V}$ (for some $\gamma \in \Omega^{*}$ ) such that $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$ is a problem case from Lemma 6.3.3, and the following conditions are satisfied:
A. $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{i}}^{\eta_{i}}\right)=\operatorname{depth}(\gamma x)+1$ for $i=1,2,3$,
B. $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{3}}^{\eta_{3}} \neq \gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$ and $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{3}}^{\eta_{3}}\right)=\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}\right)$.

Then there exists $\dot{\dot{\beta}}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}} \in W(\dot{\mathcal{X}})$ (for some $\beta_{1}, \ldots, \beta_{k} \in \Omega^{*}$ and $\mu_{1}, \ldots, \mu_{k} \in\{ \pm 1\}$ ) with $k=2,3$ such that $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$ in $\dot{F}$ and the following conditions are satisfied:
C. $\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{i}}^{\mu_{i}}\right)=\operatorname{depth}(\gamma x)$ for $i=1$,
D. $\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots{\dot{\beta_{i}}}_{\mu_{i}}\right)=\operatorname{depth}(\gamma x)+1$ for $i=2,3$.

Proof. Let $\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{3}}^{\eta_{3}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \ldots, \alpha_{3} \in \Omega^{*}$ and $\eta_{1}, \ldots, \eta_{3} \in\{ \pm 1\}$ ) and let $\gamma x \in \mathcal{G V}$ (for some $\gamma \in \Omega^{*}$ ) such that $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$ is a problem case from Lemma 6.3.3, and the following conditions are satisfied:
A. $\operatorname{depth}\left(\gamma x \dot{f_{\alpha_{1}}} \ldots \dot{f}_{\alpha_{i}}^{\eta_{i}}\right)=\operatorname{depth}(\gamma x)+1$ for $i=1,2,3$,
B. $\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{3}}^{\eta_{3}} \neq \gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$ and $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{3}}^{\eta_{3}}\right)=\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}\right)$.

Let us illustrate depthchart ${\underset{f_{\alpha_{1}} \ldots \ldots}{\eta_{1}} \dot{f}_{\alpha_{3}}^{n_{3}}}^{(\gamma x)}$ as follows:

where $v_{1}=\gamma x, v_{2}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}, v_{3}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$ and $v_{4}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}$. The problem cases from Lemma 6.3.3 are:
i. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha 2}^{\eta_{2}}=\dot{f}_{\beta 0} \dot{f}_{\beta}$ and $\gamma x=\beta 01 \delta x$ (for some $\beta, \delta \in E(R)^{*}$ ),
ii. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta} \dot{f}_{\beta 1}^{-1}$ and $\gamma x=\beta 10 \delta x$ (for some $\beta, \delta \in E(R)^{*}$ ),
iii. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{\eta}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta}^{-1} \dot{f}_{\beta 0}$ and $\gamma x=\beta 01 \delta x$ (for some $\beta, \delta \in E(R)^{*}$ ),
iv. $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}=\dot{f}_{\beta 1}^{-1} \dot{f}_{\beta}^{-1}$ and $\gamma x=\beta 10 \delta x$ (for some $\beta, \delta \in E(R)^{*}$ ).

The rest of this proof proceeds similarly to Lemma 6.3.6.
Lemma 6.3.9. Let $\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{3}}^{\eta_{3}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \ldots, \alpha_{3} \in \Omega^{*}$ and $\eta_{1}, \ldots, \eta_{3} \in\{ \pm 1\}$ ) and let $\gamma x \in \mathcal{G V}$ (for some $\gamma \in \Omega^{*}$ ) such that $\dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}$ is a problem case from Lemma 6.3.5. and the following conditions are satisfied:
A. $\gamma x=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}$,
B. $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}\right)=\operatorname{depth}(\gamma x)$,
C. $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{3}}^{\eta_{3}}\right)=\operatorname{depth}(\gamma x)-1$.

Then there exists $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}} \in W(\dot{\mathcal{X}})$ (for some $\beta_{1}, \ldots, \beta_{k} \in \Omega^{*}$ and $\mu_{1}, \ldots, \mu_{k} \in\{ \pm 1\}$ ) with $k=3$ such that $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$ in $\dot{F}$ and the following conditions are satisfied:
D. $\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{i}}^{\mu_{i}}\right)=\operatorname{depth}(\gamma x)$ for $i=1$,
E. $\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{i}}^{\mu_{i}}\right)=\operatorname{depth}(\gamma x)-1$ for $i=2,3$.

Proof. Let $\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{3}}^{\eta_{3}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \ldots, \alpha_{3} \in \Omega^{*}$ and $\eta_{1}, \ldots, \eta_{3} \in\{ \pm 1\}$ ) and let $\gamma x \in \mathcal{G V}$ (for some $\gamma \in \Omega^{*}$ ) such that $\dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}$ is a problem case from Lemma 6.3.5, and the following conditions are satisfied:
A. $\gamma x=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}$,
B. $\operatorname{depth}\left(\gamma x \dot{f} \dot{\alpha}_{1}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}\right)=\operatorname{depth}(\gamma x)$,
C. $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{3}}^{\eta_{3}}\right)=\operatorname{depth}(\gamma x)-1$.

Let us illustrate depthchart ${\underset{f_{\alpha_{1}} \ldots \dot{f}_{\alpha_{3}}^{\eta_{1}}}{ }(\gamma x) \text { as follows: }}$

where $v_{1}=v_{2}=\gamma x, v_{3}=\gamma x \dot{f}_{\alpha_{2}}^{\eta_{2}}$ and $v_{4}=\gamma x \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}$. By Lemma 6.2.6, depthchart $\dot{f}_{\dot{\alpha}_{1} \ldots \dot{f}_{\alpha_{3}}^{\eta_{3}}}^{\eta_{3}}(\gamma x)$ is the reverse of depthchart ${ }_{\dot{f}_{\alpha_{3}} \ldots \eta_{\alpha_{1}}} \dot{f}_{\alpha_{1}}^{-\eta_{1}}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{3}}^{\eta_{3}}\right)$. All cases with this depth chart have been discussed in Lemma 6.3.7. Then there exists $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}} \in W(\dot{\mathcal{X}})$ (for some $\beta_{1}, \ldots, \beta_{k} \in \Omega^{*}$ and $\left.\mu_{1}, \ldots, \mu_{k} \in\{ \pm 1\}\right)$ with $k=3$ such that $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$ in $\dot{F}$ and the following conditions are satisfied:
C. $\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{i}}^{\mu_{i}}\right)=\operatorname{depth}(\gamma x)$ for $i=1$,
D. $\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{i}}^{\mu_{i}}\right)=\operatorname{depth}(\gamma x)-1$ for $i=2,3$.

Lemma 6.3.10. Let $\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{3}}^{\eta_{3}} \in W(\dot{\mathcal{X}})\left(\right.$ for some $\alpha_{1}, \ldots, \alpha_{3} \in \Omega^{*}$ and $\eta_{1}, \ldots, \eta_{3} \in\{ \pm 1\}$ ) and let $\gamma x \in \mathcal{G V}$ (for some $\gamma \in \Omega^{*}$ ) such that $\dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}$ is a problem case from Lemma 6.3.5. and the following conditions are satisfied:
A. $\gamma x \neq \gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}$,
B. $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{i}}^{\eta_{i}}\right)=\operatorname{depth}(\gamma x)$ for $i=1,2$,
C. $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{3}}^{\eta_{3}}\right)=\operatorname{depth}(\gamma x)-1$.

Then there exists $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}} \in W(\dot{\mathcal{X}})$ (for some $\beta_{1}, \ldots, \beta_{k} \in \Omega^{*}$ and $\mu_{1}, \ldots, \mu_{k} \in\{ \pm 1\}$ ) with $k=2,3$ such that $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$ in $\dot{F}$ and the following conditions are satisfied:
D. $\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{i}}^{\mu_{i}}\right)=\operatorname{depth}(\gamma x)$ for $i=1$,
E. $\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{i}}^{\mu_{i}}\right)=\operatorname{depth}(\gamma x)+1$ for $i=2,3$.

Proof. Let $\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{3}}^{\eta_{3}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \ldots, \alpha_{3} \in \Omega^{*}$ and $\eta_{1}, \ldots, \eta_{3} \in\{ \pm 1\}$ ) and let $\gamma x \in \mathcal{G V}$ (for some $\gamma \in \Omega^{*}$ ) such that $\dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}$ is a problem case from Lemma 6.3.5, and the following conditions are satisfied:
A. $\gamma x \neq \gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}$,
B. $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{i}}^{\eta_{i}}\right)=\operatorname{depth}(\gamma x)$ for $i=1,2$,
C. $\operatorname{depth}\left(\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{3}}^{\eta_{3}}\right)=\operatorname{depth}(\gamma x)-1$.

Let us illustrate depthchart ${ }_{\dot{f}_{\alpha_{1}} \ldots \dot{f}_{\alpha_{3}}^{\eta_{3}}}(\gamma x)$ as follows:

where $v_{1}=\gamma x, v_{2}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}}, v_{3}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$ and $v_{4}=\gamma x \dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}} \dot{f}_{\alpha_{3}}^{\eta_{3}}$. By Lemma 6.2.6,
 this depth chart have been discussed in Lemma 6.3.8. Then there exists $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}} \in$ $W(\dot{\mathcal{X}})$ (for some $\beta_{1}, \ldots, \beta_{k} \in \Omega^{*}$ and $\mu_{1}, \ldots, \mu_{k} \in\{ \pm 1\}$ ) with $k=2,3$ such that $\dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{k}}^{\mu_{k}}=$ $\dot{f}_{\alpha_{1}}^{\eta_{1}} \dot{f}_{\alpha_{2}}^{\eta_{2}}$ in $\dot{F}$ and the following conditions are satisfied:
C. $\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{i}}^{\mu_{i}}\right)=\operatorname{depth}(\gamma x)$ for $i=1$,
D. $\operatorname{depth}\left(\gamma x \dot{f}_{\beta_{1}}^{\mu_{1}} \ldots \dot{f}_{\beta_{i}}^{\mu_{i}}\right)=\operatorname{depth}(\gamma x)+1$ for $i=2,3$.

### 6.4 A Presentation for Thompson's Group $\boldsymbol{F}$

Proposition 6.4.1. Let $g=\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{n}}^{\eta_{n}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \ldots, \alpha_{n} \in E(R)^{*}$ and $\left.\eta_{1}, \ldots, \eta_{n} \in\{ \pm 1\}\right)$. Let $B_{g}$ be the set of boundary points of $g$. Let $\operatorname{depth}\left(B_{g}\right)=\left(z_{1}, \ldots, z_{d}\right)$. Suppose $\left(z_{i}\right) g=z_{i}$ for all $i=1, \ldots, d$. Then $g=I$ in $\dot{F}$.

Proof. Let $g=\dot{f}_{\alpha_{1}}^{\eta_{1}} \ldots \dot{f}_{\alpha_{n}}^{\eta_{n}} \in W(\dot{\mathcal{X}})$ (for some $\alpha_{1}, \ldots, \alpha_{n} \in E(R)^{*}$ and $\eta_{1}, \ldots, \eta_{n} \in\{ \pm 1\}$ ). Let $B_{g}$ be the set of boundary points of $g$. Let $\operatorname{depth}\left(B_{g}\right)=\left(z_{1}, \ldots, z_{d}\right)$. Suppose $\left(z_{i}\right) g=z_{i}$ for all $i=1, \ldots, d$.

If $n=0$, then $g=I$ and the result is trivially true.
Suppose $n>0$. Then $B_{g}$ is a non-empty finite set. By Lemma 6.2.12, there exist some dynamic boundary points in $B_{g}$. Choose $z_{i} \in B_{g}$ such that $z_{1}, \ldots z_{i-1}$ are not dynamic under $g$, but $z_{i}$ is dynamic under $g$. By Lemma 6.2.10, $\operatorname{depth}\left(z_{i} h\right) \geq \operatorname{depth}\left(z_{i}\right)$ for all $h \in$ prefixchain $(g)$.

We define a pair $\left(M_{g}\left(z_{i}\right), C_{g}\left(z_{i}\right)\right)$ as follows:

$$
\begin{aligned}
M_{g}\left(z_{i}\right) & =\max \left\{\operatorname{depth}\left(z_{i} h\right)-\operatorname{depth}\left(z_{i}\right) \mid h \in \operatorname{prefixchain}(g)\right\} \\
C_{g}\left(z_{i}\right) & =\#\left\{h \mid \operatorname{depth}\left(z_{i} h\right)-\operatorname{depth}\left(z_{i}\right)=M_{g}\left(z_{i}\right)\right\}
\end{aligned}
$$

Recall that, since $M_{g}\left(z_{i}\right), C_{g}\left(z_{i}\right) \in \mathbb{N}$, there exists a lexicographic order on the pair $\left(M_{g}\left(z_{i}\right), C_{g}\left(z_{i}\right)\right)$. The lexicographic order is a well-order, with a least element.

We construct a word $g^{\prime} \in W(\dot{\mathcal{X}})$ by one of the following methods:

1. The application of an appropriate relation from $\dot{\mathcal{R}}$ to replace a subword $\dot{f}_{\alpha_{i}}^{\eta_{i}} \dot{f}_{\alpha_{i+1}}^{\eta_{i+1}}$ by either $\dot{f}_{\alpha_{i+1}}^{\eta_{i+1}}\left(\dot{f}_{\alpha_{i}}^{\eta_{i}}\right)^{\dot{f}_{\alpha_{i+1}}^{\eta_{i+1}}}$ or $\left(\dot{f}_{\alpha_{i+1}}^{\eta_{i+1}}\right)^{\dot{f}_{\alpha_{i}}} \dot{f}_{\alpha_{i}}^{\eta_{i}}$.
2. The cancellation of a generator $\dot{f}_{\alpha_{i}}$ by an adjacent inverse.

Then $g=g^{\prime}$ in $\dot{F}$. By Lemma 6.2.11, $B_{g^{\prime}} \subseteq B_{g}$. By Lemma 6.3.1, Lemma 6.3.2, Lemma 6.3.4, Lemma 6.3.3, Lemma 6.3.5, Lemma 6.3.6, Lemma 6.3.7, Lemma 6.3.8, Lemma 6.3.9 and Lemma 6.3.10, $\left(M_{g^{\prime}}\left(z_{i}\right), C_{g^{\prime}}\left(z_{i}\right)\right)<\left(M_{g}\left(z_{i}\right), C_{g}\left(z_{i}\right)\right)$.

We can only repeat this process finitely many times until we achieve a word such that $z_{i}$ is no longer dynamic under it. Repeating this process for all dynamic points in $B_{g}$ gives us a word $k$ which has no dynamic boundary points. By Lemma 6.2.12, $k=I$. Then $g=k=I$ in $\dot{F}$.

We can now prove our main result:

## Proof. (Proof of Theorem 6.1.1)

Recall the homomorphism $\chi: \dot{F} \rightarrow F$, induced by the map $\dot{f}_{\alpha} \mapsto f_{\alpha}$, where $f_{\alpha} \in \mathcal{X}$ in Definition 5.1.1. We have already observed that $\chi$ is surjective. We will prove that it is injective.

Let $g \in \dot{F}$ such that $g \chi=I$. Let $h \in \operatorname{prefixchain}(g)$. By Lemma 6.2.1, the action of $h$ on $B_{g}$ is the same as the action of $h \chi$ on $B_{g}$. Since this is true for all $h \in \operatorname{prefixchain}(g)$,
it follows that, for all $z \in B_{g}, z g=z$. Then, by Proposition 6.4.1, $g=I$ in $\dot{F}$. This proves that $\operatorname{ker}(\chi)=\{I\}$. Hence

$$
\dot{F} \cong F
$$

## Chapter 7

## The $\boldsymbol{F}$-Basilica Group $\boldsymbol{F}_{\boldsymbol{B}}$

In this Chapter, we conjecture a presentation for the $F$-Basilica group $F_{B}$, i.e., the group of rearrangements of the $F$-Basilica replacement system defined in Example 2.2.1. This replacement system and its rearrangements were used as an example in Chapter 2 and Chapter 3.

The $F$-Basilica group $F_{B}$ is the group of homeomorphisms of one edge of the Basilica Julia set. This group was briefly mentioned in [3], and shown to not be finitely generated in Remark 4.7 (since it can be constructed as an infinite wreath product of Thompson's group $F$ ).

Our infinite presentation for $F_{B}$ is very similar to our infinite presentation for Thompson's group $F$, and follows similarly from the geometric structure of the topological space.

Our conjecture for an infinite presentation for $F_{B}$ is as follows:

$$
F=\langle\mathcal{X} \mid \mathcal{R}\rangle
$$

where the generating set $\mathcal{X}$ is

$$
\mathcal{X}=\left\{f_{\alpha} \mid \alpha \in\{0,1,2\}^{*}\right\}
$$

with $f_{\alpha}$ acting as follows on points in the topological space with the prefix $\alpha=e_{1} \ldots e_{n}$ with each $e_{i} \in\{0,1,2\}$ for $i=1, \ldots, n$, and as the identity homeomorphism on the rest of the space:

$$
\left(\left[\alpha e_{n+1} e_{n+2} \ldots\right]\right) f_{\alpha}= \begin{cases}{\left[\alpha 0 e_{n+3} e_{n+4} \ldots\right]} & \text { if } e_{n+1} e_{n+2}=00, \\ {\left[\alpha 1 e_{n+3} e_{n+4} \ldots\right]} & \text { if } e_{n+1} e_{n+2}=01, \\ {\left[\alpha 20 e_{n+3} e_{n+4} \ldots\right]} & \text { if } e_{n+1} e_{n+2}=02, \\ {\left[\alpha 21 e_{n+2} e_{n+3} \ldots\right]} & \text { if } e_{n+1}=1, \\ {\left[\alpha 22 e_{n+2} e_{n+3} \ldots\right]} & \text { if } e_{n+1}=2 .\end{cases}
$$

This map is illustrated in the following diagrams:

and the set of relations $\mathcal{R}$ is

$$
\begin{aligned}
\mathcal{R}=\{R 1: & f_{\beta}{ }_{\beta}^{f_{\alpha}}=f_{\beta} \text { for } \alpha \perp \beta, \\
R 2: & f_{\alpha 0}{ }^{f_{\alpha}}=f_{\alpha} f_{\alpha 2}{ }^{-1}, \\
R 3: & f_{\alpha 00 \gamma}{ }^{f_{\alpha}}=f_{\alpha 0 \gamma}, \\
R 4: & f_{\alpha 01 \gamma}^{f_{\alpha}}=f_{\alpha 1 \gamma,}, \\
R 5: & f_{\alpha 02 \gamma}^{f_{\alpha}}=f_{\alpha 20 \gamma,}, \\
R 6: & f_{\alpha 1 \gamma}^{f_{\alpha}}=f_{\alpha 21 \gamma,}, \\
R 7: & f_{\alpha 2 \gamma}{ }^{\left.f_{\alpha}=f_{\alpha 22 \gamma}\right\},}
\end{aligned}
$$

where $\alpha, \beta, \gamma \in\{0,1,2\}^{*}$.

## Bibliography

[1] Jean-Luc Baril, Jean M. Pallo; Efficient lower and upper bounds of the diagonal-flip distance between triangulations; Inform. Process. Lett. 100 (2006), no. 4, 131-136.
[2] James Belk, Kenneth S. Brown; Forest diagrams for elements of Thompson's group F; Internat. J. Algebra Comput. 15 (2005), no. 5-6, 815-850.
[3] James Belk, Bradley Forrest; Rearrangement groups of fractals; accepted for publication in Transactions of the American Mathematical Society; arXiv:1510.03133.
[4] James Belk, Bradley Forrest; A Thompson group for the Basilica; Groups Geom. Dyn. 9 (2015), no. 4, 975-1000.
[5] Collin Bleak, Francesco Matucci, Max Neunhöffer; Embeddings into Thompson's group $V$ and coCF groups; J. Lond. Math. Soc. (2) 94 (2016), no. 2, 583-597.
[6] Collin Bleak, Martyn Quick; The infinite simple group $V$ of Richard J. Thompson: presentations by permutations; Groups Geom. Dyn. 11 (2017), no. 4, 1401-1436.
[7] Matthew G. Brin; Higher dimensional Thompson groups; Geom. Dedicata 108 (2004), 163-192.
[8] Matthew G. Brin; The algebra of strand splitting. I. A braided version of Thompsons group; V . J. Group Theory 10 (2007), no. 6, 757-788.
[9] James W. Cannon, William J. Floyd, Walter R. Parry; Introductory notes on Richard Thompson's groups; Enseign. Math. (2) 42 (1996), no. 3-4, 215-256.
[10] Sean Cleary; Restricted rotation distance between binary trees; Inform. Process. Lett. 84 (2002), no. 6, 333-338.
[11] Sean Cleary, Jennifer Taback; Bounding restricted rotation distance; Inform. Process. Lett. 88 (2003), no. 5, 251-256.
[12] Sean Cleary, Jennifer Taback; Bounding right-arm rotation distances; Internat. J. Algebra Comput. 17 (2007), no. 2, 369-399.
[13] Sean Cleary, Fabrizio Luccio, Linda Pagli; Refined upper bounds for right-arm rotation distances; Theoret. Comput. Sci. 377 (2007), no. 1-3, 277-281.
[14] Sean Cleary, Katherine St. John; A linear-time approximation for rotation distance; J. Graph Algorithms Appl. 14 (2010), no. 2, 385-390.
[15] Sean Cleary, Katherine St. John; Rotation distance is fixed-parameter tractable; Inform. Process. Lett. 109 (2009), no. 16, 918-922.
[16] Karel Culik II, Derick Wood; A note on some tree similarity measures; Inform. Process. Lett. 15 (1982), no. 1, 39-42.
[17] Patrick Dehornoy; Geometric presentations for Thompson's groups; J. Pure Appl. Algebra 203 (2005), no. 1-3, 1-44.
[18] Patrick Dehornoy; On the rotation distance between binary trees; Adv. Math. 223 (2010), no. 4, 1316-1355.
[19] Patrick Dehornoy; The group of parenthesized braids; Adv. Math. 205 (2006), no. 2, 354-409.
[20] S. Blake Fordham; Minimal length elements of Thompson's group F; Geom. Dedicata 99 (2003), 179-220.
[21] Rostislav I. Grigorchuk, Andrzej Żuk; On a torsion-free weakly branch group defined by a three-state automaton Internat. J. Algebra Comput. 12 (2002), no. 1-2, 223-246.
[22] Graham Higman; Finitely presented infinite simple groups; Notes on Pure Mathematics, No. 8 (1974). Department of Pure Mathematics, Department of Mathematics, I.A.S. Australian National University, Canberra, 1974. vii+82 pp.
[23] Nicolas Monod; Groups of piecewise projective homeomorphisms; Proc. of the National Acad. of Sciences of the U.S.A. 110 (2013), no. 12, 4524-4527.
[24] Jean M. Pallo; Right-arm rotation distance between binary trees; Inform. Process. Lett. 87 (2003), no. 4, 173-177.
[25] Jean M. Pallo; An efficient upper bound of the rotation distance of binary trees; Inform. Process. Lett. 73 (2000), no. 3-4, 87-92.
[26] Rodney O. Rogers; On finding shortest paths in the rotation graph of binary trees; Proceedings of the Thirtieth Southeastern International Conference on Combinatorics, Graph Theory, and Computing (Boca Raton, FL, 1999). Congr. Numer. 137 (1999), 77-95.
[27] Claas E. Röver; Constructing finitely presented simple groups that contain Grigorchuk groups; J. Algebra 220 (1999), 284-313.
[28] Melanie Stein; Groups of piecewise linear homeomorphisms; Trans. Amer. Math. Soc. 332 (1992), no. 2, 477-514.
[29] Daniel D. Sleator, Robert E. Tarjan, William P. Thurston; Rotation distance, triangulations, and hyperbolic geometry; J. Amer. Math. Soc. 1 (1988), no. 3, 647681.
[30] Richard J. Thompson; Handwritten notes.
[31] Stefan Witzel, Matthew C. B. Zaremsky; The Basilica Thompson group is not finitely presented; arXiv:1603.0115.

