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A Meta Systematic Review of Artificial Intelligence in Higher Education: A call for 

increased ethics, collaboration, and rigour 

 

Abstract 

Although the field of Artificial Intelligence in Education (AIEd) has a substantial history as a research 

domain, never before has the rapid evolution of AI applications in education sparked such prominent public 

discourse. Given the growing AIEd literature base in higher education, it is important to ensure that the 

field has a solid research and conceptual grounding as AI adoption increases. This review of reviews is the 

first comprehensive meta review to explore the scope and nature of AIEd in higher education (AIHEd) 

research, by synthesising secondary research (e.g., systematic reviews), indexed in the Web of Science, 

Scopus, ERIC, EBSCOHost, IEEE Xplore, ScienceDirect and ACM Digital Library, or captured through 

snowballing in OpenAlex, ResearchGate and Google Scholar. Reviews were included if they synthesised 

applications of AI solely in formal higher or continuing education, were published in English between 2018 

and July 2023, were journal articles or full conference papers, and if they had a method section. 66 

publications were included for data extraction and synthesis in EPPI Reviewer, which were predominantly 

systematic reviews (66.7%), published by authors from North America (27.3%), conducted in teams 

(89.4%) in mostly domestic-only collaborations (71.2%). Findings show that these reviews mostly focused 

on AIHEd generally (47.0%) or Profiling and Prediction (28.8%) as thematic foci, however key findings 

indicated a predominance of the use of Adaptive Systems and Personalisation in higher education. Research 

gaps identified suggest a need for greater ethical, methodological, and contextual considerations within 

future research, alongside interdisciplinary approaches to AIHEd application. Suggestions are provided to 

guide future primary and secondary research. 

Keywords 

Artificial Intelligence, AIEd, AI, evidence synthesis, tertiary review, research methods, quality assessment, 

intelligent tutoring systems, adaptive systems, prediction, personalisation, automatic assessment 

Introduction 

Artificial Intelligence (AI) has existed as a distinct discipline since the 1956 Dartmouth Workshop and its 

adoption in education, particularly with the early introduction of intelligent tutoring systems, has become a 

substantive research domain (AIEd). Despite the growing realisation of the potential for AI within 

education, influenced by educational evidence-based policy, including education departments and 

international organisations (e.g., OECD, 2021), it has arguably only now transitioned from work in labs to 

active practice in classrooms, and broken through the veil of public discourse. The introduction of OpenAI’s 

ChatGPT1 and DALL-E2, for example, has both captured the public’s imagination and anxiety in equal 

measure (Bozkurt et al., 2023), requiring schools, universities, and organisations to respond to generative 

AI’s growing capabilities, with increasing numbers of publicly available AI chatbots on the horizon (e.g., 

Google’s Bard3 and Meta’s LLaMA4). The uptake of these tools has given rise to a debate in education 

about readiness, ethics, trust, impact, and value add of AI, as well as the need for governance, regulation, 

 
1 https://chat.openai.com/  
2 https://openai.com/dall-e-2  
3 https://blog.google/technology/ai/bard-google-ai-search-updates/  
4 https://ai.meta.com/blog/large-language-model-llama-meta-ai/  

https://chat.openai.com/
https://openai.com/dall-e-2
https://blog.google/technology/ai/bard-google-ai-search-updates/
https://ai.meta.com/blog/large-language-model-llama-meta-ai/
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research and training to cope with the speed and scale at which AI is transforming teaching and learning. 

Globally, governments are putting measures in place to respond to this unfolding phenomenon. For 

example, in Europe they introduced the EU AI Act, which they claim is the world’s first comprehensive AI 

law5 with a focus on regulating AI in general not just in educational settings. Australia established a 

taskforce to outline a framework for generative artificial intelligence in schools6 and in the United States, 

the Department of Education calls for an AI bill of rights to develop a comprehensive approach towards the 

adoption of AI in education7. Needless to say, these actions must be based on a solid foundation of research 

and conceptual grounding. Even though there is a vibrant AIEd research community, much of this 

foundational work is still in development. This tertiary review8, which is the first of its kind in AIEd, 

provides the foundation for future conceptualisation and utilisation of AI in higher education. 

Contribution of this review 

Whilst evidence synthesis is a welcome approach to gaining insight into effective applications of AI in 

education, there is a risk of ‘research waste’ in every field of research due to a duplication of efforts, by 

conducting reviews on the same or similar topics (Grainger et al., 2020; Siontis & Ionnadis, 2018). This 

can occur when researchers do not give enough consideration to work that has already been published, 

costing valuable time, effort, and money (Robinson et al., 2021). To help avoid research waste, and to map 

the state of the AIEd field in higher education (AIHEd), this review is the first to undertake a tertiary review 

approach (Kitchenham et al., 2009). A tertiary review is a type of research that synthesises evidence from 

secondary studies, such as systematic reviews, and is sometimes known as a review of reviews or as an 

overview (Sutton et al., 2019). This method allows researchers to gain an overarching meta view of a field 

through a systematic process, identifying and analysing types of evidence and key characteristics, exploring 

how research has been conducted, and identifying gaps in the literature to better guide future field 

development (Polanin et al., 2017). Given the current interest around the uptake of generative AI, taking 

stock of existing research, and providing suggestions for where the field might go in the future, is critical 

at this time. 

Research questions 

Against this background, the following research question and sub questions guide this review: 

1. What is the nature and scope of AIEd evidence synthesis in AIHEd? 

a. What kinds of evidence syntheses are being conducted? 

b. In which conference proceedings and academic journals are AIHEd evidence syntheses 

published? 

c. What is the geographical distribution of authorship and authors’ affiliations? 

d. How collaborative is AIHEd evidence synthesis? 

e. What technology is being used to conduct AIHEd evidence synthesis? 

f. What is the quality of evidence synthesis exploring AIHEd? 

g. What main applications are explored in AIHEd secondary research? 

h. What are the key findings of AIHEd research? 

i. What are the benefits and challenges reported within AIHEd reviews? 

j. What research gaps have been identified in AIHEd secondary research? 

 
5 https://www.europarl.europa.eu/news/en/headlines/society/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence  
6 https://education.nsw.gov.au/about-us/strategies-and-reports/draft-national-ai-in-schools-framework  
7 https://www.ed.gov/news/press-releases/us-department-education-shares-insights-and-recommendations-artificial-intelligence  
8 Otherwise known as a review of reviews (see Kitchenham et al., 2009; Sutton et al., 2019) 

https://www.europarl.europa.eu/news/en/headlines/society/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence
https://education.nsw.gov.au/about-us/strategies-and-reports/draft-national-ai-in-schools-framework
https://www.ed.gov/news/press-releases/us-department-education-shares-insights-and-recommendations-artificial-intelligence
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Literature Review 

Artificial Intelligence in Education (AIEd) 

The evolution of AIEd can be traced back several decades, exhibiting a rich history of intertwining 

educational theory and emergent technology (Doroudi, 2022). As the field matured through the 1990s and 

into the 2000s, research began to diversify and deepen, exploring varied facets of AIEd such as intelligent 

tutoring systems (Woolf, 2010), adaptive learning environments (Desmarais & Baker, 2012) as well as 

supporting collaborative learning environments (Dillenbourg & Jermann, 2007). In the last decade, the 

synergies between AI technologies and educational practices have further intensified, propelled by 

advancements in machine learning, natural language processing, and cognitive computing. This era 

explored innovative applications, including chatbots for student engagement, automated grading and 

feedback, predictive analytics for student success, and various adaptive platforms for personalised learning. 

Yet, amid the technological strides, researchers also continued to grapple with persisting challenges and 

new dilemmas such as ensuring ethical use (Holmes et al., 2021), enhancing system transparency and 

explainability (Khosravi et al., 2022), and navigating the pedagogical implications of increasingly 

autonomous AI systems in educational settings (Han et al., 2023). 

 

To gain further understanding of the applications of AI in higher education, and to provide guidance to the 

field, Zawacki-Richter et al. (2019) developed a typology (see. Fig 1), classifying research into four broad 

areas; Profiling and prediction, intelligent tutoring systems, assessment and evaluation and adaptive 

systems and personalisation.  

 

Profiling and Prediction: This domain focuses on employing data-driven approaches to make informed 

decisions and forecasts regarding students' academic journeys. It includes using AI to optimise admissions 

decisions and course scheduling, predict and improve dropout and retention rates, and develop 

comprehensive student models to evaluate and enhance academic achievement by scrutinising patterns and 

tendencies in student data. 

 

Intelligent Tutoring Systems (ITS): This domain leverages AI to enrich teaching and learning experiences 

by providing bespoke instructional interventions. The systems work by teaching course content, diagnosing 

students' strengths and weaknesses and offering automated, personalised feedback, curating appropriate 

learning materials, facilitating meaningful collaboration among learners, and providing insights from the 

teacher’s perspective to improve pedagogical strategies. 

 

Assessment and Evaluation: This domain focuses on the potential of AI to automate and enhance the 

evaluative aspects of the educational process. It includes leveraging algorithms for automated grading, 

providing immediate and tailored feedback to students, meticulously evaluating student understanding and 

engagement, ensuring academic integrity, and implementing robust mechanisms for the evaluation of 

teaching methodologies and effectiveness. 

 

Adaptive Systems and Personalisation: This domain explores the use of AI to mould educational 

experiences that are tailored to individual learners. This involves tailoring course content delivery, 

recommending personalised content and learning pathways, supporting teachers in enhancing learning 

design and implementation, utilising academic data to monitor, guide, and support students effectively, and 

representing knowledge in intuitive and insightful concept maps to facilitate deeper understanding. 
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Figure 1. Zawacki-Richter et al.’s (2019) original AIEd typology 

Prior AIEd syntheses in higher education 

There has been a proliferation of evidence synthesis conducted in the field of EdTech, particularly within 

the past five years (Zawacki-Richter, 2023), with the rising number of secondary research resulting in the 

need for tertiary reviews (e.g., Lai & Bower, 2020; Tamim et al., 2011). The interest in AIEd has also been 

increasing (e.g., Chen et al., 2022), for example the first phase of a systematic review of pedagogical agents 

by Sikström et al. (2022), included an umbrella review of six reviews and meta-analyses, and Daoudi’s 

(2022) review of learning analytics and serious games included at least four literature reviews. Furthermore, 

according to Google Scholar9, the AIHEd review by Zawacki-Richter et al. (2019) has been cited 1100 

times since it was published, with the article accessed over 185,000 times and appearing six times in written 

news stories10, indicating a wide-ranging public interest in AIHEd.  

Prior AIHEd review of reviews have so far also taken place within secondary research (e.g., systematic 

reviews), rather than as standalone reviews of reviews such as this one. Saghiri et al. (2022), for example, 

included an analysis of four systematic reviews in their scoping review of AI applications in dental 

education, de Oliveira et al. (2021) included eight reviews in their systematic review of educational data 

mining for recommender systems, and Sapci & Sapci (2020) included five reviews in their systematic 

review of medical education. However, by synthesising both primary and secondary studies within the one 

review, there is a risk of study duplication, and authors need to be particularly careful to ensure that a 

primary study identified for inclusion is not also included in one of the secondary studies, to ensure that the 

results presented are accurate, and the review conducted to a high quality. 

 
9 As of 1st October 2023, https://scholar.google.com/scholar?oi=bibs&hl=en&cites=6006744895709946427 
10 According to the journal website on Springer Open (see Zawacki-Richter et al., 2019) 

https://scholar.google.com/scholar?oi=bibs&hl=en&cites=6006744895709946427
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Evidence synthesis methods 

Literature reviews (or narrative reviews) are the most commonly known form of secondary research; 

however, a range of evidence synthesis methods have increasingly emerged, particularly from the field of 

health care. In fact, Sutton et al. (2019) identified 48 different review types, which they classified into seven 

review families (see Table 1). Although part of the traditional review family, literature reviews have 

increasingly been influenced by the move to more systematic approaches, with many now including method 

sections, whilst still using the ‘literature review’ moniker (e.g., Alyahyan & Düştegör, 2020). Bibliometric 

analyses have also emerged as a popular form of evidence synthesis (e.g., Linnenluecke et al., 2020; Zheng 

et al., 2022), which analyse bibliographic data to explore research trends and impact. Whilst not included 

in the Sutton et al. (2019) framework, their ability to provide insight into a field arguably necessitates their 

inclusion as a valuable form of evidence synthesis. 

 

Table 1. Review families 

Traditional review family Critical review, integrative review, narrative review, narrative summary, state of the art 

review 

Rapid review family Rapid reviews, rapid evidence assessment, rapid realist synthesis 

Purpose specific review family Content analysis, scoping review, mapping review 

Systematic review family Meta-analysis, systematic review 

Qualitative review family Qualitative evidence synthesis, qualitative meta-synthesis, meta-ethnography 

Mixed methods review family Mixed methods synthesis, narrative synthesis 

Review of review family Review of review, umbrella review 

 

Evidence synthesis quality 

It is crucial that any type of evidence synthesis reports the methods used in complete detail (aside from 

those categorised in the ‘traditional review family’), to enable trustworthiness and replicability (Chalmers 

et al., 2023; Gough et al., 2012). Guidance for synthesis methods have been available for more than a decade 

(e.g., Moher et al., 2009; Rader et al., 2014) and are constantly being updated as the methodology advances 

(e.g., Rethlefsen et al., 2021; Tricco et al., 2018). However, issues of quality when undertaking evidence 

synthesis persist. Chalmers et al. (2023), for example, analysed the quality of 307 reviews in the field of 

Applied Linguistics against the Preferred Reporting Items for Systematic Review and Meta-Analysis 

Protocols (PRISMA-P) guidelines (Shamseer et al., 2015), and did find that most of the information 

expected in any research report were present; background, rationale, objectives, and a conclusion. However, 

only 43% included the search terms used to find studies, 78% included the inclusion/exclusion criteria, 53% 

explained how studies were selected, and 51% outlined the data collection process.  

Another popular quality assessment tool is the Database of Abstracts and Reviews of Effects (DARE) tool 

(Centre for Reviews and Dissemination, 1995), which was used by Kitchenham et al. (2009) in a computer 

science tertiary review; a methodology that has since been heavily adopted by researchers across a range 

of disciplines, including computer science, social sciences, and education11. The authors used the DARE 

tool to assess the quality of 20 computer science systematic reviews based on four criteria: 

1. Are the review’s inclusion and exclusion criteria described and appropriate? 

 
11 As of 1st October 2023, it has been cited 2,341 times according to Scopus and 4,508 times according to Google Scholar. 
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2. Is the literature search likely to have covered all relevant studies? 

3. Did the reviewers assess the quality/validity of the included studies? 

4. Were the basic data/studies adequately described? 

Kitchenham et al. (2009) found that, although only 35% of studies scored 2 out of 4 or lower, few assessed 

the quality of the primary studies that had been included in the review. The average score overall was 2.6 

out of 4, increasing in quality across 2004-2007, with a Spearman correlation of 0.51 (p < 0.023). 

In the field of EdTech, Lai & Bower (2020) conducted a tertiary review by also adopting Kitchenham et 

al.’s (2009) quality assessment method, critically analysing 73 reviews to uncover the technologies, themes, 

general findings, and quality of secondary research that has been conducted. They found that there was very 

little consistency in how articles were organised, with only six papers (8.2%) explicitly defining quality 

assessment criteria. The average total quality score was 2.7 out of 4 (SD = 0.59), with only four reviews 

receiving full marks. There was, however, a slight increase in review quality over time, rising from 2.5 in 

2010 to 2.9 in 2018. Likewise, in a tertiary mapping review of 446 EdTech evidence syntheses (Buntins et 

al., In peer review), 44% (n = 192) provided the full search string, 62% (n = 275) included the 

inclusion/exclusion criteria, 37% (n = 163) provided the data extraction coding scheme, and only 26% of 

systematic reviews conducted a quality assessment. Similar findings were reported in an umbrella review 

of 576 EdTech reviews (Zawacki-Richter, 2023), where 73.4% did not conduct a quality appraisal, and only 

8.1% achieved a quality score above 90 (out of 100).  

Method 

Therefore, in order to map the state of the AIEd field, explore the quality of evidence synthesis conducted, 

and with a view to suggest future primary and secondary research (Sutton et al., 2019), a tertiary review 

was conducted (Kitchenham et al., 2009; Lai & Bower, 2020), with the reporting here guided by the 

Preferred Reporting Items for Systematic Review and Meta-Analyses (PRISMA, Page et al., 2021; see 

OSF12) for increased transparency. As with other rigorous forms of evidence synthesis such as systematic 

reviews (Sutton et al., 2019), this tertiary review was conducted using explicit, pre-defined criteria and 

transparent methods of searching, analysis, and reporting (Gough et al., 2012; Zawacki-Richter et al., 2020). 

All search information can be found on the OSF13. 

Search strategy and study selection 

The review was conducted using an iterative search strategy and was developed based on a previous review 

of research on AIHEd (Zawacki-Richter et al., 2019) and a tertiary mapping review of methodological 

approaches to conducting secondary research in the field of EdTech (Buntins et al., In peer review). The 

initial search was conducted on 13 October 2022, with subsequent searches conducted until 18 July 2023 

to ensure the inclusion of extant literature (see OSF for search details14). The platforms and databases 

searched were the Web of Science, Scopus, ERIC, EBSCOHost (all databases), IEEE Xplore, Science 

Direct and ACM Digital Library, as these have been found particularly useful for evidence synthesis (e.g., 

Gusenbauer & Haddaway, 2019). The OpenAlex platform (Priem et al., 2022) was also searched, which 

indexes approximately 209 million publications, and was accessed through evidence synthesis software 

EPPI Reviewer version 6 (Thomas et al., 2023). This included conducting a citation search, bibliography 

search and bidirectional checking of bi-citations and recommendations on identified included items. Items 

were also added manually (see Fig. 3) by finding them through ResearchGate or social media throughout 

 
12 https://osf.io/y2afk/?view_only=5dc18e0e4b3846bb9a4d9697c892485e  
13 https://osf.io/y2afk/?view_only=5dc18e0e4b3846bb9a4d9697c892485e  
14 https://osf.io/y2afk/?view_only=5dc18e0e4b3846bb9a4d9697c892485e  

https://osf.io/y2afk/?view_only=5dc18e0e4b3846bb9a4d9697c892485e
https://osf.io/y2afk/?view_only=5dc18e0e4b3846bb9a4d9697c892485e
https://osf.io/y2afk/?view_only=5dc18e0e4b3846bb9a4d9697c892485e


 

8 

the reviewing process until July 2023. Additional searches were conducted in Google Scholar for the terms 

“artificial intelligence” AND “systematic review” AND “education”, with the first 50 returned result pages 

(500 items) searched for pertinent literature.  

Search string 

A search string was developed (see Fig. 2) based on the search strings from the two previous reviews 

(Buntins et al., In peer review; Zawacki-Richter et al., 2019), focusing on forms of AI, formal teaching and 

learning settings, and variations of evidence synthesis. Whilst some tertiary reviews focus on one form of 

secondary research (e.g., meta-analyses; Higgins et al., 2012), it was decided to include any form of 

evidence synthesis as the goal of this review was to map the field, irrespective of the secondary research 

approach used. 

AI “artificial intelligence” OR “machine intelligence” OR “intelligent support” OR 

“intelligent virtual reality” OR “chat bot*” OR “machine learning” OR 

“automated tutor” OR “personal tutor*” OR “intelligent agent*” OR “expert 

system” OR “neural network” OR “natural language processing” OR “intelligent 

tutor*” OR “adaptive learning system*” OR “adaptive educational system*” OR 

“adaptive testing” OR “decision trees” OR “clustering” OR “logistic regression” 

OR “adaptive system*” 

AND  

Education sector “higher education” OR college* OR undergrad* OR graduate OR postgrad* OR 

“K-12” OR kindergarten* OR “corporate training*” OR “professional training*” 

OR “primary school*” OR “middle school*” OR “high school*” OR “elementary 

school*” OR “vocational education” OR “adult education” OR “workplace 

learning” OR “corporate academy” 

AND  

evidence synthesis “systematic review” OR “scoping review” OR “narrative review” OR “meta-

analysis” OR “evidence synthesis” OR “meta-review” OR “evidence map” OR 

“rapid review” OR “umbrella review” OR “qualitative synthesis” OR 

“configurative review” OR “aggregative review” OR “thematic synthesis” OR 

“framework synthesis” OR “mapping review” OR “meta-synthesis” OR 

“qualitative evidence synthesis” OR “critical review” OR “integrative review” 

OR “integrative synthesis” OR “narrative summary” OR “state of the art review” 

OR “rapid evidence assessment” OR “qualitative research synthesis” OR 

“qualitative meta-summary” OR “meta-ethnography” OR “meta-narrative 

review” OR “mixed methods synthesis” OR “scoping study” OR “systematic 

map” 

Figure 2. Tertiary review search string 

Inclusion/exclusion criteria and screening 

The search strategy yielded 5,609 items (see Fig. 3), which were exported as .ris or .txt files and imported 

into the evidence synthesis software EPPI Reviewer (Thomas et al., 2023). Following the automatic 

removal of 449 duplicates within the software, 5,160 items remained to be screened on title and abstract, 

applying the inclusion and exclusion criteria (see Table 1). Studies were included if they were a form of 

secondary research on artificial intelligence applications within formal education settings, with an explicit 

method section and had been published after January 2018. Owing to time and the project scope, studies 

were only included if they had been published in the English language, and were either a peer-reviewed 

journal article, book chapter or conference paper. Although reviews have already started being published 

on the topic of generative AI, and ChatGPT in particular (e.g., İpek et al., 2023; Lo, 2023), the decision 

was made to exclude these from this sample, as these AI developments arguably represent the next stage of 

AI evolution in teaching and learning (Bozkurt & Sharma, 2023; Wu et al., 2023). 
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Figure 3. Meta review PRISMA diagram 

Table 2. Inclusion and exclusion criteria 

Inclusion Criteria Exclusion Criteria 

Published Jan 2018 to 18 July 2023 Published before Jan 2018  

Applications of AI in education Not about artificial intelligence 

Formal teaching and learning setting Informal learning/not formally recognised 

Journal articles or conference papers Editorials, book chapters, meeting abstracts, 

workshop papers, posters, book reviews, 

dissertations 

Secondary research with a method section Primary research or literature review with no 

formal method section 

English language Not in English 

  

To ensure inter-rater reliability between members of the research team, following lengthy discussion and 

agreement on the inclusion and exclusion criteria by all authors, two members of the team (MB and PP) 

double screened the first 100 items, resulting in almost perfect agreement (Cohen’s k=0.89) (McHugh, 

2012). After the two disagreements were reconciled, the remaining 5,060 items were screened on title and 

abstract by the same authors, resulting in 4,711 items excluded. To continue ensuring inter-rater reliability 

at the screening on full text stage of 545 studies, three rounds of comparison coding were conducted (50, 

30 and 30 items). The same two members of the team (MB and PP) responsible for screening the remaining 

items, again achieved almost perfect agreement (Cohen’s k=0.85) (McHugh, 2012), with 307 evidence 

syntheses identified across all education levels for data extraction and synthesis. The reviews that only 

focus on higher education (or also continuing education) were then identified (n = 66) and will be the sole 
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focus of the synthesis in this article. It should be noted that a further 32 reviews were identified that include 

a focus on higher education in some way (see OSF15), i.e., the results are combined with other study levels 

such as K-12, but it was decided not to include them in this article, to ensure that all results pertain to higher 

education.  

Data extraction 

The data extracted for this tertiary review were slightly modified from those used by Buntins et al. (In peer 

review) and Zawacki-Richter et al. (2019), and included publication and authorship information (e.g. 

publication type and name, number of authors, author affiliation), review type (as self-declared by the 

authors and informed by the typology by Sutton et al., 2019), review focus (e.g. AIEd in general or specific 

type of AI as per Zawacki-Richter et al.’s, 2019 typology), specific educational and participant context (e.g. 

undergraduates, Health & Welfare), methodological characteristics (e.g. databases used and number of 

included studies), key findings and research gaps identified (see OSF16 for the full coding scheme). All data 

were extracted manually and input into EPPI Reviewer (Thomas et al., 2023), including author affiliations 

and countries, owing to issues identified in EdTech research with missing metadata in the Web of Science 

(Bond, 2018). Where the author information was not directly provided on either the PDF or the journal 

website, the code ‘Not mentioned’ was assigned. An initial five studies were coded by all authors, to ensure 

agreement on the coding scheme, although the key findings and research gaps were coded inductively.  

To answer sub-question 1f about the quality of AIHEd secondary research, the decision was made to use 

the Database of Abstracts and Reviews of Effects (DARE) tool (Centre for Reviews and Dissemination, 

1995), which has been used in previous tertiary reviews (e.g., Kitchenham et al., 2009; Tran et al., 2021). 

Although the authors acknowledge the AMSTAR 2 tool as an effective quality assessment tool for 

systematic reviews (Shea et al., 2017), the present review includes any kind of evidence synthesis, as long 

as it has a method section. Therefore, the decision was made to use a combination of four DARE criteria 

(indicated by D; as used by Lai & Bower, 2020), alongside items from the AMSTAR 2 tool, and further 

bespoke criteria, as developed by Buntins et al. (In peer review):  

1. Are there any research questions, aims or objectives? (AMSTAR 2) 

2. Were inclusion/exclusion criteria reported in the review and are they appropriate? (D) 

3. Are the publication years included defined? 

4. Was the search adequately conducted and likely to have covered all relevant studies? (D) 

5. Was the search string provided in full? (AMSTAR 2) 

6. Do they report inter-rater reliability? (AMSTAR 2) 

7. Was the data extraction coding scheme provided? 

8. Was a quality assessment undertaken? (D) 

9. Are sufficient details provided about the individual included studies? (D) 

10. Is there a reflection on review limitations? 

The questions were scored as per the adapted method used by Kitchenham et al. (2009, p. 9) and Tran et al. 

(2021, Figure S1). The scoring procedure was Yes = 1, Partly = 0.5 and No = 0 (see Fig. 3). However, it 

should be noted that certain types of evidence synthesis do not always need to include a quality assessment 

(e.g., scoping, traditional literature, and mapping reviews, see Sutton et al., 2019) and so these were coded 

as ‘not applicable’ (N/A) in the coding scheme and scored 1. It should also be noted that the quality appraisal 

was also not used to eliminate studies from the corpus in this case, but rather to answer one of the sub 

research questions. Due to this, a quality indicator was used in the inclusion/exclusion criteria instead, 

namely if a review did not have an identifiable method section it would be excluded, as it was reasoned that 

 
15 https://osf.io/y2afk/?view_only=5dc18e0e4b3846bb9a4d9697c892485e  
16 https://osf.io/y2afk/?view_only=5dc18e0e4b3846bb9a4d9697c892485e  

https://osf.io/y2afk/?view_only=5dc18e0e4b3846bb9a4d9697c892485e
https://osf.io/y2afk/?view_only=5dc18e0e4b3846bb9a4d9697c892485e
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these were not attempting to be systematic at all. An overall score was determined out of 10 and items 

determined as critically low (0-2.5), low (3-4.5), medium (5-7), high (7.5-8.5) or excellent (9 – 10) quality; 

a similar approach used by other reviews (e.g., Urdaneta-Ponte et al., 2021). 

Criterion Score Interpretation 

RQs Yes RQs, aims or objectives are explicitly and clearly defined. 

 Partly Some mention of objectives or aims are alluded to. 

 No No RQs, aims or objectives are identifiable. 

Inclusion/exclusion Yes The criteria used are explicitly defined in the paper. 

 Partly The criteria are implicit. 

 No The criteria are not defined and cannot be readily inferred. 

Publication years Yes The publication years are clearly stated, e.g. 2010-2020. 

 Partly The publication years state from a year OR until a year. 

 No The publication years are not defined at all. 

Search coverage Yes 4 or more digital libraries searched and included additional search 

strategies (e.g. snowballing) OR identified and referenced all 

pertinent journals. 

 Partly 3 or 4 digital libraries searched with no extra search strategies OR 

searched a defined but restricted set of journals and conference 

proceedings. 

 No 2 digital libraries searched or an extremely restricted set of journals. 

Search string Yes The search string was reported in full and is replicable. 

 Partly Examples of keywords only were given. 

 No The search terms were not provided in any form. 

Inter-rater reliability Yes An inter-rater reliability value is reported (e.g. Cohen’s kappa). 

 Partly Mention is made of how disagreements were reconciled. 

 No No inter-rater reliability is mentioned. 

Data extraction Yes The full coding scheme was provided. 

 Partly Examples are provided, but not the full list. 

 No The coding scheme was not provided at all. 

Quality assessment Yes Explicitly defined quality criteria extracted for each study. 

 Partly The research question involved quality issues that are addressed by 

the study. 

 No No explicit quality assessment of individual papers has been 

attempted. 

Study description Yes Information is presented about each paper. 

 Partly Only summary information is presented about individual papers. 

 No The results for individual studies are not specified. 

Review limitations Yes Yes, there is a specific identifiable limitations section. 

 Partly There is some mention of limitations. 

 No There is no limitations section or reflection on limitations 

Figure 3. Quality assessment criteria 

To answer sub-questions 1g and 1h, the evidence syntheses in the corpus were coded using Zawacki-Richter 

et al.’s (2019) typology of Profiling and Prediction, Assessment and Evaluation, Adaptive Systems and 

Personalisation, and Intelligent Tutoring Systems as a starting point. Studies were coded as ‘General AIEd’ 

if they claimed to be searching for any applications of AI in education (e.g., Chu et al., 2022). It should also 

be noted that, whilst reviews might have said they were focused on ‘General AIEd’ and were therefore 

coded as such under ‘Focus of AI review’, their findings might have focused specifically on ‘Assessment 
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and Evaluation’ and ‘Intelligent Tutoring Systems’, which were then coded as such under ‘AI Topics and 

Key Findings’. For example, Alkhalil et al.’s (2021) mapping review of big data analytics in higher 

education was coded as ‘Profiling and Prediction’ and ‘Adaptive Systems and Personalisation’ under ‘Focus 

of AI review’, but they also discussed the use of big data in evaluating teachers and learning material to aid 

quality assurance processes, which meant that their results were also coded under ‘Assessment and 

Evaluation’ in the ‘AI Topics and Key Findings’ section of the data extraction coding tool. 

Data synthesis and interactive evidence & gap map development 

A narrative synthesis of the data was undertaken (Petticrew & Roberts, 2006), including a tabulation of the 

included studies (see Appendix A), to provide an overview of the AIHEd field. Further tables are provided 

throughout the text, or included as appendices, accompanied by narrative descriptions. To provide further 

visual overviews, and to provide publicly accessible resources to the field beyond that which this article 

can provide, interactive evidence and gap maps were produced for each research question, using the EPPI 

Mapper application (Digital Solution Foundry & EPPI Centre, 2023). To do this, a JSON report of all 

included studies and associated coding were exported from EPPI Reviewer (Thomas et al., 2023) and 

imported into the EPPI Mapper application, where display options were chosen. The HTML files were then 

uploaded to the project page and are available to access and download17. An openly accessible web database 

of the included studies is also available18, which allows users to view the data in an interactive way through 

crosstabulation and frequency charts, with direct links to included studies, as well as to save and export the 

data. This was created using the EPPI Visualiser app, which is located within EPPI Reviewer19. 

Limitations 

Whilst every attempt was made to conduct this meta review as rigorously and transparently as possible, 

there are some limitations that should be acknowledged. Firstly, the protocol was not pre-registered within 

an official systematic review repository, such as Prospero20, as this is not a medical study and is a review 

of reviews. However, all search information is openly accessible on the OSF21 and in the future, the authors 

will make use of an organisation such as the International Database of Education Systematic Reviews22, 

which is now accepting protocols from any education discipline. Only the first 500 records in Google 

Scholar were considered, as opposed to the 1000 records recommended by Haddaway et al. (2015), 

although OpenAlex was also used to supplement this. Further individual academic journals could also have 

been manually searched, such as Computers & Education: Artificial Intelligence, as well as literature 

published in languages other than English, to reduce language bias (Stern & Kleijnen, 2020). Furthermore, 

the quality assessment tool that was developed is not perfect, and it could be argued that the distance 

between yes, no, and partly cannot be assumed to be equal. However, the two tools are widely used, and 

this approach has been used in the field previously (e.g., Kitchenham et al., 2009; Tran et al., 2021). 

Choosing not to include reviews synthesising research on generative AI is certainly a limitation, however 

given that primary and secondary research on the topic are currently only at a nascent stage, it would be 

preferable to see the field develop somewhat first, so that effective insights can be drawn. 

 
17 https://eppi.ioe.ac.uk/cms/Default.aspx?tabid=3917 
18 https://eppi.ioe.ac.uk/eppi-vis/login/open?webdbid=322  
19 For more information about EPPI Mapper and creating interactive evidence gap maps, as well as using EPPI Visualiser, see 

https://eppi.ioe.ac.uk/cms/Default.aspx?tabid=3790  
20 https://www.crd.york.ac.uk/PROSPERO/ 
21 https://osf.io/y2afk/?view_only=5dc18e0e4b3846bb9a4d9697c892485e  
22 https://idesr.org/ 

https://eppi.ioe.ac.uk/cms/Default.aspx?tabid=3917
https://eppi.ioe.ac.uk/eppi-vis/login/open?webdbid=322
https://eppi.ioe.ac.uk/cms/Default.aspx?tabid=3790
https://www.crd.york.ac.uk/PROSPERO/
https://osf.io/y2afk/?view_only=5dc18e0e4b3846bb9a4d9697c892485e
https://idesr.org/
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Findings 

General publication characteristics 

Of the 66 evidence syntheses solely focused on AIEd in higher education (AIHEd) identified, the majority 

were published as journal articles (81.8%, n = 54), as opposed to conference papers (n = 12), but only 57.6% 

are available open access23. Although there has been an exponential growth in the interest in AIEd (Chen 

et al., 2022; OECD, 2023), there was a slight reduction in the number published in 2020 before rising again 

(see Fig. 5)24. This is likely due to the impact of the COVID-19 pandemic, and it is interesting to note that 

12 had already been published in 2023 up to mid-July.  

 

 
 

Figure 5. Number of higher education evidence syntheses published by year 

Although many reviews synthesised research across multiple settings, there were a small number that 

focused on AIHEd in specific disciplines or with particular groups of participants, for example Health & 

Welfare (n = 14), STEM (n = 4), online or blended learning (n = 5), foreign language learning (n = 2), pre-

service teachers (Salas-Pilco et al., 2022), students with disabilities (Fichten et al., 2021), and undergraduate 

students (Lee et al., 2021). Six evidence syntheses had a specific geographical focus, with three centred on 

research conducted within specific countries: India (Algabri et al., 2021; Bhattacharjee, 2019) and Saudi 

Arabia (Alotaibi & Alshehri, 2023). The other three focused on research from within the regions of Africa 

(Gudyanga, 2023; Maphosa & Maphosa, 2020) and Latin America (Salas-Pilco & Yang, 2022). 

 

What kinds of evidence syntheses are being conducted in AIHEd? 

There were eight different types of evidence syntheses conducted in AIHEd (see Appendix B), as identified 

by their authors. Systematic literature reviews were by far the most popular type, accounting for two thirds 

of the corpus (66.7%, n = 44), followed by scoping reviews (12.1%, n = 8). There were two reviews where 

authors conducted both a systematic review and a meta-analysis (Fahd et al., 2022; Fontaine et al., 2019), 

 
23 See Appendix A for a tabulated list of included study characteristics and https://eppi.ioe.ac.uk/eppi-vis/login/open?webdbid=322 for the 

interactive web database. 
24 It should be noted that Cardona et al. (2023) was originally published in 2020 but has since been indexed in a 2023 journal issue. Their review 

has been kept as 2020. 

https://eppi.ioe.ac.uk/eppi-vis/login/open?webdbid=322
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and two reviews where authors identified their work as a mapping review and a systematic review (del 

Gobbo et al., 2023; Zhong, 2022). 

 

In which conferences and academic journals are AIHEd evidence syntheses published? 

AIHEd evidence syntheses were published in 42 unique academic journals and 11 different conference 

proceedings (see Appendix C). The top conference was the International Conference on Human-Computer 

Interaction (n = 2), with all other conferences publishing one paper each. The top seven journals were 

Education and Information Technologies (n = 4), International Journal of Educational Technology in 

Higher Education (n = 4), Education Sciences (n = 3), Interactive Learning Environments (n = 2), 

Technology, Knowledge and Learning (n = 2), Sustainability (n = 2), and JMIR Medical Education (n = 2). 

All of these journals have published systematic reviews (see Appendix D), although other types have been 

published as well, with the exception of Technology, Knowledge and Learning and Sustainability.  

 

What are AIHEd evidence synthesis authors’ institutional and disciplinary affiliations? 

The AIHEd evidence syntheses in this corpus were written by authors from 110 unique institutions, with 

the top seven most productive institutions located in five different continents (see Appendix E). The most 

productive institution in each continent were the University of Toronto (North America, n = 5), The 

Independent Institute of Education (Africa, n = 3), Central China Normal University and Fu Jen Catholic 

University (Asia, n = 2 each), Sultan Qaboos University (Middle East, n = 2), and the University of 

Newcastle (Oceania, n = 2). The European and the South and Central American institutions all had one 

publication each. 

 

Although Crompton & Burke (2023) have reported a rise in the number of Education affiliated authors in 

AIEd primary research, more than half of evidence synthesis in this corpus have been published by first 

authors from STEM affiliated backgrounds (56.1%), with Computer Science & IT (30.3%, n = 20) authors 

the most prolific (see Appendix F). Education affiliated authors do still represent 25.8%, which is 

encouraging, and six publications did not mention the disciplinary affiliation of their authors. Researchers 

from Education and Computer Science & IT have published more of a range of evidence synthesis than the 

other disciplines, although still with a heavy skew towards systematic reviews (71% and 75% respectively). 

Another interesting finding is that Health, Medical & Physical Education researchers have published twice 

as many scoping reviews (n = 7) as they have systematic reviews (n = 3) in this corpus, which may perhaps 

be due to the longer history of evidence synthesis in that discipline (Sutton et al., 2019). 

 

What is the geographical distribution of AIHEd evidence synthesis authorship? 

The authorship of AIHEd secondary research has been quite evenly spread between authors from North 

America (27.3%), Europe (24.2%) and Asia (22.7%), followed by the Middle East (13.6%; see Appendix 

G). In line with previous EdTech research (e.g., Bond et al., 2019), there was far less representation from 

South and Central America (4.5%). Authorship was spread across 32 different countries (see Appendix I), 

with arguably less dominance by the United States than two other recent EdTech tertiary reviews (Buntins 

et al., In peer review; Zawacki-Richter, 2023) have found. Whilst it was the most productive country (see 

Table 3), the United States was closely followed by Canada and Australia. Furthermore, all continents aside 

from South and Central America are represented in the top nine most productive countries. 
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Table 3. Top nine most productive countries 

Rank Country Count Percentage 

1 United States 11 16.7% 

2 Canada 9 13.6% 

3 Australia 7 10.6% 

4 South Africa 6 9.1% 

5 China 5 7.6% 

6 Saudi Arabia 4 6.1% 

= Spain 4 6.1% 

7 Germany 3 4.5% 

= India 3 4.5% 

 

When the geographical distribution is viewed by evidence synthesis type (see Appendix H), researchers in 

Africa, North America, Oceania, the Middle East, and Europe have used a wider range of secondary 

research approaches, although European and Oceanian authors have heavily favoured systematic reviews 

(75%).  

 

How collaborative is AIHEd evidence synthesis? 

AIHEd evidence synthesis is almost always published collaboratively (89.4%, n = 59), particularly in teams 

of two, three or four researchers (see Appendix I), with 21 authors of a scoping review the largest number 

in one publication (Charow et al., 2021). African and Middle Eastern researchers have published more as 

single authors (29% and 22% of publications from those regions). Co-authorship, however, tends to occur 

in domestic collaborations (71.2%), with only 18.2% of publications internationally co-authored. Rates of 

domestic co-authorship are particularly high in Oceania (75%) and Europe (69%). The highest rate of 

international research collaboration is found in South & Central America and the Middle East (33% of cases 

respectively). Bibliometric reviews (50%), integrative reviews (50%) and meta-analyses (33%) have the 

highest rates of international co-authorship, although these are also some of the lowest numbers of evidence 

synthesis produced. Interestingly, systematic reviews are almost exclusively undertaken by researchers 

located within the same country (70.5%), with all eight scoping reviews published by domestic research 

collaborations. 

 

What technology is being used to conduct AIHEd evidence synthesis? 

51.5% of reviews (n = 34) did not report using any kind of digital evidence synthesis tool in their article to 

conduct their review (see Appendix J) and of those that did, only 12.1% (n = 8) reported using some kind 

of evidence synthesis software, which have integrated machine learning functionality (e.g., deduplication, 

priority screening, snowball searching) to assist in making the review process more transparent and 

efficient. The most popular of these were EPPI Reviewer (n = 3)25 and Covidence (n = 3)26. AIHEd 

secondary researchers have mostly used spreadsheets (16.7%) and reference management software (16.7%) 

to manage their reviews, with authors of critical reviews, literature reviews and systematic reviews the least 

likely to report whether a tool was used at all.  

 

 
25 https://eppi.ioe.ac.uk/cms/Default.aspx?alias=eppi.ioe.ac.uk/cms/er4& 
26 https://www.covidence.org/ 

https://eppi.ioe.ac.uk/cms/Default.aspx?alias=eppi.ioe.ac.uk/cms/er4&
https://www.covidence.org/
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AIHEd evidence synthesis quality 

The AIHEd reviews in the corpus were assessed against 10 quality assessment criteria (see Table 4), based 

on the DARE (Centre for Reviews and Dissemination, 1995; Kitchenham et al., 2009) and AMSTAR 2 

(Shea et al., 2017) tools, as well as the method by Buntins et al. (In peer review). Almost all studies provided 

explicit information about their research questions, aims or objectives (92.4%), the inclusion/exclusion 

criteria (77.3%) and the publication years of literature included in the review (87.9%). Whilst 68.2% of 

reviews provided the exact search string used, there were still 25.8% (n = 17) that only provided some of 

the words used to find the included studies. The most concerning findings were that 31.8% of studies only 

searched in one or two databases, 51.5% did not report anything about inter-rater reliability or how 

screening and coding decisions were decided between review teams, only 24.2% provided their exact data 

extraction coding scheme, 45.5% did not undertake any form of quality assessment, and 34.8% did not 

reflect at all upon the limitations of their review. 

 

Table 4. Quality assessment for AIHEd corpus (n = 66) 

Criteria Yes Partly No N/A 

Are there any research questions, aims or objectives? 92.4% 6.1% 1.5%  

Were inclusion/exclusion criteria provided in the method section? 77.3% 19.7% 3.0%  

Are the publication years included defined in the title, abstract or 

method section? 
87.9% 7.6% 4.5% 

 

Was the search adequately conducted and likely to have covered all 

relevant studies? 
51.5% 16.7% 31.8% 

 

Was the search string reported in full? 68.2% 25.8% 6.1%  

Do they report inter-rater reliability? 22.7% 21.2% 51.5% 4.5%27 

Is the data extraction coding schema provided? 24.2% 45.5% 30.3%  

Is some form of quality assessment applied? 15.2% 13.6% 45.5% 25.8%28 

Are sufficient details provided about the individual included studies? 28.8% 42.4% 21.2% 7.6%29 

Is there a reflection on review limitations? 40.9% 24.2% 34.8%  

 

The reviews were given an overall quality assessment score out of 10 (see Fig. 6), averaging 6.57 across 

the corpus. Looking at the quality over time (see Appendix K), it is encouraging to see that the percentage 

of ‘critically low’ and ‘low quality’ studies being conducted appears to be reducing. Meta-analyses and 

scoping reviews were predominantly coded as ‘high quality’ or ‘excellent quality’, with far more variability 

in the quality of systematic reviews. Conference papers were lower quality than journal articles, with only 

8% of conference papers receiving a ‘high quality’ rating and none receiving ‘excellent quality’. This may, 

however, be partially owing to the limitations on word count that conference proceedings impose. For 

example, the most prolific conference in this corpus, the Human Computer Interaction Conference30, 

accepts paper submissions of up to 20 pages including references. Given the often-lengthy reference list 

required by an evidence synthesis paper, this restricts the depth of information that can be provided. 

 

To gain greater insight into methodological quality, each review was coded on whether a specific method 

or approach was followed (see Appendix K). Although 18.2% (n = 12) of publications did not provide a 

reference to a specific approach followed, including some that said they followed the PRISMA guidelines 

(e.g., Page et al., 2021) but did not cite them, 29 different publications were referenced. Of these, the 

 
27 Bibliometric analyses 
28 Bibliometric analyses, literature reviews, integrative reviews, scoping reviews, mapping reviews 
29 Bibliometric analyses 
30 https://2024.hci.international/papers 

https://2024.hci.international/papers
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original (Liberati et al., 2009; Moher et al., 2009) and the updated PRISMA guidelines (Moher et al., 2015; 

Page et al., 2021) were referenced as a primary approach by 33.3% (n = 22), not including the scoping 

review PRISMA-S guidelines (Tricco et al., 2018) in a further four. However, authors from an Education 

disciplinary background were slightly more likely to use PRISMA than those from Computer Science, who 

preferred to follow the guidance of Kitchenham and colleagues (Kitchenham, 2004; Kitchenham & 

Charters, 2007; Kitchenham et al., 2009; Kitchenham et al., 2010). 

 

 
Figure 6. Overall quality assessment 

 

AIEd applications in higher education 

The reviews were categorised using Zawacki-Richter et al.’s (2019) classification (profiling and prediction; 

intelligent tutoring systems; adaptive systems and personalisation; assessment and evaluation; see Fig. 1), 

depending upon their purported focus within the title, abstract, keywords or search terms, with any reviews 

not specifying a particular focus categorised as ‘General AIEd’ (see Table 5). Most of the reviews (47%, n 

= 31) fell under the latter category and explored a range of AI applications. This was followed by reviews 

focusing on profiling and prediction (e.g., Abu Saa et al., 2019) and adaptive systems and personalisation 

(e.g., Fontaine et al., 2019). Reviews focused specifically on assessment and evaluation (e.g., Banihashem 

et al., 2022) and intelligent tutoring systems (e.g., Crow et al., 2018) were rare.  

 

Table 5. AI applications as the primary focus across reviews (n = 66) 

Review focus n % 

General AIEd 31 47.0% 

Profiling and Prediction 19 28.8% 

Adaptive Systems and Personalisation 18 27.3% 

Assessment and Evaluation 3 4.5% 

Intelligent Tutoring Systems 1 1.5% 
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Key findings in AIEd higher education evidence synthesis 

The student life-cycle (Reid, 1995) was used as a framework to identify AI applications at the micro level 

of teaching and learning (e.g., tutoring, assessment), as well as at the institutional and administrative level 

(e.g., admissions, graduation). Almost all the reviews included research focused on academic support 

services at the teaching and learning level (n = 64, 97.0%)31, with only 39.3% (n = 26) specifically locating 

research relating to institutional and administrative services, all of which also included research at the micro 

level. A lower level of focus on administration was also found by Crompton & Burke (2023), where only 

11% of higher education research focused on managers, despite AI being useful for personalising the 

university experience for students in regards to admissions, examinations and library services (Algabri et 

al., 2021; Zawacki-Richter et al., 2019), exploring trends across large datasets (Zhang et al., 2023), and for 

quality assurance (Kirubarajan et al., 2022; Manhiça et al., 2022; Rabelo et al., 2023).  

 

The key findings of the reviews were also classified into the four main thematic AI application areas (see 

Table 6). More than half of the reviews (54.5%) discussed applications related to adaptive systems and 

personalisation, closely followed by profiling and prediction (48.5%). The key findings will now be 

synthesised, according to the four application topics (see Fig. 1). 

 

Table 6. Number of AI applications in key findings across studies (n = 66), multiple mentions possible 

AI applications n % 

Adaptive Systems and Personalisation  36 54.5% 

Profiling and Prediction 32 48.5% 

Assessment and Evaluation 26 39.4% 

Intelligent Tutoring Systems 14 21.2% 

 

Adaptive Systems and Personalisation  

All the reviews on adaptive systems (n = 36) are situated at the teaching and learning level, with only 12 

reviews (33.3%) reporting findings for the administrative and institutional level. The 36 reviews were then 

further classified into six subcategories: chatbots/virtual assistants (n = 20), providing personalised content 

(n = 14), facial recognition/mood detection (n = 9), recommender systems/course scheduling (n = 5), and 

robots (n = 3). Li et al.’s (2021) review also focused on the challenges currently faced by adaptive learning 

research, which were classed into technical and privacy issues. They found that research is still at a nascent 

stage, with a gap between theory and practice, and that further interdisciplinary approaches are needed, 

alongside the collection and sharing of massive data that adheres to privacy considerations. Andersen et 

al.’s (2022) scoping review of adaptive learning in nursing education suggests that further attention also 

needs to be paid to learning design, alongside further qualitative research. 

Chatbots/virtual assistants 

Chatbots were referred to in various ways throughout the literature, including as virtual assistants, virtual 

agents, intelligent helpers, voice assistants, conversational agents, and intelligent helpers (Chaka, 2023; 

 
31 Two bibliometric studies (Gudyanga, 2023; Hinojo-Lucena et al., 2019) focused on trends in AI research (countries, journals etc) and did not 

specify particular applications.  
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Crompton & Burke, 2023). Virtual patient apps have become increasingly used within nursing, dental and 

medical contexts (Buchanan et al., 2021; Frangoudes et al., 2021; Harmon et al., 2021; Saghiri et al., 2022; 

Zhang et al., 2023), with Hwang et al.’s (2022) review of 112 AI-supported nursing education articles 

finding that intelligent agents were the most used AI system (53% of studies). Research measured the 

effectiveness of chatbots on student learning outcomes, critical thinking, empathy, communication skills 

and satisfaction (Chaka, 2023; Frangoudes et al., 2021), with a review of English as a foreign language 

literature (Klímová & Ibna Seraj, 2023) finding chatbots having a particularly positive influence on 

developing speaking skills (intonation, stress, and fluency), possibly in part due to feelings of reduced 

anxiety (Zhai & Wibowo, 2023). Virtual assistants can be particularly useful to enhance accessibility for 

visually and hearing-impaired students, through automatic speech recognition, text to speech and sign 

language interpretation (Fichten et al., 2021), as well as to help detect anxiety and depressive symptoms in 

students (Salas-Pilco & Yang, 2022). There is potential to use chatbots in a more institution-wide role, for 

example to collate opinions about teaching and the institution (Sourani, 2019) or to scale mentoring of 

students who are on field placements (Salas-Pilco et al., 2022), and one review found that students prefer 

chatbots to other communication methods (Hamam, 2021). Further development is suggested on the 

evaluation of chatbots, such as their effectiveness on affective and social aspects of learning (Algabri et al., 

2021; Frangoudes et al., 2021). 

Providing personalised content 

The use of personalised learning through adaptive systems was identified in 14 reviews, which particularly 

highlighted the benefits of customising learning to support students (e.g., Algabri, 2021), although Fontaine 

et al.’s (2019) meta-analysis of 21 Health & Welfare studies found that adaptive learning only had a 

statistically significant effect on learning skills, rather than on building factual knowledge. Fariani et al.’s 

(2022) review of 39 personalised learning studies found that personalised teaching materials were the most 

widely used (49%), followed by learning paths (29%), learning strategies (17%) and learning environments 

(5%), with 49% using machine learning algorithms and 51% measuring the impact of implementing 

personalisation on learning. Zhong’s (2022) review of 41 studies found that 54% used learning traits to 

structure learning content, with macro the most popular sequencing approach (24%). Further studies are 

needed to explore how personalisation impacts affective aspects such as motivation, engagement, and 

interest (Alamri, 2021; Fariani et al., 2022), with primary research needing to provide more explicit 

information about the algorithms and architecture used (Fontaine et al., 2019). 

Facial recognition/mood detection/neurophysiological 

Five studies (10%) in Kirubarajan et al.’s (2022) scoping review used motion tracking systems to assess 

kinematics while students operated. Face tracker software has been used to manage student attendance 

(Salas-Pilco & Yang, 2022), determine whether students are accurately interpreting ECGs (Zhang et al., 

2023), and to analyse students’ emotions during clinical simulations, which can enable educators to tailor 

simulations to student needs more effectively (Buchanan et al., 2021).  Li et al. (2021) explored a large 

amount of adaptive learning literature and suggest that research providing real insight into understanding 

students’ psychological emotions and cognition is currently at a nascent stage. However, Darvishi et al. 

(2022) suggest that neuro measurements can help fill this gap by providing further insight into learner 

mental states and found that facial measurements had a higher adoption rate than EEGs, although cognitive 

constructs were measured in more EEG studies. 66% (n = 6) of the reviews reporting the use of 

neurophysiological AI, stressed the need for further ethical considerations when undertaking such research 
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in the future, including obtaining participant consent (Salas-Pilco & Yang, 2022), more transparent 

development of AI and clearer reporting of study design (Kirubarajan et al., 2022). Darvishi et al. (2022) 

suggested that propensity-score matching could be used in order to conduct quasi-experimental studies 

more ethically. 

Recommender systems/course scheduling 

Five reviews located studies on the use of recommender systems (RSs) in higher education, including 

Rabelo et al. (2023), who argue that administrators could make more use of RSs to help retention, including 

recommending subjects and courses. Banihashem et al. (2022)’s systematic review on the role of learning 

analytics to enhance feedback reported a few studies where systems had guided students and recommended 

course material, Zawacki-Richter et al. (2019) found three studies, including one suggesting pedagogical 

strategies for educators (see Cobos et al., 2013), and Manhiça et al. (2022) found two studies referring to 

RSs in their systematic review, although unfortunately further details were not provided, possibly owing to 

the conference paper size restraints. Providing much needed insight, Urdaneta-Ponte et al.'s (2021) 

systematic review focused solely on recommender systems in HE and included 98 studies. The most 

commonly used development techniques were collaborative filtering, followed by RSs that combine 

different techniques.  Most RSs suggested learning resources (37.76%) and courses (33.67%), with very 

few studies looking at RSs for other purposes. 78% of studies focused on students, and therefore future 

research could explore the perceptions of educators and other stakeholders. Urdaneta-Ponte et al. (2021) 

suggest that further investigation is needed of algorithms that are based on a semantic approach, as well as 

further development of hybrid systems. They also suggest that user information could be explored along 

with information from different sources, such as social media, to build more complete profiles, however 

this raises questions about the ethics of obtaining this kind of data. 

Robots 

Only three reviews mentioned the use of robots within higher education. In Chaka’s (2023) literature 

review, 38% (n = 10) of studies focused on the use of robotics, the majority of which explored how robots 

could be used to enhance the teaching and learning of undergraduate students, with one study exploring the 

use of a robot-assisted instructional package to help teach students with intellectual disabilities how to write 

messages (see Pennington et al., 2014). Five studies (18.5%) in Buchanan et al.’s (2021) nursing scoping 

review pertained to robots, with one study suggesting that there would be an increased presence of 

humanoid robots and cyborgs in the future to complement high-fidelity simulators. Maphosa & Maphosa 

(2021) called for further primary research on the development and application of intelligent robots, although 

Chaka (2023) pointed out that barriers to further HE implementation will need to be overcome, including 

challenges with infrastructure and technology, educator acceptance, and curricula being “robotics-

compliant” (p. 34). 

 

Profiling and Prediction 

All of the reviews pertaining to profiling and prediction included a focus on teaching and learning (n = 32), 

with just over half (n = 17, 53.1%) detailing examples of AI support at the administrative level. The 32 

reviews were further classified into six subcategories: dropout/retention (n = 25), academic 

achievement/learning outcomes (n = 24), admissions/timetabling (n = 6), career paths/placement (n = 4), 

student satisfaction (n = 3), and diagnostic prediction (n = 3). 
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Dropout/retention 

The use of AI to predict dropout and/or assist with student retention was mentioned as a focus in 25 reviews 

(37.9%). While implementing a system to detect students at risk of failing is seen as a popular goal (Liz-

Domínguez et al., 2019), and that AI's recommendation systems can predict student outcomes with high 

accuracy (Maphosa & Maphosa, 2021), there is limited evidence that dropout prediction models are being 

effectively used within institutions (McConvey et al., 2023). From a data utilisation perspective, Li et al. 

(2022) indicate that factors such as individual characteristics, family background, gender, age, and 

race/ethnicity play a significant role in influencing student motivation and persistence. Additionally, they 

report that a student's prior knowledge holds notable significance in determining dropout rates and 

performance (Cardona et al., 2023). McConvey et al. (2023) suggest that several research endeavours have 

successfully incorporated students' social media activity, financial data, interactions with learning 

management systems, and student survey responses in their predictive models. They further emphasise that 

demographic data and LMS activity are commonly used as predictors in this realm. In terms of algorithms, 

several reviews (e.g., Fahd et al., 2022; Hellas et al., 2018) report that classifiers are preferred over 

regression algorithms, especially for dropout and failure risks, as the outputs are categorical variables. In 

terms of broader implications and considerations, there is an emphasis on combining human assessment 

with machine learning for more nuanced decision-making (Manhiça et al., 2022) and that care should be 

taken when using protected attributes (like minority status or family income) in predictions, as they might 

amplify existing inequities in higher education (McConvey et al., 2023). 

Academic achievement/learning outcomes 

24 reviews reported findings associated with predicting academic performance, course selection, course 

completion, engagement, and academic success, including many reviews looking generally at AIHEd  

finding high numbers of studies focused on performance prediction to support learning outcomes (e.g., 

Ouyang et al., 2022; Sghir et al., 2022). Seven reviews purely focused on the use of AI to predict academic 

performance in HE (Abu Saa et al., 2019; Fahd et al., 2022; Ifenthaler & Yau, 2020; Zulkifli et al., 2019), 

with some reviews specialising in specific disciplines (STEM; Hellas et al., 2018; Moonsamy et al., 2021) 

and study levels (undergraduates; Alyahyan & Düştegör, 2020). The features commonly used for prediction 

can be categorised into demographic (age, gender, etc.), personality (self-efficacy, self-regulation, etc.), 

academic (previous performance, high school performance, etc.), behavioural (log data, engagement), and 

institutional (teaching approach, high school quality) (Abu Saa et al., 2019). Alyahyan & Düştegör (2020) 

report that prior-academic achievement, student demographics, e- learning activity and psychological 

attributes are the most common factors reported and that the top two factors (prior academic achievement 

and student demographics) were present in 69% of included literature. Hellas et al. (2018) discovered that 

the techniques used to predict academic outcomes can be categorised into several approaches: Classification 

(utilising supervised learning like Naive Bayes and Decision Trees), Clustering (which involves 

unsupervised learning and data partitioning), Statistical methods (such as correlation and regression), Data 

mining (for pinpointing features and trends), and other assorted techniques. The review highlighted that 

linear regression models are commonly used for predictive purposes. In contrast, classification methods 

often involve comparing different algorithms, resulting in a range of predictive outcomes. Future research 

should ensure that a detailed description is provided on what is being predicted, how and why (Hellas et 

al., 2018), could be deepened by more diverse study design, such as longitudinal and large-scale studies 

(Ifenthaler & Yau, 2020) with multiple data collection techniques (Abu Saa et al., 2019), in a more diverse 
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array of contexts (e.g., Fahd et al., 2022; Sghir et al., 2022), especially developing countries (e.g., Pinto et 

al., 2023). 

Admissions/timetabling 

The use of AI to assist with admissions, course booking behaviour, timetabling, and thesis allocation have 

seen significant advances in higher education, which was reported in six reviews (9.1%), although they 

only reported on a considerably small number of studies; for example, Zawacki-Richter et al. (2019) found 

seven studies (4.8%), Sghir et al. (2022) found three studies (4.1%), and Otoo-Arthur & van Zyl (2020) 

two studies (3.6%). Alam & Mohanty (2022) suggest that applications can be sorted with a 95% accuracy 

rate when using the support vector machine method. While the use of AI can potentially liberate 

administrative staff from routine tasks to handle more intricate cases (Zawacki-Richter et al., 2019), it also 

introduces bias, as the approaches have been shown to give prospective students from certain geographic 

locations an advantage in the college admissions process (Alam & Mohanty, 2022). The surge in data from 

learning management systems (LMS) and self-serve course registration has boosted research in these 

sectors, and algorithms targeting course selection, program admission, and pathway advising can have 

significant and sometimes restrictive effects on students (McConvey et al., 2023). It might restrict or overly 

influence student choices and inadvertently narrow down diverse learning paths and experiences. 

Career paths/placement 

Four reviews reported findings pertaining to the use of AI to assist with career paths and placements.  

Although McConvey et al. (2023) reported that 18% (n = 7) of the papers in their review were related to 

pathway advising, the number of studies researching this remains quite low, with Alkhalil et al. (2021) 

finding that managing large volumes of data was the main challenge when using AI to support student 

career pathways. Pinto et al. (2023) reported that some researchers have employed ML based approaches 

to predict the employability of college graduates to develop study plans that match the demands of the 

labour market. Salas-Pilco & Yang (2022) highlight that upon graduation, while students anticipate 

employability, many face challenges securing jobs. AI's role in predicting employability outcomes 

emphasises the necessity of offering guidance to graduates, ensuring quality in higher education, and 

understanding graduates' behavioural patterns to better support their career trajectories. 

Student satisfaction 

A small number of studies have explored using AI to predict student satisfaction, which was only mentioned 

in three reviews. Ouyang et al. (2022) highlighted a paper in their review (Hew et al., 2020), which analysed 

the course features of 249 randomly sampled MOOCs, and 6,393 students' perceptions were examined to 

understand what factors predicted student satisfaction. They found that the course instructor, content, 

assessment, and time schedule played significant roles in explaining student satisfaction levels. Pinto et al. 

(2023) highlighted findings from two studies; the first (Abdelkader et al., 2022) posited that feature 

selection (FS) increased the predictive accuracy of their ML model, allowing them to predict student 

satisfaction with online education with nearly perfect accuracy, and the second (Ho et al., 2021) investigated 

the most important predictors in determining the satisfaction of undergraduate students during the COVID-

19 pandemic using data from Moodle and Microsoft Teams, which was also included in Rangal-de Lázaro 

& Duart (2023)’s review. The results showed that random forest recursive feature elimination improved the 

predictive accuracy of all the ML models.  
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Diagnostic prediction 

Three reviews on AI applications in nursing and medical education (Buchanan et al., 2021; Hwang et al., 

2022; Lee et al., 2021) discussed the prevalence of research on AI for diagnosis/prognosis prediction. 

Whilst all three reviews reported increasing use, they particularly highlighted the implications that this has 

for higher education curricula, which was also echoed by other medical reviews in the corpus (e.g., Burney 

& Ahmad, 2022). Lee at al. (2021) stressed the need for an evidence-informed AI curriculum, with an 

emphasis on ethical and legal implications, biomedical knowledge, critical appraisal of AI systems, and 

working with electronic health records. They called for an evaluation of current AI curricula, including 

changes in student attitudes, AI knowledge and skills. Buchanan et al. (2021) suggest that ethical 

implications, digital literacy, predictive modelling, and machine learning should now be part of any nursing 

curriculum, which Charow et al. (2021), Grunhut et al. (2021), Harmon et al. (2021) and Sapci & Sapci 

(2020) argue should be designed and taught by multidisciplinary teams. Further collaboration between 

educators and AI developers would also be a way forward (Zhang et al., 2023). 

 

Assessment and Evaluation 

Three reviews focused specifically on assessment and evaluation, including plagiarism (Albluwi, 2019), 

online learning (Del Gobbo et al., 2023), and the role of learning analytics with feedback (Banihashem et 

al., 2022). The systematic review by Crompton & Burke (2023) found that assessment and evaluation was 

the most common use of AIHEd, and the algorithm most frequently applied in nursing education for 

assessment and evaluation in Hwang et al.’s (2022) systematic review was natural language parsing 

(18.75%). All of the reviews containing findings about assessment and evaluation (n = 26) pertain to 

teaching and learning research, with 10 (38.5%) reporting on the use of AI to assist evaluation at the 

administrative level. Here, AI has been used to evaluate student outcomes to determine admission decisions 

(Alam & Mohanty, 2022), to inform faculty and institutional quality assurance measures (Alkhalil et al., 

2021; Bearman et al., 2022; Crompton & Burke, 2023; Kirubarajan et al., 2022; Manhiça et al. 2022; Rabelo 

et al., 2023; Sghir et al., 2022; Zhang et al., 2023), and to analyse the impact of university accreditation on 

student test performance, as well as academic research performance and scientific productivity (Salas-Pilco 

& Yang, 2022). However, there remain many concerns about how institutions are storing and using teaching 

and learning data (see section below, Research Gaps), and therefore further data regulations and a greater 

emphasis on ethical considerations are needed (Bearman et al., 2022; Ullrich et al., 2022). 

 

The 26 Assessment and Evaluation reviews were further classified into six subcategories: the evaluation of 

student understanding, engagement, and academic integrity (n = 17), automated grading and online exams 

(n = 14), automated feedback (n = 10), evaluation of teaching (n = 5), evaluation of learning material (n = 

5), and the evaluation of universities (n = 2). 

Evaluation of student understanding, engagement, and academic integrity 

17 reviews (25.8%) included primary studies that evaluated AI’s impact on learning effectiveness and 

behaviour (Chu et al., 2022), engagement (Rabelo et al., 2023; Sghir et al., 2022), plagiarism (Albluwi, 

2019), reflections and higher order thinking (Crompton & Burke, 2023), often through LMS data (Manhiça 

et al. 2022), with a view to identifying students at risk and to enable earlier interventions (Banihashem et 

al., 2022). However, studies that provided explicit details about the actual impact of AI on student learning 

were rather rare in many of the reviews (e.g., two studies in Rangel-de Lázaro & Duart, 2023; three studies 

in Zawacki-Richter et al., 2019), and Hwang et al. (2022) found very few studies that explored AI’s effect 
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on cognition and affect in nursing education, with further research suggested to explore the acquisition of 

nursing knowledge and skills, such as the use of AI to evaluate handwashing techniques and to evaluate 

nursing student emotions during patient interaction, as reported by Buchanan et al. (2021). This area seems 

to be slightly more advanced in medical education research, as Kirubarajan et al. (2022) found 31 studies 

that used AI to evaluate the surgical performance of trainees, including suturing, knot tying and catheter 

insertion (see also Burney & Ahmad, 2022; Sapci & Sapci, 2020). Zhang et al. (2023) point out, however, 

that machine learning can only classify surgical trainees into novices and experts through operations on 

virtual surgical platforms, and therefore some students might be able to deceive the algorithms. Here 

Albluwi (2019) stresses the need for more emphasis on integrating academic integrity and AI ethics into 

the curriculum. 

Automated grading and online exams 

Automatic assessment was found to be the most common use of AIHEd in Crompton and Burke’s (2023) 

systematic review (18.8%, n = 26), which contrasts with small numbers found in other reviews, exploring 

the use of automated essay evaluation systems (AES; Ouyang et al., 2022) and remotely proctored exams 

(Pinto et al., 2023; Rangel-de Lázaro & Duart, 2023). AES use in the studies found by Zawacki-Richter et 

al. (2019) were mostly focused on undergraduate students and were used within a range of disciplines, as 

opposed to the heavy STEM focus reported by del Gobbo et al. (2023), who found the two most used 

approaches to be term frequency-inverse document frequency (TF-IDF) and Word Embeddings. Although 

automatic grading has been found to lessen teacher workload (e.g., Salas-Pilco et al., 2022), Alam and 

Mohanty (2022) suggest that using AES in small institutions would be challenging, owing to the large 

number of pre-scored exams required for calibration, and although automatic grading has been used for a 

wide range of tasks, from short answer tests to essays (Burney & Ahmad, 2022), they found that AES might 

not be appropriate for all forms of writing. 

Automated feedback 

Most of the 10 reviews (15.2%) identified only a small number of studies that evaluated the impact of 

automated feedback on students, including on academic writing achievement (Rangel-de Lázaro & Duart, 

2023; Zawacki-Richter et al., 2019), on reflection (Salas-Pilco et al., 2022), and on self-awareness (Ouyang 

et al., 2022). Two studies in the scoping review by Kirubarajan et al. (2022) reported two studies who used 

real-time feedback using AI for modelling during surgery. Manhiça et al. (2022) also found two studies 

exploring automated feedback, but unfortunately did not provide any further information about them, which 

gives further weight to the potential of more research need in this area. 

Evaluation of teaching 

Five reviews (7.6%) found a small number of studies where AI had been used to evaluate teaching 

effectiveness. This was done by using data mining algorithms to analyse student comments, course 

evaluations and syllabi (Kirubarajan et al., 2022; Salas-Pilco & Yang, 2022; Zawacki-Richter et al., 2019), 

with institutions now being able to identify low-quality feedback given by educators and to flag repeat 

offenders (Zhang et al., 2023). Rabelo et al. (2023) argue, however, that management should make more 

use of this ability to evaluate teaching quality. 
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Evaluation of learning material 

Five reviews (7.6%) mentioned the use of AI to evaluate learning materials, such as textbooks (Crompton 

& Burke, 2023), particularly done by measuring the amount of time students spend accessing and using 

them in the LMS (Alkhalil et al., 2021; Rabelo et al., 2023; Salas-Pilco et al., 2022). In Kirubarajan et al.’s 

(2022) scoping review on surgical education, nine studies used AI to improve surgical training materials 

by, for example, categorising surgical procedures. 

 

Intelligent Tutoring Systems (ITS) 

As with the adaptive systems and personalisation reviews, all of the ITS reviews included research at the 

teaching and learning milieu (n = 14), with only two reviews (14.3%) reporting a specific use of ITS at the 

administrative level. Alotaibi & Alshehri (2023) reported the use of intelligent academic advising, where 

students are provided with individualised guidance and educational planning, and Zawacki-Richter et al. 

(2019) reported examples of AI to support university career services, including an interactive intelligent 

tutor to assist new students (see Lodhi et al., 2018). Although there were more reviews classified under 

adaptive systems and personalisation that focused on the administrative level, previous reviews have 

commented on the lack of reporting of ITS use in higher education (e.g., Crompton & Burke, 2023), and 

therefore this perhaps represents an area for future exploration. One review (Crow et al., 2018) focused 

solely on the role of ITS in programming education, and found that no standard combination of features 

had been used, and suggested that future research could evaluate individual features or compare the 

implementation of different systems. 

 

The 14 ITS reviews were further classified into six subcategories; diagnosing strengths/providing 

automated feedback (n = 8), teaching course content (n = 8), student ITS acceptance (n = 4), curating 

learning materials (n = 3), facilitating collaboration between learners (n = 2), and academic advising (n = 

2; mentioned above).  

Diagnosing strengths/providing automated feedback 

Eight reviews (12.1%) reported on findings of ITS diagnosing strengths and gaps, suggesting learning paths 

and providing automated feedback (Salas-Pilco & Yang, 2022), which can help reduce educator workload 

(Alam & Mohanty, 2022) and ensure that students receive timely information about their learning 

(Crompton & Burke, 2023). ITS were the second most researched AI application (20%, n = 10) in Chu et 

al.’s (2022) systematic review of the top 50 most cited AIHEd articles in the Web of Science, with the 

greatest focus being on students’ learning behaviour and affect. Rangal-de Lázaro and Duart (2023) 

reported that this was also the focus in three studies in the fields of Business and Medicine.  

Teaching course content 

Eight reviews (12.1%) also mentioned the role of ITS in teaching course content. Most prevalent was the 

use of ITS in the medical and scientific fields, for example, as virtual patient simulators or case studies to 

nursing, medical or dental students and staff (Buchanan et al., 2021; Hwang et al., 2021; Saghiri et al., 

2022). In scientific settings, students performed experiments using lab equipment, with support tailored to 

their needs (Crompton & Burke, 2023). Personalised tutoring was also frequently mentioned in addition to 

teaching content. Rangal-de Lázaro and Duart (2023) discussed the use of an interactive tutoring component 

for a Java programming course throughout the Covid-19 pandemic. Intelligent feedback and hints can be 
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embedded into programming tasks, helping with specific semantic or syntactic issues (Crow et al., 2018), 

and specifically tailored hints and feedback were also provided on tasks to solve problems (Zawacki-Richter 

et al., 2019).  

Student ITS acceptance 

Student acceptance of ITS was addressed in four reviews (6.1%), including Rangal-de Lázaro and Duart 

(2023) who found five papers focused on Engineering Education (4.7% of studies). Chu et al. (2022) found 

that the most frequently discussed ITS issues were related to affect (n = 17, 41.5%) with the most common 

topics being student attitudes (n = 6, 33.33%) and opinions of learners or learning perceptions (n = 6, 

33.33%), followed by emotion (n = 3, 18.75%). Technology acceptance model or intention of use, self-

efficacy or confidence, and satisfaction or interest were less discussed. Harmon et al. (2021) found a limited 

amount of evidence of positive effects of AI on learning outcomes in their review on pain care in nursing 

education. The reactions of participants varied and were affected by many factors, including technical 

aspects (e.g., accessibility or internet speed), a lack of realism, poor visual quality of nonverbal cues, and 

the ability to ask avatars a question. Saghiri et al. (2022) examined artificial intelligence (AI) and virtual 

teaching models within the context of dental education and evaluated students’ attitudes towards VR in 

implant surgery training, where they also found current ITS capacity to impact on student acceptance, 

suggesting that future tools need to account for differentiation of oral anatomy. 

Curating learning materials 

Three reviews (4.5%) addressed the use of material curation when using ITS. Zawacki-Richter et al. (2019) 

found three studies (2.1%) that discussed this function, which relate to the presentation of personalised 

learning materials to students, and only one study was identified by Zhang et al. (2023). Crow et al. (2018) 

concluded that when designing systems to intelligently tutor programming, it would be valuable to consider 

linking supplementary resources to the intelligent and adaptive component of the system and have 

suggested this for future ITS development. 

Facilitating collaboration between learners 

Two reviews (3.0%) discussed findings related to ITS facilitating collaboration, which can help by, for 

example, generating questions and providing feedback on the writing process (Alam & Mohanty, 2022). 

Zawacki-Richter et al. (2019) only found two primary studies that explored collaborative facilitation and 

called for further research to be undertaken with this affordance of ITS functionality. 

 

Benefits and challenges within AIHEd  

The evidence syntheses that focused on a range of AI applications or on AI more generally (n = 31; see 

Appendix E) were also coded inductively for any benefits and challenges that had been identified in the 

primary studies they reviewed. It should be noted that two reviews only considered the affordances of 

AIHEd (Crompton & Burke, 2023; Rangal-de Lázaro & Duart, 2023), four reviews did not mention any 

benefits, and six reviews did not mention any challenges, which for four reviews was due to their 

bibliometric nature (Gudyanga, 2023; Hinojo-Lucena et al.; Maphosa & Maphosa, 2021; Ullrich et al., 

2022). 
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Benefits of using AI in higher education 

Twelve different benefits were identified across the 31 reviews (see Appendix L), the most prominent of 

which was personalised learning reported in 12 studies (see Table 7), followed closely by greater insight 

into student understanding, positive influence on learning outcomes, and reduced planning and 

administration time for teachers identified in 32.3% of reviews. The top six benefits will be discussed 

below. 

 

Table 7. Top six benefits across studies (n = 31), multiple mentions possible 

Benefits n % 

Personalised learning  12 38.7% 

Greater insight into student understanding 10 32.3% 

Positive influence on learning outcomes 10 32.3% 

Reduced planning and administration time for teachers 10 32.3% 

Greater equity in education 7 22.6% 

Precise assessment & feedback 7 22.6% 

 

In the context of personalised learning, Zawacki-Richter et al. (2019) and Sourani (2019) noted the 

adaptability of AI to create personalised learning environments, enabling the customisation of educational 

materials to fit individual learning needs (Algabri et al., 2021; Buchanan et al., 2021), and thereby support 

student autonomy by allowing learning at an individual pace (Alotaibi, 2023; Bearman et al., 2022). 

Diagnostic and remedial support is another focus, particularly in tailoring learning paths based on 

knowledge structures, which can facilitate early interventions for potentially disengaged students (Alam & 

Mohanty, 2022; Chu et al., 2022). Interestingly, ten reviews found or mentioned the ability of AI to 

positively influence learning outcomes (e.g., Alotaibi & Alshehri, 2023; Fichten et al., 2021), yet few 

reviews in this corpus provided real evidence of impact (as mentioned above in Assessment and 

Evaluation). AI was identified, however, as enhancing learning capabilities and facilitating smoother 

transitions into professional roles, especially in nursing and medicine (Buchanan et al., 2021; Hwang et al., 

2022; Sapci & Sapci, 2020), alongside stimulating student engagement (Chaka, 2023) and honing specific 

skills such as writing performance through immediate feedback systems (Ouyang et al., 2022).  

 

Several reviews highlighted that AI could automate routine tasks and thereby reduce planning and 

administrative tasks (e.g., Alam & Mohanty, 2022). For instance, AI-powered chatbots and intelligent 

systems facilitate lesson planning and handle student inquiries, which streamlines the administrative 

workflow (Algabri et al., 2021), and automated grading systems can alleviate workload by assessing student 

performance (e.g., Crompton & Burke, 2023). Several reviews highlighted the role of machine learning and 

analytics in enhancing our understanding of student behaviours to support learning (e.g., Alotaibi & 

Alshehri, 2023) and, complementing this, Ouyang et al. (2022), Rangal-de Lázaro & Duart (2023), and 

Salas-Pilco & Yang (2022) found primary research that focused on the utility of predictive systems. These 

systems are designed for the early identification of learning issues among students and offer guidance for 

their academic success. Finally, and relating to gaining greater insight into student understanding, reviews 
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identified studies that focus on analysing student interactions and providing adaptive feedback (e.g., 

Manhiça et al., 2022). This is complemented by Alam & Mohanty (2022), who highlighted the role of 

machine learning in classifying patterns and modelling student profiles. The significance of predictive 

analytics is further supported by reviews such as Salas-Pilco et al. (2022) and Ouyang et al. (2022), which 

discuss their utility in enabling timely interventions and guiding academic success. 

 

Seven reviews mentioned the ability of AI to enable greater equity in education, with the evolving role of 

universities in community development a potential contributing factor (Alotaibi & Alshehri, 2023). Authors 

argue that AI has the potential to offer cheaper, more engaging, and more accessible learning options (Alam 

& Mohanty, 2022; Algabri et al., 2021), for example the use of expert systems to offer guidance to students 

who lack access to human advisors (Bearman et al., 2022), which might also help alleviate social isolation 

in distance education (Chaka, 2023). AI as an accessibility tool was also discussed in regard to innovations 

such as the ‘Smart Cane’ in India (Bhattacharjee, 2019), as well as the potential to help alleviate academic 

stress for students with disabilities (Fichten et al., 2021). AI also provides the possibility of forming diverse 

study groups, thereby enriching, and diversifying the educational experience (Manhiça et al., 2022).  

 

Regarding precise assessment and feedback, Algabri et al. (2021) describe how AI can not only speed up 

grading but also make it more objective and error-free, with analytics tools that help educators monitor 

student progress. Similarly, Ouyang et al. (2022) note the effectiveness of automated essay evaluation 

systems in providing immediate, impactful feedback to improve student writing. This aligns with 

Kirubarajan et al. (2022), who reported high accuracy levels in AI-based assessments distinguishing 

between novice and expert surgeons, and Zhang et al. (2023) add that machine learning can extract objective 

indicators for automated skills assessment. On the other hand, Charow et al. (2021) and Saghiri et al. (2022) 

discuss the relevance of AI in healthcare, providing tools for data-driven decision-making and 

individualised feedback, respectively. These studies collectively indicate that AI holds promise for making 

educational assessments more precise, timely, and tailored to individual needs.  

 

Challenges of using AI in higher education 

17 different challenges were identified across the 31 reviews (see Appendix L), which despite being more 

in number than the benefits, were mentioned in fewer studies. The most frequently mentioned challenge 

was a lack of ethical consideration, reported in nine studies (see Table 8), followed closely by curriculum 

development, infrastructure, lack of teacher technical knowledge and shifting authority, identified in 22.6% 

of reviews. These top five challenges will be discussed below. 

 

The ethical implications in the application of AI in education range from the need for professional 

preparedness to systemic lapses in research rigour, including a lack of adherence to ethical procedures when 

collecting data for primary research (e.g., Salas-Pilco & Yang, 2022). Grunhut et al. (2021) and Lee et al. 

(2021) highlighted the ethical challenges that medical professionals face, especially when interpreting AI 

predictions, with Zhang et al. (2023) suggesting that the premature use of AI tools in medical education 

could lead to ethical and legal issues. At the instructional level, Chu et al. (2022) explored the ethical 

challenges in balancing human and machine-assisted learning, suggesting that educators need to 

consciously reflect on these issues when incorporating AI into their teaching methods. 
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Table 8. Top five challenges across studies (n = 31), multiple mentions possible 

Challenges n % 

Lack of ethical consideration  9 29.0% 

Curriculum development 7 22.6% 

Infrastructure 7 22.6% 

Lack of teacher technical knowledge 7 22.6% 

Shifting Authority 7 22.6% 

 

In relation to the challenges of integrating AI into education, curriculum development issues and 

infrastructural problems span from broad systemic concerns to specific educational contexts. According to 

Ouyang et al. (2022), there is a disconnect between AI technology and existing educational systems, and 

suggest the need for more unified, standardised frameworks that incorporate ethical principles and advocate 

for the development of multidisciplinary teams (Charow et al., Lee et al., 2021), with a stronger focus on 

more robust and ethically aware AI curricula (e.g., Grunhut et al., 2021). Furthermore, despite its potential, 

a country may lag behind in both AI research and infrastructure in the field of education (Bhattacharjee, 

2019). When it comes to infrastructural challenges, the reviews predominantly mention technical, literacy, 

and financial barriers (Alotaibi & Alshehri, 2023; Charow et al., 2021), such as the high costs associated 

with developing virtual programming and the necessity for high-speed internet (Harmon et al., 2021).  

 

With the potential to slow AI curriculum development and application efforts, several reviews mentioned 

a lack of teacher technical knowledge, reporting that many educators were either unaware of AI’s potential 

or would need new technological skills and knowledge in order to effectively use it (Alotaibi & Alshehri, 

2023; Bhattacharjee, 2019; Chu et al., 2022), which was recognised as a significant hindrance to effective 

operations (Grunhut et al., 2021; Lee et al., 2021). However, also pertinent here, is the recognition that 

faculty generally have limited time to integrate AI effectively into the curriculum (Charow et al., 2021), 

which is not helped by the fear of losing their jobs or being replaced by AI (Alotaibi & Alshehri, 2023; 

Bearman et al., 2022). Charow et al. (2021) emphasise the need for educators and medical professionals to 

see AI as augmenting rather than replacing their roles, and there is therefore a need for the development of 

AI understanding, otherwise Lee et al. (2021) point out that misunderstanding could lead to a shift in 

authority from clinicians to AI systems. Overcoming resistance to change and solving various challenges, 

including those of an ethical and administrative nature, were thereby identified as pivotal for successful 

AIHEd integration (Sourani, 2019). 

 

What research gaps have been identified? 

Each review in this corpus (n = 66) was searched for any research gaps that had been identified within the 

primary studies, which were then coded inductively (see Appendix A). More than 30 different categories 

of research suggestions emerged (see Appendix M), with the top ten research gap categories found in more 

than 10% of the corpus (see Table 9). The most prominent research issue (in 40.9% of studies) relates to 

the need for further ethical consideration and attention within AIHEd research as both a topic of research 

and as an issue in the conduct of empirical research, followed closely by the need for a range of further 

empirical research with a greater emphasis on methodological rigour, including research design and 
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reporting (36.4%). AIHEd reviews also identified the need for future primary research with a wider range 

of stakeholders (21.2%), within a more diverse array of countries (15.2%) and disciplines (16.7%). 

 

Table 9. Top ten research gaps across studies (n = 66), multiple mentions possible 

Research gaps n % 

Ethical implications 27 40.9% 

More methodological approaches needed 24 36.4% 

More research in Education needed 22 33.3% 

More research with a wider range of stakeholders 14 21.2% 

Interdisciplinary approaches required 11 16.7% 

Research limited to specific discipline areas 11 16.7% 

More research in a wider range of countries, esp. developing 10 15.2% 

Greater emphasis on theoretical foundations needed 9 13.6% 

Longitudinal studies recommended 8 12.1% 

Research limited to a few topics 8 12.1% 

 

Ethical implications 

Eight reviews found that primary research rarely addressed privacy problems, such as participant data 

protection during educational data collection (Alam & Mohanty, 2022; Fichten et al., 2021; Li et al., 2021; 

Manhiça et al., 2022; Otoo-Arthur & van Zyl, 2020; Salas-Pilco et al., 2022; Salas-Pilco & Yang, 2022; 

Zawacki-Richter et al., 2019), and that this necessitates the need for the creation or improvement of ethical 

frameworks (Zhai & Wibowo, 2023), alongside a deeper understanding of the social implications of AI 

more broadly (Bearman et al., 2022). Educating students about their own ethical behaviour and the ethical 

use of AI also emerged as an important topic (Albluwi, 2019; Buchanan et al., 2021; Charow et al., 2021; 

Lee et al., 2021; Salas-Pilco & Yang, 2022), with the need for more evaluation and reporting of current 

curriculum impact, especially in the fields of Nursing and Medicine (e.g., Grunhut et al., 2021). Potential 

topics of future research include: 

● Student perceptions of the use of AI in assessment (del Gobbo et al., 2023); 

● How to make data more secure (Ullrich et al., 2022); 

● How to correct sample bias and balance issues of privacy with the affordances of AI (Saghiri et al., 

2022; Zhang et al., 2023); and 

● How institutions are storing and using teaching and learning data (Ifenthaler & Yau, 2020; Maphosa 

& Maphosa, 2021; McConvey et al., 2023; Rangal-de Lázaro & Duart, 2023; Sghir et al., 2023; 

Ullrich et al., 2022). 

 

Methodological approaches 

Aside from recognising that further empirical research is needed (e.g., Alkhalil et al., 2021; Buchanan et 

al., 2021), more rigorous reporting of study design in primary research was called for, including ensuring 
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that the number of participants and study level is reported (Fichten et al., 2021; Harmon et al., 2021). 

Although there is still a recognised need for AIHEd quasi-experiments (Darvishi et al., 2022) and 

experiments, particularly those that allow multiple educational design variations (Fontaine et al., 2019; 

Hwang et al., 2022; Zhang et al., 2023; Zhong, 2022), a strong suggestion has been made for more 

qualitative, mixed methods and design-based approaches (e.g., Abu Saa et al., 2019), alongside longitudinal 

studies (e.g., Zawacki-Richter et al., 2019) and larger sample sizes (e.g., Zhang et al., 2023). Further 

potential approaches and topics include: 

● The use of surveys, course evaluation surveys, network access logs, physiological data, 

observations, interviews (Abu Saa et al., 2019; Alam & Mohanty, 2022; Andersen et al., 2022; Chu 

et al., 2022; Hwang et al., 2022; Zawacki-Richter et al., 2019); 

● More evaluation of the effectiveness of tools on learning, cognition, affect, skills etc rather than 

focusing on technical aspects like accuracy (Albluwi, 2019; Chaka, 2023; Crow et al., 2018; 

Frangoudes et al., 2021; Zhong, 2022); 

● Multiple case study design (Bearman et al., 2022; Ullrich et al., 2022); 

● Cross referencing data with external platforms such as social media data (Rangal-de Lázaro & 

Duart, 2023; Urdaneta-Ponte et al., 2021); and 

● A focus on age and gender as demographic variables (Zhai & Wibowo, 2023). 

 

Study contexts 

In regard to stakeholders who should be included in future AIHEd research, reviews identified the need for 

more diverse populations when training data (e.g., Sghir et al., 2022), such as underrepresented groups 

(Pinto et al., 2023) and students with disabilities (Fichten et al., 2021), to help ensure that their needs are 

reflected in AI development. Further primary research with postgraduate students (Crompton & Burke, 

2023), educators (Alyahyan & Düştegör, 2020; del Gobbo et al., 2023; Hamam, 2021; Sourani, 2019), and 

managers/administrators (e.g., Ullrich et al., 2022) has also been called for.  

 

More research is needed within a wider range of contexts, especially developing countries (e.g., Pinto et 

al., 2023), such as India (Bhattacharjee, 2019) and African nations (Gudyanga, 2023; Maphosa & Maphosa, 

2020), to better understand how AI can be used to enhance learning in under-resourced communities 

(Crompton & Burke, 2023). Multiple reviews also stressed the need for further research in disciplines other 

than STEM (e.g., Chaka, 2023), including Social Sciences (e.g., Alyahyan & Düştegör, 2020), Visual Arts 

(Chu et al., 2022) and hands-on subjects such as VET education (Fariani et al., 2022), although there were 

still specific areas of need identified in nursing (Hwang et al., 2022) and dentistry (Saghiri et al., 2022) for 

example. The state of AIHEd research within Education itself is an issue (Alam & Mohanty, 2022; Zawacki-

Richter et al., 2019), and suggestions for more interdisciplinary approaches have been made, in order to 

improve pedagogical applications and outcomes (e.g., Kirubarajan et al., 2022). Potential further research 

approaches include: 

● Student perceptions of effectiveness and AI fairness (del Gobbo et al., 2023; Hamam, 2021; Otoo-

Arthur & van Zyl, 2020); 

● Combining student and educator perspectives (Rabelo et al., 2023); 

● Low level foreign language learners and chatbots (Klímová & Seraj, 2023);  

● Non formal education (Urdaneta-Ponte et al., 2021); and 

● Investigating a similar dataset with data retrieved from different educational contexts (Fahd et al., 

2022) 
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Discussion 

By using the framework of Zawacki-Richter et al. (2019), this tertiary review of 66 AIHEd evidence 

syntheses found that most reviews report findings on the use of adaptive systems and personalisation tools, 

followed by profiling and prediction tools. However, owing to the heavy predominance of primary AIHEd 

research in STEM and Health & Welfare courses, as in other EdTech research (e.g., Lai & Bower, 2019), 

AI applications and presence within the curriculum appear to be at a more mature stage in those rather than 

in other disciplines. Furthermore, insights into how AI is being used at the postgraduate level, as well as at 

the institutional and administrative level, remain limited. 

 

This review of reviews confirms that the benefits of AI in higher education are multifold. Most notably, AI 

facilitates personalised learning, which constitutes approximately 38.7% of the identified advantages in the 

reviewed studies. AI systems are adaptable and allow learning materials to be tailored to individual needs, 

thereby enhancing student autonomy, and enabling early interventions for disengaged students (Algabri et 

al., 2021; Alotaibi & Alshehri, 2023; Bearman et al., 2022). Other significant benefits include the positive 

influence on learning outcomes, reduced administrative time for educators, and greater insight into student 

understanding. AI not only enhances traditional academic outcomes but also aids in professional training 

and specific skill development (Buchanan et al., 2021; Hwang et al., 2022; Sapci & Sapci, 2020). However, 

the adoption of AI in higher education is not without challenges. The most frequently cited concern is the 

lack of ethical consideration in AI applications, followed by issues related to curriculum development and 

infrastructure. Studies indicate the need for substantial financial investment and technical literacy to fully 

integrate AI into existing educational systems (Charow et al., 2021; Alotaibi & Alshehri, 2023). Moreover, 

there is a noted lack of educator technical knowledge and fears regarding job displacement due to AI, which 

require attention (Alotaibi, 2023; Bearman et al., 2022).  

 

In contrast to previous reviews in the field of EdTech (e.g., Bodily et al., 2019; Zawacki-Richter & Latchem, 

2018), and previous EdTech tertiary reviews (Buntins et al., In peer review; Zawacki-Richter, 2023), 

authors conducting AIHEd evidence synthesis represent a wide range of countries, with the top six most 

productive countries from six different continents. Despite this, there is still less research emerging from 

Oceania, Africa and, in particular, from South and Central America, although in the case of the latter, it is 

possible that this is due to authors publishing in their own native language rather than in English (Marin et 

al., 2023). Related to the issue of global reach, only 57.6% of evidence synthesis in this sample were 

published open access, as opposed to 88.3% of higher education EdTech research published during the 

pandemic (Bond et al., 2021). This limits not only the ability of educators and researchers from lower 

resourced institutions to read these reviews, but it decreases its visibility generally, thereby increasing the 

likelihood that other researchers will duplicate effort and conduct similar or the same research, leading to 

‘research waste’ (Grainger et al., 2020; Siontis & Ioannidis, 2018). Therefore, to move the AIHEd field 

forward, we are calling for a focus on three particular areas, namely ethics, collaboration, and rigour. 

 

A call for increased ethics 

There is a loud and resounding call for an enhanced focus on ethics in future AIHEd research, with 40.9% 

of reviews in this corpus indicating that some form of ethical considerations are needed. Whilst this 

realisation is not lost on the AIEd field, with at least four evidence syntheses published specifically on the 

topic in the last two years (Guan et al., 2023; Mahmood et al., 2022; Rios-Campos et al., 2023; Yu & Yu, 
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2023)32, this meta review indicates that the issue remains pressing. Future primary research must ensure 

that lengthy consideration is given to participant consent, data collection procedures, and data storage 

(Otoo-Arthur & van Zyl, 2020). Further consideration must also be given to the biases that can be 

perpetuated through data (Zhang et al., 2023), as well as embedding ethical AI as a topic throughout the 

HE curriculum (Grunhut et al., 2021).  

 

There is also a need for more ethical consideration when conducting evidence synthesis. This review 

uncovered examples of evidence synthesis that stated the ‘use’ of the PRISMA guidelines (Page et al., 

2021), for example, but that did not cite it in the reference list or cited it incorrectly, as well as secondary 

research that used the exact methodology and typology of Zawacki-Richter et al. (2019), ending up with 

very similar findings, but that did not cite the original article at all. Further to this, one review was excluded 

from the corpus, as it plagiarised the entire Zawacki-Richter et al. (2019) article. Whilst concerns are 

growing over the use and publication of generative AI produced summaries that plagiarise whole sections 

of text (see Kalz, 2023), ensuring that we conduct primary and secondary research as rigorously and 

transparently as possible is our purview as researchers, and is vitally needed if we are to expand and enhance 

the field. 

  

A call for increased collaboration 

The findings of this review highlighted the need for collaboration in four key areas: the development of AI 

applications, designing and teaching AI curriculum, researching AIHEd, and conducting evidence 

syntheses. To translate future AI tools into practice and meet community expectations, there is a need to 

include intended users in their development (Harmon et al., 2021; McConvey et al., 2021), which Li et al. 

(2021) also suggest could include the collection and sharing of massive data across disciplines and contexts, 

whilst adhering to considerations of privacy. Multidisciplinary teams should then be brought together, 

including data scientists, educators, and students, to ensure that AI curricula are robust, ethical and fit for 

purpose (Charow et al., 2021; Sapci & Sapci, 2020). In the case of medical education, health professionals 

and leaders, as well as patients, should also be involved (Grunhut et al., 2021; Zhang et al., 2023).  

 

To evaluate the efficacy of AI applications in higher education, interdisciplinary research teams should 

include a range of stakeholders from diverse communities (Chu et al., 2022; Crompton & Burke, 2023; 

Hwang et al., 2021), for example linking computer scientists with researchers in the humanities and social 

sciences (Ullrich et al., 2022). Finally, in terms of evidence synthesis authorship, the large amount of 

domestic research collaborations indicates that the field could benefit from further international research 

collaborations, especially for authors in Oceania and Europe, as this might provide more contextual 

knowledge, as well as help eliminate language bias when it comes to searching for literature (Rangal-de 

Lázaro & Duart, 2023). A large proportion of authors from Africa and the Middle East also published as 

single authors (29% and 22% respectively). By conducting evidence synthesis in teams, greater rigour can 

be achieved through shared understanding, discussion, and inter-rater reliability measures (Booth et al., 

2013). It should be noted here, however, that less than half of the reviews in this corpus (43.9%, n = 29) 

did not report any inter-rater agreement processes, which, although this is better than what was found in 

previous meta reviews of EdTech research (Buntins, et al., In peer review; Zawacki-Richter, 2023), 

represents the beginning of a much-needed discussion on research rigour. 

 

 
32 These are not included in this corpus, as they include results from other educational levels. 
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A call for increased rigour 

The prevailing landscape of AIHEd research evidences a compelling call for enhanced rigour and 

methodological robustness. A noticeable 65% of reviews are critically low to medium quality, signalling 

an imperative to recalibrate acceptance criteria to strengthen reliability and quality. The most concerning 

findings were that 31.8% of studies only searched in one or two databases, only 24.2% provided their exact 

data extraction coding scheme (compared to 51% in Chalmers et al., 2023 and 37% in Buntins et al. (In 

peer review), 45.5% did not undertake any form of quality assessment, and 34.8% did not reflect at all upon 

the limitations of their review. Furthermore, over half of the reviews (51.5%) did not report whether some 

form of digital evidence synthesis tool was used to conduct the review. Given the affordances in efficiency 

that machine learning can bring to evidence synthesis (e.g., Stansfield et al., 2022; Tsou et al., 2020), as 

well as the enhanced transparency through visualisation tools such as EPPI Visualiser, it is surprising that 

the AIHEd community has not made more use of them (see Zhang & Neitzel, 2023). These inconsistencies 

and the lack of using any methodological guidance, or the frequent recourse to somewhat dated (yet 

arguably seminal) approaches by Kitchenham and colleagues (2004, 2007, 2009) – prior to the first and 

subsequently updated PRISMA guidelines (Moher et al., 2009; Page et al., 2021) – underscore an urgent 

necessity for contemporary, stringent, and universally adopted review guidelines within AIEd, but also 

within the wider field of EdTech (e.g., Jing et al., 2023) and educational research at large (e.g., Chong et 

al., 2023; Ellaway, 2014). 

Conclusion 

This tertiary review synthesised the findings of 66 AIHEd evidence syntheses, with a view to map the field 

and gain an understanding of authorship patterns, research quality, key topics, common findings, and 

potential research gaps in the literature. Future research will explore the full corpus of 307 AIEd evidence 

syntheses located across various educational levels, providing further insight into applications and future 

directions, alongside further guidance for the conduct of evidence synthesis. While AI offers promising 

avenues for enhancing educational experiences and outcomes, there are significant ethical, methodological, 

and pedagogical challenges that need to be addressed to harness its full potential effectively.  
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