13C pNMR shifts of MOFs based on Cu(II)-paddlewheel dimers – DFT predictions for spin–1/2 defects†
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We present DFT predictions (CAM-B3LYP/II level) for the paramagnetic Nuclear Magnetic Resonance (pNMR) spectra of small molecular models based on the Cu(II)-paddlewheel dimer motif that is present in metal–organic frameworks (MOFs, notably the HKUST and STAM families). We explore potential point defects with spin–1/2 discovered through electron paramagnetic resonance (EPR) experiments. We consider defects through substitution of one Cu(II) centre in the dimer with protons, or through one-electron reduction, affording a mixed-valence dimer. While most of the defects have predicted pNMR shifts at room temperature in the range of those for the non-defective MOFs, their detection and assignment should be possible based on their distinct temperature dependence.

Introduction

Metal organic frameworks (MOFs) are crystalline materials, also known as coordination polymers. They have two components: organic ligands (such as phosphonates, carboxylates, sulfonates or imidazolates) and a metal centre (such as Cu²⁺, Zn²⁺, Al³⁺ or Cr³⁺), and variation in both of these can result in different structural forms or changes in the physical or chemical properties.¹ MOFs are widely studied and often a centre of attention for the scientific community due to their versatility and tunability. In fact, MOFs find application in several sectors such as medicine, catalysis and gas storage.²–⁷ For this work, the interest lies in MOFs that are based on copper paddlewheel dimer building blocks. This motif is composed of two copper atoms in the +2 oxidation state, and the specific MOFs considered here contain 1,3,5-benzene tricarboxylic acid (BTC) and derivatives thereof as the organic linker(s). In these cases, four O atoms, from four different acetate groups of BTC, coordinate the copper atoms in the equatorial plane, affording the characteristic “paddlewheel” structure and leaving one axial coordination site free for each metal centre (see Fig. 1). These sites are the key to the chemistry of the material as they act as anchor points for small ligands, such as gasses which are stored in the MOF pores.

HKUST-1 was one the first MOFs discovered, being synthesized for the first time in 1999.⁸ The material is characterised by having pores with three different sizes (ranging from 5 to 13.5 Å) to which several polar and non-polar molecules (including Ar, N₂, O₂, CH₄, H₂O, MeOH and EtOH) have access.⁹ Porous materials such as HKUST-1 and other related MOFs are interesting for gas storage applications and therefore understanding the intimate connection between function and structure is crucial in order to fine tune their properties. Moreover, when considering the impact of small chemical changes at the molecular level it is clear that an analytical technique that is able to report on such changes is necessary. To this end, experimental solid-state NMR spectroscopy paired with theoretical prediction can aid in unravelling the structure of such paramagnetic MOFs and aid in the optimisation of their properties. Ke et al.¹⁰,¹¹ have established a DFT-based methodology to compute the paramagnetic NMR (pNMR) chemical shifts of Cu-based MOFs using suitable model complexes. The paddlewheel type of system is special due to the coupling of the spins within each dimer. Experimentally observed ¹³C pNMR shifts could be reproduced by assuming a Boltzmann
equilibrium between a diamagnetic ground state and thermally populated, excited paramagnetic states of molecular models with one or more dimers present, and also giving rise to the unusual temperature dependence of the pNMR shifts seen experimentally. Usually, the pNMR shift has an inverse linear relationship with temperature (because of the macroscopic magnetic susceptibility of paramagnetic materials). However, for HKUST-1 and select members of the related STAM family, the relationship is non-linear. Ref. 10 proved that such behaviour arises from the thermal population of the accessible excited paramagnetic spin states in addition to a diamagnetic ground state. The smallest models used in ref. 10 were based on a single paddlewheel dimer (as shown in Fig. 1) with antiparallel and parallel electron spins within the dimer pair (corresponding to a total electron spin of 0 or 1, respectively). However, analysis of magnetic measurements (from Electron Paramagnetic Resonance, EPR, spectroscopy) has provided evidence for the presence of a sizeable amount of spin−1/2 centres, accounting for up to 10% of spin centres. Although the presence of such defects is appreciated in Cu-paddlewheel MOFs, the precise nature of these is still unclear and so far they do not appear to have been identified in solid-state NMR spectra, which could either be due to their low abundance (i.e., low signal intensity), excessive line widths, or occurrence of the signals in a spectral area that has not so far been considered (i.e., outside the spectral range usually acquired even for pNMR spectra). This raises the question, what is the nature of the spin−1/2 defects and in what region of the $^{13}$C (and $^1$H) NMR spectra would these be expected to appear?

Assuming the overall MOF structure remains intact around the defect sites (as there are no indications to the contrary from X-ray diffraction), a single Cu(n) site surrounded by four carboxylate moieties would carry two negative charges. In reality, some charge balancing would be expected to occur. In this work, we have considered two possible situations; one where electroneutrality is maintained by substitution of one Cu centre in a dimer with two bridging H atoms, and one where the paddlewheel is negatively charged, with both Cu atoms remaining in place but with one Cu adopting a +1 oxidation state, resulting in a mixed valence defect.

**Results and discussion**

**Proton-containing defect**

**Structures.** Assuming that the defects are incorporated into the overall structure of the MOF (HKUST-1 and STAM-based MOFs for the hydrated models; HKUST-1 for the activated model), they will need to be accommodated by the carboxylate groups of the linker. If only one Cu(n) is present to bind to four carboxylates, two negative charges would need to be balanced. Here we assume this charge balance to be through protons (i.e., some of the neutral aromatic acid precursors would not be deprotonated during MOF formation). Replacing one Cu in a dimer with two protons affords the structural models shown in Fig. 2.

![Fig. 2 Molecular models of the Cu(H)$_2$ (1a, top) and hydrated Cu(H)$_2$ defects (bottom), optimised at xTB (left) and PBE0-D3 level (middle); right: labelling scheme (C3 is the ortho carbon nearest to the Cu centre).](image)

This model corresponds to model M1 in ref. 10, with four Ph groups around a single paddlewheel dimer, and gives a simple model for the MOF. Most results in the previous work for models containing a single dimer were based on a structure with one Ph and three Me groups (model M4 in ref. 10) to reduce computational cost. However, owing to the reduced symmetry of models containing protonated defects we decided to retain the four phenyl groups in this study.

To effectively investigate the protonated defect, we consider two states of each structural model, “activated” (i.e., no axial guest bound to Cu), and “hydrated” (i.e., one axial water bound to Cu). The latter would correspond to the STAM and HKUST-1 MOFs as obtained from hydrothermal synthesis, the former to the dehydrated (or “activated”) form of HKUST-1. Using the same methodology as in ref. 10, we have computed the $^{13}$C and $^1$H chemical shifts for these models in their doublet (spin−1/2) states. Because the actual linkers in the MOFs have carboxylate substituents in the meta position we only report data for C1, C2, C3 and C3’ (cf. labelling scheme in Fig. 2 – note that for paddlewheel motifs with two Cu atoms C3 and C3’ sites become equivalent).

**pNMR properties.** For these spin−1/2 models, no Boltzmann averaging (and no scaling of energy levels due to potential problems of DFT in describing energy differences between different spin states) is necessary. To probe for the sensitivity of the computed pNMR shifts to the underlying structure we have used structures optimised both at PBE0-D3 and xTB levels (see Fig. 2 for the structures and Fig. 3 and Table S2 (ESI†) for the pNMR data). The predicted pNMR shifts for our models of the defective HKUST-1 or STAM-based materials are relatively close (when considering the typical ranges of pNMR shifts) to their non-defective counterparts (shown in yellow) for both activated and hydrated models. Only the shift of C1 shows a significant difference of around 200 ppm. For instance, for the hydrated model at room temperature, the C1 resonance is predicted to be shifted from $\delta$ of ~800 ppm to ~600 ppm upon defect formation (similar to the activated model, albeit with some dependence on the geometry optimisation method used in the calculations, i.e., compare the data points for the xTB and PBE0-D3 structures in Fig. 3a).

Because all shifts are expected in a similar range in the NMR spectrum, this could make the unambiguous experimental identification of signals resulting from this defect challenging, particularly given the expected lower intensities. However, the
The temperature behaviour of the signals should be different, as the defective material is expected to have a linear relationship with inverse temperature,\textsuperscript{17–19} whereas it is known to be non-linear for the pristine material, as discussed above.\textsuperscript{10} Therefore, in principle, it should be possible to distinguish between signals from defective and pristine materials using variable temperature pNMR experiments. Considering such an experiment over the 250–350 K range, the expected pNMR shift of the defect would evolve as shown in Table S2 (ESI\textsuperscript{†}). The C1 signal is predicted to be the most sensitive to temperature changes as shown in Fig. 4a and b (although perhaps the hardest signal to see experimentally owing, at least in the pristine material, to the much larger linewidths and extreme shift, typically requiring a change in the carrier frequency to ensure efficient excitation). Moreover, for the non-defective material a decrease in chemical shift for C1 and an increase for C2 is predicted with increasing T, which is the opposite of the behaviour predicted for the defect, making identification of spectral signals easier.

Lastly, valuable information can be gathered from the chemical shift of the protons involved in the metal substitution (with predicted chemical shifts between ca. 10–13 ppm at room temperature, see Table S3, ESI\textsuperscript{†}) if they are indeed present to balance the charge as assumed here.

**Thermodynamics of defect formation.** Efforts to predict the thermodynamic accessibility of protonated defects from the energies of the optimised molecular models were inconclusive. While some driving forces for formation of activated or hydrated 1\textsubscript{a} from the non-defective dimer were favourable based on computed potential energies, uncertainties from entropic contributions and effects from formation of the bulk MOF structure precluded qualitative predictions regarding the accessibility of such defects, let alone their quantification (see section on “Thermodynamics of proton defects” in the ESI\textsuperscript{†}).

**Alternative and constrained models.** It should be noted that the coordination environment proposed so far for the protonated defect is not the only possible one. In 1\textsubscript{a}, the two protons are located on the same face of the cube spanned by the 8 O atoms (opposite the face containing the CuO\textsubscript{4} plane, see Fig. 2). We also explored the possibility that they could be located on opposite faces. A corresponding minimum could be located (1\textsubscript{b}, Fig. S1, ESI\textsuperscript{†}). Upon optimisation, the copper atom resides at the centre of the distorted cube spanned by the 8 O atoms. Based on the computed distortion energies (see below), this model appears to be significantly less favourable than 1\textsubscript{a}. Data analysis and discussion on 1\textsubscript{b} are reported in the ESI.\textsuperscript{†}

It should be noted that all defect models considered so far, being activated or hydrated, have been fully optimised, resulting in large distortions from the ideal paddlewheel building block with Ph groups protruding radially from a four-fold axis. In most cases minima with a “folded” structure are obtained due to π-stacking interactions between adjacent Ph groups (see Fig. 5 left). It is unlikely that such distortions can be sustained in the extended MOF structure where most paddlewheel dimers will have the conventional structure. We have attempted to model defects more compatible with the extended MOF by imposing constraints during the geometry optimisation that prevent intramolecular π-stacking interactions from occurring. These models restrict the phenyl rings to be fixed to their

---

**Fig. 3** Schematic plots of predicted pNMR \( ^{13} \)C peak positions of the Cu(H)\textsubscript{2} defect models (blue points for xTB and orange for PBE0-D3 optimised structures) and of the experimental HKUST-1 (grey) and computed non-defective MOF models for (a) activated defect and (b) hydrated defect.

**Fig. 4** Predicted temperature dependence of pNMR shifts for \( ^{13} \)C and \(^{1} \)H signals in the Cu(H)\textsubscript{2} defect models for (a) activated and (b) hydrated models.
positions in the non-defect dimers (xTB and PBE0-D3 geometry optimised positions, respectively), and ensure that the geometry remains compatible with the extended network. Such models could be a valid alternative to the global folded minimum structure. Some differences were found in terms of the predicted pNMR shifts between the constrained and unconstrained models, as shown in Fig. 6 and Table S7 (ESI†). When the models are optimised using xTB the biggest changes were for C1 and C2, whereas the C3 shift and the proton shifts are mostly conserved. However, models optimised at the PBE0-D3 level retain the pNMR parameters predicted previously to a higher degree once constraints are applied. There remains a significant shift of C1 between constrained and unconstrained models; however, C2, C3 and H differ by less than 60 and 4 ppm, respectively. Given the ppm range investigated, and the typical magnitude of paramagnetic NMR shifts, we deem a change over 200 ppm for the C sites significant. If the overall shift change is considered (defined as the average shift difference for each C atom with respect to the unconstrained model), all of the models, irrespective of the optimisation method used, show changes below 200 ppm (see Fig. 6a and b and Table S7, ESI†).

Structurally, the constrained models afford a more symmetric coordination site (see Fig. 5 right), emphasized by the O–H–O distance. The model becomes more symmetric with the constraints, as apparent in the Δd(OH), defined as the difference between the O–H and H–O distances, which decreases from Δd ≈ 0.6 Å in the fully optimised minima to Δd ≈ 0.5 Å in the constrained structures.

Notable distortion energies (i.e., energy differences between constrained and fully optimised models) are computed at the CAM-B3LYP-D3 level, especially for the PBE0-D3 optimised structures where the deformation energies exceed 10 kcal mol⁻¹ (see Table S8, ESI†). It is unclear at this point to what extent deformation energies of individual molecules would translate into resistance toward defect incorporation into the extended MOF frameworks, and we would not refute the existence of defects modelled by 1a based on these energetic arguments. Further study of this aspect could be rewarding.

**Mixed valence defect**

**Structures.** Defects bearing a spin of 1/2 are not only possible through chemical substitution but can arise from a change in oxidation state of one of the copper centres. For instance, a one-electron reduction of one metal centre would lead to an anionic Cu(II)–Cu(I) mixed-valence dimer. Support for the existence of such single (molecular) dimers in solution has been reported following photochemical activation.²⁰ It is not clear if such processes could also happen during MOF synthesis (although a mixed-valence MOF has been reported containing Cu(II) paddlewheel dimers and discrete Cu(I) sites in correspondingly designed linkers).²¹ Also, it is unlikely that the number of counterions required to be incorporated into the material to charge balance up to 10% of such defects would go unnoticed. These Cu(II)–Cu(I) mixed-valence paddlewheel defects are thus probably not a serious contender for the majority of MOF defects in general, but are of interest in their own right. As with 1b, xTB and DFT optimised structures predicted for the mixed valence defects are very different (see Fig. 7). This discrepancy is observed in both activated and hydrated models. Specifically, the structures predicted by DFT exhibit a significant asymmetry in the coordination environment of the metal centres, whereas those optimised by xTB maintain approximate C₄ᵥ symmetry. This difference is reflected in the disparity in the computed spin density between the two methods. DFT predicts a completely localised spin centre, whereas xTB indicates that the spin is equally distributed between the two metal centres (Fig. 7). It should be noted...
that the structures predicted by DFT are not compatible with the extended network of the MOFs and would induce strong structural distortions.

For the localised static structures (favoured by PBE0-D3) we expect a dynamic delocalisation through rapid interconversion between two isomers on the NMR time scale with the spin localised at either metal centre (and have averaged the computed pNMR shifts in the static minima accordingly – this would correspond to a type II complex in the Robin–Day classification, though we do not imply such an assignment, which will need further analysis, see ref. 22). At the DFT level, a delocalised structure can be enforced by imposing symmetry. For the activated model a structure with $D_{2d}$ symmetry (a higher-order saddle point) is 10 kcal mol$^{-1}$ above the asymmetric minimum at the CAM-B3LYP-D3//PBE0-D3 level, fully in line with the expected fluxionality.

pNMR properties. In terms of the pNMR properties, the most significant impact of spin (de)localisation is observed on C1 and C2 (see Fig. 8). In the activated model, the defect with spin delocalisation is predicted to have a C1 shift that is substantially more shielded compared to its spin-localised counterpart, while C2 and C3 are more deshielded. Overall, all the signals from the defect are predicted to be well separated from the pristine material at room temperature. When considering the hydrated model, the spin-localised structure shows a chemical shift for C1 and C3 that is remarkably close to the computed and experimental values of the pristine (non-defective) model and material, whereas C2 shows a 100 ppm difference. It must be noted, that for the pristine system a scaling procedure had to be used in order to correctly reproduce the experimental results$^{10}$ (through fitting of a uniform scaling factor of energy gaps between the spin states). The two different electronic structures, i.e., where spin density is localised or delocalised, show very significant differences in their predicted pNMR shifts. The localised structure, favoured by DFT, may be difficult to identify unambiguously as its predicted shifts are very close to those of the pristine model (although the signals might still be distinguishable with variable temperature experiments, see temperature dependence in Fig. 9). The delocalised structure, in contrast, shows predicted shifts far outside the range observed for the non-defective models. Therefore, pNMR spectroscopy could not only be a means to detect the possible occurrence of such mixed-valence defects, but could directly reveal insights into their nature in terms of electronic structure.

Fig. 7 Molecular models with corresponding spin density of the activated Cu(I)Cu(II) (top) and hydrated Cu(I)Cu(II) defects (bottom), optimised at xTB (left) and PBE0-D3 level (right).

Fig. 8 Schematic plot of predicted $^{13}$C pNMR peak positions of the Cu(I)Cu(II) defect models (blue and orange points for structure optimised with xTB and PBE0-D3) and of the experimental HKUST-1 (grey points) and non-defective (yellow) HKUST-1 models; for (a) activated and (b) hydrated models.

Fig. 9 Predicted temperature dependence of $^{13}$C pNMR shifts, $\delta$, in the mixed valence defects for (a) activated and (b) hydrated models.
Note that the previously mentioned $D_{2d}$ symmetric saddle point shows similar spin and magnetic properties as the xTB optimised structure. Such a $D_{2d}$ symmetric structure captures the transition between the two spin-localised isomers and shows a full spin delocalisation and a strongly deshielded C1 and shielded C2 (see Table 1 and Table S7 for the temperature dependence, ESI†).

Based on the computed pNMR data, the presence of the spin-delocalised defect should be easier to identify than the proton defect discussed above, as the separation of its signals from those of the pristine material are stark for C1 and C3, while for the spin-localised defect only C2 can be used to distinguish between a defective and non-defective material. Nevertheless, employing a variable-temperature approach would still provide the best analytical method to distinguish between defective and non-defective signals, as the temperature dependence is different\textsuperscript{10} (see the strictly linear dependence on $1/T$ for the defects in Fig. 9a and b and Table S10 (ESI†), as opposed to the nonlinear dependencies in the pristine material, reported in ref. 10).

**Constrained models.** As mentioned previously for the protonated defect, strong structural variations will likely not be compatible with the extended framework of the MOF. Therefore, constraints were once again imposed in the optimisation with the positions of the phenyl rings fixed and the impact on the pNMR properties and spin density explored. The latter is of particular interest, and it will provide insight into whether various optimization methods still predict a localised or delocalised spin distribution.

In terms of their pNMR properties, both activated and hydrated constrained models do not afford significant changes when compared to their unconstrained counterpart (see Fig. 10). The xTB optimised models predict greater deshielding of C1, whereas the PBE0 optimised models display the opposite behaviour, i.e., larger shielding, while C2 and C3 are more shielded in the constrained model, irrespective of the optimisation method used. It must be pointed out that given the magnitude of the explored chemical shift range, such changes are perhaps not significant as they are below 200 ppm.

The spin density follows a similar trend as the pNMR shifts just discussed, since no significant changes are found between the constrained and unconstrained models. The models optimised with PBE0 retain a spin localised nature, while xTB optimisation produces full spin delocalisation between metal centres (see Fig. 11).

**Energetics of constrained models.** A stark difference between the protonated and mixed valence constrained models is found in their relative energies with respect to the fully optimised minima. The proton models were strongly disfavoured having distortion energies well over 10 kcal mol$^{-1}$ (see Table S8, ESI†), whereas for the mixed valence system the relative energies are noticeably smaller (except for one case, see Table 2).

Given their magnetic properties and their framework-compatible geometry, these models could be a valid alternative to the fully optimised ones.

<table>
<thead>
<tr>
<th>Site</th>
<th>TS (DFT)</th>
<th>Min (DFT)</th>
<th>Min (xTB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>1521</td>
<td>933</td>
<td>1605</td>
</tr>
<tr>
<td>C2</td>
<td>−265</td>
<td>−78</td>
<td>−235</td>
</tr>
<tr>
<td>C3</td>
<td>47</td>
<td>180</td>
<td>46</td>
</tr>
</tbody>
</table>

\textsuperscript{a} Higher-order saddle point, to be precise.
Table 2 Relative energies between constrained and unconstrained models for the mixed-valence defect

<table>
<thead>
<tr>
<th>Model (fully optimised/ constrained)</th>
<th>Optimisation method</th>
<th>(\Delta E^b) (kcal mol(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activated (fopt)</td>
<td>xTB</td>
<td>0.00</td>
</tr>
<tr>
<td>Activated (cons)</td>
<td>xTB</td>
<td>4.03</td>
</tr>
<tr>
<td>Activated (fopt)</td>
<td>Hydrogen (xTB)</td>
<td>1.80</td>
</tr>
<tr>
<td>Activated (cons)</td>
<td>Hydrogen (xTB)</td>
<td>6.95</td>
</tr>
<tr>
<td>Activated (fopt)</td>
<td>PBE0-D3</td>
<td>0.00</td>
</tr>
<tr>
<td>Activated (cons)</td>
<td>PBE0-D3</td>
<td>4.80</td>
</tr>
<tr>
<td>Activated (fopt)</td>
<td>Hydrated (xTB)</td>
<td>0.00</td>
</tr>
<tr>
<td>Activated (cons)</td>
<td>Hydrated (xTB)</td>
<td>11.74</td>
</tr>
</tbody>
</table>
| * Fully optimised (i.e., unconstrained) or constrained (see text). * Energies are calculated relative to the unconstrained model.

In view of the abovementioned uncertainty as to the practical viability of such mixed-valence dimers as possible candidates for the defects seen in MOFs, no attempt was made to estimate driving forces for their formation (which would come down to the prediction of redox potentials, which has its own methodological challenges). From the distortion energies in Table 2 it appears that if one-electron reduction of individual dimers were possible during MOF formation, their incorporation into the resulting porous framework would not be prohibitive.

Conclusions

Defects based on the copper paddlewheel motif have been explored for small model complexes in order to gain insight into previous EPR findings for HKUST-1 and the STM family of MOFs, both in their hydrated and activated forms, and the viability of their observation using pNMR spectroscopy. The neutral protonated defect, Cu(H)\(_2\), affords a predicted pNMR spectrum in the same spectral region as that for the non-defective material. Nevertheless, we suggest that variable temperature NMR measurements would be an effective strategy to distinguish between defective and non-defective signals, owing to the linearly inverse relationship with temperature of the defect signals. Regarding the negatively charged, mixed valence defect, the results have a strong method dependence. Irrespective of applying structural constraints to accommodate the defect in the extended MOF, or of using hydrated or activated models, for PBE0-D3 optimised structures the predicted pNMR spectra are close to that of the non-defective material, whereas xTB-optimised structures show strong differences for C1 and C2, i.e., the more deshielded and shielded carbon atoms in the system. Once more, the temperature dependence is indicated to be the key to assign signals belonging to the defect.

In summary, we have used an established protocol to predict the pNMR spectral characteristics of potential spin-1/2 defects in MOFs based on Cu paddlewheel dimers. We expect this information to be useful for a more complete spectroscopic characterisation of such defects, eventually leading to an improved understanding of the structure (geometric and electronic) of these important materials.

Methods

Geometry optimisation was performed by using the semi-empirical method GFN2-xTB\(^{23-28}\) (here referred to as xTB for short) and DFT with the functional PBE0\(^{24}\) with D3 dispersion corrections\(^{23}\) as implemented in Gaussian09.\(^{29}\) The 6-31G\(^*\) basis set was used for all atoms except for Cu, for which an augmented Wachters basis set\(^{30,31}\) was used (62111111/33111111/3111). For the constrained optimisations, all 24 atoms of the phenyl rings were frozen in their positions in the non-defective paddlewheel dimers optimised at the respective level of theory, and all other atoms were relaxed. Amongst the existing methodologies for computing pNMR shifts,\(^{19,32-34}\) we adopted that from Hrobařík and Kaupp,\(^{32}\) where the isotropic shielding, \(\sigma_{isov}\), is computed according to eqn (1):

\[
\sigma_{iso} = \sigma_{orb} + \frac{S(S+1)\beta_g}{3kTgN\beta_N^b} \cdot A^T
\]

in a temperature range of 100 K, from 250 K to 350 K in steps of 20 K. The magnetic parameters were computed at the CAM-B3LYP\(^{37}\) level of theory employing 9s7p4d (62111111/33111111/3111) basis sets on Cu (derived from Ahlrichs-type bases)\(^{18}\) and IGLO-basis II\(^{39}\) on the ligands. Orbital shieldings were calculated using Gaussian09, and the ORCA software for the computation of the \(g\) and \(A\) tensors.\(^{40}\) Chemical shifts are referenced to TMS, where orbital shieldings are computed at the same level (total shieldings \(\sigma = 32.2\) and 187 ppm for \(^1\)H and \(^1\)C, respectively). Shieldings were averaged over the corresponding sites across all four Ph rings in the models (for the mixed-valence defect, C3 and C3’ were also averaged and only reported as C3). This methodology has been used and validated in our previous studies on Cu complexes.\(^{10,11,17}\) Hybrid functionals such as PBE0-D3 and the semiempirical xTB method have been shown previously to perform very well for geometries of transition metal complexes.\(^{35,36}\) For pNMR properties of such complexes, hybrid functionals with large fractions of HF exchange have been shown to be superior to GGAs or standard hybrids,\(^{17,24}\) and the good performance of the range-separated hybrid functional CAM-B3LYP for Cu paddle wheel dimers has been established in ref. 10.

For the formation energies of the defect, single point calculations were performed at the CAM-B3LYP-D3/IGLO-II level detailed above (augmented with Grimme dispersion corrections) using Gaussian09. For the Cu\(_4\)(O\(_2\)CPh)\(_4\) dimer, the triplet state was used for these energy evaluations. Lastly, to account for the polar environment the single-point energies were also calculated with a simple polarisable continuum model (PCM)\(^{41}\) employing the parameters of water (\(e = 80\)). All Gaussian calculations employed the default convergence criteria (maximum change in density matrix elements \(10^{-9}\) a.u., maximum change in energy \(10^{-5}\) a.u. for SCF, maximum and RMS gradient \(4.5 \times 10^{-4}\) a.u. and \(3 \times 10^{-4}\) a.u., respectively, for geometry optimisations), whereas very tight convergence criteria were used for the xTB geometry optimisation (maximum energy change \(10^{-7}\) a.u. for SCF, and maximum gradient...
\(2 \times 10^{-4}\) a.u. for optimisations] and the ORCA properties
calculations [maximum energy change \(10^{-8}\) a.u.].
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