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Abstract—frances is an advanced cloud-based text mining
digital platform that leverages information extraction, knowledge
graphs, natural language processing (NLP), deep learning, and
parallel processing techniques. It has been specifically designed to
unlock the full potential of historical digital textual collections,
such as those from the National Library of Scotland, offering
cloud-based capabilities and extended support for complex NLP
analyses and data visualizations. frances enables realtime re-
current operational text mining and provides robust capabilities
for temporal analysis, accompanied by automatic visualizations
for easy result inspection. In this paper, we present the motivation
behind the development of frances, emphasizing its innovative
design and novel implementation aspects. We also outline future
development directions. Additionally, we evaluate the platform
through two comprehensive case studies in history and publishing
history. Feedback from participants in these studies demonstrates
that frances accelerates their work and facilitates rapid testing
and dissemination of ideas.

Index Terms—digitised historical collections, cloud-based plat-
form, information extraction, knowledge graphs, natural lan-
guage processing, text mining, parallel processing, Apache Spark

I. INTRODUCTION

The digitization of historical texts has opened up vast
possibilities for advancing research in the fields of history,
culture, and linguistics, and in recent years, there has been an
increased interest in Digital Humanities (DH) textual datasets
within the Natural Language Processing (NLP) community [1],
[2]. However, the sheer scale and heterogeneity of these
digital collections pose significant challenges for researchers
aiming to extract meaningful information, establish semantic
relationships, and perform comprehensive text mining anal-
yses that transcend simple search and retrieval method [3].
This is particularly the case where a temporal analysis of
textual material is involved, e.g., across multiple editions of
newspapers, journals, gazetteers, chapbooks or encyclopae-
dias. Temporal analysis focuses on studying the evolution of
language over different time periods and has gained increasing
importance in humanities research, such as tracking the shifts
in perceptions related to sensitive cultural topics like gender
or race. Overcoming the impediments associated with his-
torical textual analysis requires addressing various obstacles,

including integrating data from disparate sources in different
formats, correcting and cleaning text data extracted from
digitised assets, segmenting text entries, identifying semantic
connections, and processing large volumes of data spanning
multiple editions of encyclopedic and journalistic works.

To address these challenges and facilitate research for non-
technical researchers, we have developed frances [4], an
advanced digital platform that combines deep learning, natural
language processing (NLP), and text mining techniques. Ini-
tially, frances was a prototype limited to analyzing the first
eight editions of the Encyclopaedia Britannica (EB) provided
by the National Library of Scotland (NLS) Data Foundry 1.
However, due to architectural limitations and restricted per-
formance on a single local machine, frances was not made
available to the public, despite its access to advanced facilities.

In this work, we present significant advancements in
frances. We introduce novel methods for automatically
generating knowledge graphs that extract valuable information
from historical document collections, offering a functional-
ity previously unavailable to digital humanities researchers.
Additionally, we have extensively improved frances by
enhancing its architecture, expanding analysis functionalities,
incorporating new data visualization capabilities, and enabling
support for parallel text-mining queries in the cloud. These
advancements provide researchers with a powerful platform to
formalize and connect findings and insights derived from the
temporal analysis of large-scale digital corpora. Furthermore,
we evaluate our contributions through two comprehensive case
studies. Participants in the case studies praised frances
for its ability to accelerate workflows, enable new research
practices, and support rapid testing and dissemination of ideas.

The rest of the report is structured as follows. Section II
explores the background of defoe, EB-ontology and EB-
knowledge graph. Section III gives an overview of the main
features of frances. Section IV introduces our parallel
extraction heuristics. Section V details the features of the
NLS ontology, and the new knowledge graphs supported by
frances. Section VI presents the new extensions of defoe,

1https://data.nls.uk/data/digitised-collections/encyclopaedia-britannica/



Section VII focuses on the new architecture of frances,
while Section VIII introduces the different components of
the frances User Interface. Section IX summarises the
evaluations. Section X presents two cases studies: Commodity
and enslaved labor in the Encyclopaedia Britannica and Geop-
arsing the Chapbooks of Scotland. These studies performed to
validate the use of frances. Finally, section XI describes
related work, and section XII concludes with a summary of
achievements and future work.

II. BACKGROUND

This section introduces the main technologies used in the
original version of frances and that are relevant for this
work: defoe, EB Ontology and EB Knowledge Graph.

A. defoe Parallel Library
defoe [5], [6] is a versatile and portable Python library

specifically designed for the storage, processing, querying, and
analysis of digital historical textual data, primarily in English.
By leveraging the Apache Spark big data framework [7],
defoe empowers researchers to extract valuable insights from
text by running parallel text mining queries. It offers seam-
less ingestion, extraction, and transformation capabilities for
digital collections with various XML schemas and physical
representations, utilizing five distinct object models (PAPERS,
NZPP, ALTO, NLS). Notably, the NLS model is employed for
mapping the collections in this study (see Section IV).

Upon data ingestion, defoe introduces a preprocessing
pipeline equipped with advanced NLP techniques to ad-
dress optical character recognition (OCR) errors and other
common issues such as long-S and line-break hyphenation.
This preprocessing step significantly enhances the overall text
quality. defoe encompasses a comprehensive set of text
mining queries that enable efficient searching across large-
scale datasets, providing results that can be further analyzed
and interpreted. These queries are built on a combination of
various operations, including filter, flatMap, map, and
reduce. Furthermore, defoe includes a robust SPARQL
connector that facilitates querying of SPARQL knowledge
graphs. In our earlier work, this connector was primarily
designed to query the EB Knowledge Graph, as outlined in
Section II-B.

B. EB Ontology and EB Knowledge Graph
In our previous work, we introduced the EB Ontology 2 as

a formal specification of knowledge within the domain of the
Encyclopaedia Britannica. This ontology defined a compre-
hensive set of concepts and their relationships, establishing a
shareable and reusable knowledge representation for the EB.

Leveraging the EB Ontology and the extracted information
from the EB collection, frances utilized this knowledge
to construct the EB Knowledge Graph (EB-KG). The EB-
KG, stored as RDF triples in an Apache Fuseki server 3,
facilitated efficient querying and analysis. To enhance the ex-
tracted knowledge, advanced NLP and deep learning analyses
were incorporated. These analyses encompassed several tasks,
including sentiment analysis to classify terms into positive
or negative categories, topic modeling to cluster terms using

2https://francesnlp.github.io/EB-ontology/doc/index-en.html
3https://jena.apache.org/documentation/fuseki2/

Latent Dirichlet Allocation (LDA), term similarity identifica-
tion, OCR error correction to address errors in automated text
recognition, and text summarization for generating concise
representations of historical text.

III. FRANCES - OVERVIEW

frances 4 represents a significant advancement in the
field of deep learning NLP and text mining for historical
textual analysis. It empowers researchers to analyze and extract
valuable knowledge from diverse digital textual collections.

In our earlier work, frances existed solely as a prototype,
limited to exploring the Encyclopaedia Britannica and running
on a local machine. In this work, we have expanded the
capabilities of frances to facilitate seamless analysis of ad-
ditional collections from the National Library of Scotland (see
Sections IV and V). To accomplish this, we have developed
new defoe text mining queries (described in Section VI)
and integrated them into frances’ user interface. Users now
have the ability to create accounts and execute parallel defoe
queries. To support this enhancement, we have completely
restructured the architecture of frances, transforming it into
a cloud-based digital platform (elaborated in Section VII). An-
other notable improvement in frances is its capacity to exe-
cute massively parallel defoe queries utilizing a Cloud-based
Apache Spark Cluster. The details of this implementation
can be found in Section VII-C. Furthermore, this version of
frances boasts several enhancements to the User Interface,
which are comprehensively outlined in Section VIII. These
improvements optimize the user experience and streamline the
process of accessing and interpreting analysis results.

IV. EXTRACTING NLS COLLECTIONS

The NLS data foundry5 serves as a valuable resource by
providing machine-readable formats of collections, facilitat-
ing computational research [8]. These collections encompass
various types of data, including Digitised Textual material,
Metadata, Map and Spatial data, and Organisational data. For
the purpose of this study, our focus lies on the Digitised
Textual material offered by the NLS, which currently consists
of 19 collections 6. Importantly, all digital textual collections
provided by the NLS adhere to the principles of open data.

Each collection is accompanied by two XML-file outputs
that serve distinct purposes. Firstly, the Analysed Layout and
Text Object Extensible Markup Language (ALTO-XML) 7 files
describe the layout information per page. Secondly, the Meta-
data Encoding and Transmission Standard (METS–XML) 8

files provide metadata information such as the title, author, and
publisher for each collection. In this work, we have specifically
chosen three NLS digital collections as examples, although our
methodologies are applicable to any other collections due to
their standardized nature. The selected collections are:

• Chapbooks printed in Scotland 9: This dataset includes
over 3,000 chapbooks printed in Scotland, which were
popular reading materials from the late 17th to the 19th
century. The collection consists of 47,329 ALTO XML

4https://github.com/frances-ai
5https://data.nls.uk/
6https://data.nls.uk/data/digitised-collections/
7https://www.loc.gov/standards/alto/
8http://www.loc.gov/standards/mets/
9https://data.nls.uk/data/digitised-collections/gazetteers-of-scotland/



files at the page level, containing a total of 10 million
OCRed words.

• Ladies’ Edinburgh Debating Society 10: This collection
comprises the complete runs of two Edinburgh journals,
The Attempt and The Ladies Edinburgh Magazine, pro-
duced by the Ladies’ Edinburgh Debating Society. It
spans 10 volumes from 1865 to 1874 and 6 volumes from
1875 to 1880. The collection includes 6,354 ALTO XML
files at the page level, with around 2.5 million words.

• Gazetteers of Scotland collection 11: This collection
consists of twenty volumes of descriptive historical
gazetteers of Scotland from the 19th century, providing
information on towns, cities, castles, and antiquities. It
contains over 13,000 OCRed text files in ALTO-XML
format, amounting to nearly 14.5 million words. These
gazetteers serve as a comprehensive geographical ency-
clopedia of Scotland in the 19th century.

To facilitate the automatic extraction of semi-structured
information from the selected collections or any other NLS
digital collection, we have devised a novel heuristic approach.
This approach entails parallel extraction of text from each page
using ALTO-XML files, extracting metadata from both the col-
lection and volume using METS-XML files, and subsequently
structuring the extracted information. Additionally, for each
volume, we have included the permanent URL that allows
visualization of the page images. This heuristic is implemented
in a new defoe query, write metadata pages yml 12.

Currently, frances supports analyses for these three col-
lections, in addition to the Encyclopaedia Britannica. It is
worth noting that the extracted information already enables us
to conduct rapid data explorations, as demonstrated in Figure 1
for the Chapbooks printed in Scotland. These explorations
were not feasible before utilizing the collections’ XML-files
directly.

V. NLS ONTOLOGY AND KNOWLEDGE GRAPHS

We have expanded the capabilities of frances to include
support for new collections. As part of this extension, we
developed a new ontology called the NLS Ontology 13, which
represents all the collections from the Data Foundry Data
collections of the National Library of Scotland 14.

Figure 2 illustrates the data model of the NLS Ontology.
A Serie (e.g. Gazetteer of Scotland can consist of one or
more Volumes (e.g. Gazetteers of Scotland 1882), which may
reference Books and Supplements; A Serie also has an Editor
(e.g., Wilson, John Marius) and a Publisher (e.g., W. & A.K.
Johnston), which can be a Person or an Organization. Each
Volume contains multiple Pages, which have various attributes,
including the extracted text. Similar to the approach taken
with the EB Ontology, the NLS Ontology was created in OWL
ontology format 15 using Chowlk [9]. Subsequently, frances
utilized Widoco [10] to publish enriched and customized
documentation of the the NLS Ontology with a permanent
identifier provided by the w3id.org service.

10https://data.nls.uk/data/digitised-collections/
edinburgh-ladies-debating-society/

11https://data.nls.uk/data/digitised-collections/gazetteers-of-scotland/
12https://github.com/frances-ai/defoe lib/blob/main/defoe/nls/queries/

write metadata pages yml.py
13https://francesnlp.github.io/NLS-ontology/doc/index-en.html
14https://data.nls.uk/data/digitised-collections/
15https://www.w3.org/OWL/

(a) Number of volumes per publication place. Most of the
chapbooks were published in Glasgow, follow by Edinburgh.

(b) Number of pages per volume. This confirms that most of the
chapbooks were printed into books of 8, 12, 16 and 24 pages.

(c) Frequency of genres per year. Each bubble indicates the
frequency of a genre for a particular year

Fig. 1: Data-explorations using the Chapbooks extracted info.

In this work, we have developed a new methodology 16 to
automatically generate NLS knowledge graphs. This method-
ology leverages the NLS Ontology and utilizes the information
extracted by the defoe query presented in Section IV. The
resulting knowledge graphs have Uniform Resource Identifiers
(URIs) to identify individual resources such as series, volumes,
and pages. They can be queried using SPARQL 17, a semantic

16https://github.com/francesNLP/frances/blob/main/NLS Generic/
Dataframe2RDF.ipynb

17https://www.w3.org/TR/rdf-sparql-query/



Fig. 2: Data Model of the NLS Ontology

query language for retrieving and manipulating RDF data.
To demonstrate the effectiveness of this approach, we

have automatically created three knowledge graphs, one for
each collection introduced in Section IV: ChapbooksScotland-
KG [11], LadiesDebating-KG [12], and GazetteersScotland-
KG [13]. These knowledge graphs are also stored in our
Apache Fuseki alongside the EB-KG, allowing us to query
them using the SPARQL language. Figure 3 provides an exam-
ple 18 of quickly calculating the frequency of the term ‘Mary’
across the publications of the Ladies’ Edinburgh Debating
Society publications using the LadiesDebating-KG.

VI. EXTENSIONS TO DEFOE

We modified the defoe SPARQL connector to query the
new knowledge graphs introduced in Section V. Additionally,
we developed new defoe queries and enhanced existing ones
to interact with the EB-KG and any knowledge graph based
on the NLS Ontology. These are:

• frequency-distribution: Calculates the fre-
quency of the most ‘N’ common tokens in terms def-
initions/pages. Users can specify the number of tokens
(N) and provide a list of tokens to exclude.

• lexicon-diversity: Computes the lexical diversity
metric for a given collection, which is the ratio of the
vocabulary size to the total number of words in the text.
The vocabulary consists of unique words in the text.

18Notebook at https://github.com/francesNLP/frances/blob/main/NLS
Generic/QueringRDF LadiesDebating.ipynb

(a) Query to obtain the frequency of ‘Mary’ across volumes.

(b) Visualization of the frequency results calculated above.

Fig. 3: SPARQL query to explore LadiesDebating-KG.

• frequency_keysearch_by_year: Determines the
frequencies of one or multiple keywords or key sen-
tences in terms definitions/pages, applying various pre-
processing techniques. The results are grouped by year.

• publication_normalized: Counts the total num-
ber of volumes, pages, and words for a collection, pro-
viding results per year. For the EB Knowledge graph, it
also calculates the number of terms per year.

• fulltext_keysearch_by_year: Searches and ex-
tracts full text definitions/pages based on different filter-
ing settings. This query supports various pre-processing
techniques, and the results are grouped by year.

• snippet_keysearch_by_year: Similar to the pre-
vious query, but instead of full text, it returns snippets of
text. Users can configure the snippet size.

• uris_keysearch: Extracts URIs of terms/pages that
contain selected keywords or key sentences in their
definitions. This query utilizes different pre-processing
techniques, and the results are grouped by URI.

• geoparser_by_year: Geo-locates locations men-
tioned in text and resolves them using the Edinburgh
Geoparser [14]. Users can limit the geographical area and
select the gazetteers for place name resolution.

• person_entity_recognition: Identifies people
mentioned in text and estimates the gender distribution.

The previous queries interact with the EB-KG at term level,
while for the new knowledge graphs, they work at page level.



VII. FRANCES ARCHITECTURE

The new architecture of frances is designed with a
containerized approach, where the system is decoupled into
four distinct containers, each serving a specific purpose, as
it is shown in Figure 4. This containerization ensures high
maintainability, efficient system deployment, and scalability.
The first container is the React Frontend, responsible for han-
dling the user interface. It enables a seamless and intuitive user
experience, providing a user-friendly interface for interacting
with the platform. The second container is the Flask Backend,
which implements the core functionalities of frances. It
handles data processing tasks and query handling, ensuring
efficient execution of text mining operations and analysis on
the digital textual collections.

Fig. 4: frances architecture. Color-code: Yellow for con-
tainers, blue for Google GCP products, orange for the VM.

To improve file management and query submission,
frances leverages two containerized services. The first ser-
vice is the Fuseki SPARQL Server, which enables efficient stor-
age and retrieval of semantic data through SPARQL queries.
This server plays a vital role in managing and querying the
interconnected knowledge graphs created from the textual
collections. The second service is the PostgreSQL Database,
responsible for managing user account data and defoe query
tasks. It ensures accurate storage of configuration data and
query results, maintaining data integrity and confidentiality.

By utilizing these containerized services, frances en-
hances the overall functionality and security of the platform,
providing users with a reliable and robust environment for
their data management and analysis needs. In the following
subsections, we will delve deeper into the specific components
and functionalities of this architecture.

A. System Security Measures

As frances is deployed in a cloud environment for public
use, it is essential to mitigate Distributed Denial of Service
(DDoS) [15] attacks and ensure the availability of resources.
To achieve this, ingress filtering is applied to the network of
the Google Cloud VM instance hosting frances, allowing
only the React Frontend and Flask Backend to be accessed
by the public. Rate limiting technology is employed in the
Flask Backend to restrict the number of requests an IP address
or user can make within a certain time period. Additionally,
user account systems are implemented, and defoe-related

functions are made accessible only to authenticated users,
ensuring secure access to the costly resource, defoe.

B. Data Storage Solution

To address the challenge of mixed files among multiple
users and ensure accurate passing of configuration data and
query results, a PostgreSQL database 19 is implemented. The
database manages user account and defoe query details (e.g.
state, progress, submit time, error message, result file path,
etc). Google Cloud Storage 20 is used to store users files
(e.g. lexicons) and query results, leveraging its scalability and
security features. Note that separate folders are automatically
generated in the Google Cloud for each user to store query
files, providing secure storage and restricting user access to
their respective folders.

C. Apache Spark Cluster with Dataproc

The Apache Spark cluster with Google Cloud Dataproc
serves as a robust distributed computing platform, combining
the advanced data processing and analytics capabilities of
Apache Spark with the scalable and managed infrastructure
provided by Google Cloud. In the context of frances, we
harnessed the power of Google Cloud Dataproc to establish an
Apache Spark cluster comprising 18 nodes. We configure this
cluster with 1 master (N2-series, 8 VCPU, 32GB memory),
and 18 workers (E2-series, 8 VCPU, 32 GB memory). Having
at the end a cluster with with 152 VCPus (144 for the workers).

This cluster was purposefully designed and configured to
handle the execution of defoe queries, which are complex
text mining operations. The integration of this Apache Spark
cluster with frances yielded significant improvements in the
performance and scalability of defoe queries. By distribut-
ing the workload across multiple nodes, the cluster enabled
parallel processing, enhancing the speed and effectiveness of
the defoe query execution. Note that this cluster is not
continuously active in frances. It is specifically activated
upon submission of a defoe query and automatically deacti-
vated after two hours of inactivity. The process of starting the
cluster currently takes around five minutes, and it is seamlessly
automated, requiring no action from the user.

D. Cloud Deployment

frances leverages the power of the Google Cloud Plat-
form (GCP) 21, utilizing a Google Virtual Machine (VM) to
deploy the four containers mentioned earlier. In addition, it
makes use of Google Cloud Storage to store users files and
results and the Dataproc Apache Spark cluster for running
defoe queries. These choices are driven by several reasons.
GCP offers a highly scalable infrastructure capable of han-
dling large-scale textual collections, while Dataroc enables
distributed processing and efficient resource utilization through
Apache Spark. The managed services provided by GCP handle
infrastructure setup and maintenance, freeing developers to
focus on enhancing the frances platform. The reliabil-
ity, performance, and global network infrastructure of GCP
contribute to the consistent and fast operation of frances,
making it a powerful tool.

19https://www.postgresql.org/
20https://cloud.google.com/storage
21https://cloud.google.com/



Note that frances has been designed in a way that makes
it adaptable to other cloud providers as well. The modular
architecture of frances ensures that the core functionalities
and components can be easily integrated into alternative cloud
environments. By following cloud-agnostic design principles,
such as using containerization and adhering to open standards,
frances can be deployed on different cloud platforms with-
out significant modifications.

VIII. FRANCES USER INTERFACE

frances offers a user-friendly interface (UI) that provides
automatic abstractions for interacting with various knowledge
graphs, such as the EB-Knowledge Graph (see Section II-B),
ChapbooksScotland-KG, LadiesDebating-KG, GazetteersScot-
land (see Section V). It incorporates deep learning analysis and
defoe, allowing users to extract complex knowledge quickly
and transparently, without requiring expertise in data science.
The UI consists of five main sections displayed at Figure 5.

Fig. 5: frances new UI. Results for ‘science’ EB Term.

The ‘Term Search’ section enables users to search for
specific terms within the EB. The ‘Term Similarity’ feature
helps find similar terms based on an EB term or free text
input applying. ‘Topic Modelling’ allows for clustering of
EB terms (deep learning for topic modelling). The ‘Defoe
Queries’ section allows users to select a collection and defoe
query for analysis, with various query configuration options
available. Lastly, the ‘Collection Details’ section provides
comprehensive information about the collections.

In order to enhance frances usability we have imple-
mented substantial improvements across all sections of the
UI. Additionally, we have introduced user login functionality,
allowing users to create accounts and personalize their experi-
ence. Among the sections, the ‘Defoe Queries’ and ‘Collection
Details’ sections have undergone significant transformations,
which will be discussed in detail in the following subsections.
It is important to note that detailed explanations of all deep
learning analyses supported by frances can be found in our
previous publication [4].

A. Collection Details
The ‘Collection Details’ section serves as an interactive

interface between users and the various knowledge graphs
supported by frances. It presents supported collections in
the form of cards, featuring a cover picture, name, and year
range for each collection. Users can click on a collection card
to navigate to a dedicated page where they can access detailed

information about the selected collection. This frances
section enhances user interaction and facilitates exploration
of the available knowledge graphs in the platform.

(a) Overview of Chapbooks printed in Scotland collection.

(b) Series & Volumes details of Chapbooks printed in Scotland.

Fig. 6: Details of Chapbooks printed in Scotland.

Figure 6a demonstrates the details page for Chapbooks
printed in Scotland collection, which is internally referred to
as the ChapbooksScotland-KG. This page highlights a compre-
hensive description of the collection, along with its metadata
and a link to its source in the National Library of Scotland.
Furthermore, the page presents the metadata of its series and
volumes, which is retrieved from the ChapbooksScotland-KG
through the API backend application. Figure 6b provides a
closer look at the details of one the books of this collection. In
particular, the Scottish Glory series from 1816, along with its
sole volume. To enhance accessibility, the page also includes
a search function for both series and volumes, allowing users
to easily locate specific series or volumes by name, with the
scrollable search results for improved efficiency.

B. Defoe Queries
The ‘Defoe Queries’ section empowers users to configure

and submit queries for supported collections, as discussed in
Section VI. This section is exclusively available to authenti-
cated users for security purposes, while other sections are open



to all users. Figure 7 displays the ‘defoe query submit page’,
where users can select different collections to query, a feature
not available in the previous prototype. Users can also upload
a lexicon (list of words or sentences), and indicate several
filtering options such as target words (those must appear in
terms/page to select them) and year range.

Fig. 7: ‘defoe query submit page’ when EB collection and
frequency keysearch by year are selected.

The configuration options dynamically change based on the
selected collections and queries. For instance, when the EB
collection is chosen, users can query the frequency in either
texts or term definitions by selecting ‘word’ or ‘term’ for
the hit count option. Conversely, if other NLS collections are
selected, the hit count option offers ‘word’ and ‘page’ choices
for querying frequency in texts or pages. When selecting the
geoparser by year query, the gazetteer 22 and bounding box
(to select a place coordenates) options are enabled. Figure 8
presents the dialog for bounding box editing, allowing users
to either manually fill the box or search for a bounding place.

Fig. 8: Bounding box editing dialog. Searching for ‘Scotland’.

Figure 9 displays the defoe query tasks page, in which all
submitted queries are listed along with their configuration data,
execution state and submission time. Users can view the result
of a previous submitted query by clicking the view button of
that task result in this page. Furthermore, for enhanced user

22Users can select among several online gazetteers as the source authority
against which to ground placenames.

convenience, a link to this page is readily available within
the user menu component located in the page header (refer
to the top right corner of Figure 7) as well as on a query
result page. These improvements in the UI of frances
enhance the user experience by providing a more intuitive
and interactive platform for exploring collections, conducting
defoe queries, and visualizing data. The enhanced usability
and expanded functionalities cater to the diverse needs of
researchers, enabling them to gain valuable insights from the
vast historical collections available.

Fig. 9: defoe query tasks page

IX. EVALUATION

In this section, we evaluated the performance of defoe
with different Spark properties. The assessment was conducted
on the Dataproc Apache Spark cluster introduced in section
VII-C, consisting of 18 worker nodes with a total of 144
virtual cores allocated to the workers. We focused on two
key properties: spark.cores.max, which determines the max-
imum number of CPU cores, and spark.executor.instances,
which defines the number of executors [7]. We measured
the total time to run a frequency keysearch by year query
with 18 different combinations of these two properties. This
query counts the number of terms in EB collection where
appear eight commodities (‘tobbaco’, ‘rum’, ‘indigo’, ‘sugar’,
‘coffee’, ‘rice’, ‘cotton’, ‘molasses’) without applying any
filtering options but applying normalization and lemmatization
prepossessing treatments. The query mentioned here is the
initial one employed in the Case Study X-A to generate
Figure 10, and the corresponding results can be found in
Table I.

cores 4 8 16 32 64 128 144 288 300
executors 1 1 2 4 8 16 18 18 18
times (s) 962 996 940 904 620 404 433 422 449

cores 4 8 16 32 64 128 144 288 300
executors 2 2 4 8 16 32 36 36 36
times (s) 985 970 946 623 426 331 297 308 300

TABLE I: Evaluation with different spark properties.

This evaluation demonstrates a reduction in processing time
as the number of executors increases substantially, particularly
when it reaches or surpasses 8, aligning closely with the
number of worker nodes. However, the maximum number of
CPU cores has minimal impact on the observed results. In this
case, this query runs about 70% faster when the number of
executor increases from 1 to 36. This finding emphasizes the
positive effect of scaling up the number of executors on overall
processing efficiency. Therefore, frances has adopted the
144 cores and 36 executors for the mentioned spark properties.



X. CASE STUDIES

A. Commodity and Enslaved Labor in the EB

This case study explores the depiction of race, slavery,
and commodities produced with enslaved labor in the Ency-
clopaedia Britannica (EB) during a period of intellectual and
industrial development. By utilizing the frances platform,
the study conducts a diachronic analysis of references to these
topics, with a specific focus on cotton. Previous analyses
have primarily examined individual entries, but this study
takes a broader approach by investigating the occurrences of
commodities across different editions of the EB [16]. Digital
research methods are employed due to the extensive textual
data involved.

Fig. 10: N-gram to visualise the normalized frequencies of
eight commodities: ‘tobacco’, ‘rum’, ‘indigo’, ‘sugar’, ‘cof-
fee’, ‘rice’, ‘cotton’ and ‘molasses’, produced in frances.

Using frances, we executed the
frequency_keysearch_by_year defoe query
(introduced in Section VI) to analyze the frequencies of eight
commodity types associated with slavery in the Encyclopaedia
Britannica (EB). This query identified occurrences of each
commodity in each term of the EB, counting them as
hits. Figure 10 presents the normalized frequency results,
obtained by dividing the total quantity of terms containing
a commodity per year by the total quantity of terms per
year. The analysis uncovered shifts in the frequency of
commodity mentions over time, with ‘cotton’ surpassing
‘sugar’ as the most referenced commodity after 1801. The
notable increase in terms mentioning cotton can be attributed
to Britain’s advancements in cotton technologies during the
late eighteenth and nineteenth centuries, facilitating mass
production and manufacturing [17].

Furthermore, frances facilitated in-depth analysis
by examining the occurrence of commodities in
conjunction with geographic locations. Twelve
frequency_keysearch_by_year queries were
executed using different target words representing place
names, filtering out irrelevant terms and returning commodity
frequency counts. Those queries were submitted in parallel
taking an average of five minutes to get the results of each
of them. While cotton remained a frequently mentioned
commodity in EB terms related to non-Caribbean areas
as displayed in Figure 11b, its frequencies stagnated or
decreased in articles focusing on Caribbean areas (see
Figure 11a), contradicting the overall trend. However, a
significant increase in references to cotton was observed in
articles referencing India, and these numbers sharply spiked
after 1823, likely due to the international trading activities of
Britain’s East India Company who were trading commodities

(a) Occurrences of ‘cotton’ in EB terms mentioning Caribbean
locations: ‘Barbadoes’, ‘Demerara’, ‘Guiana’, ‘Guyana’, ‘Ja-
maica’ and ‘Trinidad’.

(b) Occurrences of ‘cotton’ in EB terms mentioning non-Caribbean
places: ‘Africa’, ‘Brazil’, ‘Virginia’, ‘Bengal’, ‘Calicut’, ‘India’.

Fig. 11: N-grams visualising the normalized frequency of
lexicon term per year with data exported from frances

internationally throughout this period. This shift suggests a
transition from cotton production in the Caribbean to stronger
associations with regions like the United States [18] and
South Asia. The decline in West Indian cotton production
and supply at the turn of the nineteenth century due to crop
disease and detrimental weather, the comparative growth in
sugar trading [17], as well as rising anti-slavery sentiment
within Britain and towards its colonies in the early nineteenth
century likely contributed here. This shift in the seventh and
eighth (1842, 1853) editions took place after the Slavery
Abolition Act 1833 was passed, enforcing gradual abolition
within the British Empire, although notably this did not
include territories owned by the East India Company and
may be a contributing factor to the patterns seen here. The
study demonstrates the comprehensive analysis capabilities
of frances, shedding light on the dynamics of slavery
and commodity production in the Encyclopaedia Britannica.
Further use of frances will explore additional aspects of the
EB, contributing to a deeper understanding of the information
environment during the Enlightenment and Victorian periods,
including the examination of racialized language and its
implications.

B. Geoparsing the Chapbooks printed in Scotland

Geoparsing the extensive collection of over 3,000 Chap-
books printed in Scotland during the 18th and 19th centuries



holds immense value for historians, as these chapbooks serve
as invaluable cultural artifacts offering insights into the so-
cial, economic, and historical contexts of that era. Through
the process of geoparsing, historians can delve deeper into
the geographic distribution and spatial references within the
texts, shedding light on regional language variations, customs,
folklore, and the dissemination of ideas and popular culture
across different areas of Scotland.

To prioritize the significance of Scottish locations within
this collection, we have instructed frances to assign them
higher weighting during the geo-resolution step using the
Bounding Box (see Figure 8). The configuration details and the
obtained results of the submitted query are depicted in Figures
12a and 12b, and the advanced visualizations (Figures 12c,
12d, and 12e) are automatically generated by frances,
readily available for download at any time, alongside the
results. By geoparsing the chapbooks using frances, his-
torians gain the ability to unravel the spatial dimensions of
Scottish literature from the 18th and 19th centuries.

XI. RELATED WORK

Digital textual analysis and the development of platforms
for analyzing large-scale textual collections have been active
areas of research in the fields of Digital Humanities and
computational analysis. Several works and technologies have
laid the foundation for the advancements in frances.

Text analysis frameworks such as NLTK [19] (Natural
Language Toolkit), GATE (General Architecture for Text
Engineering) [20], and Apache Tika [21] have facilitated the
exploration and analysis of textual data. These frameworks
have influenced the enhancement of frances.

The construction of knowledge graphs from textual data has
been a significant focus. Works like DBpedia 23, YAGO [22],
and Freebase [23] have demonstrated the value of representing
structured information extracted from unstructured text. The
introduction of the NLS Ontology and the creation of knowl-
edge graphs for NLS collections build upon these efforts.

Cloud-based text mining has revolutionized the field by
providing scalable and cost-effective infrastructure for process-
ing large-scale textual collections. Technologies like Apache
Hadoop [24] and Apache Spark [7] enable distributed process-
ing and analysis of big data. Leveraging Apache Spark and the
cloud-based Google Dataproc 24 service, frances harnesses
the power of distributed computing for efficient text mining.

Semantic web and linked data principles have enhanced the
accessibility and interoperability of structured data. Ontologies
like FOAF [25] (Friend of a Friend) and DBpedia Ontology 25

enable the integration of heterogeneous data sources. Linking
the NLS collections with external ontologies, such as FR-
BRoo [26], DBpedia, and EOL [27], enriches the semantic
richness of knowledge graphs.

Curatr [28] is an online platform designed for exploring
and curating the British Library corpus. It leverages natural
language processing and text mining methods to facilitate tasks
such as text search, volume recommendation, semantic search,
and sub-corpus curation. frances offers several advantages over
Curatr, supporting a wider range of collections and utilizing
the NLS Ontology to create knowledge graphs, and it enables

23https://dbpedia.org
24https://cloud.google.com/dataproc?hl=en
25https://dbpedia.org/ontology/

(a) Geoparser defoe query configuration.

(b) Frequency results sorted by year of publication.

(c) 15 Places most mentioned in this collection.

(d) Map of georesolved places frequencies over time.

(e) Zoom in ‘Scotland’. Frequency of geolocated places in 1799.

Fig. 12: Geoparsing the Chapbooks printed in Scoltand. The visu-
alizations are automatically generated by frances.



efficient and scalable text mining through an Apache Spark
cluster. This research extends prior works and contributes to
the growing knowledge in digital textual analysis.

XII. CONCLUSION AND FUTURE WORK

This paper introduces significant advancements to the
frances platform, which contribute to the ongoing progress
in analyzing digital historical textual collections. The cloud-
based architecture ensures maintainability, efficient deploy-
ment, and scalability. The NLS Ontology standardizes the
representation of NLS Data Foundry collections, enabling the
creation of knowledge graphs that capture intricate relation-
ships within the collections.
frances has evolved into a cloud-based digital platform,

utilizing an Apache Spark cluster hosted in the cloud for text
mining queries. This enhancement enhances scalability and
performance, enabling researchers to efficiently analyze large-
scale textual collections. The development of novel defoe
queries and modifications to existing ones equip researchers
with a diverse toolkit for extracting valuable insights and
conducting profound analyses. The case studies showcases
the power of frances in uncovering insights within vast
datasets. Researchers used frances to analyze commodities
related to slavery, revealing shifting patterns of commodity
references over time, as well to Geoparsing collections. Future
improvements include expanding the creation of knowledge
graphs to include additional collections, collaborating with
other institutions, and conducting extensive evaluation and
validation. Optimization of scalability and performance, in-
tegration with external linked data sources, and gathering
user feedback are also important areas of focus. Overall, the
advancements presented in this paper open up new possibili-
ties for analyzing digital textual collections, inspiring further
research in the fields of Digital Humanities, History and
eScience.
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