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Abstract 

Viruses are obligate intracellular pathogens, so virus-host interactions are crucial to their infectivity. A 

successful infection is a trade-off between the virus’s utilisation of host dependency factors that permit 

virus replication, and its ability to overcome the host innate immune response. Broadening our 

understanding of what permits or restricts replication may provide us with novel targets for antiviral 

therapies. 

Human parainfluenza virus type 3 (hPIV3) is a leading cause of pneumonia and hospitalisation of 

children under 5 years worldwide. Using a genome wide CRISPR knockout screen, targeting 

approximately 18,000 individual genes, we identified host factors that facilitate hPIV3 replication, 

including solute carrier family 35 member A1 (SLC35A1), a sialic acid transporter, alongside antiviral 

factors. Infection of independent gene knockout cell lines validated a role of three genes important for 

the antiviral response: Merlin (NF2), Hydroxysteroid 17-Beta Dehydrogenase 12 (HSD1712), and Zinc 

Finger CCCH-Type Containing, Antiviral 1 (also known as zinc finger antiviral protein, ZAP). Using flow 

cytometry and RT-qPCR, we showed that IFN-treated knockout cells were permissive to hPIV3 infection 

when compared to control cells. We also showed, by RT-qPCR, that all three hits regulated IFN 

induction. Importantly, NF2 also regulated IFN signalling; a novel phenotype not previously described. 

Using plaque assays, we demonstrated that all three hits restricted the replication of other paramyxo- 

and pneumoviruses, revealing their broad antiviral activity. 

However, the IFN response is a vast response with significant redundancy and where several interferon 

stimulated genes (ISGs), that individually have low activity, culminate to restrict infection. Current 

screening methods rely on strong phenotypes, leading to low power in elucidating antiviral restriction 

factors. To overcome this, we carried out proof-of-principle studies, using an established ISG15-

deficient cell line and model Paramyxovirus, PIV5, to enhance signal-to-noise and expand the 

quantitative working window required for the discovery of low acting ISGs. Building on this, future work 

will provide a broad overview of the host antiviral response that could inform the development of new 

therapeutics. 
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ELF1 E74-Like Factor 1 

GNPTAB N-Acetylglucosamine-1-Phosphate Transferase Subunits Alpha and Beta 

HERC5 HECT And RLD Domain Containing E3 Ubiquitin Protein Ligase 5 

HMOX1 Heme oxygenase-1 

HSD17B12 17-beta hydroxysteroid dehydrogenase-12 

IFIT Interferon-induced protein with tetratricopeptide repeats 

IFITM Interferon-induced transmembrane protein 

IFNAR Interferon alpha/ beta receptor 

IFNGR Interferon gamma receptor 

IFNLR Interferon lambda receptor 

IKK IκB kinase 

IKKε  Inhibitor of nuclear factor kappa-B kinase ε  

IMP3 U3 Small Nucleolar Ribonucleoprotein 3 

IRAK Interleukin-1 receptor associated kinase 

IRF3 Interferon regulatory factor 3  

IRGM Immunity-related GTPase family M protein 

ISG15 Interferon stimulated gene 15 

ISGF3 Interferon stimulated gene factor 3 

ISRE Interferon sensitive response element 

KHNYN KH And NYN domain containing protein 

LATS1/2 Large Tumour Suppressor Kinase 1/2 

MAVS Mitochondrial antiviral signalling protein 

MDA5 Melanoma differentiation associated gene 5 

MST1/2 Macrophage Stimulating 1/2 

MxA Human myxovirus resistance protein 1 

NEMO NF-κB essential modulator 

NF2 Moesin-Ezrin-Radixin Like (MERLIN) Tumour Suppressor 

OAS 2'-5'-oligoadenylate synthetase 

OST Oligosaccharyltransferase 

P2RY14 P2Y purinoceptor 14  

PKR Protein kinase R 
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PPA2 Pyrophosphatase 2 

PTAR1 Protein Prenyltransferase Alpha Subunit Repeat Containing 1 

RAD51 RAD51 Recombinase 

RIG-I Retinoic acid inducible gene I 

SKP2 S-phase kinase-associated protein 2 

SLC35A1 Solute carrier family 35 member A1 

SMU1 DNA Replication Regulator And Spliceosomal Factor 

SPRY SP1A kinase of Dictyostelium and rabbit Ryanodine receptor 

STING (cGAS)-stimulator of interferon genes 

STT3A Oligosaccharyltransferase Complex Catalytic Subunit A 

TAZ Phospholipid-lysophospholipid transacylase 

TDRD7 Tudor Domain Containing 7 

TEAD Transcriptional enhanced associate domain 

TRAF tumour necrosis factor receptor associated factor 

TRIM25 Tripartite motif-containing protein 25 

UFC1 Ubiquitin-Fold Modifier Conjugating Enzyme 1 

USP18 Ubiquitin specific peptidase 18 

YAP Yes-associated protein 1 

ZAP Zinc finger CCCH-type containing, antiviral 1 

ZAPL ZAP long isoform 

ZAPS ZAP short isoform 

 

Other 

A549 Adenocarcinoma human alveolar basal epithelial cells 

ADP Adenosine diphosphate 

ANOVA Analysis of variance 

BAGEL Bayesian analysis of gene essentiality 

BFP Blue fluorescent protein 

CDC Centres for disease control and prevention 

CMP Cytidine monophosphate 

CO2 Carbon dioxide 

CRISPR Clustered regularly interspaced short palindromic repeats 

DAVID Database for annotation, visualization and integrated discovery 

DI Defective interfering particles 

DMEM Dulbecco's modified eagle medium 

DMSO Dimethyl sulfoxide 

DNA Deoxyribonucleic acid 

dNTP Deoxynucleotide triphosphate 

dsRNA Double stranded ribonucleic acid  
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ECL Enhanced chemiluminescence 

EDTA Ethylenediaminetetraacetic acid 

F Fusion protein 

FACS Fluorescence activated cell sorting 

FBS Foetal bovine serum 

FCS Foetal calf serum 

FDA US food and drug administration 

FDR False discovery rate 

FFPE Formalin-Fixed Paraffin-Embedded 

FSC Forward scatter 

GAF Gamma-activated factor 

GAS Gamma interferon activation site 

GE Gene end 

GeCKO Genome-scale CRISPR-Cas9 knockout screens 

GFP Green fluorescent protein 

GS Gene start 

HDF Host dependency factor 

HEK Human embryonic kidney 

HEPES 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid 

HRP Horseradish peroxidase 

IFN Interferon 

IRF Interferon regulatory factor  

ISG Interferon stimulated gene 

JAK Janus kinase 

L Large protein 

LD Lipid droplet 

Le Leader 

LRTI Lower respiratory tract infection 

LTR Long terminal repeat 

M Molar 

M Matrix protein 

MaGeCK Model-based Analysis of Genome-wide CRISPR-Cas9 Knockout 

MOPS 3-(N-morpholino) propane sulfonic acid 

mRNA Messenger ribonucleic acid 

MRPS Multidrug resistance proteins 

N Nucleocapsid protein 

NCBI National centre for biotechnology information 

NGS Next generation sequencing 

NHEJ Non-homologous end joining 

NIH National institutes of health 
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ns Non-significant 

NS1/2 non-structural protein 1/2 

ORF Open reading frame 

P Polymerase-associated protein 

PAMP Pathogen associated molecular pattern 

PARP Poly (ADP-ribose) polymerases 

PBS Phosphate buffered saline 

PCR Polymerase chain reaction 

PERCH Pneumonia Etiology research for child health 

PGE2 Prostaglandin E2  

PNK Polynucleotide kinase 

ppp-RNA 5’ triphosphate single stranded RNA  

PRR Pathogen recognition receptor 

PVDF Polyvinylidene difluoride 

RBP RNA binding protein 

RLR RIG-I like receptor 

RNA Ribonucleic acid 

RRA Robust rank aggregation 

Rux Ruxolitinib 

SDS Sodium dodecyl sulphate 

SDS-

PAGE Sodium dodecyl sulphate–polyacrylamide gel electrophoresis 

sgRNA Single guide RNA 

SH  Small hydrophobic protein 

shRNA Short hairpin ribonucleic acid  

siRNA Small interfering ribonucleic acid 

SSC Side scatter 

ssRNA Single stranded ribonucleic acid  

STAT Signal transducer and activator of transcription 

TBE Tris-borate-EDTA 

TIR Toll/Interleukin-1 receptor 

TLR Toll like receptor 

TNF Tumour necrosis factor 

Tr  Trailer 

TYK Tyrosine kinase 

UDP Uridine diphosphate 

UMP Uridine monophosphate 

UTR Untranslated region 

VLCFA Very long chain fatty acids 

vRdRP RNA-dependent RNA polymerase 
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1.1 Introduction 

As obligate intracellular pathogens, viruses rely on host machinery to complete their replicative cycle; 

virus-host interactions are therefore crucial to the infectivity of the virus and its ability to cause disease 

(Robinson et al., 2018). Whilst there are host dependency factors present in cells that permit the 

replication of viruses, there are also antiviral factors that restrict the pathogen’s ability to replicate 

(Schoggins and Rice, 2011).  

Historically, investigating virus-host interactions has been limited to investigating single to a few genes 

at a time, often in a manner that is hypothesis driven and requires prior knowledge of the system. 

Advances in molecular tools, have allowed the development of high throughput screening platforms, 

allowing for the identification of many genes in a single experiment. This therefore lends itself to the 

study of pathways which have broad signalling systems, such as the IFN response, with many genes 

that work in concert. Imperatively, it is the development of next generation sequencing (NGS) that has 

driven the field of genome wide screening forward (Schneeberger, 2014). The method relies on the 

ability to characterise genes resulting in a desired phenotype, and so the ability to identify and 

characterise output genes via sequence-based analysis reliably is key. Additionally, improvements in 

genome editing tools have improved the specific targeting of genes allowing more robust interpretation 

of resulting phenotypic change and increased reliability in the systems used (Moresco, Li and Beutler, 

2013; Shalem, Sanjana and Zhang, 2015).  

The most well-known of the genome wide screening techniques, and that utilised in this thesis, is 

genome wide CRISPR/Cas9 knockout screening. This technique employs clustered regularly 

interspaced short palindromic repeats (CRISPR) Cas9 genome editing, first described to target, and 

cleave the human genome in 2013 to introduce loss-of-function mutations, alongside the Cas9 enzyme 

(Cong et al., 2013; Jinek et al., 2013; Mali et al., 2013). In loss-of-function genetic engineering, the Cas9 

enzyme is programmed with a single guide RNA (sgRNA) complementary to the gene of interest. Upon 

binding of the complex to a complementary sequence, site specific DNA cleavage occurs resulting in a 

double strand break. Genome engineering exploits this function of the enzyme to cause frameshift 

mutations resulting in disruption of gene function. These frameshift mutations are as a result of 

insertions and deletions caused by the error-prone mechanism of non-homologous end joining, used to 

repair the double strand break induced by the CRISPR/Cas9 complex in the absence of a homologous 

sequence (Jiang and Doudna, 2017; Khan et al., 2018). As such, this technology can be utilised in a 

multiplexed manner, via sgRNA libraries, to investigate complex biological systems, including virus-host 

interactions which will be further discussed (Shalem, Sanjana and Zhang, 2015).  

 

1.2 Antiviral Defence and the IFN Response 

The innate immune response is one of the bodies first lines of defence against incoming pathogens, 

including viruses, prior to the activation of the adaptive immune response. A component of the innate 

immune response, the interferon (IFN) response has a well-established role in responding to viral 

infection, with the cytokines first being named for their ability to ‘interfere’ with virus infection (Isaacs 
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and Lindenmann, 1987). This is an evolutionary conserved response which is rapid and non-specific; it 

is critical to the rate at which infection spreads through slowing viral replication prior to the activation of 

the adaptive immune response (Schneider, Chevillotte and Rice, 2014; Fensterl, Chattopadhyay and 

Sen, 2015). IFNs themselves are important immunomodulatory cytokines which further regulate the 

magnitude of this host response. As well as leading to antiviral defence within the cell, they also play 

other roles in both limiting host tissue damage (Lee and Ashkar, 2018) and promoting it, dependent of 

the subtype of IFN expressed (Major et al., 2020). 

The IFN response is comprised of the IFN induction pathway, whereby incoming pathogens are 

recognised leading to the production of IFNs, and the IFN signalling pathway, leading to the expression 

of hundreds of interferon stimulated genes (ISGs). These genes can be powerful antiviral restriction 

factors, important pathway regulatory factors, or both (Schoggins et al., 2011).  

 

1.2.1 Classes of IFN and their properties 

Cytokines within the IFN family have been further subdivided based on the receptor type they bind to; 

type I IFN and the IFN alpha receptor (IFNAR), type II IFN and the IFN gamma receptor (IFNGR), and 

type III IFN and the IFN lambda receptor (IFNLR) (Regulation of type i interferon responses; Levy, Marié 

and Durbin, 2011; Lee and Ashkar, 2018) (figure 1.2.1.1).  

Type I IFN consists of 13-16 subtypes, a number debated in the literature, including one IFN-β and 

multiple IFN-α, all of which maintain similar structural homology (Platanias, 2005; Walter, 2020). There 

is no cell type specificity for type I IFN production with the route of viral infection and tissue tropism of 

the virus determining the site. For example, mucosal infections may result in expression of type I IFN 

from epithelial cells or alveolar macrophages, organ infection may result in production from fibroblasts 

and systemic infection may result in type I IFN being secreted from monocytes or plasmacytoid dendritic 

cells (pDCs) (Swiecki and Colonna, 2011). It is known that the bone marrow derived pDCs secrete a 

large amount of type I IFN and as such, play an important role in the control of viral infections (Cella et 

al., 1999). Type III IFN, also known as IFN-λ, is able to establish an antiviral state in both the infected 

cell and surrounding, non-infected cells similar to type I IFNs. The difference to type I IFN lies in the 

tissue distribution, with type III IFN predominantly acting at epithelial surfaces (Ye, Schnepf and 

Staeheli, 2019). Conversely, type II IFN consists of IFN-γ which has no structural homology to type I or 

type III IFN (Platanias, 2005). As well as playing an important role in the innate immune response, it 

also has a well-known role in the cell-mediated adaptive immune response through immunostimulatory 

and immunomodulatory functions (Lee and Ashkar, 2018). Unlike type I IFN which has broad cellular 

sources, type II IFN is primarily secreted by immune cells including CD4+ T helper 1 (Th1) cells, natural 

killer (NK) cells, and CD8+ cytotoxic T cells. It also plays a key role in adaptive immunity through 

signalling for immune cell differentiation and activation, and the induction of major histocompatibility 

complex class II molecule expression (Ivashkiv, 2018).  
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Figure 1.2.1.1: Classes of IFN and their receptors. Type I, II and III IFN (blue circles) bind to IFN 

alpha, gamma and lambda receptors (purple) respectively to activate downstream JAK/STAT 

signalling cascades. This either results in STAT1 dimerization, resulting in expression of genes from a 

GAS element (blue arrows) or the formation of ISGF3 resulting in expression of genes from the ISRE 

(green arrows).  

 

Whilst there are differences between type I/ III and type II IFN in their respective receptors and signalling 

cascades the main differentiator is the resulting response with IFN γ (type II) playing an important role 

within adaptive immunity and IFN α/β/ λ (type I/III) having important implications in innate with the 

canonical role of type-I IFN being well described in both its mechanism and role in antiviral immunity. 

For this reason, IFN-α/β will be discussed going forward, being subsequently referred to as the ‘IFN 

response’. 

 

1.2.2 IFN induction by RNA viruses 

The IFN induction pathway is activated by the recognition of pathogen-associated molecular patterns 

(PAMPs) by cellular pattern recognition receptors (PRRs). PRRs present in the cell are able to 
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determine self from non-self and in the case of viral infection, the PAMP recognised is predominantly 

viral nucleic acid. This establishes a signalling cascade leading to the production of IFN (McNab et al., 

2015). Upon infection with an RNA virus, two predominant PRR types are activated; RIG-I like receptors 

(RLR), which are cytoplasmic sensors, and the membrane-bound toll-like receptors (TLR) (Nan, Nan 

and Zhang, 2014; Rehwinkel and Gack, 2020). As such, the pathways of these two receptor types will 

be subsequently focussed on.  

1.2.2.1 RLRs 

RLRs recognise virus-derived nucleic acid and include both retinoic acid-inducible gene I (RIG-I) and 

melanoma differentiation-associated protein 5 (MDA5) which recognise 5’ triphosphate ssRNA (ppp-

RNA) and long dsRNA, respectively (figure 1.2.2.1.1) (Yoneyama et al., 2004; Pichlmair et al., 2006; 

Ludwig et al., 2010; Rehwinkel and Gack, 2020). Upon binding of either RIG-I or MDA5 to their 

respective PAMPS, a conformational change in the proteins exposes a conserved caspase activation 

and recruitment domains (CARD). This results in a CARD-CARD domain interaction with the adaptor 

mitochondrial antiviral-signalling protein (MAVS) which subsequently associates with TNF Receptor 

Associated Factor 3 (TRAF3). Upon association of MAVS and TRAF3, TANK-binding kinase 1 (TBK1) 

and inhibitor of nuclear factor kappa-B kinase ε (IKKε) are recruited to directly phosphorylate Interferon 

regulatory factor 3 (IRF3) (Fitzgerald et al., 2003; Kawai et al., 2005). Post-phosphorylation, IRF3 is 

able to dimerise and translocate to the nucleus where it binds to the IFN-β promoter leading to the 

expression of type-I IFN and a small number of IRF3 inducible ISGs (Lin et al., 1998; Ashley et al., 

2019; Duncan et al., 2023). 

Alternatively, the IκB kinase (IKK), comprising of IKKα, IKKβ and IKKγ subunits (also known as NF-κB 

essential modulator (NEMO)), can be activated following the association of MAVS and TRAF proteins. 

This recruits NEMO to the MAVS complex and results in the phosphorylation of IκB. Whilst Nuclear 

factor kappa-light-chain-enhancer of activated B cells (NF-κB) is normally held in the cytosol by 

members of the IκB family, this phosphorylation event results in the ubiquitination of IκB allowing NF-

κB to translocate to the nucleus, bind to κB DNA binding sites and activate downstream gene 

transcription (Pfeffer, 2011; Liu et al., 2017).  
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Figure 1.2.2.1.1: RLR-dependent activation of the IFN induction pathway by RNA viruses. 5’ 

triphosphate ssRNA and long dsRNA are recognised in the cytoplasm by RIG-I and MDA-5 respectively. 

This causes a signalling cascade resulting in the phosphorylation and translocation of either IRF3 or 

NF-κB to the nucleus resulting in the transcription of IFN-β. 

 

1.2.2.2 TLRs 

TLR-7 and TLR-8, two phylogenetically and structurally related toll-like receptors located in endosomal 

compartments, recognise viral ssRNA through either direct infection, autophagocytic uptake of viral 

material from cytoplasm or phagocytic uptake of other infected cells or vial particles (Nishiya et al., 

2005). 

The interaction of TLR-7 or TLR-8 with ssRNA results in the recruitment of MyD88 to the receptor 

leading to the subsequent activation of NF-κB and IFN regulatory factor 7 (IRF7) alongside other 

transcription factors. The association of MyD88 to the receptor results in recruitment of interleukin-1 

receptor associated kinase (IRAK-)1 and IRAK4 which are subsequently phosphorylated and dissociate 

from the receptor. For NF-κB activation, this dissociation results in the association of TRAF6 enabling 

the activation of TAK1, a protein kinase. TAK1 subsequently triggers the activation of the NF-κB 

transcription factor via the canonical IKK complex (NEMO) as previously described to result in the 
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expression of proinflammatory cytokines and chemokines (Zhou et al., 2013; Yu et al., 2020). 

Alternatively, TRAF3 can also be recruited into the IRAK1/ IRAK4/ TRAF6 complex to activate IRF7. 

IRF7 can then translocate to the nucleus, bind to ISRE elements resulting in the production of IFN-α 

(Oganesyan et al., 2005).  

TLR-7 and TLR-8 receptors have been shown to exhibit sequence specificity that allows them to 

distinguish self from non-self. They have been suggested to accomplish this via recognising the location 

of the RNA and through identifying the level of nucleoside modification. Host RNA should contain many 

nucleoside modifications and non-self RNA, such as viral RNA, few (Karikó et al., 2005). Additionally, 

whilst the two receptor types are phylogenetically similar and are able to result in the same pathways 

being activated, cell type tropism and resulting gene transcription is more specific. TLR-7 receptors are 

primarily found in pDCs and B cells whilst TLR-8 receptors in myeloid DCs and monocytes. As such, 

they primarily induce IFN-α and related cytokines and proinflammatory cytokines and chemokines 

respectively (Gorden et al., 2005; Bender et al., 2020).  

 

1.2.3 Type I IFN signalling  

Following secretion of IFN from virally infected cells, IFN bind to the Interferon-α/β receptors (IFNAR) 

on neighbouring cells initiating IFN signalling and the canonical signalling cascade dependent on the 

Janus kinase (JAK)–signal transducer and activator of transcription (STAT) pathway (Fensterl, 

Chattopadhyay and Sen, 2015). This subsequently puts the cell into an antiviral state and hinders the 

replication of newly incoming virus particles to the cell (figure 1.2.3.1).   

The IFNAR receptor is comprised of two subunits, IFNAR1 and IFNAR2, which are constitutively 

associated with tyrosine kinase 2 (TYK2) and Janus kinase 1 (JAK1) respectively. Upon binding of IFN 

to the receptor, a ligand-dependent rearrangement and dimerization of the subunits occurs resulting in 

the auto-phosphorylation of JAK1 and subsequent cross-phosphorylation of TYK2. Upon 

phosphorylation of the associated JAK proteins, signal transduction and activator of transcription 

proteins, STAT1 and STAT2, are tyrosine-phosphorylated resulting in dimerization. The dimer 

assembles with interferon regulatory factor 9 (IRF9) to form a tri-molecular complex named Interferon 

Stimulated Gene Factor 3 (ISGF3). It had previously been assumed that the formation of this complex 

occurred in the cytoplasm however, more recent studies have suggested that ISGF3 assembly occurs 

directly on the DNA (Platanitis et al., 2019). Here, ISGF3 binds the IFN stimulated response element 

(ISRE), directly activating the expression of hundreds of IFN stimulated genes (ISGs) (Schneider, 

Chevillotte and Rice, 2014; Hu et al., 2021).  

As previously mentioned, type I IFN can also signal via STAT1 homodimers, independent of IRF9. Upon 

phosphorylation of the STAT1 homodimers, they are able to translocate to the nucleus and directly bind 

to IFN-γ-activated sites (GAS) elements within ISG promoters resulting in the expression of pro-

inflammatory genes (Platanias, 2005). This pathway of signalling is also that used by type II IFN 

whereby binding of IFN-γ to the IFNGR receptor results in the phosphorylation of two JAK molecules 

and the dimerization of two STAT1 molecules. These are able to directly translocate to the nucleus and 
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bind to GAS elements, rather than the binding of ISGF3 to ISRE elements, for the expression of ISGs. 

(Platanias, 2005). 

 

 

Figure 1.2.3.1: Type I IFN activation of the IFN signalling pathway. Following the binding of IFN-α/β 

to the IFNAR receptor, the JAK/STAT pathway is activated. This results in the phosphorylation of STAT1 

and STAT2, which upon binding of IRF9, forms ISGF3. ISGF3 binds to ISRE-containing promoters in 

the nucleus and results in the expression of hundreds of ISGs, some of which cause a positive feedback 

loop for the production of more IFN-α/β. Alternatively, binding of IFN-α/β to the IFNAR receptor can 

result in the phosphorylation of STAT1 homodimers which can translocate to the nucleus, bind to GAS 

elements and result in the expression of pro-inflammatory cytokines.  

 

1.2.4 Interferon Stimulated Gene effectors and their functions  

The resulting expressed antiviral ISGs have diverse roles that target every stage of the virus life cycle 

(figure 1.2.4.1) (Schoggins et al., 2011). Many ISGs have broad antiviral activity, and as such can also 

target host cellular processes, whilst others are very specific to the viruses they target. For example, 

dsRNA-dependent protein kinase R (PKR) induces the shutdown of general protein translation upon 

activation and phosphorylation of eukaryotic translation initiation factor 2A (eIF2A), and the 2′,5′-

oligoadenylate synthetase (OAS)-RNase L pathway degrades ssRNAs, including mRNAs of cellular 
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origin as well as viral origin (Balachandran et al., 2000; Silverman, 2007). Others, such as IFN-induced 

protein with tetratricopeptide repeats (IFIT) and IFN-induced transmembrane (IFITM) proteins inhibit 

viruses by binding specific virus components, as will be further discussed. However,  many viruses 

remain insensitive to these direct antivirals (Schoggins et al., 2011). Whilst the fundamental role of the 

IFN response within host defence is known, and the role and function of many ISGs have been 

elucidated, this is a vast response, with many unknowns remaining. For many viruses which of the 300+ 

ISGs produced during this response limits infection is unknown and the function(s) of many ISGs remain 

unexplored. It is therefore imperative that we further understand this response if we are to better 

determine whether a viral infection is successful or not. 

 

Figure 1.2.4.1: Antiviral factors target every stage of the virus life cycle. Overview of viral lifecycle 

with example antiviral factors for select stages (Fusco et al., 2013; Li et al., 2013; Feng et al., 2018; 

OhAinle et al., 2018; Richardson et al., 2018; Kuroda et al., 2020; Lin et al., 2020; Wei et al., 2020). 

Colours correspond to the screen design that identified them. HCV; Hepatitis C Virus, SARS-CoV-2; 

Severe Acute Respiratory Syndrome Coronavirus 2, IAV; Influenza A Virus, HIV; Human 

Immunodeficiency Virus, HCMV; Human Cytomegalovirus, EBOV; Ebola Virus, YFV; Yellow Fever 

Virus, DENV; Dengue Virus, ZIKV; Zika Virus, WNV; West Nile Virus, BUNV; Bunyavirus.  

Notwithstanding ISGs whose role is regulating the IFN response such as ISG15 and USP18 (discussed 

later), there is redundancy within the direct antiviral role of the IFN response as only a small number of 
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proteins are expected to contribute to the antiviral response against any one virus. It is often the case 

that ISGs have a small to moderate antiviral effect when expressed in isolation and instead, multiple 

ISGs often come together to work in concert providing a synergistic effect (Hubel et al., 2019; Jones et 

al., 2021). For example, previous work has shown that mice defective in a broad-ranging ISG, such as 

PKR or OAS, are still able to produce an antiviral response indicating several factors are likely at play 

(Zhou et al., 1999). Which antiviral factors are responsible for restriction of which virus is mostly 

unknown, this makes the antiviral defence system difficult to study and finding the associated restriction 

factor for a virus could be likened to finding a needle in a haystack. Many techniques have been applied 

to try and tackle this biological question including CRISPR/Cas9 genome wide screening, ISG 

expression libraries and siRNA screening which will be further discussed (Jones et al., 2021). These 

genome wide approaches are also well placed to investigate which aspects of this broad response 

result in a virus-specific antiviral phenotype, and which play the aforementioned critical regulatory role.  

 

1.2.5 Regulation of the type I IFN response  

Whilst the IFN response is a key component against responding to extracellular pathogens, it needs to 

be tightly regulated. Previously, it has been described that IFN expression must fall within a ‘Goldilocks 

Zone’ with too little IFN expression resulting in increased susceptibility to infection and too much IFN 

expression leading to type-I interferonopathy and autoinflammatory disease. As such, the IFN response 

must be tightly regulated to remain  ‘just right’ to maintain this balance and produced the desired antiviral 

effect (Taft and Bogunovic, 2018).  

Such effects have been seen in patients deficient in ISG15, a key regulator of the IFN response. Patients 

with loss-of functions in ISG15 have been shown to have hallmarks of autoinflammatory disease but no 

experience of severe infectious disease (Zhang et al., 2015b); now known to be due the enhanced type-

I IFN response in ISG15 deficient cells (Speer et al., 2016a; Holthaus et al., 2020) 

Intracellular free ISG15 is known to have a regulatory function within innate immunity through the 

stabilisation of USP18 (Zhang et al., 2015b), a known negative regulator of the IFN response. In the 

presence of ISG15, USP18 stability is promoted as ubiquitination mediated by SKP2, another negative 

regulator of the response that causes proteasomal degradation of USP18, is prevented (Vuillier et al., 

2019; Kang, Kim and Jeon, 2022). This allows USP18 to be recruited to IFNAR2 by STAT2 and inhibit 

ternary complex formation, therefore inhibiting subsequent signalling. However, in the absence of 

ISG15, the mRNA levels of USP18 are higher and the protein levels downregulated. This is due to the 

more rapid proteolysis of USP18 by SKP2 (Tokarz et al., 2004). Additionally, it has been shown that as 

well as preventing SKP2-mediated degradation of USP18, ISG15 also facilitates USP18’s inhibitory 

function in an interaction yet characterised (figure 1.2.5.1) (Vasou et al., 2021). This example 

exemplifies the importance in further identifying novel genes involved in innate immunity and elucidating 

their mechanisms of action. ISG15 is an ISG expressed as a result of IRF3 and IFN-dependent 

signalling. Whilst it plays a role as a direct antiviral it also plays a key role in the regulation of the IFN 

response alongside many others. Despite many viruses encoding countermeasures to these antiviral 
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factors, our understanding of them is pivotal to understanding their weaknesses and aids our 

understanding of how infection can be controlled as it is harder for a virus to evolve countermeasures 

to a regulatory factor than a direct antiviral. 

 

 

Figure 1.2.5.1: Regulatory role of ISG15 in IFN signalling. In regulated type I IFN signalling, ISG15 

stabilises USP18 by preventing SKP2 mediated proteasomal degradation to prevent binding of USP18 

to STAT2 at the IFNAR2 receptor. Alternatively, ISG15 can bind to USP18 through non-covalent 

interactions to facilitate the inhibitory activity of USP18. In cells deficient in ISG15, these interactions 

do not occur and USP18 is not degraded by SKP2, resulting in the overexpression of ISGs from ISRE-

containing promoters (Vasou et al., 2021). 

Conversely, primary immunodeficiency is also the result of genetic mutations that result in the patient 

being unable to clear infections (McCusker and Warrington, 2011). For example, patients were identified 

to have a homozygous mutation within STAT2 leading to incorrect splicing  subsequently rendering 

them susceptible to measles infection following routine immunisation (Hambleton et al., 2013). 

Interestingly, whilst potentially lethal, if STAT2-deficient individuals survive childhood, they remain 

relatively healthy indicating that other routes of ISG expression can take over from ISGF3 signalling to 

defend against many viral infections (Hambleton et al., 2013).  As highlighted by these patients, there 

is a large amount of redundancy within the IFN response with many genes performing the same role. 

As such this makes studying this response difficult as phenotypes can be easily overcome. As such, 
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improvements must be made for the identification of antiviral factors if we are to fully understand the 

response as will be further discussed.  

 

1.3 The use of genome wide screening for the identification of antiviral factors  

As previously described, genome wide screening is a powerful tool to elucidate host genes important 

in the regulation of viral infection, both those that enable and hinder virus replication. To date, genome 

wide genetic screening has been utilised widely to identify host dependency factors required for 

successful virus replication in the cell. However, in comparison, these screens have been underutilised 

to investigate antiviral factors that hinder virus replication.  

Genome wide genetic screening is well placed to identify antiviral restriction factors, including novel 

genes, and exclude genes not involved in the antiviral response due to the high-throughput nature of 

the techniques and the size of gene libraries available (Jones et al., 2021). This not only allows the 

identification of known and novel genes but aids the identification of the aforementioned redundant 

genes in the response, as will be further discussed (Schoggins et al., 2011). The identification of many 

genes following subsequent analysis of screening also enables the identification of whole pathways 

involved in the response; something not possible in single gene studies. 

 

1.3.1 Different approaches to genome wide screening design 

High-throughput screening works in a phenotype-to-genotype direction, known as forward screening; 

identifying a desired phenotype and attributing the genes resulting in the change rather than 

manipulating genes of interest then observing the resulting phenotype (Moresco, Li and Beutler, 2013; 

Shalem, Sanjana and Zhang, 2015). As such, the approach allows the identification of genes that would 

be unlikely to be identified through hypothesis-based reverse genetic screening approaches whereby 

prior knowledge often informs the experimental design. 

Such phenotype-to-genotype screening can be further divided into arrayed or pooled screening with the 

latter subdivided further into either negative or positive screening (Shalem, Sanjana and Zhang, 2015). 

Arrayed screening involves genetic perturbators being arranged in multi-well plates where each well 

contains a single perturbation, whilst pooled screening utilises a library of genetic perturbators in a 

single environment; each having their advantages and disadvantages. Where only small culture 

volumes are available or a number of phenotypes are to be investigated, an arrayed format is preferred 

as individual wells can be treated with varying factors and be monitored with a plate reader output. 

However, this makes arrayed screening expensive and labour intensive unlike pooled screening which 

allows for the quantification of constructs within a population (Shalem, Sanjana and Zhang, 2015). With 

both screening methods, three readout techniques are primarily used: multi-well plate reader (Echeverri 

and Perrimon, 2006; Ramadan et al., 2007), microscopy (Conrad and Gerlich, 2010), and flow 

cytometry (Micklem et al., 2014; Misra and Green, 2017).  



36 
 

As mentioned, pooled screens can be further subdivided into positive and negative screens with the 

difference referring to how genes of interest are identified. Negative screens undergo two rounds of 

NGS of the sample population, both prior to and at the end of applying a selection pressure, therefore 

allowing identification of depleted sgRNAs. This makes it well placed to identify genes critical to cell 

proliferation and survival, termed essential genes. Conversely, positive screens require only a single 

round of NGS following application of the selection pressure or in the case of virus-host interactions, 

following infection. This allows for the identification of genes whose knockout leads to cell survival, such 

as resistance to pathogen infection (Miles, Garippa and Poirier, 2016; Sharma and Petsalaki, 2018). 

As such, the remainder of the thesis, when discussing genome wide CRISPR/Cas9 knockout screening, 

refers to forward pooled positive screening.  

 

1.3.2 Alternative screening approaches and their advantages and disadvantages 

Whilst this thesis focusses on the use of CRISPR/Cas9 screening approaches, alternative high 

throughput techniques can be used to investigate virus-host interactions including, but not limited to, 

RNA interference (RNAi) and overexpression screening (Jones et al., 2021).  

First discovered in C. elegans in 1998 (Fire et al., 1998), RNAi has been used in the context of genome 

wide screening to investigate fields including cancer biology and signalling as well as infectious disease, 

being first used to study virus-host interactions in 2008 to investigate host dependency factors required 

for influenza virus replication (Hao et al., 2008). Since, a number of RNAi screens have been 

undertaken to investigate virus-host interactions. These include, influenza A virus (IAV), West Nile virus 

(WNV) and hepatitis C virus (HCV) screens identifying antiviral restriction factors (Ng et al., 2007; Brass 

et al., 2009; Li et al., 2009; 2013; Tai et al., 2009) and a number of studies identifying host dependency 

factors for replication of viruses including measles virus (MeV), respiratory syncytial virus (RSV) 

(Anderson et al., 2019a), rotavirus (RV) (Silva-Ayala et al., 2013), and human papillomavirus type 16 

(HPV-16) (Lipovsky et al., 2013), amongst many others (Panda and Cherry, 2015).  

However, a lack of overlap in hits identified has been observed across RNAi screens investigating virus-

host interactions upon infection with the same virus, with the tools used in downstream analysis noted 

to also contribute to the observed discrepancies (Anderson et al., 2019a). In the case of three 

independent Vaccinia virus (VACV) screens, no consensus hits were identified in all three studies 

(Mercer et al., 2012; Sivan et al., 2013; Beard et al., 2014). The lack of overlap in identified hits between 

screens has been suggested to be due to differences in methodology; however as previously mentioned 

the choice of analysis can be enough to influence the identified hits leading to inconsistencies. Despite 

the lack of consistency in observed hits in RNAi screening, pathway analysis is able to show that genes 

belonging to similar families, or acting within the same pathways, are identified across screens. For 

example, nuclear pore proteins have been identified as host dependency factors across multiple RNAi 

screens investigating VACV infection despite the same genes not being identified (Sivan et al., 2013). 

This allows RNAi to provide a broader overview of virus-host interactions with elevated levels of 

certainty at the pathway level. 
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The main distinction between RNAi and CRIPSR/Cas9 screening is that the former results in the 

transient reduction of gene levels at the mRNA level whilst the latter results in a premature stop codon, 

resulting in a non-functional gene, at the DNA level, therefore the duration and cell site of the genetic 

modulation differs with each technology (Kim and Rossi, 2008; Doudna and Charpentier, 2014). The 

transient knockdown of a gene has its benefits and limitations. It allows for the restoration of gene 

expression for validation purposes (Gupta et al., 2004) but also results in potential incomplete gene 

knockdown which can result in an alternative or reduced phenotype compared to complete knockout 

(Morgens et al., 2016; Kim et al., 2018). A comparison of resulting gene expression following either 

shRNA knockdown or sgRNA knockout has been investigated by Shalem et. al whereby EGFP 

expressing 293T cells were transduced with either 6 sgRNAs or 4 shRNAs targeting EGFP. The 

resulting fluorescence readout was used to assess depletion in gene expression with a lower 

fluorescence output correlating to a greater reduction in gene expression. Gene knockout by sgRNA 

resulted in elimination of fluorescence in 93% of cells, to fluorescence levels of non-EGFP expressing 

cells, indicating complete knockout, whilst transduction with shRNAs resulted in moderate and varied 

reduction in fluorescence, but higher than that of the control, indicating incomplete knockdown (Shalem 

et al., 2014). This correlates with other evidence suggesting incomplete knockdown by RNAi, therefore 

resulting in potential uncertainty in an observed phenotype when compared with sgRNA knockout. As 

previously discussed, the identification of antiviral restriction factors requires a strong phenotype, due 

to their low to moderate activity when expressed in isolation. Therefore, sgRNA knockout is better 

placed for this type of investigation than shRNA knockdown whereby any resulting phenotype may be 

masked, deemed insignificant compared to a control, and therefore excluded from further analysis. 

Another known limitation of RNAi screening is the presence of off target effects (Jackson et al., 2003) 

which can be caused in three ways: by siRNA sequence similarity (Birmingham et al., 2006; Jackson 

et al., 2006), by miRNA like events (Doench, Petersen and Sharp, 2003; Sudbery et al., 2010), and by 

sequence independent effects (Marques and Williams, 2005). This contributes to the difficulty in 

reproducibility across RNAi screens due to the presence of both false negative and false positive results 

(Barrows et al., 2010). It is also known that siRNAs are able to induce the IFN response in a sequence 

independent manner (Marques and Williams, 2005; Saito and Gale, 2008). This phenomenon makes 

identifying antiviral restriction factors difficult as the cell will be in an unknown antiviral state prior to 

infection, leading to confounding results. Again, CRISPR/Cas9 screening displays a reduced immune 

response due to a reduced susceptibility to off target effects but in comparison, overexpression 

screening completely negates this limitation due to no requirement of knockdown or knockout constructs 

being introduced into cells. 

As previously described, positive screens only select for the extreme phenotypes present in the 

population, and whilst many antiviral restriction factors have low to moderate activity in isolation, this 

presents a limitation of all techniques but increased difficulty in identifying hits from RNAi screens where 

incomplete knockout will have a cumulative effect on missing potentially significant results. Whilst still 

a limitation of all screening types, due to the redundancy in the antiviral system, CRISPR/Cas9 and 

overexpression libraries have a greater capacity to identify these factors with low to moderate activity.  
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Overexpression libraries have been generated and subsequently improved over time for the study of 

the antiviral response. An overexpression library consisting of 488 different ISGs was released in 2016 

being expanded to over 800 genes in 2019 by Rihn et al (Schoggins et al., 2011; Kane et al., 2016; 

Rihn et al., 2019). The library includes both ISGs of human and Rhesus macaque origin with over 300 

genes having variants of both species. This is in comparison to the CRISPR/Cas9 ISG library that 

encodes for over 1900 genes (OhAinle et al., 2018). The use of a combined human and macaque ISG 

library in overexpression screening is not uncommon and allows for the identification of potential 

zoonotic contributors. Such an ISG overexpression screen was used by Feng et. al. to investigate 

antiviral factors that restrict early stages of the Bunyamwera orthobunyavirus (BUNV) life cycle (Feng 

et al., 2018). A GFP expressing version of the prototypic virus was used to enable a flow cytometry 

based readout following infection. From the overexpression library, 20 ISGs were found to have 

inhibitory properties against the virus with 13 having isoforms in both the human and macaque libraries. 

The resulting hits were subsequently tested against 15 other bunyaviruses from four different families 

of both clinical and agricultural significance. Of these, ISG20, a well-characterised antiviral factor 

against many different viruses, was identified as both a human and macaque orthologue, displaying 

antiviral effects to varying degrees against 9 of the 15 viruses tested against. Feng et. al. observed 

varying activity between human and macaque ISG orthologues, an effect also seen by Kane et. al. who 

observed greater than one third of ISGs restricting 11 different retroviruses within the macaque 

population (Kane et al., 2016; Feng et al., 2018). This indicates that there is species-dependent variation 

in ISG activity with non-human isoforms exhibiting divergent specificities (Kane et al., 2016). This then 

poses the question as to whether these species-dependent activities contribute to zoonotic events 

between hosts and whether sequence differences in the macaque orthologues render some viral 

counter measures ineffective.  

Mechanistic details of the aforementioned screening methods lead to advantages and disadvantages 

of each technique (Jones et al., 2021). These can be used to influence the choice of screening design 

based on the experiments aim, with the library choice influencing what genes are identifiable at the end 

of the screening process. For example, whilst the ISG overexpression library previously described is 

well placed to identify antiviral factors, it is only able to identify antiviral factors that are already 

characterised (Schoggins and Rice, 2011), whilst a genome wide library has the ability to identify genes 

that may be antiviral restriction factors but have yet to be characterised as such, giving the ability to 

identify novel genes involved in virus-host interactions that are both direct antivirals and regulators of 

the response. Equally, in order to compare orthologues of the same genes across different species, 

independent CRISPR/Cas9 screens must be carried out using species specific libraries which is time 

intensive and costly whist the overexpression library contains both human and macaque orthologues. 

 

1.3.3 The application and advances of CRISPR/Cas9 screening  

The screening technique employed in this thesis, is that of genome wide CRISPR/Cas9 knockout 

screening, used to introduce loss-of-function mutations into cells via the introduction of sgRNAs; 
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summarised in (Mali et al., 2013; Khan et al., 2018). Pooled screening introduces a library of sgRNAs 

into Cas9-expressing cells or alongside a Cas9 construct primarily via lentiviral transduction, although 

other methods such as PiggyBac transposons (Chew et al., 2011) and adeno-associated virus (AAV) 

delivery (Chow et al., 2017) can be used. Lentiviral transduction is performed at a low multiplicity of 

infection (MOI) to minimise the chance of cells being transduced by multiple vectors and therefore 

containing more than one sgRNA. The transduced plasmid containing the sgRNA for the gene of 

interest also contains a selection resistance marker, such as an antibiotic resistance gene. This allows 

an appropriate selection pressure to select for successfully transduced cells in the population. A 

relevant assay to select cells for the phenotype of interest can then be performed followed by extraction 

of genomic DNA from cells. Next generation sequencing (NGS) can subsequently be employed to 

identify encoded sgRNAs in each cell and enrichment significance can be calculated (see section 4.2) 

(Joung et al., 2017; Yau and Rana, 2018). 

There are many sgRNA libraries available for use in genome wide pooled CRISPR/Cas9 knockout 

screening. In the literature, two have been predominantly adopted; the activity-optimised genome wide 

library by Sabatini and Lander et. al. which has 10 sgRNAs/ gene and 187,535 sgRNAs in total (Wang 

et al., 2015) and GeCKOv2 by Zhang et. al. which has 6 sgRNAs/ gene and 123,411 sgRNAs in total 

(Sanjana, Shalem and Zhang, 2014). Many other libraries have been designed to improve the specificity 

of sgRNAs including the Toronto KnockOut library by Moffat et. al. which has 12 sgRNAs/ gene and 

176,500 sgRNAs in total (Hart et al., 2015) and the Brunello genome wide library by Doench and Root 

et. al. which has 76,441 sgRNAs in total with 4 sgRNAs/ gene (Doench et al., 2016). The library used 

in this thesis is the Human Improved Genome wide Knockout CRISPR Library produced in the lab of 

Kosuke Yusa which contains 90,709 sgRNAs in total with 5 sgRNAs/ gene (Tzelepis et al., 2016). 

However, it is also possible to custom design libraries to only contain genes of interest, such as the 

antiviral response, or those of non-human species allowing much flexibility in the capabilities of the 

technique. The flexibility and diversity of the technique can also be impacted by other experimental 

design choices out with the sgRNA library choice including cell line and vector manipulation. This allows 

various aspects of the experimental design to be manipulated and studied, in the case of virus-host 

interactions, different aspects of virus and host interplay, providing a more well-rounded picture of 

pathogen infection.  

There have been many advances in screening experimentally since its development, for example, 

improving sensitivity and reducing off target effects. However, all screening techniques rely on the 

subsequent downstream bioinformatic analysis to deconvolute results to which there are still drawbacks 

as the speed at which CRISPR/Cas9 screening is developing is at a faster rate than that of the 

bioinformatic analysis methods available. For screening in general, there are no consensus 

bioinformatic methods for analysis of data with many algorithms having been originally designed for 

methods such as siRNA screens, RNA-seq and microarrays (So et al., 2019). However, there have 

been developments in CRISPR/Cas9 screen specific tools such as MAGeCK (Li et al., 2014), CasTLE 

and BAGEL, each having varying modelling strategies and inputs (Jeong et al., 2019; Schuster et al., 

2019). The latter require the input of non-essential gold standard genes whereas MAGeCK does not. 
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Additionally, the presence or absence of negative control inputted into the analysis have been shown 

to affect the identification of false positive hits, as these negative controls can vary between screens to 

either be non-targeting sgRNAs or sgRNAs targeting non-essential genes; a topic on which there is not 

a consensus in the community (Chen et al., 2018). As previously discussed, there is a large amount of 

variation within the output of RNAi screens investigating similar questions (Anderson et al., 2019a), 

however this is only known due to the large volume of RNAi screens performed. As CRISPR/Cas9 

screening is still a relatively new field in comparison, there is a lack of data so far allowing for similar 

comparisons and to identify if the same phenomenon is occurring. However, it should be noted that the 

use of MAGeCK as the tool for downstream analysis of CRISPR/Cas9 screening data has been 

predominantly adopted, being used by the majority of studies. This is key in allowing for a more 

consistent approach compared to other techniques and therefore an advantage of the technique in 

allowing for a more robust comparison of data from other studies as more screens are performed. 

Genetic screens, as previously discussed, are well placed to study virus-host interactions of clinically 

important pathogens however they can also be utilised to investigate pathogens of agricultural 

importance. Tan et. al., have developed a bovine sgRNA library in order to study such genes. The 

library has so far been used to identify over 150 host dependency factors that enable bovine herpes 

virus type-1 replication, a virus of severe economic burden in the cattle industry (Tan et al., 2020). In 

future, such libraries will also enable the identification of other virus-host interactions upon infection with 

other cattle pathogens providing information on livestock disease, which is currently understudied. It 

may also provide us with answers as to how to improve food security and aid our understanding of how 

zoonotic events occur as previously mentioned with the overexpression library. As well as bovine 

sgRNA libraries there are also other species libraries becoming available for the study of other 

agriculturally important pathogens, with a porcine library having been used to identify host factors 

required for Japanese encephalitis virus replication (Zhao et al., 2020).  

The use of genetic screening to identify antiviral factors also enables clustering analysis, as previously 

described with RNAi screening. The large number of hits provided within such a screen provides greater 

insight into not only the genes implicated in virus-host interactions but also the wider pathways involved; 

something not possible when performing single gene studies. The collation of data from multiple 

screens also enables this and provides a secondary level of support to the results acquired. Additionally, 

high-throughput screening has only exemplified the large amount of redundancy within the IFN 

response providing reasoning for the use of itself. As such, despite the known limitations of such 

techniques, they are well placed as a tool for studying virus-host interactions, as will be further 

discussed.  

 

1.3.4 Identification of antiviral factors using CRISPR/Cas9 genome wide screening 

As previously mentioned, genome wide CRISPR/Cas9 knockout screening has predominantly been 

employed to identify host dependency factors involved in virus-host interactions, particularly upon 
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infection with flaviviruses, however a limited number of pooled screens have been performed to identify 

antiviral restriction factors of varying viruses. 

One example is the identification of interferon alpha-inducible protein 6 (IFI6) as a yellow fever virus 

(YFV) restriction factor (Richardson et al., 2018). Richardson et. al. pre-treated cells transduced with 

the Brunello genome wide knockout library with IFN-α prior to infection with a number of flaviviruses 

and identified hits significantly enriched in the population of interest using the MAGeCK computational 

tool, subsequently identifying IFI6, STAT2 and IRF9. Hits were validated using independent knockouts 

which showed the absence of the selected genes permits viral infection whilst ectopic expression of the 

genes of interest significantly restricts virus infection. IFI6 was subsequently shown to be antiviral 

against additional flaviviruses; West Nile virus (WNV), dengue virus (DENV) and zika virus (ZIKV). 

Whilst not a genome wide approach, Ohainle et. al. developed a human ISG CRISPR/Cas9 sgRNA 

library for the identification of host restriction factors (OhAinle et al., 2018). The knockout library targets 

1905 potentially antiviral genes cumulated primarily from existing libraries and uses the same workflow 

as a traditional genome wide approach, albeit focussing on known antiviral restriction factors. The 

Ohainle library was first used to identify HIV-1 restriction factors alongside a custom lentiCRISPRv2 

vector, modified to maintain a complete HIV-1 LTR in order to maintain transcriptional and packaging 

competency of the vector whilst also delivering Cas9 and the sgRNA. Using this system, upon infection 

with HIV-1, cells that show increased replication are assumed to contain sgRNAs targeting antiviral 

genes and are as such, enriched in the viral supernatant. sgRNAs targeting antiviral genes including 

IFNAR1, STAT1, IRF9, MxB, IFITM1, Tetherin and TRIM5α were identified, therefore validating the 

screening approach. Interestingly, the screen confirmed the redundant nature of the antiviral response, 

determining that the cumulative effect of multiple ISGs contributes to the restriction of HIV-1 rather than 

the action of a single dominant ISG, demonstrating again the need of a technique to elucidate important 

factors in this highly redundant response (OhAinle et al., 2018). Additionally, the screen was repeated 

by Ohainle et. al. using alternative HIV-1 isolates, demonstrating a strain dependent effect of ISGs. This 

finding about how IFN-dependent antiviral restriction factors act, is consistent with results from 

Schoggins et. al. showing that statistical enrichment of sgRNAs following CRISPR/Cas9 knockout 

screening is able to recapitulate patterns observed using the well-established overexpression screening 

for the identification of ISGs (Schoggins et al., 2011; OhAinle et al., 2018). The same ISG sgRNA library, 

was subsequently used to identify SARS-CoV-2 restriction factors (Mac Kain et al., 2022). Upon IFN-α 

pre-treatment of A549-ACE2 expressing cells prior to infection with SARS-CoV-2, APOL6, IFI6, DAXX 

and HERC5 were all identified as restriction factors. Subsequent validation, transducing the ACE2 

expressing A549 cells with three independent sgRNAs, validated the role of DAXX in restricting SARS-

CoV-2 replication but interestingly not other RNA viruses including YFV, MeV or MERS-CoV. 

Additionally, despite DAXX being identified in an IFN-α pre-treated screen, little increase in DAXX gene 

expression was seen following IFN treatment with SARS-CoV-2 restriction appearing to be IFN 

independent. 

This is not the only time that IFN independence has been observed during an IFN-α pre-treated screen. 

Bonaventure et. al. transduced cells with the GeCKO sgRNA library prior to IFN-α pre-treating T98G 
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glioblastoma cells and incubating with HIV-1 based lentiviral vectors (LVs) to identify HIV-1 restriction 

factors (Bonaventure et al., 2022). Despite little overlap in observed hits with the aforementioned 

Ohainle screen, they were able to identify and subsequently validate DDX42 as an IFN independent 

HIV-1 restriction factor using both independent sgRNAs and siRNAs. The lack of overlap between the 

two HIV-1 screens (OhAinle et al., 2018; Bonaventure et al., 2022), despite using different library 

designs, indicated that CRISPR/Cas9 genome wide screening may be subject to the same 

phenomenon as RNAi screening (detailed in section 1.3.2) as more screens are published. Finally, 

CRISPR/Cas9 genome wide screening allows the identification of lytic cycle promoting factors within 

latent DNA virus settings. The GeCKO v2.0 library was used to identify lytic reactivation of KSHV cells 

in SLK cells latently infected with KSHV expressing a doxycycline-inducible late gene, ORF52, fused to 

GFP (Tian et al., 2023). By collating cells based on GFP intensity, similar to when cells are infected 

with a fluorescence expressing virus, genes involved in lytic reactivation can be identified. Using this 

approach, Tian et. al. identified that SMCHD1 knockout restricts lytic replication and verified this finding 

using independent shRNA knockdown.  

All screens discussed, performed NGS enrichment analysis using the MAGeCK computational package 

(Li et al., 2014), indicating a strong consensus for the use of a single analysis process following 

CRISPR/Cas9 genome wide screening as previously mentioned. Whilst lack of overlap has also been 

identified using the technique, the use of the same analysis software, compared to other screening 

techniques, underpinning this route cause to the experimental design.  

 

1.3.5 Limitations to CRISPR/Cas9 genome wide screening and future directions  

The redundancy in the IFN system makes using screening methods difficult as deletion of a single gene 

from a cell may be phenotypically silent or have a minimal effect such that it does not pass the threshold 

for hit selection. In order to pass the threshold for hit selection, the phenotypic readout must be within 

the ‘quantitative window of identification’ i.e., within the difference of the non-treated and treated control 

(figure 1.3.5.1). This is also true when trying to identify restriction factors that target viruses that can 

efficiently uncouple the IFN response; these might include non-lab adapted clinical isolates. This is 

because the increased viral expression, particularly if using a fluorescence based readout, prevents the 

effects of potential restriction factors being identified. Alternatively, overexpression screening does not 

rely on the restoration of infection so is better equipped to identify these low and moderately acting 

ISGs. However, as previously mentioned, using an overexpression ISG library takes away the ability to 

find non-known restriction factors, or factors that work in concert, and so if CRISPR/Cas9 is to become 

more effective and allow a genome wide approach, the quantitative window of identification needs to 

be made larger. 
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Figure 1.3.5.1: Schematic representation of the quantitative working window for identification of 

ISGs. The quantitative working window (red dashed box) is defined as the difference of the non-treated 

and treated control (shown in blue). Following treatment of a cell line deficient in gene #1 (green), the 

phenotype falls with the working window and so is determined to be an ISG. Following treatment of a 

cell line deficient in gene #2 (gold), the phenotype falls out with the working window and so is not 

determined to be an ISG and may be defined as a HDF as the phenotypic readout is reduced compared 

to the control. Following treatment of a cell line deficient in gene #3 (purple), the phenotype is within the 

working window but not to a significant degree therefore, it is not identified as an ISG. Broadening the 

working window would enable statistical significance for the identification of the purple gene. 

 

A possible approach to improve the identification of low-acting restriction factors, or overcome 

redundancy, might be to use knowledge of negative regulators of the response. Previous work in the 

lab, and by other research groups, has been shown that cells deficient in IFN stimulated gene 15 

(ISG15) show a dysregulated IFN response when treated with IFN-α (Speer et al., 2016a; dos Santos 

and Mansur, 2017; Holthaus et al., 2020). This results in the overexpression of ISGs, compared to a 

control, and a greater ability to resist viral infection. Unlike most viruses whereby multiple ISGs work in 

concert to produce an antiviral phenotype, it is known that IFIT1 has the primary role in restricting PIV5 

infection (further discussed in section 1.5.6).  This information can therefore be utilised in the 
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development of an improved methodology using ISG15 deficient cells. Work by Holthaus et. al has 

shown that A549-ISG15-/- cells pre-treated with IFN-α are resistant to PIV5 infection, due to the 

aforementioned dysregulated response, but viral replication was observed in IFN-α pre-treated A549 

naïve cells. However, upon IFIT1 knockdown in both parental cells lines, viral protein expression 

significantly increased in ISG15 deficient cells but not in A549 naïve cells. The method of using ISG15 

deficient cells was then tested following infection of hPIV2 and hPIV3 where IFIT1 has shown to have 

reduced activity. Results were recapitulated following infection with hPIV2 with a non-significant 

increase in viral protein expression was seen in single gene knockdowns, but this difference became 

significant in the double gene deficient cells. Ordinarily, cells deficient in ISG15 when pre-treated with 

IFN-α are resistant infection but this shows that this is dependent on their relevant restriction factors 

being expressed. Therefore, the use of ISG15 deficient cells within screening may allow the 

identification of low to moderately acting ISGs, or those that work in concert with others as will be further 

discussed. However, following infection of hPIV3, whilst there was an increase in viral gene expression, 

this was calculated to be insignificant thereby resulting in inconclusive evidence that IFIT1 restricts 

hPIV3. This could be due to the limitations associated with RNAi and incomplete knockdown previously 

discussed (section 1.3.5) and so CRISPR/Cas9 genome engineering may be better placed to provide 

proof-of-principle for the utilisation of ISG15 deficient cells in the identification of low to moderately 

acting ISGs. 

 

1.4 The Reliance of Viruses on Host Genes 

Viruses are obligate intracellular pathogens with limited coding capacity and as such, rely on host cells 

for both machinery and raw materials to complete their replicative cycle (Robinson et al., 2018). Host 

dependency factors (HDFs) are defined as proteins, encoded by cellular genes, that enable the 

replication of the virus, therefore performing a proviral role in enhancing or permitting infection in the 

host cell.  

HDFs act at all stages of the virus life cycle from entry to exit with many characterised to act particularly 

during early phases of infection including attachment, entry, and early trafficking. Additionally, HDFs 

also play a role in the reactivation of latent to lytic infection. Genome wide CRISPR Cas9 knockout 

screening has successfully identified virus host dependency factors including pathways required for 

flavivirus (Ma et al., 2015; Marceau et al., 2016; Zhang et al., 2016; Flint et al., 2019; Li et al., 2019b) 

and influenza replication and infection (Han et al., 2018; Li et al., 2020; Yi et al., 2022) amongst others 

which will be further discussed. 

The role of HDFs in viral infection can be exploited for drug discovery, and given the nature of global 

pandemics, the need to rapidly identify HDFs that have this potential is crucial. Currently, the majority 

of FDA-approved antiviral drugs target viral proteins involved in replication; however, due to the high 

mutation rate of viruses, particularly RNA viruses, this can lead to antiviral resistance (Kumar et al., 

2020; Cakir et al., 2021). Therefore, the targeting of host proteins required for successful virus 

replication is an alternative tactic.   
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1.4.1 Identification of viral host dependency factors using CRISPR/Cas9 genome wide screening  

Genome wide CRISPR/Cas9 screens are well placed to identify HDFs and as such, have identified host 

dependency factors for a range of viruses including both RNA and DNA viruses. This has highlighted 

genes and pathways essential for virus entry, replication and spread and enabled subsequent small 

molecule testing against such factors as novel therapeutics.  

CRISPR/Cas9 screening has been applied to identify host factors involved in severe acute respiratory 

syndrome coronavirus 2 (SARS-CoV-2) pathogenesis, the virus responsible for the global COVID-19 

pandemic that emerged in 2019, with the screening method was used as a high throughput, rapid 

method. To date, multiple independent screens have been carried out with small molecule inhibitors 

tested against candidate genes identified. Daniloski et. al. transduced A549 cells, constitutively 

expressing the angiotensin-converting enzyme 2 (ACE2) receptor, with the GeCKOv2 sgRNA library 

prior to infection with SARS-CoV-2 (Daniloski et al., 2021). Alongside identification of individual HDFs 

in the output, multiple gene sets were identified including four members of the endosomal protein sorting 

retromer complex and four members of the endosomal trafficking commander complex, not only 

providing confidence in the results but also highlighting key pathways required for SARS-CoV-2 

pathogenesis. Seven inhibitors were subsequently tested, resulting in greater than 100-fold reduction 

in viral load and exhibiting an additive effect in protection when combinatorial therapy was applied 

(Daniloski et al., 2021). This therefore shows the power of high throughput screening in identifying drug 

targets allowing for the repurposing of current pharmacological molecules. Additionally, Hoffmann at. 

al. performed a focused screen upon infection with SARS-CoV-2 at the temperatures of the upper and 

lower respiratory; 33°C and 37°C respectively. This screen identified a number of pathways specific to 

either temperature including mammalian mitochondrial ribosomal small subunit (MRPS) genes and Rab 

GTPases, giving a broader picture of the pathogenesis of this virus (Hoffmann et al., 2020). 

Different screening designs have similarly been used to investigate different aspects of a single virus 

life cycle. For example, different cell lines have been utilised to study various aspects of HIV-1 infection 

with a CD4+ T cell line used to identify HIV-1 host dependency factors, due to its susceptibility to HIV-

1 infection (Park et al., 2017), and a J-Lat 10.6 cell line used to identify novel latency promoting factors 

in HIV-1 infection (Rathore et al., 2020). Whilst differing cell lines were used, both studies utilised a 

GFP reporter for virus infection allowing for a FACS based readout and selection of phenotype of 

interest. For the identification of HDFs, Park et. al. transduced cells with a custom sgRNA and selected 

for GFP-negative cells following infection. Five gene were significantly enriched for: CD4, CCR5, 

TPST2, SLC35B2, and ALCAM (Park et al., 2017). For the identification of latency promoting factors, 

GFP expression correlated to HIV-1 reactivation and replication. As the J-Lat 10.6 cell line contains a 

single integrated replication-incompetent HIV-1 with a GFP reporter gene, GFP-positive cells were 

isolated upon the assumption that deletion of a latency maintaining gene renders the virus susceptible 

to reactivation. MAGeCK enrichment analysis identified 52 latency promoting genes allowing for 

validation with small molecule inhibitors (Rathore et al., 2020). 
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A number of genome wide CRISPR/Cas9 knockout screens have been undertaken to identify HDFs 

involved in virus-host interactions upon infection with flaviviruses (see section 1.3.4). These include 

screens that have identified HDFs enabling EBOV, ZIKV and DENV infection alongside other members 

of the flavivirus family. For example, upon infection on human neural cells with ZIKV, HDFs within the 

heparan sulfation, endocytosis, endoplasmic reticulum processing pathways were identified. These 

were subsequently characterised against different strains of the virus, the Uganda strain, and a more 

recent North American isolate, indicating that these HDFs show broad activity across strains and 

therefore may be good therapeutic targets (Li et al., 2019b). Additional flavivirus HDFs have also been 

identified.  An independent screen identified SPCS1, a member of the endoplasmic reticulum-

associated signal peptidase complex. Subsequent independent knockout of SPCS1 resulted in reduced 

viral yield of a number of flaviviruses including WNV, DENV, ZIKV, YFV, and JEV, but not other virus 

families. Further characterisation showed members of the Flavivirus family depend on this signal 

peptide processing pathway for the cleavage of flavivirus structural proteins and subsequent secretion 

of newly formed virions whilst other virus families do not (Zhang et al., 2016). Alongside identification 

of Flavivirus HDFs critical to virion exit, screening has also identified HDFs critical to viral entry. A 

genome wide CRISPR/Cas9 screen utilising the GeCKOv2 library identified GNPTAB, encoding the α 

and β subunits of N-acetylglucosamine-1-phosphate transferase, as a key HDF for EBOV entry through 

the modulation of cathepsin B activity. Subsequently, treatment of cells with the small-molecule PF-

429242, an inhibitor of the protease on which GNPTAB activity is dependent on, blocks EBOV entry 

and infection (Flint et al., 2019).  

The role of HDFs are not only required for successful RNA virus infection, but also that of DNA viruses. 

Whilst DNA viruses tend to be larger and encode more of their own proteins, they still rely on host genes 

and processes to complete their replication cycle. As such, genome wide CRISPR/Cas9 screens have 

also been employed to study these viruses. One study identified 3′-phosphoadenosine 5′-

phosphosulfate synthase 1 (PAPSS1) as a host factor for HSV-1 infection (Suzuki et al., 2022). Further 

characterisation identified a reduced ability of HSV-1 to bind host cells in PAPSS1 deficient cells as a 

result of reduced heparan sulphate expression. As many viruses use heparan sulphate for cell surface 

attachment and entry, it was subsequently shown that knockout of PAPSS1 also reduced binding affinity 

of other viruses including HSV-2, hCOV and HBV. This indicates that PAPSS1 is a broad acting HDF 

that plays a role in the pathogenesis of diverse virus families (Suzuki et al., 2022).  

HDFs are required for the successful replication and infection of all viruses. This includes those that 

the Hughes lab is interested in, Paramyxo- and Pneumoviruses which will be further discussed.  

 

1.5 Paramyxoviruses and Pneumoviruses  

1.5.1 The pathological significance of Paramyxoviruses and Pneumoviruses 

Viruses within the Paramyxoviridae and Pneumoviridae families are of high pathological significance in 

both the developing and developed world causing extensive lower respiratory tract infections (LRTIs). 

These result in illnesses including, but not limited to, pneumonia, bronchiolitis, and croup. Research 



47 
 

has shown that in 2010, LRTIs were the primary cause of death in children aged 28-364 days and only 

second to malaria in number of deaths caused in children aged 1-4 years worldwide (Lozano et al., 

2012). As such, children under the age of 5 are particularly susceptible to these illnesses following 

infection with Paramyxo- or Pneumoviruses which can subsequently result in hospitalisation.  

Respiratory syncytial virus (RSV), a pneumovirus, is well-known as one of the leading causes of 

hospitalisation of children worldwide. Of deaths caused by LRTIs in children aged 28-364 days, 6.7% 

of total worldwide deaths were attributed to RSV making it one of the most important pathogens in post-

neonates (Lozano et al., 2012). Additionally, it has been estimated that in the United States, RSV 

infections in children <5 years result in ~1 of every 13 visits to a primary care office and ~2.1 million 

children require medical attention due to RSV annually, with 3% requiring hospitalisation (Hall et al., 

2009). In the United Kingdom, it is thought 53% of LRTI hospital admission in children <5 years could 

be attributed to RSV with this admission rate increasing from 2007/08 to 2011/12 (Reeves et al., 2017).  

Whilst RSV is a leading cause of hospitalisation in young children worldwide, it is not the only Paramyxo- 

or Pneumovirus of medical significance. Two Paramyxoviruses where licensed vaccines are available, 

measles virus (MeV) and mumps virus (MuV), continue to be of pathological significance. MeV causes 

encephalitis and blindness alongside pneumonia and croup (Perry and Halsey, 2004) whilst MuV is still 

a cause of viral encephalitis if left untreated (Rubin et al., 2015). 

Additionally, a multi-site study completed in 2019 termed the Pneumonia Etiology Research for Child 

Health (PERCH) project, investigated causes of pneumonia resulting in hospitalisation of children under 

the age of 5 years (figure 1.5.1.1) (O’Brien et al., 2019). The multi-site study showed over 60% of severe 

cases were caused by viruses with over 30% specifically attributed to RSV. However, 7% of cases, 

rising to 9% of severe cases, were attributed to parainfluenza virus (PIV) infection, a Paramyxovirus 

(O’Brien et al., 2019). In the United States, it was also found that following RSV, PIV was the next 

leading cause of hospitalisation due to respiratory illness in children <5 years, with hPIV-3 specifically 

accounting for 2.8% of pneumonia inpatient stays (Abedi et al., 2015).  

Paramyxoviruses are not only of clinical significance but also of agricultural significance, infecting a 

number of different host species. For example, Newcastle Disease Virus (NDV) causes respiratory, 

gastrointestinal, neurological, and reproductive illnesses in poultry alongside a high mortality rate 

(Ganar et al., 2014). Whilst there is a licensed vaccine, it does not prevent virus shedding leading to 

NDV being of high agricultural significance, resulting in at least four historically panzootic events 

(Shahar et al., 2018; Hu et al., 2022). The virus also results in severe economic burden upon the 

necessary implementation of biosecurity measures alongside vaccination (Mayers, Mansfield and 

Brown, 2017). Another virus of agricultural and subsequent economic burden is that of Atlantic Salmon 

Paramyxovirus (ASPV). ASPV causes gill disease in Atlantic Salmon, and whilst not the sole cause it 

was a contributor to the estimated 50 million captive Atlantic salmon that died in Norway in 2019, 

therefore posing a significant problem for the aquaculture industry (Kvellestad et al., 2005; Oliveira et 

al., 2021). 
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Figure 1.5.1.1: Causes of pneumonia cases by pathogen from multi-site etiological study. The proportion of pneumonia cases diagnosed from positive 

chest x-ray in multi-site (Bangladesh, The Gambia, Kenya, Mali, South Africa, Thailand, and Zambia) etiological study. (A) Ranked by proportion of cases 

attributed to pathogen; (B) ranked by age (split into proportion of cases attributed to pathogen in <1yr and >1yr); (C) ranked by severity of disease (split into 

proportion of cases resulting in severe and very severe disease). RSV and PIV highlighted within red boxes (O’Brien et al., 2019).
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As mentioned, Paramyxoviruses contributing to agricultural burden also cause an economic burden, 

not only in lost earnings but in the necessary biosafety measures to be undertaken. Clinical pathogens 

also result in an economic burden alongside a disease burden with hospital charges for PIV-associated 

bronchiolitis, croup, and pneumonia between 1998 and 2010 totalling $257M (Abedi et al., 2015). 

 

1.5.2 Taxonomy, phylogeny, and classification of Paramyxoviruses and Pneumoviruses  

The Paramyxo- and Pneumovirus families are found within the Mononegavirales order, an order of 

negative-stand RNA viruses (figure 1.5.2.1) (Payne, 2017). Viruses within these families are found in 

varying host species including mammals, birds, reptiles, and fish. Within the Paramyxoviridae family 

there are four subfamilies: Rubulavirinae, Avulavirinae, Orthoparamyxovirinae, and 

Metaparamyxovirinae. These subfamilies contain varying numbers of genera within them with 3 further 

genera remaining unclassified totalling 17 genera within the Paramyxoviridae family (Rima et al., 2019). 

In total there are currently 78 classified species of Paramyxoviruses, not including species specific 

strains (Lee et al., 2021b). Known and emerging pathogens are found across all four subfamilies and 

across various host species as detailed in table 1.5.2.1 (with ICTV accepted taxonomic names). 

Orthorubulaviruses, within the Rubulavirinae subfamily, contain mumps virus (MuV); parainfluenza virus 

type 5 (PIV5), the model paramyxovirus; and human parainfluenza virus type 2 (hPIV2). Newcastle 

disease virus (NDV), a known avian pathogen belongs to the Orthoavaluviruses genus within the 

Avulavirinae subfamily. The most diverse of the subfamilies is that of the Orthoparamyxovirinae, 

consisting of 8 genera. Human pathogens such as human parainfluenza virus Type 3 (hPIV3), Nipah 

virus (NiV) and measles virus (MeV) are found within the Respirovirus, Henipavirus, and Morbillivirus 

genera respectively. This subfamily also includes non-human viruses such as Atlantic salmon 

paramyxovirus (ASPV), a Aquaparamyxovirus; Fer-de-Lance virus (FDLV), a Ferlavirus infecting 

reptiles; hendra virus (HeV), a Henipavirus affecting both horses and humans; and the now eradicated 

rinderpest virus (RPV), a livestock virus within the Morbillivirus genus (Rima et al., 2019).  

Parainfluenza virus Type 5, previously denoted as Simian Virus 5 (SV5) due to its discovery in primary 

monkey kidney cells, was initially isolated by Hull et. al. in 1956 (Hull, Minner and Smith, 1956). The 

virus has subsequently been well studied as a model virus for paramyxovirus infection, as whilst it has 

been isolated from a number of mammals, it is not known to cause acute disease with the exception 

being that of kennel cough in canines (Wignall-Fleming et al., 2016). It does however maintain the same 

genome structure of the Rubulaviruses and has similar physical properties and replication strategies of 

other paramyxoviruses. It is well-characterised and can therefore be used effectively as a 

Paramyxovirus model.  

The Pneumoviridae family was removed as a subfamily of Paramyxoviridae in 2016 and contains two 

genera; Orthopneumoviruses, of which human Respiratory Syncytial virus (hRSV) belongs, and 

Metapneumoviruses, of which human Metapneumovirus (hMPV) belongs (Rima et al., 2017). Despite 

being recategorized, the two families of viruses share many of the same characteristics including similar 

virion and genome structure. Nevertheless, there are some differences which will be further discussed.  
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Within virus species, there is also strain diversity at the genome and subsequent phenotype level. Two 

well utilised hPIV3 strains include the prototype Washington 1957 strain and the wildtype JS strain, 

isolated from a one-year old infant with LRTI. Whilst there is only an observed 4% difference at the 

nucleotide level, the start, stop and intergenic sequences remain conserved (Stokes et al., 1992). 

Despite this, the Washington isolate is more resistant to IFN than its wildtype counterpart, and as such, 

shows higher levels of virus replication in IFN treated cells. There are also varying strains of bPIV3, 

clustering into three genotypes: A, B and C. Two of the most well-characterised bPIV3 strains are 

bPIV3(Shipping Fever) and bPIV3(Kansas) (Bailly et al., 2000).  

 

1.5.3 Paramyxovirus virion structure and the infectious cycle  

Paramyxoviruses and Pneumoviruses are enveloped, non-segmented viruses with negative sense 

ssRNA genomes. Each virion is pleomorphic but spherical in shape and has a diameter of 

approximately 150 nm (figure 1.5.3.1) (Cox and Plemper, 2017; Rima et al., 2019). The negative sense 

RNA genome is tightly encapsidated with nucleoprotein monomers (NP) to form a ribonucleoprotein 

complex (RNP), also called the nucleocapsid. Alongside the ribonucleoside complex, the nucleocapsid 

also consists of the viral polymerase complex, comprising P and L proteins (Bloyet, 2021). The 

nucleocapsid associates with the matrix, composed of a layer of M protein subunits at the base of a 

double-layered lipid envelope with the surrounding membrane containing two transmembrane proteins: 

the fusion protein (F) and the relevant viral attachment proteins (HN, H or G) (Battisti et al., 2012; Aguilar 

et al., 2016).  

 

Figure 1.5.3.1: Model Paramyxovirus virion particle. Paramyxoviruses are unsegmented viruses 

approximately 150 nm in diameter. The envelope consists of fusion (F) and a receptor binding protein 

(RBP); either H, HN or G. A layer of matrix (M) is found at the base of the lipid envelope and the 

nucleocapsid is composed of N encapsidated vRNA, P and L proteins (Rima et al., 2019). 
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Figure 1.5.2.1: Phylogenetic tree showing the relationship between Paramyxoviridae and Pneumoviridae. Schematic of the relationship (blue lines) 

between Paramyxoviridae and Pneumoviridae genera (highlighted in red) with example viruses (common names). Orthoparamyxovirinae subfamily, containing 

Henipa-, Morbilli-, Ferla-, Aquaparamyxo-, and Respiroviruses outlined in grey. 
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Table 1.5.2.1: Taxonomic summary of the Paramyxovirus and Pneumovirus families. The Paramyxo- and Pneumovirus families are found within the Mononegavirales 

order with the Paramyxoviridae containing 4 subfamilies and a further 17 genera and the Pneumoviridae family containing 2 genera. 

Order Family Subfamily Genus Example Virus (Common names) Example Virus (ICTV accepted) 

Mononegavirales 

Paramyxoviridae 

Rubulavirinae 

Pararubulavirus   

Orthorubulavirus 

MuV 

PIV5 

hPIV2 

Mumps orthorubulavirus 

Mammalian orthorubulavirus 5 

Human orthorubulavirus 2 

Avulavirinae 

Metaavulavirus   

Orthoavulavirus NDV Avian orthoavulavirus 1 

Paraavulavirus   

Orthoparamyxovirinae 

Aquaparamyxovirus ASPV Salmon aquaparamyxovirus 

Respirovirus 
hPIV3 

SeV 

Human respirovirus 3 

Murine respirovirus 

Ferlavirus FDLV Fer-de-lance virus 

Henipavirus 
NiV 

HeV 

Nipah henipavirus 

Hendra henipavirus 

Jeilongvirus   

Narmovirus   

Morbillivirus 

MeV 

RPV 

CDV 

Measles morbillivirus 

Rinderpest morbillivirus 

Canine morbillivirus 

Salemvirus   

Metaparamyxovirinae Synodonvirus   

(Unclassified) Cynoglossusvirus   

(Unclassified) Hoplichthysvirus   

(Unclassified) Scoliodonvirus   

Pneumoviridae 
 Metapneumovirus hMPV Human metapneumovirus 

 Orthopneumovirus hRSV Human orthopneumovirus 
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Briefly, Paramyxoviruses attach to host cell receptors through varying glycoproteins. 

Orthorubulaviruses and Respiroviruses utilise HN, Morbilliviruses utilise H, and Henipaviruses utilise G 

(as will be further discussed; section 1.5.4.1). For Paramyxovirus entry, the virion must fuse with the 

host cell membrane; a process dependent on the interaction between the attachment glycoprotein and 

the fusion protein (F). Interaction between the relevant viral glycoprotein and the F protein causes a 

conformational change in F resulting in its activation. This leads to the formation of a fusion pore 

allowing entry of the nucleocapsid into the cytoplasm at the plasma membrane (reviewed; (Chang and 

Dutch, 2012; Jardetzky and Lamb, 2014). Following release of vRNA into the cytoplasm, transcription 

and replication of the viral genome occurs (section 1.5.4) cumulating in the assembly of new virions. 

The matrix (M) protein is the key mediator in this process, mediating the interaction of the nucleocapsid 

and glycoproteins at the plasma membrane resulting in budding (reviewed; (Battisti et al., 2012; El 

Najjar, Schmitt and Dutch, 2014).   

 

1.5.4 Paramyxovirus genome structure, transcription, and replication 

1.5.4.1 Paramyxovirus genome structure 

Members of the Paramyxoviridae share the genes for N, P, M, F and L encoding the nucleocapsid, 

phosphoprotein subunit of the RNA-dependent RNA polymerase (vRdRP), matrix protein, fusion 

protein, and the large catalytic subunit of the viral polymerase respectively (figure 1.5.4.1.1). However, 

there is variation in the expression of attachment glycoproteins with different genera encoding for either 

G, H, or HN. Viruses within the Morbilli- genus utilise H as their viral attachment protein, and viruses 

within the Rubula-, Avula-, Respiro-, Ferla-, and Aquaparamyxovirus genera utilise HN. Conversely, 

Pneumoviridae and members of the Henipavirus genus encode for the G protein instead (Bossart, 

Fusco and Broder, 2013; Aguilar et al., 2016). This results in differences in receptor binding for entry 

with those expressing H or HN binding to sialic acid and those expressing G binding to proteinaceous 

receptors such as heparan sulphate or ephrin B2/B3. HN expressing viruses possess both 

hemagglutinin and neuraminidase activity for the binding and cleavage of sialic respectively however, 

Morbilliviruses only have hemagglutinin activity and can also bind cellular proteins additional to sialic 

acid (Chang and Dutch, 2012; Aguilar et al., 2016). 

Variation is also seen in the coding strategies for the evasion of the host innate immune response 

(Goodbourn and Randall, 2009; Aguilar et al., 2016), as will be further discussed. These differences 

exist between genera of the same virus family as well as between virus families. Within the 

Paramyxovirus family, the P gene encodes for more than one polypeptide via alternative initiation and 

mRNA editing. Morbilli- and Respiro-, Hendra- and Aquaparamyxoviruses encode for the additional V 

and C genes whilst Rubula-, Avula-, and Ferlaviruses also encode for V (Goodbourn and Randall, 

2009). Whilst V is known to play a role in host antagonism, it also plays an important role in RNA stability 

(Yang et al., 2015). Additionally, Rubulaviruses also encode for the small hydrophobic (SH) protein 

(Wilson et al., 2006). Conversely, Pneumoviruses solely encode for P with no additional gene products 
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but do encode for the small hydrophobic (SH) protein with Orthopneumoviruses additionally encoding 

for NS1 and NS2 at their 3’ proximal end (Ribaudo and Barik, 2017).  

 

 

Figure 1.5.4.1.1: Genome structure of Paramyxoviruses across different families. Coding and 

non-coding regions of Paramyxovirus genomes to scales with the viral proteins shown as follows: N, 

nucleoprotein (navy); P/V/C, phosphoprotein with alternative gene products (light green); M, matrix 

protein (gold); F, fusion glycoprotein (purple); SH, small hydrophobic protein (dark green); G (teal), H 

(orange) and HN (blue) attachment glycoproteins; L, large polymerase protein (pink). 

 

1.5.4.2 Paramyxovirus transcription 

As Paramyxoviruses and Pneumoviruses are negative sense single-stranded RNA viruses, their 

genome cannot be directly transcribed into mRNA for subsequent translation of viral gene products into 

proteins. At the 3’ end of the viral genome is the leader (Le) region, an extracistronic region of between 

55 to 70 nt, containing the Le promoter. This region is required for both transcription and replication of 

the viral genome (Noton and Fearns, 2015).  

For the generation of viral mRNA, the vRdRP first binds to the Le promoter element at the 3’ end of the 

genome. Each viral gene is flanked by a gene start (GS) and gene end (GE) site, and so upon the 

vRdRP encountering a GS site, mRNA synthesis is initiated, beginning with that of NP.  Once the RdRP 

reaches the GS site, the mRNA is polyadenylated at the site of a poly(U) tract downstream of the GE 

site and released for subsequent translation, this is referred to as start-stop transcription. The vRdRP 
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then scans the intergenic region between the current GE site and the next GS site to begin the process 

again; this intergenic site is generally not transcribed into mRNA. Alternatively, the vRdRP can 

disengage or ‘fall off’ at any point randomly however, it is thought to occur at a GE site.  If this occurs, 

the vRdRP can only rebind with the viral genome at the Le promoter and so a viral transcription gradient 

from the 3’ and 5’ end is observed with the highest mRNA abundance being that of NP (figure 1.5.4.2.1). 

Failure for the vRdRP to terminate transcription at the GE site results in the transcription of the intergenic 

readthrough and generation of readthrough mRNA (Noton and Fearns, 2015; Wignall-Fleming et al., 

2019).  

Paramyxoviruses encode multiple proteins from their P gene. These are transcribed in two ways; RNA 

editing of the P/V gene by insertion of additional G residues or additional open reading frames (ORF) 

(Goodbourn and Randall, 2009), as a result of slippage of the vRdRP whilst the transcription of C is a 

result of an additional ORF upstream of RNA editing site (Wignall-Fleming et al., 2019).  

 

 

 

Figure 1.5.4.2.1: Schematic diagram representing Paramyxovirus genome transcription. Genes 

are illustrated between a GS site (orange) and GE site (green). The vRdRP (light blue) binds to within 

the Le region (dark blue) at the 3’ end of the genome. mRNA transcription is indicated between the GS 

and GE by solid by black lines with intergenic regions not transcribed (dashed black lines). The vRdRP 

can ‘fall off’ at any GE site but must reinitiate back at the Le promoter. 
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1.5.4.3 Paramyxovirus replication 

Whilst mRNA can be generated directly from the viral genome, the replication of the viral genome, either 

for packaging into newly formed virions, or to provide templates for secondary transcription, requires a 

two-step process. At the 5’ end of the viral genome is the trailer (Tr) region, an extracistronic region of 

between 21 to 161 nt (depending on the virus). During replication, the viral genome is transcribed in its 

entirety, ignoring GS and GE sites to produce a positive sense antigenome, the template for the 

production of new viral genomes. The 3’ region of the antigenome is complementary to that of the Tr 

region in the viral genome and contains a promoter for vRdRP initiation. This then serves as an initiation 

point for the production of a full-length negative sense viral genome (Noton and Fearns, 2015). 

However, both the viral genomes and antigenomes require encapsulation in NP and so viral replication 

can only begin following sufficient NP production (Horikami et al., 1992). 

Following translation of NP, it is kept soluble through an interaction with the N-terminal domain of P and 

V. After sufficient production of NP, as the switch between viral transcription and replication is 

dependent on the concentration of free NP, newly synthesised genomes can be produced and 

encapsidated (Nilsson-Payant et al., 2021). This encapsulation is done concurrently, allowing the 

vRdRP to ignore GE signals and allowing for an extended template resulting in the production of new 

viral genomes. Encapsidation also prevents detection in the cytoplasm by the host immune response 

(figure 1.5.4.3.1) (Noton and Fearns, 2015; Wignall-Fleming et al., 2019). 

During replication, vRNA synthesis is also modulated by the C protein; it has been postulated that in 

Ferla-, Avula-, and Rubulaviruses, that do not express a C protein, that the V protein may fulfil the same 

role.  To ensure that antigenome is successfully turned over into genome RNA and does not accumulate 

in the cell, the C protein has been shown to inhibit RNA synthesis from the Le promoter, but not the Tr 

promoter (Noton and Fearns, 2015). This not only ensures that new virions can be successfully 

produced but as genomic RNA is encapsidated, it inhibits detection of the virus by the innate immune 

response.  
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Figure 1.5.4.3.1: Schematic diagram representing Paramyxovirus genome replication. Genes are 

illustrated between a GS site (orange) and GE site (green). The vRdRP (light blue) binds to within the 

Le region (dark blue) at the 3’ end of the genome. During replication the vRdRP reads through the entire 

length of the genome (black solid line) to produce a positive sense antigenome. This antigenome acts 

as a template for genome RNA synthesis with both the antigenome and genome encapsidated in NP 

protein (yellow, antigenome encapsidation not shown).  

 

1.5.5 IFN antagonism by Paramyxoviruses  

Paramyxoviruses, like other viruses, have developed evasion tactics to overcome the IFN response 

and permit successful infection with the majority of Paramyxoviruses utilising the same strategies to 

overcome the both the IFN induction and signalling pathways.  

Specifically, it is the P/V/C gene products of Paramyxoviruses that target key components of the IFN 

signalling pathway upon viral infection (Goodbourn and Randall, 2009). Orthorubulaviruses utilise a 

proteasomal degradation approach to IFN antagonism with the V protein of hPIV2 targeting STAT2 and 

the V protein of PIV5 targeting STAT1, for proteasomal degradation respectively (Didcock et al., 1999; 

Parisien et al., 2001; 2002; Ramachandran and Horvath, 2009). Conversely, Respiroviruses cause 

cytoplasmic sequestration of key IFN signalling components to prevent binding of ISGF3 to the ISRE 

and the subsequent expression of ISGs. The C protein of hPIV3 inhibits the phosphorylation of STAT1 

(Malur et al., 2005) whilst the same protein in hPIV1 blocks the nuclear translocation of STAT1/2 

(Schomacker et al., 2012). Additionally, a C-terminal domain in the V protein of all Paramyxoviruses is 

able to bind MDA-5, a RLR PRR, to prevent downstream activation of the IFN-β promoter (Andrejeva 
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et al., 2004; Childs et al., 2007). Orthopneumoviruses, such as hRSV, do not produce P/V/C gene 

products, but the expression of the NS1 and NS2 gene products result in a similar phenotype to that of 

Paramyxoviruses, specifically the Orthorubulaviruses. Both NS1 and NS2 mediate and promote STAT2 

for proteasomal degradation respectively (Lo, Brazas and Holtzman, 2005). Whilst there are 

differences, this highlights the redundancy in their actions with all resulting in the inhibition of ISG 

expression, known as IFN antagonism. 

It is also known that Paramyxoviruses can establish persistent infections, first being shown by Choppin 

in 1964, that upon infection with PIV5, no cytopathic effect of virus replication was seen with cells 

remaining undamaged over an extended period of time (Choppin, 1964). Persistent viral infections are 

those in which the virus is not cleared by the host and remains either, replicating at a low level or not at 

all (Boldogh, Albrecht and Porter, 1996). It is now known that Paramyxoviruses are able to repress viral 

replication in the cell, to become a persistent infection, through a single amino acid change. A 

phenylalanine to serine substitution at position 157 (F157S) of the P protein is able to switch the 

infection from lytic to persistent thereby resulting in reduced viral genome transcription and subsequent 

protein synthesis (Young et al., 2019). Additionally, the NP and P proteins of PIV5 have been shown to 

localise to cytoplasmic inclusion bodies (Fearns, Young and Randall, 1994). Together this results in a 

quiescent Paramyxovirus infection that allows evasion of detection by PRRs in the host cell preventing 

an innate immune response.  

Despite the medical and economical significance of the Paramyxoviruses, they are relatively 

understudied with key information about how they interact with the host not yet understood. As such, 

implementation of the previously described techniques are well places to further our understanding of 

this virus family. 

 

1.5.6 Antiviral restriction factors of Paramyxoviruses  

Whilst specific ISGs with antiviral activity are unknown for most viruses, an exception is found in PIV5 

as previously described in section 1.3.5. It is well established that interferon-induced proteins with 

tetratricopeptide repeats 1 (IFIT1) is a strong host restriction factor primarily responsible for the antiviral 

response (Andrejeva et al., 2013). 

The IFIT gene family is well characterised within the antiviral immune response, being amongst the 

most highly expressed genes induced by IFN signalling (Mears and Sweeney, 2018). They are antiviral 

RNA-binding proteins that act through various mechanisms, including the direct binding to non-self RNA 

and interaction with eIF3 to inhibit translation. Having coevolved with the IFN system, they are 

conserved amongst vertebrates with mammals encoding IFIT1, -1B, -2, -3 and -5 in various 

configurations. A member of the IFIT family, IFIT1 (otherwise known as ISG56), is rapidly induced 

during early infection following both IFN-α/β or IRF3-dependent signalling (Diamond and Farzan, 2012). 

It has subsequently been shown to have nucleic acid binding activity with specificity for single stranded 

ppp-RNA due to its structure (Pichlmair et al., 2006; 2011; Baum and García-Sastre, 2010; Abbas et 

al., 2013). 
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IFIT1 is known to be the primary restriction factor of PIV5 infection as previously discussed. It was 

identified that upon infection of IFN pre-treated cells with PIV5, there was a rapid loss of viral protein 

synthesis however this was established to not be a result of generic, well characterised ISGs (Carlos 

et al., 2007). Subsequent investigation revealed the foremost restriction factor to be IFIT1, with IFIT1 

deficiency resulting in levels of protein synthesis similar to that of a non-IFN treated control. IFIT1 

restriction of viral protein expression was found to be the result of a specific block in translation of viral 

mRNA (Andrejeva et al., 2013). This corroborates with the earlier findings that IFIT1 recognises and 

binds ppp-RNA (Pichlmair et al., 2011) as Paramyxovirus transcripts present a 5’-triphosphate group 

(Laudenbach et al., 2021).  

Further work has shown that Rubulaviruses, of which PIV5 belongs, are specifically inhibited by IFIT1 

to a higher degree than other Paramyxoviruses due differences in the cap structure of the viral mRNA 

(Young et al., 2016). Although methylated at the N7 position of the guanine cap (m7Gppp) they are not 

methylated at the 2’ O-position of cap 0 (m7GpppNpRNA). IFIT1 has no dependency on methylation of 

the N7 cap of ppp-RNA however, the absence of 2’ O-position methylation of cap 0 significantly 

increases sensitivity of IFIT1 to the RNA causing inhibition of translation (Daffis et al., 2010; Habjan et 

al., 2013; Kumar et al., 2014). Other viruses, including other Mononegavirales, encode 2’-O 

methyltransferases, a countermeasure to IFIT1, but Rubulaviruses have not evolved this evasion 

mechanism. It has been suggested by Young et. al. that although a lack of methylation at the 2’ O-

position of the mRNA cap subjects the virus to inhibition by IFIT1, it may benefit the virus by allowing 

PIV5 to establish its characteristic persistent infection. Viral proteins M, F and HN are sensitive to IFIT1 

whilst NP and L are not therefore allowing for continued replication without spread (Young et al., 2016). 

Additional studies investigating PIV5 have suggested no role of either PKR or OAS/ RNase L in 

antagonising PIV5 transcription and translation (Carlos et al., 2007), otherwise broadly acting ISGs. 

However, unlike PIV5, other viruses are susceptible to numerous antiviral ISGs with each virus targeted 

by a unique subset of the 300+ ISGs; combinations of which have been shown to have additive effects 

(Schoggins et al., 2011). Previous work has shown IFIT1 has some antiviral activity against hPIV2 

(Young et al., 2016) and some to little activity against hPIV3 (Rabbani et al., 2016; Young et al., 2016; 

Holthaus et al., 2020). Upon knockdown of IFIT1, the amount of viral protein is not significantly greater 

than control (Young et al., 2016; Holthaus et al., 2020) however, alternative work shows that presence 

of IFIT1 decreases hPIV3 mRNA between 4-8 fold (Rabbani et al., 2016). This suggests IFIT1 is likely 

a minor antiviral factor against hPIV3 and other ISGs have a more predominant role.  

Further work has identified additional ISGs partially responsible for restricting hPIV3 and hRSV infection 

including IFITM1, PKR and Viperin (Schoggins et al., 2014; Zhang et al., 2015a; Rabbani et al., 2016; 

Smith et al., 2018). Additionally, using a human interferon-stimulated gene short-hairpin RNA library, 

Subramanian et. al. identified TDRD7 as a restriction factor of both Paramyxo- and Pneumoviruses, 

specifically, SeV, RSV and hPIV3. TDRD7 was shown to function by inhibiting the autophagy pathway 

these virus families use for their replication (Subramanian et al., 2018; 2020). As previously mentioned, 

Paramyxoviruses are likely to be inhibited by a number of ISGs working in concert and so it is likely far 

more ISGs than those named here play a role in viral restriction.  
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1.6 Research Objectives 

As viruses are obligate intracellular pathogens, viral infection is dependent on the interplay between a 

number of host genes; both host dependency factors, that promote viral infection, and antiviral 

restriction factors, that hinder infection. It is the balance between these two classes of genes that 

determines whether an infection is successful or not. Therefore, identification of novel host genes that 

play either role, not only gives us a greater understanding of fundamental virus biology but, on further 

understanding of their mechanism of action, could provide potential therapeutic avenues to be exploited.  

However, an underlying problem faced when trying to answer these questions is the large amount of 

redundancy within both responses, but especially the antiviral response. Alongside this, multiple 

restriction factors are often required to work in concert to produce an antiviral response as they exhibit 

low to moderate activity when expressed in isolation (section 1.3.5). Together, these two factors make 

studying the response difficult. Current techniques are limited by either; only investigating known ISGs 

via ISG libraries or lacking the experimental power for the identification of low to moderately acting ISGs 

due to their weak phenotype in isolation. The former, in particular, potentially misses out on the 

identification of novel genes or genes that play an important regulatory role in the innate immune 

response that would not be considered canonical ISGs, therefore limiting the information gained from 

these approaches. 

We are therefore using genome wide CRISPR/Cas9 screening, due to its aforementioned advantages 

over other genome wide techniques and aim to improve the identification of hits by exploiting known 

negative regulators of the response (section 1.3.5). This thesis therefore acts as a starting point for not 

only understanding redundancy but improving the identification of hits for furthering our fundamental 

understanding of virus biology and identifying new avenues for investigation. 

The overall aim of this project was to further identify sets of genes that both promote paramyxovirus 

infection (host dependency factors) and restrict paramyxovirus infection (antiviral restriction factors) 

through a genome wide CRISPR/Cas9 screening approach. However, whilst the investigation is 

focussed on understating paramyxovirus biology, we also question whether restriction factors are virus 

specific or have broader roles within the innate immune response. 

To summarise, the aims of this project were therefore three-fold: (i) to optimise a genome wide 

CRISPR/Cas9 screening workflow, to include infection, gating and IFN pre-treatment conditions, for the 

identification of Paramyxovirus HDFs and AFs, (ii) to use this optimised screening workflow to identify 

novel HDF and AF genes involved in hPIV3 infection through the use of high-throughput sequencing 

and (iii) to further validate and characterise hit genes, exploring their mechanism of action, and identify 

if they are also implicated in other virus infections in vitro. 
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Chapter 2: Materials  
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2.1 Prokaryotic Cell Culture 

Table 2.1.1: E. coli strains used within thesis. 

Name Genotype Source Notes 

NZY5α competent 
cells 

fhuA2∆(argF-lacZ)U169 phoA glnV44 Φ80 
∆(lacZ)M15 gyrA96 recA1 relA1 endA1 thi-1 
hsdR17 

nzytech 
 

NEB 10-beta 
Electrocompetent 
E. coli  

Δ(ara-leu) 7697 araD139  fhuA ΔlacX74 
galK16 galE15 e14-  Φ80dlacZΔM15  recA1 
relA1 endA1 nupG  rpsL (StrR) rph spoT1 
Δ(mrr-hsdRMS-mcrBC)  

NEB DH10B derivative 

 

Table 2.1.2: Reagents for E. coli work.  

Name Compositio
n 

Concentration in 
LB 

Source 

LB Media 1% (w/v) 
tryptone, 
0.5% (w/v) 
yeast extract, 
0.5% (w/v) 
NaCl pH 7.0 

n/a St Andrews Media 
Kitchen 

Ampicillin Ampicillin 
sodium salt  

100 mg/ml Fisher Bioreagent 

 

 

2.2 Mammalian Cell Culture 

 

Table 2.2.1: Naïve mammalian cell lines used. 

Name Description 

A549 Human carcinomic alveolar basal cell line 

HEK 293T Human embryonic kidney cell line transformed with SV40 large T antigen 

293 FT Human embryonic kidney cell line transformed with SV40 large T antigen 

Vero African green monkey kidney cell lines 

 

Table 2.2.2 Mammalian cell lines generated. 

Internal Inventory Name Description Source 

2579 A549-Cas9 Derivative of A549 
cell line transduced 
with functional Cas9  

N/A Thesis 

2928 A549-Cas9.NC1 Derivative of A549-
Cas9 cell line 
transduced with non-
cutting control 
sgRNA (NC1) 

N/A Thesis 
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2296 A549-ISG15-/- A549 cell line 
expressing a mutant 
of the Streptococcus 
pygenes Cas9 
protein (Cas9n) an 
sgRNA targetting 
ISG15 

Gifted from Connor 
G.G. Bamford 
Holthaus, D., et al. 
2020. Direct Antiviral 
Activity of IFN-
Stimulated Genes Is 
Responsible for 
Resistance to 
Paramyxoviruses in 
ISG15-Deficient Cells. 
J Immunol 205 (1): 
261–271 

2794 A549-ISG15-/-.Cas9 Derivative of A549-
ISG15-/- cell line 
transduced with 
functional Cas9  

N/A Thesis 

2929 A549-ISG15-/-.Cas9.NC1 Derivative of A549-
ISG15-/- cell line 
transduced with with 
non-cutting control 
sgRNA (NC1) 

N/A Thesis 

2835 A549-Cas9.IFIT1-/- Derivative of A549-
Cas9 cell line 
transduced with 
sgRNA targeting 
IFIT1 

N/A Thesis 

2850 A549-ISG15-/-.Cas9.IFIT1-/- Derivative of A549-
ISG15-/-.Cas9 cell 
line transduced with 
sgRNA targeting 
IFIT1 

N/A Thesis 

2975 A549-Cas9.STAT2-/- Derivative of A549-
Cas9 cell line 
transduced with 
sgRNA targeting 
STAT2 

N/A Thesis 

3114 A549-Cas9.SLC35A1-/- Derivative of A549-
Cas9 cell line 
transduced with 
sgRNA targeting 
SLC35A1 

N/A Thesis 

3115 A549-Cas9.STT3A-/- Derivative of A549-
Cas9 cell line 
transduced with 
sgRNA targeting 
STT3A 

N/A Thesis 

3116 A549-Cas9.DHX9-/- Derivative of A549-
Cas9 cell line 
transduced with 
sgRNA targeting 
DHX9 

N/A Thesis 

3117 A549-Cas9.UFC1-/- Derivative of A549-
Cas9 cell line 
transduced with 
sgRNA targeting 
UFC1 

N/A Thesis 

3118 A549-Cas9.PTAR1-/- Derivative of A549-
Cas9 cell line 
transduced with 

N/A Thesis 
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sgRNA targeting 
PTAR1 

3118 A549-Cas9.RAD51-/- Derivative of A549-
Cas9 cell line 
transduced with 
sgRNA targeting 
RAD51 

N/A Thesis 

3120 A549-Cas9.SMU1-/- Derivative of A549-
Cas9 cell line 
transduced with 
sgRNA targeting 
SMU1 

N/A Thesis 

3121 A549-Cas9.IMP3-/- Derivative of A549-
Cas9 cell line 
transduced with 
sgRNA targeting 
IMP3 

N/A Thesis 

3122 A549-Cas9.NF2-/- Derivative of A549-
Cas9 cell line 
transduced with 
sgRNA targeting NF2 

N/A Thesis 

3123 A549-Cas9.HSD17B12-/- Derivative of A549-
Cas9 cell line 
transduced with 
sgRNA targeting 
HSD17B12 

N/A Thesis 

3124 A549-Cas9.ZAP-/- Derivative of A549-
Cas9 cell line 
transduced with 
sgRNA targeting ZAP 

N/A Thesis 

3125 A549-Cas9.P2RY14-/- Derivative of A549-
Cas9 cell line 
transduced with 
sgRNA targeting 
P2RY14 

N/A Thesis 

3126 A549-Cas9.ELF1-/- Derivative of A549-
Cas9 cell line 
transduced with 
sgRNA targeting 
ELF1 

N/A Thesis 

3127 A549-Cas9.HMOX1-/- Derivative of A549-
Cas9 cell line 
transduced with 
sgRNA targeting 
HMOX1 

N/A Thesis 

3128 A549-Cas9.PPA2-/- Derivative of A549-
Cas9 cell line 
transduced with 
sgRNA targeting 
PPA2 

N/A Thesis 

3129 A549-Cas9.EIF4EBP3-/- Derivative of A549-
Cas9 cell line 
transduced with 
sgRNA targeting 
EIF4EBP3 

N/A Thesis 
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Table 2.2.3: Mammalian cell culture media, additives, and supplements. 

Solution name Use Source Catalogue 
Number 

Blasticidin Antibiotic selection of 
cell lines 

Sigma Aldrich 15205-25MG 

Dimethyl sulphoxide 
(DMSO) 

Freezing media 
supplement  

Sigma Aldrich D2650 

Foetal calf serum 
(FCS) 

DMEM supplement Gibco A5256701 

Interferon alpha 2b 
(Intron A, IFN-α) 

Induction of the IFN 
reponse in cell lines 

Merck Sharp & Dohme 
Corp. 

n/a 

Penicillin  Antibiotic DMEM 
supplement  

Duchefa Biochemie P0142 

Puromycin Antibiotic selection of 
cell lines 

InvivoGen ant-pr-1 

Roferon-A (IFN-a) Induction of the IFN 
reponse in cell lines 

Roche Pharma R&D Labs n/a 

Streptomycin Antibiotic DMEM 
supplement  

Melford S62000 

 

Table 2.2.4: Solutions, chemicals, and other reagents used in mammalian cell culture. 

Solution name Composition Use Source Catalogue 
Number 

Avicell 611 Avicell 611 5% w/v in 
ultra-pure water 

Plaque assay 
overlay 

Dupont  n/a 

Calcium Chloride 
Solution 

2.5 M CaCl2  Transfection 
of cells 

 n/a  n/a 

Chloroquine 
diphosphate 

n/a Transfection 
of cells 

Sigma Aldrich C6628-25G 

Dulbecco's 
Modified Eagle 
Medium (DMEM) 

n/a Growth 
media 

Corning 10-013-CV 

Formaldehyde 10% v/v formalehyde in 
PBS 

Fixation of 
cells  

Fisher Scientific  11960025 

HEPES buffered 
saline 

50 mM HEPES, 0.28 M 
NaCl, 10 mM KCl, 1.5 
mM Na2HPO4, 12 mM D-
glucose, pH 7.05 

Transfection 
of cells 

Sigma H887-20ML 

Phosphate buffered 
saline (PBS) 

n/a Washing of 
cells 

University of St 
Andrews Media 
Kitchen 

n/a 

Polybrene 
(Hexadimethrine 
bromide) 

n/a Transduction 
of cells with 
lentivirus 

Sigma Aldrich H9268-5G 

Ruxolitinib n/a Inhibition of 
JAK/STAT 
IFN signalling 
in cells 

Stratech S1378-SEL 

Trypsin/ EDTA 
solution 

Trypsin 0.05% (w/v) and 
EDTA 0.02% (w/v) in ultra 
pure water 

Trypsinisation 
of cell 
cultures 

University of St 
Andrews Media 
Kitchen 

n/a 
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2.3 Viruses 

 

Table 2.3.1: List of viruses. 

Virus Host Strain Details Reference 

PIV3 Human Washington/
47885/57 

Wild type strain of 
PIV3 (prototype) 

Durbin, A. P., et al. 1999. 
Mutations in the C, D, and V 
open reading frames of human 
parainfluenza virus type 3 
attenuate replication in rodents 
and primates. Virology 261: 
319–330 

PIV3 Human JS Wild type strain of 
PIV3 (vaccine strain) 

Stokes A, Tierney EL, Murphy 
BR, Hall SL. The complete 
nucleotide sequence of the JS 
strain of human parainfluenza 
virus type 3: comparison with 
the Wash/47885/57 prototype 
strain. Virus Res. 1992 Sep 
1;25(1-2):91-103 

PIV3 Human JS GFP Recombinant strain of 
PIV3 (GFP) 

Zhang L, et al. Infection of 
ciliated cells by human 
parainfluenza virus type 3 in an 
in vitro model of human airway 
epithelium. J Virol. 2005 Jan; 
79(2):1113-24 

PIV5 Host 
unknown 

W3 mCherry Recombinant strain of 
PIV5 (W3), expresses 
mCherry, causes 
persistent infections 

Choppin, P. W. 1964. 
Multiplication of a myxovirus 
(Sv5) with minimal cyto- pathic 
effects and without interference. 
Virology 23: 224–233 

PIV5 Canine CPI- Wild type strain of 
PIV5 unable to block 
IFN signalling 

Didcock, L., et al.1999.TheV 
protein of simian virus 5 inhibits 
interferon signalling by targeting 
STAT1 for proteasome-
mediated degradation. J. Virol. 
73: 9928–9933 
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2.4 Plasmids 

 

Table 2.4.1: Table of external plasmids used. 

Internal inventory Name Vector Gene Use Source 

172 pVSV-G pCMV vector VSV-G Packaging plasmid Addgene: pVSV-G  

173 pCMV-DR8.91 pCMV vector gag, pol, and rev Lentivirus helper Addgene: Vector Database - pCMV-dR8.91  

183 pLentiGuide-Puro Custom Empty sgRNA cloning backbone Addgene: 52963  

208 pLentiCas9-Blast pLentiCas9-Blast Cas9 Cas9 expression in cells Addgene: 52962  

237 pLentiCRISPRv2 pLentiCRISPRv2 Empty sgRNA cloning backbone 
 

243 pMD2-G pMD2-G VSV-G  Packaging plasmid for 
lentivirus production. From 
#691 Nevels group. 

https://www.addgene.org/12259/  

244 psPAX2 psPAX2 HIV-1 gag, pol  2nd generation lentiviral 
packaging plasmid. Can be 
used with 2nd or 3rd 
generation lentiviral vectors 
and envelope expressing 
plasmid (Addgene#12259). 
From #693 Nevels group. 

https://www.addgene.org/12260/  

 

 

 

 

https://www.addgene.org/138479/
https://www.addgene.org/vector-database/2221/
https://www.addgene.org/52963/
https://www.addgene.org/52962/
https://www.addgene.org/12259/
https://www.addgene.org/12260/
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Table 2.4.2: Table of generated plasmids used. 

Internal 
inventory 

Name Vector Gene Use Source 

214 pLentiGuide.Puro-
NC1 

pLentiGuide-Puro NC1 Non-cutting sgRNA control expression in cells CGGB 

223 pLentiCRISPRv2-
sgIFIT1.3 

pLentiCRISPRv2 sgIFIT1 CRISPR Cas9 knockout of IFIT1 gene in cells #1 From: Johnson et al., 
2018, Immunity, 48(3), 
pp.487-499.e5.  

224 pLentiCRISPRv2-
sgIFIT1.4 

pLentiCRISPRv2 sgIFIT1 CRISPR Cas9 knockout of IFIT1 gene in cells #2 From: Johnson et al., 
2018, Immunity, 48(3), 
pp.487-499.e5.  

235 pLentiCRISPRv2-
sgTDRD7.1 

pLentiCRISPRv2 sgTDRD7 CRISPR Cas9 knockout of TDRD7 gene in cells #1 
 

236 pLentiCRISPRv2-
sgTDRD7.2 

pLentiCRISPRv2 sgTDRD7 CRISPR Cas9 knockout of TDRD7 gene in cells #2 
 

239 pLentiCRISPRv2-
sgSTAT2 

pLentiCRISPRv2 sgSTAT2 CRISPR Cas9 knockout of STAT2 gene in cells  
 

n/a pLentiCRISPRv2-
sgSLC35A1 

pLentiCRISPRv2 sgSLC35A1 CRISPR Cas9 knockout of SLC35A1 gene in cells  
 

n/a pLentiCRISPRv2-
sgSTT3A 

pLentiCRISPRv2 sgSTT3A CRISPR Cas9 knockout of STT3A gene in cells  
 

n/a pLentiCRISPRv2-
sgDHX9 

pLentiCRISPRv2 sgDHX9 CRISPR Cas9 knockout of DHX9 gene in cells  
 

n/a pLentiCRISPRv2-
sgUFC1 

pLentiCRISPRv2 sgUFC1 CRISPR Cas9 knockout of UFC1 gene in cells  
 

n/a pLentiCRISPRv2-
sgPTAR1 

pLentiCRISPRv2 sgPTAR1 CRISPR Cas9 knockout of PTAR1 gene in cells  
 

n/a pLentiCRISPRv2-
sgRAD51 

pLentiCRISPRv2 sgRAD51 CRISPR Cas9 knockout of RAD51 gene in cells  
 

n/a pLentiCRISPRv2-
sgSMU1 

pLentiCRISPRv2 sgSMU1 CRISPR Cas9 knockout of SMU1 gene in cells  
 

n/a pLentiCRISPRv2-
sgIMP3 

pLentiCRISPRv2 sgIMP3 CRISPR Cas9 knockout of IMP3 gene in cells  
 

n/a pLentiCRISPRv2-
sgNF2 

pLentiCRISPRv2 sgNF2 CRISPR Cas9 knockout of NF2 gene in cells  
 

n/a pLentiCRISPRv2-
sgHSD17B12 

pLentiCRISPRv2 sgHSD17B12 CRISPR Cas9 knockout of HSD17B12 gene in cells  
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n/a pLentiCRISPRv2-
sgZAP 

pLentiCRISPRv2 sgZAP CRISPR Cas9 knockout of ZAP gene in cells  
 

n/a pLentiCRISPRv2-
sgP2RY14 

pLentiCRISPRv2 sgP2RY14 CRISPR Cas9 knockout of P2RY14 gene in cells  
 

n/a pLentiCRISPRv2-
sgELF1 

pLentiCRISPRv2 sgELF1 CRISPR Cas9 knockout of ELF1 gene in cells  
 

n/a pLentiCRISPRv2-
sgHMOX1 

pLentiCRISPRv2 sgHMOX1 CRISPR Cas9 knockout of HMOX1 gene in cells  
 

n/a pLentiCRISPRv2-
sgPPA2 

pLentiCRISPRv2 sgPPA2 CRISPR Cas9 knockout of PPA2 gene in cells  
 

n/a pLentiCRISPRv2-
sgEIF4EBP3 

pLentiCRISPRv2 sgEIF4EBP3 CRISPR Cas9 knockout of EIF4EBP3 gene in cells  
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2.5 Oligonucleotides 

 

Table 2. 5.1: Details of RT-qPCR primers used. 

Sequence name Sequence (5' - 3') Use F/R 

TDRD7 GCCTGATGCTGAAATGTCT RT-qPCR primer #1 F 

CATCAGACATCCATGCATC R 

GTGGAGAAACCTTGCAGTG RT-qPCR primer #2 F 

CAGAAGGCCATTCTCTATGC R 

IFN-β GCTTCTCCACTACAGCTCTTTC RT-qPCR primer F 

CAGTATTCAAGCCTCCCATTCA  R 

NF2 TTCCAGGTGGCTACTCCAGAG RT-qPCR primer F 

TACAACTTCTGCCTCCCAGG R 

HSD17B12 CCAGGTAAAGTTCAAGCTGCG RT-qPCR primer F 

CAGTGGCATGATCTTGGCTC R 

ZAP AGCACTGTTCCTCCTTGTAGGG RT-qPCR primer F 

GATCAGGAGTTCGAGACCAGC R 

MxA GCCTGCTGACATTGGGTATAA RT-qPCR primer F 

CCCTGAAATATGGGTGGTTCTC R 

HERC5 GACGAACTCTTGCACCGTCTC RT-qPCR primer F 

GCGTCCACAGTCATTTTCCAC R 

ISG15 ACCTCTGAGCATCCTGGTGAG RT-qPCR primer F 

GAAGGTCAGCCAGAACAGGTC R 

β-Actin AGCGAGCATCCCCCAAAGTT RT-qPCR primer F 

AGGGCACGAAGGCTCATCATT R 

 

Table 2.5.2: Details of PCR primers for Mycoplasma testing. 

Sequence name Sequence (5' - 3') Use F/R 

Myco-5-1    CGCCTGAGTAGTACGTTCGC Mycoplasma testing F  

Myco-5-2   CGCCTGAGTAGTACGTACGC Mycoplasma testing F  

Myco-5-3  TGCCTGAGTAGTACATTCGC Mycoplasma testing F  

Myco-5-4   TGCCTGGGTAGTACATTCGC Mycoplasma testing F  

Myco-5-5   CGCCTGGGTAGTACATTCGC Mycoplasma testing F  

Myco-5-6   CGCCTGAGTAGTATGCTCGC Mycoplasma testing F  

Myco-5-7   TGCACCATCTGTCACTCTGTTAAC Mycoplasma testing F  

Myco-3-1   GCGGTGTGTACAAGACCCGA Mycoplasma testing R 

Myco-3-2   GCGGTGTGTACAAAACCCGA Mycoplasma testing R 

Myco-3-3   GCGGTGTGTACAAACCCCGA Mycoplasma testing R 

Myco-3-7   GGGAGCAAACAGGATTAGATAC Mycoplasma testing R 

 

Table 2.5.3: Details of sequencing primers used.  

Vector name  Sequence Use 

pLentiGuide-Puro ATTGTGGATGAATACTGCC Sequencing of sgRNA clones 

pLentiCRISPRv2 GGCAGGGATATTCACCATTATCGTTTCAGA Sequencing of shRNA clones 
Sequencing of sgRNA clones 
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Table 2.5.4: sgRNA oligonucleotides for gene knockout.  

Gene Cell line generated ENSEMBL ID sgRNA sequence (5' - 3') Use F/R 

Non-cutting guide A549-Cas9.NC1 n/a caccGTGACGTACCGCTGGAGGTA Control for knockout cell lines F 

aaacTACCTCCAGCGGTACGTCAC R 

ISG15 A549-ISG15-/- 
A549-Cas9.ISG15-/- 
A549-Cas9.ISG15-/-.IFIT1-/- 

ENSG00000187608 caccgCCTGACGGTGAAGATGCTGG Independent sgRNA #1 F 

aaacCCAGCATCTTCACCGTCAGGc R 

caccgCTTCAGCTCTGACACCGACA Independent sgRNA #2 F 

aaacTGTCGGTGTCAGAGCTGAAGc R 

caccGACAGCCAGACGCTGCTGGA Independent sgRNA #3 F 

aaacTCCAGCAGCGTCTGGCTGTC R 

IFIT1 A549-Cas9.IFIT1-/- 
A549-Cas9.ISG15-/-.IFIT1-/- 

ENSG00000185745 caccgATGACAACCAAGCAAATGTG Independent sgRNA F 

aaacCACATTTGCTTGGTTGTCATc R 

STAT2 A549-Cas9.STAT2-/- ENSG00000170581 caccgCTCTGTGCAACCGTACACGA Independent sgRNA #1 F 

aaacTCGTGTACGGTTGCACAGAGc R 

caccGCCAGTTCTCGAAACACCTG Independent sgRNA #2 F 

aaacCAGGTGTTTCGAGAACTGGC R 

SLC35A1 A549-Cas9.SLC35A1-/- ENSG00000164414 caccgTCTGTGATACACACGGCTG HDF independent sgRNA #1 F 

aaacCAGCCGTGTGTATCACAGAc R 

caccgTGGAGTTACGCTTGTACAG HDF independent sgRNA #2 F 

aaacCTGTACAAGCGTAACTCCAc R 

STT3A A549-Cas9.STT3A-/- ENSG00000134910 caccGTAAGGTGGTACGTGACGA HDF independent sgRNA #1 F 

aaacTCGTCACGTACCACCTTAC R 

caccGAGTAGAAACGCCCCGTCC HDF independent sgRNA #2 F 

aaacGGACGGGGCGTTTCTACTC R 

DHX9 A549-Cas9.DHX9-/- ENSG00000135829 caccGAGCCTCGATGAGTTCAAA HDF independent sgRNA #1 F 

aaacTTTGAACTCATCGAGGCTC R 

caccGAGTAGTAATCCTTCAAGT HDF independent sgRNA #2 F 

aaacACTTGAAGGATTACTACTC R 

UFC1 A549-Cas9.UFC1-/- ENSG00000143222 caccGACAACGATTGGTTCCGAC HDF independent sgRNA #1 F 

aaacGTCGGAACCAATCGTTGTC R 

caccGGTGGCAAAATATGCCTGA HDF independent sgRNA #2 F 
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aaacTCAGGCATATTTTGCCACC R 

PTAR1 A549-Cas9.PTAR1-/- ENSG00000188647 caccgCGACTCATACAAGAAGAGA HDF independent sgRNA #1 F 

aaacTCTCTTCTTGTATGAGTCGc R 

caccgTACCACTGCATGGAACGTG HDF independent sgRNA #2 F 

aaacCACGTTCCATGCAGTGGTAc R 

RAD51 A549-Cas9.RAD51-/- ENSG00000051180 caccGTTGCCTATGCGCCAAAGA HDF independent sgRNA #1 F 

aaacTCTTTGGCGCATAGGCAAC R 

caccgTATAGCTTCCCATTGACCG HDF independent sgRNA #2 F 

aaacCGGTCAATGGGAAGCTATAc R 

SMU1 A549-Cas9.SMU1-/- ENSG00000122692 caccGTGCTCGATTTTCTCCAGA HDF independent sgRNA #1 F 

aaacTCTGGAGAAAATCGAGCAC R 

caccgTTAGCTGGCGAAGTCAGTG HDF independent sgRNA #2 F 

aaacCACTGACTTCGCCAGCTAAc R 

IMP3 A549-Cas9.IMP3-/- ENSG00000177971 caccgCCTTGCTCCACAAAGGCCA HDF independent sgRNA #1 F 

aaacTGGCCTTTGTGGAGCAAGGc R 

caccgCGCCGCGCCAGCTCACGCA HDF independent sgRNA #2 F 

aaacTGCGTGAGCTGGCGCGGCGc R 

NF2 A549-Cas9.NF2-/- ENSG00000186575 caccGATTTGGTGTGCCGGACTC AF independent sgRNA #1 F 

aaacGAGTCCGGCACACCAAATC R 

caccgAACATCTCGTACAGTGACA AF independent sgRNA #2 F 

aaacTGTCACTGTACGAGATGTTc R 

HSD17B12 A549-Cas9.HSD17B12-/- ENSG00000149084 caccgAGTACTACCTGTGACAACT AF independent sgRNA #1 F 

aaacAGTTGTCACAGGTAGTACTc R 

caccGACTTACATTGTCCAAGTC AF independent sgRNA #2 F 

aaacGACTTGGACAATGTAAGTC R 

ZAP A549-Cas9.ZAP-/- ENSG00000105939 caccgTGCGGGTGAGATCGTCCAC AF independent sgRNA #1 F 

aaacGTGGACGATCTCACCCGCAc R 

caccgCTGTGACCACTTCACCCGA AF independent sgRNA #2 F 

aaacTCGGGTGAAGTGGTCACAGc R 

P2RY14 A549-Cas9.P2RY14-/- ENSG00000174944 caccgTCCTACTCAATGGAGTGTC AF independent sgRNA #1 F 

aaacGACACTCCATTGAGTAGGAc R 

caccgATTCCGACTTGACTTAAGG AF independent sgRNA #2 F 
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aaacCCTTAAGTCAAGTCGGAATc R 

ELF1 A549-Cas9.ELF1-/- ENSG00000120690 caccgCATGTTCCACAATTACGGC AF independent sgRNA #1 F 

aaacGCCGTAATTGTGGAACATGc R 

caccgATATTTGGCGTAGTGGCTG AF independent sgRNA #2 F 

aaacCAGCCACTACGCCAAATATc R 

HMOX1 A549-Cas9.HMOX1-/- ENSG00000100292 caccgAGGGCCAGGTGACCCGAGA AF independent sgRNA #1 F 

aaacTCTCGGGTCACCTGGCCCTc R 

caccgCAGGTAGCGGGTGTAGGCG AF independent sgRNA #2 F 

aaacCGCCTACACCCGCTACCTGc R 

PPA2 A549-Cas9.PPA2-/- ENSG00000138777 caccGAGCTACTTACTAAAGAAG AF independent sgRNA #1 F 

aaacCTTCTTTAGTAAGTAGCTC R 

caccGATGTTAAGAAGTTCAAAC AF independent sgRNA #2 F 

aaacGTTTGAACTTCTTAACATC R 

EIF4EBP3 A549-Cas9.EIF4EBP3-/- ENSG00000243056 caccgTATACGCCACTACCCCCGG AF independent sgRNA #1 F 

aaacCCGGGGGTAGTGGCGTATAc R 

caccgTGAGTTCTTGCACTCCAGC AF independent sgRNA #2 F 

aaacGCTGGAGTGCAAGAACTCAc R 
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Table 2.5.5: Primers used for next generation sequencing of screening gDNA. 

Primer  Sequence Use F/
R 

PCR1_
F1 

TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGTCTTGTGGAAAGGACGA
AACACCG 

PCR 
amplification  

F  

PCR1_
F2 

TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGATCTTGTGGAAAGGACG
AAACACCG 

PCR 
amplification  

F  

PCR1_
F3 

TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGGATCTTGTGGAAAGGAC
GAAACACCG 

PCR 
amplification  

F  

PCR1_
F4 

TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGCGATCTTGTGGAAAGGA
CGAAACACCG 

PCR 
amplification  

F  

PCR1_
F5 

TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGTCGATCTTGTGGAAAGG
ACGAAACACCG 

PCR 
amplification  

F  

PCR1_
F6 

TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGATCGATCTTGTGGAAAG
GACGAAACACCG 

PCR 
amplification  

F  

PCR1_
F7 

TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGGATCGATCTTGTGGAAA
GGACGAAACACCG 

PCR 
amplification  

F  

PCR1_
F8 

TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGCGATCGATCTTGTGGAA
AGGACGAAACACCG 

PCR 
amplification  

F  

PCR1_
F9 

TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGACGATCGATCTTGTGGA
AAGGACGAAACACCG 

PCR 
amplification  

F  

PCR1_
F10 

TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGTACGATCGATCTTGTGG
AAAGGACGAAACACCG 

PCR 
amplification  

F  

PCR1_
R 

GTCTCGTGGGCTCGGAGATGTGTATAAGAGACAGCTAAAGCGCATGCTCC
AGAC 

PCR 
amplification  

R 

idx_S50
2 

AATGATACGGCGACCACCGAGATCTACACCTCTCTATTCGTCGGCAGCGT
*C 

Barcoding n/
a 

idx_S50
3 

AATGATACGGCGACCACCGAGATCTACACTATCCTCTTCGTCGGCAGCGT
*C 

Barcoding n/
a 

idx_S50
4 

AATGATACGGCGACCACCGAGATCTACACAGAGTAGATCGTCGGCAGCGT
*C 

Barcoding n/
a 

idx_S51
7 

AATGATACGGCGACCACCGAGATCTACACGCGTAAGATCGTCGGCAGCGT
*C 

Barcoding n/
a 

idx_N70
1 

CAAGCAGAAGACGGCATACGAGATTCGCCTTAGTCTCGTGGGCTCG*G Barcoding n/
a 

idx_N70
2 

CAAGCAGAAGACGGCATACGAGATCTAGTACGGTCTCGTGGGCTCG*G Barcoding n/
a 

idx_N70
3 

CAAGCAGAAGACGGCATACGAGATTTCTGCCTGTCTCGTGGGCTCG*G Barcoding n/
a 

idx_N70
4 

CAAGCAGAAGACGGCATACGAGATGCTCAGGAGTCTCGTGGGCTCG*G Barcoding n/
a 

idx_N70
5 

CAAGCAGAAGACGGCATACGAGATAGGAGTCCGTCTCGTGGGCTCG*G Barcoding n/
a 

idx_N70
6 

CAAGCAGAAGACGGCATACGAGATCATGCCTAGTCTCGTGGGCTCG*G Barcoding n/
a 

 

Note: 1st round PCR primers (PCR1_F1 to PCR1_R) ordered as regular oligos and index primers 

(idx_S502 to idx_N706), 2nd round PCR, as Ultramers from IDT with the last base (*) 

Phosphorothioated. Barcodes within index primers are underlined.  
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2.6 Enzymes 

 

Table 2.6.1: Restriction enzymes used within thesis.  

Name Use Source Catalogue 
number 

BsmBI-v2  Linearisatio
n of vector 
plasmids 

NEB R0739S 

HindIII Screening of 
successful 
cloning 
vectors 

Promega R6041 

HindIII-HF Digest of 
non-infected 
screening 
DNA 

NEB R3104S 

 

Table 2.6.2: Modifying enzymes used in thesis.  

Name Use Source Catalogue 
number 

DreamTaq polymerase Amplification of DNA in PCR ThermoScientific EP0702 

FastAP Dephosphorylation of vector 
plasmids 

ThermoScientific EF0651 

NEBNext Ultra II Q5 
Master Mix 

Polymerase master mix for 
second round baroding PCR 
(screening gDNA) 

NEB M0544S 

Proteinase K Digestion of proteins in gDNA 
extraction from cells 

Qiagen 56404 

Q5 Hot Start High-
Fidelity DNA 
Polymerase 

Polymerase for first round 
PCR (screening gDNA) 

NEB M0493S 

RNase A Removal of residual RNA in 
DNA purification 

Omega Bio-Tek D6945-01 

T4 DNA ligase Ligation of oligonucleotides 
into linearised vector 

Promega M1801 

T4 Polynucleotide 
kinase (PNK) 

Phosphorylation of 
oligonucleotides maintaining 
5' restriction enzyme site 
overhangs 

FisherScientific 10531061 
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2.7 Standards 

 

Table 2.7.1: List of standards used in thesis.  

Name Use Source Catalogue 
number 

1 kb DNA ladder DNA gel electrophoresis standard New 
England 
Biolabs 

N3232S 

100 bp DNA ladder DNA gel electrophoresis standard Promega G2101 

PageRulerTM Plus 
Prestained 10-250 kDa 
Protein Ladder 

Acrylamide gel electrophoresis 
protein ladder 

Fisher 
Scientific  

26619 

 

 

2.8 Buffers and Solutions 

 

Table 2.8.1: Buffers and Solutions used in thesis.  

Name Composition Source Catalgue 
Number 

AMPure XP 
beads  

n/a Beckman 
Coulter 

A63880 

Crystal violet Crystal violet 0.15% w/v/ in ultrapure water n/a 
 

FACS Clean n/a BD 
Biosciences 

340345 

FACS rinse 
solution 

n/a BD 
Biosciences 

340346 

FACS running 
buffer 

PBS, 3% FCS, 0.1% sodium azide n/a n/a 

Laemmli sample 
buffer (2x) 

4% w/v SDS, 20% glycerol, 0.125 M Tris-HCl 
pH 6.8, ultrapure water 

n/a n/a 

MOPS 0.2 M MOPS free acid, 0.05 M sodium 
acetate, 0.01 M EDTA 

St Andrews 
Media Kitchen 

n/a 

PBS with tween 
(PBS-T) 

PBS supplemented with 0.1% v/v tween-20  St Andrews 
Media Kitchen 

n/a 

Phosphate buffer 
saline (PBS) 

n/a St Andrews 
Media Kitchen 

n/a 

Sample loading 
dye 

n/a New England 
Biolabs 

B7024A 

TBE  n/a St Andrews 
Media Kitchen 

n/a 

Transfer buffer 14.4% w/v glycine, 3.02% w/v Tris Base, 
20% methanol in ultrapure water 

n/a n/a 
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2.9 Chemicals 

 
Table 2.9.1: Chemicals not previously mentioned. 

Chemical Source Catalogue number 

Agarose Fisher   BP160-500 

B-mercaptoethanol Fisher Scientific 10303050 

Ethanol Fisher Scientific 10437341 

Ethidium Bromide Invitrogen 15585-011 

Glycerol Sigma Aldrich  G9012-500ML 

Isopropanol Fisher Scientific 10497070 

Lipofectamine 2000 Invitrogen 11668027 

Methanol Fisher Scientific 10284580 

Non-fat milk powder Marvel n/a 

SIGMAFAST BCIP/NBT  Sigma Aldrich  B5655-25TAB 

Sodium Azide Sigma Aldrich  S2002-100G 

Tween-20 Sigma Aldrich  P1379-500ML 

Mercaptoethanol Fisher Scientific 10265220 

 

2.10 Kits  

 

Table 2.10.1: Commercial kits used in thesis.  

Name Use Source Catalogue 
number 

Direct-zol RNA MiniPrep 
Plus 

RNA extraction from cells Zymo Research R2072 

EZNA Plasmid DNA Maxi 
Kit 

Large scale plasmid 
isolation from E. coli 

Omega Bio-Tek D6922-04 

EZNA Plasmid DNA Mini Kit 
II 

Small scale plasmid 
isolation from E. coli 

Omega Bio-Tek D6945-01 

LunaScript® RT SuperMix 
Kit 

cDNA synthesis from RNA New England 
Biolabs 

E3010S 

Mix & Go E. coli 
Transformation Kit 

Preparation of competent E. 
coli 

Zymo Research T3001 

NucleoSpin Gel and PCR 
Clean-up Kit 

Isolation of gDNA from non-
fixed cells 

Macherey-Nagel 740609.5 

PCR Mycoplasma Kit II  Mycoplasma testing of 
tissue culture cells  

Promokine, 
VWR 

POMOPK-
CA20-700-20 

QIAamp DNA FFPE Tissue 
Kit  

Isolation of gDNA from 
foramldehyde fixed cells  

Qiagen 56404 

Qiagen Plasmid Maxi Kit Large scale plasmid 
isolation from E. coli 

Qiagen 12163 

QIAprep Spin Miniprep Kit Small scale plasmid 
isolation from E. coli 

Qiagen 27104 

QuantiFluor ONE dsDNA 
System  

Quantification of DNA 
concentration 

Promega E4871 

Wizard SV Gel and PCR 
Clean-Up system 

Gel and PCR clean-up of 
DNA 

Promega A9281 
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2.11 Antibodies 

 

Table 2.11.1: Details of primary antibodies used. 

Antibody Manufacturer Species Dilution for 
immunoblotting 

Dilution for 
flow 
cytometry 

anti-IFIT1 Santa Cruz 
Biotechnology 
 (sc82946) 

Goat 1:1000 n/a 

anti-ISG15 F9 Santa Cruz 
Biotechnology 
(sc166755) 

Mouse 1:1000 n/a 

anti-MxA Proteintech Rabbit 1:500 n/a 

anti-PIV3 HN cocktail 
(4854, 4497, 4477) 

(Klippmark et al., 
1990) 

Mouse n/a 1:200 

anti-PIV5 NP 125 (Randall et al., 1987) Mouse 1:2000 n/a 

anti-STAT1 Santa Cruz 
Biotechnology (sc-
417) 

Mouse 1:1000 n/a 

anti-STAT2 Santa Cruz 
Biotechnology (sc-
22816) 

Rabbit 1:1000 n/a 

anti-TDRD7 Novus Rabbit 1:750 n/a 

anti-USP18 Cell Signalling 
Technology 

Rabbit 1:1000 n/a 

anti-NF2 Cell Signalling 
Technology (12888) 

Rabbit 1:1000 n/a 

anti-HSD17B12 Invitrogen 
(13446177) 

Rabbit 1:1000 n/a 

anti-ZAP Invitrogen 
(15721361) 

Rabbit 1:1000 n/a 

anti-IRF3 Cell Signalling 
Technology (11904) 

 1:1000 n/a 

β-Actin Sigma AC-15 Mouse 1:2500 n/a 
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Table 2.11.2: Details of secondary antibodies used. 

Antibody Manufacturer Species Dilution for 
immunoblotting 

Dilution for 
flow 
cytometry 

Dilution for 
immunostaining 

anti-goat HRP Dako (P0449) Rabbit 1:5000 n/a n/a 

anti-goat IRDye 
800CW  

LiCor (926-
32214) 

Donkey 1:10,000 n/a n/a 

anti-mouse 
Alexa Fluor 488 

Invitrogen 
(A11001) 

Goat n/a 1:500 n/a 

anti-mouse 
horseradish 
peroxidase 
(HRP) 

Dako (P0447) Goat 1:5000 n/a n/a 

anti-mouse IgG 
conjugated to 
alkaline 
phosphatase 

Abcam Goat n/a n/a 1:1000 

anti-mouse 
IRDye 800CW  

LiCor (926-
32210) 

Goat 1:10,000 n/a n/a 

anti-rabbit IRDye 
800CW  

LiCor (926-
32211) 

Goat 1:10,000 n/a n/a 

anti-rabbit HRP Dako (P0448) Goat 1:5000 n/a n/a 
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2.12 Instruments and Equipment 

 

Table 2.12.1: Key instruments and laboratory equipment used within thesis.  

Product  Manufacturer Use 

CytoFLEX flow cytometer Beckman Coulter Flow cytometry   

EVOS M5000 cell imaging 
system 

Thermo Fisher 
Scientific 

Imaging of live cells 

FACSAria IIIu 4 laser Cell 
Sorter  

BD Biosciences Fluorescence activated cell sorting 

FACSJazz cell sorter BD Biosciences Flow cytometry and fluorescence 
activated cell sorting 

GenePulser Xcell 
electroporation system 

BioRad Electroporation transformation of E. coli 

Guava easyCyte HT System  Merck Millipore Flow cytometry   

 

 

2.13 Computer Programmes  

 

Table 2.13.1: Details of software and databases used within thesis.  

Name Provider Use 

Excel Microsoft Data processing and analysis 

Fiji ImageJ ImageJ, NIH Image analysis and editing 

Flowing Software Turku Biosciences Analysis of flow cytometry and cell sorting 
data 

Flowing Sortware BD Biosciences Acquiring of flow cytometry and cell sorting 
data 

FlowJo v10 BD Biosciences Analysis of flow cytometry and cell sorting 
data 

GenBank NCBI Retrieval of DNA sequences 

GraphPad Prism GraphPad 
Software 

Data analysis and graphing 

Image Studio Lite LI-COR 
Biosciences 

Aquiring and processing immunoblot images 

ImageQuant TL Cytivia Analysis of plaque size  

Mendeley Mendeley Reference management 

Powerpoint Microsoft Image editing 

PubMed NCBI Literature search 

SnapGene Viewer GSL Biotech Analysis of DNA sequences 

Ubuntu Canonical Ltd. Linux distribution for NGS processing 

Word Microsoft Thesis writing 
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Chapter 3: Methods 
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3.1 Cell culture 

3.1.1 Cell maintenance 

A549 cells and their derivatives, HEK293T, HEK293FT and Vero cells were cultured in 25 cm2, 75 

cm2, or 175 cm2 flasks in Dulbecco’s modified eagle media (DMEM, Sigma-Aldrich) supplemented 

with 10% (v/v) foetal calf serum (FCS, Biowest), subsequently referred to as 10% (v/v) DMEM. Cells 

were maintained in a humidified incubator at 37°C with 5% CO2. To passage cells, 90% confluent 

flasks had DMEM removed and were washed with PBS to remove excess DMEM. Trypsin (trypsin 

0.05%, ethylenediaminetetraacetic acid (EDTA) 0.02%) was added proportionally to flasks (1 mL/ 

T25, 3 mL/ T75, 7 mL/ T175) to cover cells and cells were stored in a humidified 37°C incubator for 

1-5 min to allow monolayers to detach. Following incubation flasks were gently knocked to detach 

cells and thoroughly re-suspended to ensure single cell suspension in 10% DMEM. Cells were 

transferred to new flasks at differing ratios dependent on use.  

3.1.2 Single cell cloning 

Cells were trypsinised, resuspended in 10% (v/v) DMEM to halt the trypsinization process, counted 

and 2 x 104 cells seeded in a single well of a 96 well plate. Cells were then serial diluted 1:2 down 

the column (from A1 to H1) and further 1:2 serial dilutions were made across rows (A1 to A12). Cells 

were regularly monitored through light microscopy across 7-10 days to determine which wells 

contained single cells and which contained more than one colony; wells containing single cells or 

colonies were marked. Single cell clones were grown to 50% confluency in 96 well plates before 

trypsinisation and subculturing in a 24-well plate. These were again monitored through light 

microscopy, and once at 90% confluency, cells were trypsinised and transferred to a 6-well plate 

and subsequently T25 and T75 flasks for freezing and long term storage. Functional validation of 

single cell clones was performed using immunoblot assay.  

3.1.3 Mycoplasma testing of cell cultures 

To test cell lines for mycoplasma contamination, 100 µL cell culture media was removed from an 80-

100% confluent flask. Cell culture media was centrifuged at 2500 xg for 5 min to pellet cell debris 

and the supernatant was moved into a fresh 1.5 mL Eppendorf. Sample was heated for 5 min at 

95°C prior to centrifuging at 16,000 xg for 2 min. Samples were used for PCR using a pool of 7 

forward and 4 reverse primers specific to mycoplasma DNA diluted to a final concentration of 10 µM. 

PCR reaction mix and cycling conditions are listed in tables 3.1.3.1 and 3.1.3.2 resepectively, with 

pJET1.2BLUNT plasmid with positive product from PCR Mycoplasma Kit II (Promokine) used as a 

positive control. Following PCR, samples were run on a 1.5% agarose gel containing 0.2 µg/mL 

ethidium bromide with a 100 bp molecular weight marker to identify positive samples. 
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Table 3.1.3.1: Reaction set-up for amplification of mycoplasma DNA 

Reagent Volume per reaction(µl) 

10x DreamTaq PCR Buffer 2.5 

2mM dNTPs 2.5 

Forward primer mix 1.0 

Reverse primer mix 1.0 

Cell culture supernatant 2.0 

DreamTaq polymerase 0.2 

dH2O to 25 µL 

 

Table 3.1.3.2: Thermocycler conditions for amplification of mycoplasma DNA.  

Cycle Number Denature Anneal Extend 

1 95°C, 2 min   

2-6 94°C, 30 s 50°C, 30 s 72°C, 35 s 

7-36 94°C, 15 s 56°C, 15 s 72°C, 30 s 

37   4°C, hold 

 

3.1.4 Cryopreserving and resuscitation of cells 

To cryopreserve, cells were trypsinised, resuspended in 10% (v/v) DMEM and pelleted at 300 xg for 

5 min at room temperature. Pelleted cells were resuspended at approximately 1x106 cells/ mL in 

freezing media (45% 10% (v/v) DMEM; 45% FCS; 10% DMSO), aliquoted into cryovials (1 mL) and 

frozen at -80°C in polystyrene boxes to prevent ice crystal formation. Cryovials were transferred to 

liquid nitrogen for long term storage.  

To resuscitate cells, cells were quickly thawed at 37°C and pelleted at 300 xg for 5 min at room 

temperature. Cells were then resuspended in 10% (v/v) DMEM, transferred to 25 cm2 flasks and 

maintained in a humidified incubator at 37°C with 5% CO2. 24 h after resuscitation, media was 

changed on cells to remove any remaining DMSO. 

3.1.5 Lentiviral transductions of A549 cell lines  

For CRISPR/Cas9-mediated gene knockout, A549 and A549-ISG15-/- cells that stably express Cas9 

were generated by lentivirus transduction with lentiCas9-Blast (gift from F. Zhang, Addgene plasmid 

#52962, (Sanjana, Shalem and Zhang, 2014)) and cells were selected with blasticidin (10 µg/mL). 

Vectors that expressed either a control non-cutting single guide RNA (sgRNA) sequence (sgNC1: 

5’- acgaaaGTGACGTACCGCTGGAGGTA – lowercase BsmBI RE site), or sgRNA sequences 

targeting genes of interest (table 2.4.2) were generated. Target cells, seeded for 50% confluency 

into 25 cm2 flasks 18-24 h prior to transduction, were inoculated with lentiviruses (1 mL) diluted with 

1 mL serum-free DMEM and polybrene (8 µg/mL) for 2 h at 37°C, continual rocking, after which, 3 
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mL DMEM supplemented with 2% (v/v) heat-inactivated FBS (Biowest) was added. When confluent 

(48 h post-transduction), cells were passaged and plated in antibiotic-containing media for selection. 

For gene knockout, genes cloned with the pLentiCRISPRv2 or pLentiGuide.Puro, transduced cells 

were selected with puromycin (1 µg/mL).  

For generation of double gene knockout cells lines deficient in both ISG15 and a second gene, A549- 

A549-ISG15-/- cells, generated through transient transduction, were first transduced with lentiCas9-

Blast (as above), and selected for using blasticidin for stable expression. A second round of 

transduction with a vector expressing a sgRNA sequence targeting genes of interest was then 

performed and successfully transduced cells were selected for using puromycin treatment (as 

above). 

For generation of independent gene knockouts for hit validation and characterisation (sections 4.5 

and 5.3) two sgRNAs were introduced into the same cells targeting two independent gene sites. 

A549-Cas9 cells (generated as above) were first transduced with lentiviral construct #1 (containing 

a single sgRNA, table 2.5.4) and selected for with puromycin (as above). Following 1st round 

transduction, selected cells were bulked for transduction with lentiviral construct #2 (containing a 

single sgRNA, table 2.5.4) and further selected for successful transduction with puromycin (as 

above). Transduction with lentiviral construct #2 used to boost efficiency of gene knockout; all cells 

transduced should express at least one sgRNA. 

 

3.2 Microbiological methods 

3.2.1 Preparation of competent E. coli 

To generate Mix & Go chemically competent cells lab E. coli, manufacturers (Mix & Go E. coli 

Transformation Kit, Zymo Research) protocol was followed. 50 mL ZymoBroth™ was inoculated with 

0.5 mL fresh, overnight E. Coli culture and shaken at 37°C, 230 rpm until OD600nm reached 0.4-0.6. 

The resulting culture was incubated on ice for 10 min prior to pelleting the bacteria at 2500 xg for 10 

min at 4°C. The supernatant was removed, and the pellet resuspended in 5 mL ice cold 1X Wash 

Buffer. This wash step was repeated prior to resuspending the pellet in 5 mL ice cold 1X Competent 

Buffer. Cell suspension was divided into 100 µL aliquots and stored at -70°C ready for 

transformation. 

3.2.2 Storage of E. coli 

Transformed E. Coli were picked with a pipette tip and grown overnight in 3 mL of LB broth media 

containing ampicillin (100 mg/mL) at 37°C and 230 rpm, this was then diluted 1:1 v/v in filter sterilized 

50% v/v glycerol in ultrapure water and frozen at -80°C. In order to resuscitate from glycerol stocks, 

E. Coli were picked with a pipette tip and plated on LB agar plates, these were grown at 32°C 

overnight and colonies picked, these could then be grown for plasmid isolation. 
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3.3 Molecular biology techniques 

3.3.1 Transformation of E. coli by heat shock  

Competent NZY5α E. Coli cells (NZYTech) were thawed on ice. 20 µL ligated plasmid DNA was 

added to 50 µL competent cells and mixed. E. Coli and DNA were then incubated for 30 min on ice 

before a heat-shock at 42°C for 45 s and returning to ice for 2 min. Cells were grown in 1 mL LB, not 

containing antibiotic, for 1-2 h at 32°C and shaking at 300 rpm. Transformed cells were then pelleted 

at 4000 xg for 1 minute and resuspended in 250 µL LB prior to being plated on LB agar plates in the 

presence of ampicillin and incubated at 32°C for 24 h. Colonies were then picked with a pipette tip 

and grown in LB broth containing ampicillin (100 mg/mL) for either plasmid isolation or storage of 

successful transformations as glycerol stocks. 

Competent Mix & Go E. Coli cells (Zymo Research) were thawed on ice. 2 µL ligated plasmid DNA 

was added to 50 µL competent cells and mixed. E. Coli and DNA were incubated on ice for 20 min 

before plating onto pre-warmed (37°C) LB agar plates containing ampicillin and incubated at 32°C 

for 24 h. 

3.3.2 Transformation of electrocompetent cells with DNA library  

For DNA library transformation, library DNA (Addgene, 67989) was diluted to a final concentration 

of 10 ng/µL and 1 µL was added to 25 µL NEB 10-β electrocompetent E. coli (catalog no. C3020K; 

NEB) on ice. Cells were electroporated at 2.0 kV, 200 Omega and 25 µF in 0.1 cm gap 

electroporation cuvettes (catalog no. 165-2083; BIO-RAD) using BIO-RAD GenePulser Xcell 

electroporator (catalog no. 165-2662; BIO-RAD). SOC recovery medium (provided with E. coli) was 

pre-warmed to 37°C and 1 mL was immediately added after electroporation and cells were 

transferred to a 50 mL Falcon tube. Cells were then shaken at 37°C for 1 h before being added to 

500 mL pre-warmed LB broth supplemented with ampicillin and shaken at 37°C overnight. Plasmid 

was purified from culture using Qiagen plasmid maxi kit (catalog no. 12163; Qiagen) as per the 

manufacturer’s instructions.  

3.3.3 Small scale plasmid isolation from E. coli 

In order to extract small levels of plasmid, E. Coli was grown overnight in 3 mL LB broth media 

containing ampicillin (100 mg/mL), cultures were pelleted at 4200 xg for 10 min and supernatant 

discarded. Manufacturers (QIAprep Spin Miniprep Kit) protocol was followed. The bacterial pellet 

was resuspended in 250 µL Buffer P1 and, after transferring to a fresh 1.5 mL Eppendorf tube, 250 

µL Buffer P2 was added and gently mixed by inversion, not exceeding a 5 min incubation. Following 

incubation 350 µL Buffer N3 was added and immediately inverted to mix and then pelleted by 

centrifugation at 16,000 xg for 10 min. Resulting supernatant was added in 700 µL aliquots to 

QIAprep spin column, and passed through the column by centrifugation at 16,000 g for 1 min. Once 

all supernatant has been passed through the column, 750 µL Buffer PE was then passed through 

the column at 16,000 xg for 1 min. This wash step was repeated twice prior to drying the column by 

centrifugation at 16,000 xg for 2 min. The column was then transferred to a clean 1.5 mL Eppendorf 
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tube. DNA was eluted with either 50 µL ultra-pure water or Buffer EB ((10 mM Tris·Cl, pH 8.5) by 

centrifugation at 16,000 xg for 1 min. DNA concentration and purity was verified through use of a 

Nanodrop noting concentration and 260/280 values to evaluate purity. 

3.3.4 Large scale plasmid isolation from E. coli 

For large scale plasmid extraction, E. Coli were grown overnight in 250 mL LB broth media at 37°C 

shaken at 230 rpm overnight. Following the manufacturers protocol (Qiagen Maxi prep kit), E. Coli 

was pelleted at 6000 xg for 15 min at 4°C. Cell pellet was resuspended in 10 mL Buffer P1 and 10 

mL P2 added and mixed through inversions and lysis allowed to continue for 5 min. Following cell 

lysis 10 mL Buffer P3 was added, mixed, and incubated for 20 min. Cell debris was pelleted at 4200 

xg for 45 14 min at 4°C and supernatant added to a QIAGEN-tip column that had been equilibrated 

with 10 mL Buffer QBT. Column was then washed twice with 30 mL Buffer QC and DNA eluted with 

15 mL Buffer QF into a 50 mL falcon tube. DNA was precipitated with 10.5 mL isopropanol and 

pelleted at 4200 xg for 1 h at 4°C and supernatant removed. DNA was then resuspended in 1 mL 

70% v/v ethanol, transferred to 15 mL falcon, DNA pelleted at 4200 xg for 5 min. Ethanol was 

removed and pellet allowed to air dry before resuspending in 100 µL water. DNA concentration and 

purify was verified as above. 

3.3.5 Cloning  

Prior to cloning, 10 µg vector plasmid, pLentiGuide.Puro (sgNC1; gift from Feng Zhang, Addgene 

plasmid # 52963) or pLentiCRISPRv2 (sgIFIT1; gift from Feng Zhang, Addgene plasmid #52961), 

were linearised using 0.5 µL BsmBI-v2 (NEB) for 1 h at 55°C. Linearisation of vector was confirmed 

using agarose gel electrophoresis (Section 3.3.7). Vector was subsequently dephosphorylated with 

FastAP (ThermoScientific, Cat. # EF0651) for 15 min at 37°C. Linearised and dephosphorylated 

vector was purified using Wizard SV Gel and PCR Clean-Up system (Promega, Section 3.3.8) and 

concentration of plasmid DNA was measured using a Nanodrop. Purified linear plasmid was used 

immediately or stored at -20°C for use in subsequent ligations. 

Oligonucleotides (100 µM) that maintained 5’ restriction enzyme site overhangs once hybridised 

were phosphorylated using polynucleotide kinase for 20 min at 37°C and the enzyme was inactivated 

for a further 10 min at 75°C. Sense and antisense oligonucleotides were hybridised using a 

sequential heating programme; 5 min at 95°C, adjust heat block was adjusted to 70°C using a cooling 

function, once at 70°C the heat block was turned off allowing the oligonucleotides to cool to at least 

30°C (approx. 2.5 h). Hybridised oligonucleotides were stored on ice and used immediately in the 

ligation reaction. 2.5 ng hybridised oligonucleotides were ligated into 100 ng linearised vector DNA 

in a 5-fold excess using T4 DNA ligase (Promega, Cat. # M1801) overnight at 4°C. DNA was 

transformed into E. coli and amplified as per Section 3.3.3 and 3.3.4. DNA was sequenced by either 

Eurofins-GATC or MRC PPU DNA Sequencing and Services for verification of successful insertion 

in vector plasmid (sequencing primer see Table 2.5.3). 

3.3.6 Restriction digest of cloning vectors  
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Prior to sequencing verification, clones were screened using restriction digest of DNA. Within a 20 

µL reaction, 5µL of DNA was incubated with HindIII (Promega, Cat. #R6041) for 20 min at 37°C. 

Successful digest of DNA was confirmed using agarose gel electrophoresis (Section 3.3.7) and 

concentration of plasmid DNA was measured using a Nanodrop. 

3.3.7 Agarose gel electrophoresis 

Agarose gels were cast from 1% w/v agarose in TBE with ethidium bromide (0.4 mg/mL). Prepared 

agarose was poured into gel tray and appropriate comb used to generate wells. Set gels were loaded 

into gel tanks containing TBE and samples were diluted 5:1 v/v in 6 x sample loading dye and loaded 

into wells alongside the appropriate ladder. Electrophoresis was performed at a constant 100 V for 

40 min. Gels were visualised through exposure to UV light. 

 

 

3.3.8 Gel and PCR clean-up 

Purification of PCR products was performed using of Wizard SV Gel and PCR Clean-Up system 

(Promega) according to the manufacturer’s protocol. PCR products were mixed 1:1 with membrane 

binding solution and added directly to the mini-column assembly. DNA was bound to the column by 

centrifugation at 16,000 xg for 1 min. Column membranes were washed twice by addition of 700 µL 

and 500 µL membrane wash solution followed by centrifugation of columns at 16,000 xg for 1 min. 

Residual ethanol was removed through centrifugation of an empty column for 1 min at 16,000 g and 

DNA was subsequently eluted by centrifugation at 16,000 xg for 1 min with 50 µL ultrapure water 

into a clean 1.5 mL Eppendorf tube. DNA was then stored at -20°C or used immediately. 

 

3.4 Quantitative PCR 

3.4.1 Isolation of cellular RNA 

A549 cells and their derivatives were grown in 6 well plates, in the presence or absence of their 

treatment condition. Samples were harvested in 600 µL TRIzol reagent (Invitrogen) per well and 

RNA was extracted using Direct-zol RNA Miniprep Plus Kit, including DNase I treatment (Zymo 

Research), according to the manufacturer’s protocol. An equal volume of ethanol (100%) was added 

to cells harvested in TRIzol reagent and transferred to Zymo-Spin IICR Column in collection tubes 

and passed through the column at 16,000 xg for 30 s and flow-through discarded. Following transfer 

of all cellular material through the column, the column was washed with 400 µL RNA Wash Buffer 

centrifuging at 16,000 xg for 30 s. The column was subjected to DNase I treatment, 5 µL DNase I 

and 75 µL DNA Digestion Buffer mixed per column, for 15 min at room temperature. 400 µL Direct-

zol RNA PreWash was then added, and passed through the column twice at 16,000 xg for 30 s each 

followed by 700 µL RNA Wash Buffer which was passed through the column at 16,000 xg for 2 min 

to ensure all ethanol was removed. To elute RNA, 50 µL of ultrapure water was added directly to 
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column matrix and eluted through centrifugation at 16,000 xg for 30 s into a RNase free eppendorf. 

RNA concentration was measured using a Nanodrop and RNA frozen at -20°C for short term storage. 

3.4.2 cDNA synthesis  

To generate cDNA for RT-qPCR, LunaScript RT Supermix (NEB) was used according to the 

manufacturer’s protocol. RNA was diluted to 100 ng/µL and 5 µL was included in the cDNA reaction 

for a final concentration of 500 ng RNA per reaction. RNA was combined with 4 µL LunaScript RT 

SuperMix (5x) and the reaction mix was made up to 20 µL with ultrapure water. Reaction mixes were 

then incubated in a thermocycler for a 2 min primer annealing step at 22°C, a 10 min cDNA synthesis 

step at 55°C and a heat inactivation step at 95°C for 1 min. cDNA samples were then frozen at -

20°C for later use or used directly in RT-qPCR. 

 

3.4.3 RT-qPCR 

RT-qPCR reactions were set up with 1 µL cDNA, 10 µL PerfeCTa SYBR green SuperMix (Quanta 

BioScience), and 10 µM relevant forward/ reverse primers (table 2.5.1), made up to 20 µL total 

volume with ultrapure water. Cycling was performed in either a ViiA7 real time PCR machine (Applied 

Biosciences) or QuantStudio1 real time PCR machine (Applied Biosciences) with an initial 2 min step 

at 95°C followed by 40 cycles of 5 s at 95°C and 20 s at 60°C. Verification of amplicon specificity 

was performed using melting curve analysis. Average cycle threshold values (CT) of independent 

triplicates were normalised to their average respective β-actin CT values and relative expression 

was examined using the ∆∆CT method. 

 

3.5 Lentiviral vectors 

3.5.1 Transfection of 293T cells for lentivirus production by calcium phosphate precipitation 

Lentiviruses were generated by transfecting 80% confluent HEK293T cells in 75 cm2 flasks with 10 

g pLentiCas9-Blast, pLentiGuide-Puro or pLentiCRISPRv2 along with 7.5 g pCMV-dR8.91 and 

2.5 g pVSV-G using the calcium phosphate precipitation method. 48 h post-transfection, lentivirus 

preparations (10 mL) were filter sterilised (0.45 µm), aliquoted (1 mL), snap frozen and stored at -

80°C. 

3.5.2 Titration of lentivirus using flow cytometry  

For titration, 3 x105 A549-Cas9 or A549-ISG15-/-.Cas9 cells were plated on a 6-well plate 10 h prior 

to transduction. Varying volumes of lentivirus supernatant, 100ul, 80ul, 40ul, 20ul, 10ul or 0ul, were 

mixed separately with 8 ug/mL Polybrene in 1 mL culture media with 10% FCS. The culture media 

was then aspirated from the 6-well plate and the lentivirus dilutions added to the cells. Transduction 

media was left on cells for 24 h, after which, the lentivirus was removed and 2 mL of fresh media 

containing 10% FCS was added to each well. Cells were prepared for analysis using CytoFLEX 
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(Beckman Coulter) to detect percentage of cells with BFP 24 h after the fresh media change. The 

quantity of virus used for the well with ≤30% transduced cells was chosen to calculate the amount 

of virus needed for the screen at a MOI = 0.3. Concentration of lentivirus in TU/mL was calculated 

using the following formula: 

𝑇𝑟𝑎𝑛𝑠𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑈𝑛𝑖𝑡𝑠 𝑝𝑒𝑟 𝑚𝐿 (
𝑇𝑈

𝑚𝐿
) =  

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑒𝑙𝑙𝑠 𝑡𝑟𝑎𝑛𝑠𝑑𝑢𝑐𝑒𝑑 × 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 𝑓𝑙𝑢𝑜𝑟𝑒𝑠𝑐𝑒𝑛𝑡 × 𝑑𝑖𝑙𝑢𝑡𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟

𝑡𝑟𝑎𝑛𝑠𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑣𝑜𝑙𝑢𝑚𝑒 𝑖𝑛 𝑚𝐿
  

 

3.5.3 Titration of lentivirus using colony forming units  

For titration, a 10-fold serial dilution of lentivirus was prepared into DMEM 10% v/v FBS containing 

10 μg/mL polybrene from 1:10 to 1:100,000 and 150 µL of each viral dilution was added to each well 

of a 6-well plate. Cells were counted and 1000 cells in 1.35 mL DMEM 10% v/v FBS were added 

directly on top of the lentivirus, mixed, and placed in an incubator for 48 h. Final dilutions ranged 

from 1:100 to 1:100,000 included a no lentivirus control well. After 48 h, media was aspirated from 

cells and 2 mL DMEM 10% v/v FBS containing 2 µg/mL Puromycin was added. Media was replaced 

on cells with fresh antibiotics containing DMEM every 3-4 days for 2 weeks until un-transduced 

(negative control) cells had died, and colonies were visible in the transduced wells. After 2 weeks, 

media was aspirated, and the cells washed with PBS. Cells were fixed with 5% formaldehyde for 10 

min and washed with PBS. Plaques were analysed using 0.15% Crystal Violet staining for 30 min 

and the number of colonies at each dilution counted to determine transduction units/ mL (TU/mL) 

using the following formula: 

𝑇𝑟𝑎𝑛𝑠𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑈𝑛𝑖𝑡𝑠 𝑝𝑒𝑟 𝑚𝐿 (
𝑇𝑈

𝑚𝐿
) =

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑙𝑜𝑛𝑖𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑣𝑜𝑙𝑢𝑚𝑒 𝑖𝑛 𝑡ℎ𝑒 𝑤𝑒𝑙𝑙 (𝑚𝑙) 𝑥 𝐷𝑖𝑙𝑢𝑡𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟
 

 

3.6 Virological techniques 

3.6.1 Preparation of virus stocks  

Virus stocks were prepared by inoculating Vero cells at a multiplicity of infection (MOI) of 0.001 

(formula below) in serum-free media with continual rocking at 37 ˚C. Supernatants were harvested 

at 3 d post-infection, clarified by centrifugation at 2500 g for 15 min, aliquoted, snap frozen in liquid 

nitrogen and stored at -80°C. 

𝑀𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑐𝑖𝑡𝑦 𝑜𝑓 𝐼𝑛𝑓𝑒𝑐𝑡𝑖𝑜𝑛 (𝑀𝑂𝐼) =
𝑉𝑜𝑙𝑢𝑚𝑒 𝑜𝑓 𝑣𝑖𝑟𝑢𝑠 (𝑚𝐿) 𝑥 𝑇𝑖𝑡𝑟𝑒 𝑜𝑓 𝑣𝑖𝑟𝑢𝑠 (𝑝𝑓𝑢/𝑚𝐿)

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑒𝑙𝑙𝑠
 

 

3.6.2 Plaque assay 

Viruses were diluted to 20 – 30 PFU in 1 mL DMEM, either serum-free or 2% FBS, and were 

adsorbed for 1 h onto confluent monolayers of cells in six-well plates while rocking at 37 ̊ C. Following 
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adsorption, 2 mL overlay (DMEM and 2% FBS; Avicel) was added to wells and incubated for 6 d. 

Cells were fixed with 5% formaldehyde (30 min) and washed with PBS. Plaques were analysed by 

either: 0.15% Crystal Violet staining for 30 min or permeabilized for 10 min (PBS, 1% Triton X-100, 

and 3% FBS), washed, and incubated for 1 h with a pool of virus-specific Abs diluted in PBS and 3% 

FBS (1:1000). Following PBS washes, cells were incubated for 1 h with goat anti-mouse IgG Abs 

conjugated to alkaline phosphatase (catalog no. ab97020; Abcam) diluted 1:1000 in PBS and 3% 

FBS. Cells were washed in PBS, and signals were detected using SIGMAFAST BCIP/NBT (Sigma-

Aldrich). Alternatively, fluorescent plaques as a result of infection with hPIV3-GFP(JS) were 

visualised using Amersham Typhoon at wavelength 488 nm. 

3.6.3 Titration of virus stocks 

For titration of virus stocks, Vero cells were seeded in a 6-well plate for confluency next day. A 10-

fold serial dilution of virus was prepared into serum-free or 2% v/v FCS DMEM from 10-3 to 10-8 and 

1 mL of each viral dilution was added to each well of a 6-well plate. Plates were rocked at 37°C for 

1 h.  Following fixing and imaging as per section 3.6.2, plaque number was counted in the second 

highest dilution containing plaques and titre was calculated using the following formula: 

𝑃𝑙𝑎𝑞𝑢𝑒 𝐹𝑜𝑟𝑚𝑖𝑛𝑔 𝑈𝑛𝑖𝑡𝑠 𝑝𝑒𝑟 𝑚𝑙 (
𝑝𝑓𝑢

𝑚𝑙
) =

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑝𝑙𝑎𝑞𝑢𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑥 𝑃𝑙𝑎𝑞𝑢𝑒 𝐷𝑖𝑙𝑡𝑢𝑖𝑜𝑛 𝐹𝑎𝑐𝑡𝑜𝑟

𝑉𝑜𝑙𝑢𝑚𝑒 𝑑𝑖𝑙𝑢𝑡𝑎𝑛𝑡 𝑎𝑑𝑑𝑒𝑑 𝑡𝑜 𝑤𝑒𝑙𝑙
 

 

3.6.4 Measuring plaque size  

Plaques were analysed with ImageQuantTL colony counter.  Images of individual wells were input 

into the program with plaque number being manually counted and settings being maintained 

between technical repeats. Plaques that localised next to each other and merged together were 

not counted as part of the analysis.  

 

3.7 Protein biochemistry  

3.7.1 Western blot 

Confluent monolayers in six-well plates were lysed with 250 l 2x sample buffer (4% w/v SDS, 20% 

v/v glycerol, 0.004% w/v bromophenol blue, and 0.125 M Tris–HCl (pH 6.8)) with 10% v/v -

mercaptoethanol. Samples were incubated at 95 C for 10 min, lysed by sonication at an amplitude 

of 2 m for 12 s (MSE, Soniprep 150) and centrifuged at 12,000 xg for 10 min. Proteins were 

separated using a 4-12% NuPage bis-tris acrylamide gel (Invitrogen) in MOPS running buffer (0.2 M 

MOPS free acid, 0.05 M sodium acetate, 0.01 M EDTA) at 160 V for 1 h and transferred to a 

methanol-activated PVDF membrane (Amersham) at 20 V or Nitrocellulose (Amersham) at 10 V 

using wet transfer for 1 h. Membranes were blocked in 7% (w/v) non-fat milk diluted in phosphate 

buffered saline containing 0.001% v/v Tween 20 (PBS-T) for 1 h at room temperature. Primary 

antibodies were prepared in 7% (w/v) non-fat milk diluted in PBS-T according to dilutions in table 
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2.11.1 and membranes were incubated in dilution overnight at 4°C on a tube roller. Following 

incubation, membranes were washed 3 times for 10 mins in PBS-T to remove unbound primary 

antibody. For chemiluminescence, membranes were incubated in species specific secondary 

antibody conjugated to horseradish peroxidase (HRP) at a dilution of 1:5000 for 1 h. Following 

incubation with secondary antibody, membranes were washed 3 times for 10 min in PBS-T followed 

by a 10 min wash in PBS. Membranes were incubated with 700 µl enhanced chemiluminescence 

reagent (EZ-ECL, GeneFlow, K1-0170) and exposed to X-Ray film. For membranes not imaged 

using chemiluminescence, membranes were incubated in species specific IRDye secondary 

antibody (LI-COR Biosciences) at a dilution of 1:10,000 for 1 h and washed as previously described. 

Signal were detected using Odyssey CLx scanner and data were processed and analysed using 

Image Studio software (LI-COR Biosciences). 

 

 

3.8 Imaging 

3.8.1 EVOS microscopy  

Live cells infected with fluorescent-tagged viruses (hPIV3-GFP(JS), rPIV5-mCherry(W3)) were 

imaged using the EVOS M5000 cell imaging system (Thermo Fisher Scientific). Trans-luminescence 

images were taken with 4, 10 or 20 x phase-contrast objective with the magnification, light-emitting 

diode intensity, gain and exposure time settings kept the same across images. hPIV3-GFP(JS) 

infected cells were imaged using a GFP light cube (470/525 nm, excitation/emission) and rPIV5-

mCherry(W3) infected cells were imaged using a Texas Red light cube (585/624 nm, 

excitation/emission). Images were saved as both individual channels and overlays and visualised in 

PowerPoint (Microsoft 365). 

 

3.9 Flow cytometry and cell sorting 

3.9.1 Flow cytometry (fluorescent reporter virus) 

To prepare for flow cytometry, media was removed from cells seeded in 6-well plates at the 

appropriate time point. Cells were washed with 1 mL PBS and lifted using 300 µL of Trypsin-EDTA 

and incubating cells at 37°C. Trypsinisation was stopped by adding 800 µL DMEM supplemented 

with 10% FCS and moved to 1 mL cryovials. Cells were pelleted by centrifuging at 300 xg for 5 min, 

media removed, and cells were resuspended in 1 mL cold PBS. The wash step was repeated once 

more and cells resuspended in FACS buffer (PBS, 3% FCS, 0.1% sodium azide) to a concentration 

of 2x105 cells/ mL. Cells were kept at 4°C until required. Samples were analysed by flow cytometry 

using either FACSJazz Cell Sorter (BD Biosciences) utilising BD FACS Sortware Application (BD 

Biosciences, v.1.1.0.84) or Guava easyCyte HT System (Merck Millipore). A negative control was 

first run to establish the negative cell population and remove doublets from analysis and relevant 
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gates were set based on protocol. Data was analysed using either Flowing Software 2 (Turku 

Bioscience) or FlowJo Software for Windows version v10.7.2 (BD).  

3.9.2 Flow cytometry (antibody staining)  

Approximately 6 x105 cells were seeded into each well of a six-well plate 2 days prior to infection. 

Cells were pre-treated with IFN-α prior to infection with 1000 IU/mL IFN-α (IntronA, Merck Sharp & 

Dohme or Roferon-A, Roche Pharma R&D Labs) for 18 h. After 18 h, wells were rinsed with 

phosphate buffered saline (PBS) and infected with hPIV3 diluted in 1 mL DMEM to achieve a MOI 

of 10. Cells were placed in a gas box to achieve 5% CO2 and placed at 37°C, continual rocking, until 

harvest. At 24 h.p.i and 48 h.p.i cells were harvested for flow cytometry analysis. Cells were 

harvested with 300 µL trypsin and pelleted at 300 xg for 5 min. Cells were resuspended in PBS and 

pelleted at 300 xg for 5 min to wash. Cells were resuspended at 1 x106 cells/ mL in a cocktail of three 

PIV3 HN antibodies at a dilution of 1:200 (Randall et al., 1987) and incubated for 30 min at 4°C in 

the dark before being pelleted as before. Following primary antibody conjugation, cells were fixed 

with 10% formaldehyde at 1 x106 cells/ mL for 10 min at room temperature. Following fixation cells 

were kept at 4°C until secondary antibody conjugation for flow cytometry. Prior to secondary antibody 

conjugation, cells were washed with PBS as above. Cells were resuspended in Alexa Fluor 488 

antibody (Invitrogen, A11001) at a dilution of 1:1000 for 30 min at 4°C before being washed once 

more and resuspended in FACS buffer (PBS, 3% FCS, 0.1% sodium azide). 

3.9.3 Analysis with FlowJo software  

FCS files were imported into FlowJo v.10.8.0 (BD Biosciences) for data analysis. Gating was first 

performed on the negative control cell populations whereby cells were first gated to remove debris 

by plotting FSC against SSC and gating around the main cell population, termed R1. R1 cells were 

subsequently singlet gated to remove doublets by plotting trigger pulse width against SSC. Singlet 

gated cells could then be analysed for fluorescence either by histogram gating or pseudoplot. 

Dependent on experiment, singlet gated cells were either analysed with hand drawn polygon gates 

(pseudoplot), hand drawn range gates (histogram) or bisector gates (histogram). Once gates had 

been set on the negative control population, all gating was copied across to the rest of the files using 

the ‘Ctrl + Shift + G’ function. Cell gating and ancestry could be viewed within layout editor and data 

analysis of ‘% Parent’ or ‘Mean Fluorescence Intensity’ could be compiled within the table editor and 

exported for plotting and statistical analysis. 

3.9.4 Fluorescence activated cell sorting  

Cells were sorted using FACSJazz Cell Sorter (BD Biosciences) utilising BD FACS Sortware 

Application (BD Biosciences, v.1.1.0.84). Cells were resuspended to ~ 2x105 cells/ mL in PBS and 

transferred to 5 mL polypropylene tubes with filter caps (Falcon). Cells were loaded onto sample line 

and sorted using a 1.0 Drop Pure Sort mode into a 2 Tube Holder – 2 way sort. Piezo amplitude and 

drop frequency (kHz) were adjusted manually throughout to maintain drop frequency and drop delay 

was determined using BD FACS Accudrop beads (BD Biosciences) as per manufacturer’s protocol.   
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3.10 Genome wide CRISPR/Cas9 knockout screening 

3.10.1 Production of screening library lentivirus 

The lentivirus library was packaged in 293FT cells using the calcium phosphate transfection method. 

One day prior to transfection, 20 15 cm tissue culture treated dished were each seeded with 7 x106 

early passage 293FT cells. 2 h before transfection, cells underwent media replacement with 10 mL 

prewarmed media containing 10% FCS for each plate. Cells were then transfected, using a well-

established calcium phosphate and chloroquine diphosphate protocol, with the CRISPR library 

plasmid pool and the two packaging plasmids pMD.2 and psPAX2. After 16 h, the media was 

removed and 32 mL of fresh media containing 10% FCS was added to each dish. 48 h after 

transfection, the supernatant from all dishes was combined and centrifuged at 300 xg at 4°C for 10 

min to remove cell debris. The resulting supernatant, containing lentiviral particles, was filtered 

through a 0.45 µm filter, aliquoted into 50 mL conical tubes and stored at -80°C until the day of library 

transduction. 

3.10.2 Transduction of cell with library lentivirus  

A549-Cas9 cells were seeded in 14 T175 flasks to be 50% confluent after 10 h. Cells were then 

transduced at MOI = 0.3 by diluting viral stocks into 7 mL volume per flask using serum-free culture 

media containing 8 ug/mL Polybrene with continual rocking at 37°C. After 2 h, culture media 

containing 2% FCS was added up to 35 mL in each flask. Lentivirus was replaced by fresh media 

containing 2% FCS 24 h after transduction and 48 h after transduction, the cells were passaged into 

media containing 10% FCS and 2 µg/mL Puromycin. Passaging continued for 8-10 days to obtain a 

pure population of transduced cells. Each passage was frozen in freezing solution containing 10% 

DMSO, 45% FCS and 45% culture media containing 10% FCS and stored at -80°C.  

3.10.3 Infection of cells with hPIV3-GFP 

For the screening, ~7.5 x106 cells were plated in each T175 flask (7 flasks per repeat) 1 day prior to 

infection (passage 4 or 5 with 9-10 days of puro selection and culture post transduction). Cells in 

each flask were infected with hPIV3-GFP at MOI 5 in serum-free media. After 1 h rocking at 37°C, 

each flask was topped up to 35 mL with media containing 2% FCS.  

3.10.4 Harvesting cells for FACS 

To prepare cells for sorting, media was aspirated at 18 h.p.i and cells were dislodged by incubating 

with 7 mL trypsin (per T175 flask) at 37°C. Trypsin was neutralized with 13 mL media containing 

10% FCS and the cell suspension harvested. All cell suspensions were combined and pelleted at 

300 xg for 5 min before washing with PBS and recentrifuged. The cell pellet was resuspended in 1% 

formaldehyde (2x106 cells/ mL of formaldehyde) for 10 min at room temperature to inactivate the 

virus. The pellet was washed once more as above and filtered with a 100 µm nylon mesh cell strainer 

(Corning, 431752). Cells were resuspended at 1x107 cells/ mL in ice cold PBS and kept at 4°C. 
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3.10.5 Fluorescence activated cell sorting 

Cells were sorted into four fractions: GFP-negative, GFP low, GFP Medium, and GFP High using 

BD FACS Aria IIIu 4 laser Cell Sorter (Roslin Institute). Cells were collected into tubes pre-filled with 

200 µL FCS filtered with 0.22 µm syringe filter prior to sort. 

3.10.6 Isolation of gDNA 

FACS isolated cell fractions were pelleted at 300 xg for 5 min prior to being washed was PBS. 

Washed, dried pellets were stored at -80°C until gDNA isolation. gDNA was isolated from sorted 

cells using QIAamp DNA FFPE Tissue Kit (Qiagen) according to the manufacturer’s protocol. Cell 

pellets were resuspended in 180 µL Buffer ATL and 20 µL proteinase K, mix by vortexing and 

incubated at 56°C for 1 h followed by a 1 h incubation at 90°C to partially reverse formaldehyde 

modifications. Once cooled to room temperature, 100 mg/mL RNase A was added and incubated at 

room temperature for 2 min.  Following RNase A treatment, 200 µL Buffer AL was added to the 

sample followed by 200 µL ethanol (96-100%) and the sample was mixed by vortexing. Lysate was 

transferred to a QIAamp MinElute column and centrifuged at 6000 xg for 1 min. Column was washed 

with 500 µL Buffer AW1 and 500 µL Buffer AW2, centrifuging at 6000 xg for 1 min and transferring 

the column to a fresh collection tube between steps. gDNA was eluted with 2 x 25 µL Buffer ATE 

warmed to 55°C. Elution buffer was allowed to sit on the membrane for 1 min followed by 

centrifugation at 16,000 xg for 1 min. Concentration of eluted gDNA was assessed using Nanodrop. 

For non-infected samples, 300 µg gDNA was digested with 2000 units HindIII-HF overnight in 2 mL 

total volume. The resulting DNA was run on a 0.7% agarose gel and a gel slice in the in the range 

1.2 kb- 1.8 kb was excised under UV light. DNA was extracted from the gel slice using the 

NucleoSpin Gel and PCR Clean-up Kit (Macherey-Nagel) according to manufacturer’s protocol. For 

each 100 mg gel, 200 µL Buffer NTI was added and the sample was incubated at 50°C for 5 – 10 

min until the gel slice was dissolved. Sample was then loaded onto a NucleoSpin Gel and PCR 

Clean-up Column and centrifuged at 11,000 xg for 30 s, repeated until all sample was loaded. 

Column was washed twice with 700 µL Buffer NT3 and centrifuged at 11,000 xg for 30 s between 

additions of wash buffer. Membrane was dried by centrifuging at 11,000 xg for 1 min prior to eluting 

gDNA with 2 x 15 µL Buffer NE warmed to 55°C. Elution buffer was allowed to sit on the membrane 

for 1 min followed by centrifugation at 11,000 xg for 1 min. Concentration of eluted gDNA was 

assessed using Nanodrop. 

3.10.7 Preparation of gDNA for NGS 

All isolated gDNA was amplified by PCR in 2 µg reactions (table 3.10.7.1) using thermocycler 

conditions detailed in table 3.10.7.2.  
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Table 3.10.7.1: Reaction set-up for amplification of isolated gDNA during first round PCR. 

Reagent Volume per reaction Final concentration 

Q5 HS HF 1 µL 0.02 U/mL 

dNTPs 2 µL 200 µM 

Primer Mix 2 µL 0.1 µM (per primer) 

gDNA 2 µg 2 µg 

Buffer 20 µL 1 X 

Enhancer 20 µL 1 X 

dH2O to 100 µL  

 

Table 3.10.7.2: Thermocycler conditions for amplification of isolated gDNA during first round 

PCR.  

Cycle Number Denature Anneal Extend 

1 98°C, 30 s   

2-23 98°C, 10 s 61°C, 15 s 72°C, 20 s 

24   72°C, 2 min 

25   10°C, hold 

 

Following amplification, samples of the same fraction were pooled together and cleaned up using 

Wizard SV Gel and PCR Clean-Up system (Promega) according to the manufacturer’s protocol 

(section 3.3.8) and eluted in 50 µL water prior to checking DNA quality and size on a 2% agarose 

gel. PCR amplified cleaned-up DNA was diluted to 0.5 ng/µL for barcoding PCR (table 3.10.7.3) with 

2x NEBNext Ultra II containing polymerase, dNTPs and buffer. Each DNA sample was barcoded 

with a unique combination of one Index 1 (i7) adapter and one Index 2 (i5) adapter, termed the primer 

mix using thermocycler conditions detailed in table 3.10.7.4. Second round PCR was purified using 

AMPure XP beads (Beckman Coulter) according to manufacturer’s protocol. To purify DNA, 1.8 µL 

AMPure XP beads were added per 1 µL sample and mixed prior to separation on a magnetic stand. 

Beads bound to DNA were washed twice with 80% ethanol and left to air dry prior to elution. DNA 

was eluted with 15 µL EB buffer (Qiagen miniprep kit) pre-warmed to 55°C. PCR DNA quality was 

again assessed on 2% agarose gel following purification and concentration was measured using 

QuantiFluor ONE dsDNA System and Quantus Fluorometer (Promega) according to manufacturer’s 

protocol. Samples were all diluted to concentration of the least concentrated sample and pooled 

together for sequencing. Sequencing was performed on a NextSeq 2000 sequencing platform (100 

cycles, 400M reads) with a spike-in of 20% PhiX added to the sample mix to increase sequence 

diversity. 
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Table 3.10.7.3: Reaction set-up for barcoding of gDNA fractions during second round PCR.  

Reagent Volume per reaction Final concentration 

2x NEBNext Ultra II  50 µL 1 X 

Primer mix (10 µM each) 5 µL 1 µM 

1st PCR product 4 µL  2 µg 

dH2O 41 µL  

 

Table 3.10.7.4: Thermocycler conditions for barcoding of gDNA fractions during second 

round PCR.  

Cycle Number Denature Anneal Extend 

1 98°C, 30 s   

2-10 98°C, 10 s 63°C, 15 s 72°C, 20 s 

11   72°C, 5 min 

   10°C, hold 

 

3.10.8 Analysis of NGS data (MaGeCK)  

Demultiplexed files of NGS data were processed in Linux distribution, Ubuntu. Three packages were 

utilised; ‘cutadapt’ for the removal of adaptor sequences from reads, ‘mageck’ for robust rank 

aggregation for identification of CRISPR-screen hits and ‘fastqc’ for quality control of high-throughput 

sequence data. Cutadapt was first used to trim the 5’ and 3’ ends of each read leaving only the 19 

bp CRISPR sequences for read counting using MaGeCK. Trimmed reads were saved as separate 

files and subsequently analysed for quality control using fastqc. Trimmed files were analysed using 

function ‘mageck count’ to count the number of reads within each fraction sample. Counts for each 

fraction sample, including plasmid library were combined into a single file, ‘counts_files’. Read counts 

were compared between fractions of interest using the ‘mageck test’ function to provide rankings 

and enrichment analysis. The same function was used to compare non-infected samples to the 

plasmid library to assess library performance. For full code, see appendix. Resulting data was 

processed and plotted using GraphPad Prism version 9.5.0 for Windows.  

3.10.9 Analysis of NGS data (Panther Gene Ontology analysis) 

For Panther Gene Ontology Analysis, gene names generated in MaGeCK analysis were first 

converted to ENSEMBL IDs. The ID list generated was batch uploaded, separated by spaces, into 

Panther ‘Gene List Analysis’ tool (http://pantherdb.org/), list type was selected as ‘ID List’ and 

organism selected as ‘Homo sapiens’. ‘Functional classification’ analysis was selected, and results 

were viewed and exported for following ontologies; molecular function, biological processes and 

pathways.  

 

http://pantherdb.org/
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3.10.10 Analysis of NGS data (DAVID pathway analysis) 

For DAVID pathway analysis, gene names as exported by MaGeCK were entered as a list into 

DAVID Functional Annotation tool (https://david.ncifcrf.gov/summary.jsp). Identifier was selected as 

‘OFFICIAL_GENE_SYMBOL’, List type selected as ‘Gene List’ and Species selected as ‘Homo 

sapiens’. Following submission, results were viewed and analysed using the ‘Functional Annotation 

Chart’ and sorting resulting terms by p-value. 
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Chapter 4: Optimisation of a genome wide CRISPR/Cas9 

screening platform for the identification of hPIV3 host 

dependency factors 
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4.1 Introduction 

hPIV3 is an important human pathogen in both the developed and developing world with no vaccine 

that protects against infection or specific antiviral treatment for hPIV illness (CDC, 2015). Viruses 

require host factors in order to replicate and be successful infectious agents; these are termed host-

dependency factors (HDFs) (Robinson et al., 2018). There is a need to better understand these host 

genes and pathways essential for virus survival as not only does it aid our understanding of the virus 

but provides potential targets for antiviral interventions. As previously described, many antivirals 

target viral proteins which are susceptible to rapid mutation whilst antivirals that target host proteins 

are harder to develop resistance to  (Kumar et al., 2020; Cakir et al., 2021; Badia, Garcia-Vidal and 

Ballana, 2022).  

Previous work has shown that knockout of host dependency factors renders the cell unable to permit, 

or severely impacts, virus replication (Cisneros, Cornish and Hultquist, 2022) and as such, a 

genome-wide approach using a fluorescence reporter virus can be utilised to identify new host 

dependency factors (Puschnik et al., 2017). As of yet, such a screen has not been performed to 

identify hPIV3 HDFs and so we have subsequently optimised and performed a genome-wide 

CRISPR-Cas9 knockout screen to identify such factors.  

 

4.2 Overview of assay workflow 

A number of variations on CRISPR-Cas9 genome-wide screening can be applied using a number of 

different available libraries (Jones et al., 2021). Our screening workflow utilised the Human Improved 

Genome-Wide Knockout CRISPR Library from Kosuke Yusa as outlined in figure 4.2.1 (Tzelepis et 

al., 2016). The library targets 18,010 protein-coding genes with each gene being represented by 5 

independent sgRNAs. A549 cells expressing the Cas9 protein were transduced with a lentivirus 

library such that each sgRNA was represented greater than 500 times (500 X coverage). 

Transduction was performed at a low MOI of 0.3 in order to ensure each individual cell was only 

transduced with a single sgRNA; therefore, reducing the likelihood of double gene knockouts.  

The screening workflow can be implemented to identify both host dependency factors and antiviral 

factors (section 4.2) with minimal differences, and so the following overview encompasses the assay 

workflow for the identification of both. 

To identify host dependency factors of hPIV3-GFP(JS), transduced cells were infected at a high MOI 

(MOI = 5) for 18 h prior to being harvested and formaldehyde fixed for analysis. For the identification 

of antiviral factors, cells were first pre-treated with IFN-α prior to infection. Cells were then sorted 

using fluorescence activated cell sorting (FACS) into four fractions: GFP-negative, expected to 

contain cells deficient in genes that permit virus replication (HDFs); GFP low, expected to contain 

cells deficient in genes that permit virus replication to a lesser degree than the GFP-negative fraction; 

GFP medium and GFP high, expected to contain cells deficient in genes that hinder virus replication 

such as antiviral factors. These sorted cells were stored at -80°C prior to gDNA isolation, library 
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preparation and NGS analysis. It is presumed that any host dependency factors would be 

significantly enriched in the negative fraction compared to the high as depletion of a host dependency 

factor would render the cell unable to permit infection with antiviral factors being significantly 

enriched in the high fraction compared to the negative as depletion of an antiviral factor would render 

the cell permissive to infection.  

Cells were prepared for NGS using a two-step PCR strategy with gDNA first being amplified with a 

cocktail of 10 forward primers, each increasing in length by one nucleotide. The generation of PCR 

products with staggered sequence lengths allows for increased nucleotide diversity during NGS, 

critical to optimal sequencing (Joung et al., 2017; Illumina, 2020). First round PCR products were 

then barcoded using unique combinations of i7 and i5 adaptors (section 3.10.7) allowing fractions to 

be pooled for NGS and subsequently deconvoluted for enrichment analysis. Genes in each fraction 

were identified using the MaGeCK computational tool (Model-based Analysis of Genome-wide 

CRISPR-Cas9 Knockout) (Li et al., 2014); a computational tool commonly used to identify genes 

from genome-wide CRISPR-Cas9 knockout screens by considering frequencies of observed 

sgRNAs in the NGS data set inputted. MaGeCK is a computational tool developed specifically to 

identify hits from genome wide CRISPR/Cas9 screening. It utilises an algorithm that identifies 

positively or negatively regulated sgRNAs in a population suitable for no to a few replicates with high 

levels of variability, as is the case in many screening platforms. By using a robust rank aggregation 

(RRA) method, it can detect genes that are ranked consistently significantly higher, between 

treatment and control, compared to those whose reads are more highly distributed and therefore 

less significant. 

Genes identified through MaGeCK analysis subsequently underwent an iterative refinement process 

(figure 4.2.2) to generate a final list of genes to undergo validation. Genes within each fraction were 

first sorted by MaGeCK rank and genes with a rank of 75 or higher were crudely removed. For the 

identification of antiviral restriction factors, an additional step was undertaken. A cumulative list of 

known ISGs was generated from both the Ohainle ISG-targeting CRISPR knockout library list 

(OhAinle et al., 2018) and Interferome (Rusinova et al., 2013) and genes that were not considered 

ISGs from this cumulative list were removed, with the exception of those that passed the false-

discovery threshold.  
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Figure 4.2.1: Workflow outlining the process of genome-wide CRISPR-Cas9 knockout 

screening. 

 

To prevent unnecessary validation, genes that were known host-dependency factors or antiviral 

factors were also removed, alongside genes with substantial published literature; these were termed 

‘control genes’ as they were genes that provided us confidence in our sorting strategy through their 

presence in our fractions. Two rounds of literature searching with iterative removal of genes from our 

starting list rendered us with 8 genes for validation. These selected genes could be placed in three 

categories; ‘low hanging fruit’ (genes that we expect to play a role with some literature present), 

‘medium probability’ (genes that we suspect play a role but there is less literature or non-virus 

literature present) and ‘potentially novel’ (genes that no to little literature is present or recently 

identified genes). 



102 
 

 

Figure 4.2.2: Flow chart demonstrating the decision process in refining hits identified during 

screening for further validation.  

 

4.3 Generation of resources for genome-wide screening  

Prior to screening, necessary reagents and resources had to be generated including both the hPIV3-

GFP(JS) virus and the lentivirus library for transduction of cells. The lentiviral vector used was a 

pKLV2 vector backbone with improved scaffold and puromycin and BFP markers developed by the 

Yusa lab (Tzelepis et al., 2016) specifically for CRISPR gRNA expression (figure 4.3.1.a). The gRNA 

pooled library containing the 90,709 sgRNAs targeting 18,010 genes was acquired from the Yusa 

lab (Tzelepis et al., 2016). Due to the large scale at which genome wide screening is undertaken, to 

generate enough sgRNA library DNA for lentivirus production, electrocompetent bacteria were 

transformed with the library DNA using electroporation, amplified in culture, and the resulting DNA 

extracted using maxiprep. To ensure coverage of all 90,709 sgRNAs, 30 ng of library DNA was 

transformed into electrocompetent E. coli ensuring > 5 x 107 colony forming units, following plating, 

for reliable library representation. Lentivirus was subsequently generated, using 1.2 mg of library 

DNA using a calcium phosphate transfection protocol in HEK 293FT cells.  

As discussed in section 1.3.5, it has been suggested that the use of ISG15 deficient cells may enable 

the identification of low to moderately acting antiviral restriction factors and as such, the resulting 

lentivirus was titrated by transducing onto both A549-Cas9 and A549-ISG15-/-.Cas9 cells to assess 

for any differences between the two cell lines during subsequent use. Due to the need to transduce 
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the cells at MOI = 0.3, as previously described, the BFP marker within the backbone allowed for 

titration of the lentivirus generated using flow cytometry. This titration allows for accurate subsequent 

transductions for the preparation of the library transduced cells for screening.  

Using increasing volumes of lentivirus on cells in a 6-well plate from 0 to 100 µl of lentivirus per well, 

percentage BFP positive cells could be quantified (figure 4.3.1.b). As expected, increasing volume 

of lentivirus transduced onto cells, increased the percentage of BFP-positive cells as recorded by 

flow cytometry. Figure 4.3.1.b shows at lower volumes of lentivirus, up to 40 µl, A549-ISG15-/-.Cas9 

show reduced % BFP positive cells compared to A549-Cas9 cells however by 80 µl lentivirus, the 

difference in % BFP positive cells in each cell line became non-significant. This may be due to a 

more robust IFN response in cells unable to express ISG15, a negative regulator of the type I IFN 

signalling. At higher volumes, where higher MOIs are likely achieved, this effect may be masked. 

The quantity of virus used for the well with ≤30% transduced cells, 20 µl for each cell line, was used 

to quantify the amount of lentivirus required for a transduction at an MOI = 0.3 in transduction units/ 

mL (TU/mL). Based on this, lentivirus concentrations were calculated separately for both A549-Cas9 

and A549-ISG15-/-.Cas9 cell lines, resulting in concentration of 9.24 x106 TU/mL and 7.11 x106 

TU/mL respectively. Despite % BFP positive cells differing at 20 µl lentivirus by 5%, the 

concentrations of lentivirus calculated differed only by 1.3-fold. As such, the two values were treated 

as biological repeats and the average of both concentrations, 8.18 x106 TU/mL, was taken and used 

for the proceeding lentiviral transductions.  

 

 

 



104 
 

 

 

 

  

0 10 20 40 80 100
0

20

40

60

80

Volume of Lentivirus (ul)

%
 B

F
P

 P
o

s
it

iv
e

 C
e
ll

s

A549-Cas9

A549-ISG15-/-.Cas9

(a) 

(b) 



105 
 

Figure 4.3.1: Generation of sgRNA lentivirus library for genome-wide screening. (A) Plasmid 

map showing vector backbone (pKLV2-U6gRNA5(BbsI)-PGKpuro2ABFP-W) of genome-wide 

sgRNA library. TagBFP reporter, highlighted by red circle at sequence position 3845 – 4546 bp, used 

for titration of lentivirus library. (B) Lentivirus library was titrated through transduction of A549-Cas9 

cells (blue) and A549-ISG15-/-.Cas9 cells (red) with increasing volumes of lentivirus library from 0 – 

100 µl. Cells were analysed using flow cytometry using violet laser (405 nm) for identification of 

TagBFP (transduced) positive cells. Data was quantified based on singlet cell gating and percentage 

BFP positive cells plotted. Green dotted line indicates 30% BFP positive cells with amount of 

lentivirus required for the screen at a MOI 0.3 calculated from the quantity of virus used for the well 

with ≤30% transduced cells.  

 

Following the generation of the lentivirus library, A549-Cas9 cells were transduced at an MOI = 0.3 

for 500 x coverage; the number identified to result in significant signal over noise in screens with 

high signal-to-noise ratios and variability such as CRISPR/Cas9 screens (Yau and Rana, 2018). 

Following transduction, cells were maintained in puromycin selection media for 8-10 days and upon 

each passage, cells not passaged into new flasks were cryopreserved for future use. In total, four 

passages of cells were performed with puromycin selection continuing until the end of passage three, 

allowing for infection of cells at passage four and harvesting of cells for sorting. At each passage 5.4 

x 107 cells were moved into new flasks to maintain the > 500 X coverage previously described.  

To ensure sgRNA library coverage was maintained in the transduced cells, library transduced cells 

were subject to next generation sequencing alongside the sgRNA DNA library. Comparison of the 

two populations, via MaGeCK analysis, allowed for identification of gene representation in the 

transduced cells compared to the sgRNA plasmid library, following lentiviral transduction (figure 

4.3.2). Upon comparison of the DNA library and transduced cells it was found that the majority of 

genes were present in the transduced cells. Of genes that passed the l2fc and p-value thresholds, 

4.6% of total genes were downregulated in the library transduced cells and 2.2% upregulated, 

compared to the DNA library. However, no genes passed the FDR threshold of < 0.1. The 4.6% of 

genes which were found to be downregulated in the library transduced cells were suggested to be 

due to dropout as a result of the genes knocked out being essential genes to cell fitness. The 

knockout of the 2.2% of genes found to be upregulated in the transduced cells compared to the DNA 

library were postulated to confer a fitness advantage to cells with knockout of the gene leading to 

increased representation in the cell population. Overall, it was determined that the transduced cells 

were representative of the sgRNA DNA library and suitable to be used within screening 

experimentation. 
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Figure 4.3.2: sgRNA coverage in library transduced cells. gDNA isolated from untreated library 

transduced A549-Cas9 cells and DNA from the sgRNA plasmid library were subject to next 

generation sequencing to identify sgRNAs present in each population prior to being subject to 

MaGeCK computational analysis. Log2 fold change of sgRNAs of all genes present in the untreated 

transduced cells compared to the DNA library is shown with sgRNAs enriched in the library 

transduced cells indicated by l2fc ≥ 1 and sgRNA depleted in the library transduced cells indicated 

by l2fc ≤ -1. Green dotted line indicates p ≤ 0.005 threshold and blue dotted lines indicate l2fc ≤ -1 

or l2fc ≥ 1 threshold. 

Alongside the generation of a lentivirus stock, a stock of hPIV3-GFP(JS) was also generated. To 

enable FACS of infected cells, as required in screening, we acquired a GFP expressing version of 

hPIV3(JS) from Viratree (Zhang et al., 2005), where the GFP open reading frame (ORF) is inserted 

in the intergenic region between the P/C/D/V ORF and M ORF (figure 4.3.3.a). A stock of hPIV3-

GFP(JS) was generated following a MOI = 0.01 infection of Vero cells and harvested 3 d.p.i. The 

generated virus was subsequently titrated on Vero cells and fixed for analysis 6 d.p.i. Due to the 

virus expressing GFP when replicating, viral plaques could be identified using Phosphor Imaging 

using the Cy2 filter, allowing for the identification of viral plaques. Plaques from two technical repeats 

were counted from the dilution resulting in the second fewest plaques, 10-7 (figure 4.3.3.b), and a 

virus titre of 1.2 x108 pfu/mL was determined.  
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Figure 4.3.3: Generation of hPIV3-GFP(JS) virus stock. (A) Genome map showing negative 

sense RNA genome of hPIV3-GFP (strain JS), which has a 3’ end leader (Le) and a 5’end trailer (Tr) 

region. The insertion region of the GFP ORF is shown in the intergenic region between the P/C/D/V 

ORF and M ORF. (B) Titration of hPIV3-GFP(JS) stocks. hPIV3-GFP(JS) stocks were prepared (MOI 

0.01) and titred using Vero cells with monolayers fixed 6 d.p.i. Plaques were detected using 

Phosphor Imaging, Cy2 for identification of GFP-positive cells. Two technical repeats of plaque 

assay were performed and virus titre of 1.2 x108 pfu/mL calculated from a mean of both plates. Image 

is representation of repeats. 
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4.4 Optimisation of experimental conditions for genome-wide screening  

Next, conditions for sorting were optimised prior to initiating the screening workflow. Parameters 

such as sorting strategy and infection conditions (MOI, time of infection) were optimised to allow for 

efficient isolation of differentially infected cell fractions and subsequent gDNA isolation from sorted 

cells. Due to external facilities having to be used for cell sorting, formaldehyde fixation conditions 

were also determined. 

To allow for identification of optimal sorting and infection conditions prior to the acquisition of hPIV3-

GFP(JS), A549-Cas9 cells were infected with rPIV5-mCherry(W3) at MOI = 1 to result in 

approximately 60% infected cells (Abedon and Bartom, 2013) with later optimisation being carried 

out using hPIV3-GFP(JS). Cells were harvested at 24 h.p.i for flow cytometry analysis using the 

varying sort strategies permitted using the BD FACS Jazz. Cells were sorted into negative and 

positive fluorophore populations and sorted fractions were reanalysed through the FACS Jazz to 

establish the efficiency and purity of the sort. Results showed that a 1.0 drop pure sort strategy 

accurately separated the positive and negative fractions (figure 4.4.1). Upon infection with rPIV5-

mCherry(W3), when sorted negative and positive populations were reanalysed through the 

instrument and the resulting populations overlayed (figure 4.4.1.a/b) there were two distinct 

populations with both the negative (blue) and positive (red) fractions being enriched from the bulk 

population. A MOI = 1 infection, termed the ‘sort population’ resulted in 42.2% mCherry negative 

cells and 57.8% mCherry positive cells. Following a 1.0 drop pure sort, the negative sort was 

enriched to be 88.2% mCherry negative cells, with the remaining 11.8% showing near to negative 

mean fluorescence intensity (MFI) rather than being a separate positive population, whilst the 

positive sort resulted in 98.8% positive cells. The same experiment was subsequently performed 

with a hPIV3-GFP(JS) infection. Results showed enrichment of the two populations following sorting, 

however we observed a reduced sort purity compared to infection with rPIV5-mCherry(W3) as shown 

by breakthrough cells in figure 4.4.1.c. Following sorting, the negative GFP population, the 

population we expect to see host dependency factors in, consisted of 92.1% GFP-negative cells, 

compared to 48.8% in the sort population, whilst the positive sort population was enriched from 

51.2% to 92.6% GFP-positive cells. Therefore, a sorting 1.0 drop pure sort strategy was determined 

as the optimal for the screening workflow resulting in > 90% purity following sorting.  

To additionally validate our sorting strategy previously determined, we wanted to further challenge 

the optimised conditions by sorting cells infected with hPIV3-GFP(JS) at MOI = 5 (figure 4.4.2). 

Challenging the system with a higher MOI infection that results in near to 100% infected cells, 

compared to a MOI = 1 infection that results in 50-60% infected cells as previously reported, we 

aimed to see if we could successfully sort and enrich for GFP-negative cells. It is these rare events, 

particularly those within the GFP-negative fraction, that we are interested in throughout the host 

dependency screening as previously described. By infecting cells to result in close to 100% infection, 

we are able to evaluate if our screening design can efficiently isolate these small cell populations for 

downstream analysis using MaGeCK, reduce the likelihood of high variability and therefore increase 

significance of resulting hits. Upon infection with hPIV3-GFP(JS), we saw < 10% GFP-negative cells 
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as shown in the ‘+ hPIV3-GFP(JS) Sort Population’. On sorting of the infected population into GFP-

negative and positive fractions, we reanalysed the negative GFP fraction back through the FACS 

Jazz to assess for successful isolation of populations as previously described. We saw an 

enrichment of GFP-negative cells, such that the sorted population was >80% GFP-negative and the 

remaining GFP-positive. Whist GFP-positive cells were able to get into the GFP-negative population, 

it was enriched for the negative population of cells we desired to a significant degree, such that 

downstream analysis would negate the genes contained within these GFP-positive cells. We were 

therefore confident in our sorting and infection strategy for continuing with the genome-wide 

CRISPR-Cas9 knockout screen. 
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Figure 4.4.1: Optimisation of sorting and infection conditions for genome-wide screening. A549-Cas9 cells were infected with rPIV5-mCherry(W3) (A, B), hPIV3-

GFP(JS) (C) (MOI = 1) or mock infected. Cells were harvested at 24 h.p.i for flow cytometry analysis using the yellow/ green (561 nm) or blue (488 nm) laser for the 

identification of rPIV5-mCherry(W3) or hPIV3-GFP(JS) cells, respectively. (A) A549-Cas9 cells infected with rPIV5-mCherry(W3) were sorted by FACS into mCherry 

negative and positive fractions using a 1.0 drop pure sort strategy. Fractions were re-run through the flow cytometer with the negative sorted fraction (blue) and positive 

sorted fraction (red) overlayed. Data was analysed using FlowJo v10. (B) Data from (A) was quantified based on singlet cell gating and percentage singlet gated cells 

plotted, mCherry negative cells shown in blue and mCherry positive cells shown in red. (C) A549-Cas9 cells infected with hPIV3-GFP(JS) were treated as previously 

described in (A) with negative sorted fraction shown in blue and positive sorted fraction overlayed in red. Data was analysed using FlowJo v10.  
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Figure 4.4.2: Sorting strategy effectively isolates hPIV3-GFP(JS) positive cells. A549-Cas9 

cells were infected with hPIV3-GFP(JS) (MOI = 5) and harvested at 24 h.p.i for flow cytometry 

analysis and fluorescence activated cell sorting (FACS) using blue laser (488 nm) for identification 

of GFP-positive cells. Data was analysed using FlowJo v10. (A) Panels represent mock infected 

A549-Cas9 cells (negative gating control), A549-Cas9 cells infected with hPIV3-GFP(JS) and 

negative sorted fraction from A549-Cas9 infected cells. Bottom panel shows overlay of input cell 

population (blue) and GFP-negative sorted population re-analysed (red). (B) Data from (A) was 

quantified based on singlet cell gating and percentage GFP-negative cells (blue) and GFP-positive 

cells (red) plotted to show enrichment of hPIV3-GFP(JS) negative cells in negative fraction following 

sort. 
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Subsequent gating of the sorting population was established by infecting A549-Cas9 cells with 

hPIV3-GFP(JS) (MOI =5), the MOI used within our screening design, and harvesting cells for flow 

cytometry analysis 24 h.p.i. (figure 4.4.3). It was established that gates could be set to harvest 20-

25% of cells in fractions GFP low, medium, and high whilst allowing for non-overlap of gates to 

prevent ‘leak through’ of cells between populations therefore increasing purity of the sorted 

populations. The percentage of cells in the GFP-negative is dependent on the non-infected gating 

control used to set the negative population gates; with an MOI = 5 we expect the negative population 

to account for 5-10% of the population based on infection of A549-Cas9 cells (figure 4.4.3). 

 

Figure 4.4.3: Gating allows separation of GFP low, medium, and high fractions. Infection and 

gating strategy was established though infecting A549-Cas9 cells with hPIV3-GFP(JS) (MOI = 5) 

and harvesting cells for flow cytometry analysis 24 h.p.i. using blue laser (488 nm) for identification 

of GFP-positive cells. Low, medium, and high gates were set to 25% of total cells each; represented 

by red, blue, and green boxes, respectively. 

To allow for the transportation of infected cellular material to another institution for sorting, cells had 

to be formaldehyde fixed for virus inactivation. To preserve as much functional material, both cellular 

for sorting and gDNA for downstream NGS, both the minimum amount of formaldehyde required to 

inactivate virus and the impact of formaldehyde fixation on the resulting gDNA extracted from fixed 

cells was established. To determine the minimum amount of formaldehyde required for virus 

inactivation, A549-Cas9 cells infected with hPIV3-GFP(JS) (MOI = 5) were fixed with 0, 0.5 or 1% 

formaldehyde at 2 x106 cells/ mL of fixative for 10 min. Infected and formaldehyde fixed cells were 

permeabilised, allowing for the release of any internalised virus in the cells, and the resulting virus 
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containing media was titrated onto Vero cells with no overlay in a dilution range of 10-3 to 10-8. 

Monolayers were monitored and imaged for GFP expressing virus using the EVOS microscope and 

fixed for analysis of viral replication after 4 d.p.i (figure 4.4.5.a). As expected, with 0% formaldehyde 

there was substantial virus infection with the majority of cells being infected at all dilutions up to and 

including 10-8. We also show that the cellular supernatant contained infectious virus in all dilutions 

up to 10-4 as shown by plaque assay (figure 4.4.5.a). At 0.5% formaldehyde treatment, fluorescence 

microscopy shows viral infection of cells only at a dilution of 10-3, corroborating with the plaque assay 

data which shows virus replication only with a 10-3 dilution of virus containing cellular supernatant. 

Whilst a plaque is present in the 10-4 dilution, based on the microscopy images which show no 

infection, it is likely that this is carry over from a higher concentration as a result of pipetting error. 

We show that 1% formaldehyde treatment of infected cells for 10 min is sufficient to inactivate all 

virus particles. Resulting supernatant from 1% formaldehyde fixed cells, resulted in the absence of 

viral replication within cells, as shown by both fluorescence microscopy and the absence of viral 

plaques at all dilutions of viral supernatant. As 1% formaldehyde fixation resulted in the inactivation 

of all virus replication, this was determined to be the safest concentration to use. However, it was 

important to determine how this affected gDNA quality so we wanted to assess whether 1% 

formaldehyde fixation of cells would affect the gDNA quality extracted from fixed cells compared to 

non-fixed cells. To investigate this, gDNA was extracted from cells fixed with varying formaldehyde 

concentrations from 0.5 - 5%. gDNA quality was assessed compared to a non-fixed control by both 

agarose gel electrophoresis and qPCR. Upon loading 500 ng gDNA, gel electrophoresis showed no 

difference in gDNA quality compared to a non-fixed control as shown by a single band of the same 

molecular weight and no breakdown of gDNA into smaller products present on the gel (figure 

4.4.5.b). This was seen for formaldehyde concentration up and including 5%, indicating that fixation 

with 1% formaldehyde does not affect DNA quality. This was further validated by performing qPCR 

on the same gDNA using primers for IFN-β and TDRD7; genes both known to be expressed upon 

infection with parainfluenza viruses (Luthra et al., 2011; Subramanian et al., 2018). If gDNA quality 

was affected by formaldehyde treatment, we would expect to see differences in Ct values of target 

genes between non-fixed and fixed samples, with 200 ng of each sample used for qPCR analysis. 

Instead, results show no differences in Ct values between samples, further validating that 

formaldehyde fixation, up to 5%, does not affect gDNA quality (figure 4.4.5.c).  



114 
 

(a) 



115 
 

 

 

 

Figure 4.4.5: Formaldehyde inactivation of hPIV3-GFP(JS). (A) A549-Cas9 cells were infected 

with hPIV3-GFP(JS) (MOI = 5). 18 h.p.i, cells were fixed with 0 – 1% formaldehyde for 10 minutes. 

Cells were permeabilised to release virus particles and viral supernatant was titrated on Vero cells 

with no overlay. Monolayers were fixed 4 d.p.i. and imaged using GFP filter for visualisation of hPIV3-

GFP(JS) virus (bottom panel). Plaques were detected using Phosphor Imaging, Cy2 for identification 

of GFP-positive cells (top panel). (B) To assess gDNA quality following formaldehyde treatment, 

gDNA was isolated from cells fixed with 0 – 5% formaldehyde for 10 minutes. 500 ng of isolated 

gDNA was ran on a 1% agarose gel. (C) 200 ng of gDNA isolated as per (B) was assessed by qPCR 

with Ct values for primers specific to IFN-β (blue) and TDRD7 (red) shown. Error bars represent the 

SD of the mean from two technical repeats. 
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4.5 Identification of hPIV3-GFP(JS) host dependency factors using genome-wide screening  

To identify hPIV3-GFP(JS) host dependency factors, genome-wide CRISPR-Cas9 knockout 

screening was performed as outlined in section 4.2 (overview of assay workflow) using the conditions 

optimised as previously described. Gating of GFP-negative, low, medium, and high fractions was 

established by first running a negative control sample of A549-Cas9 library transduced cells which 

were fixed but not infected (figure 4.5.1.a) allowing for the gating of the true negative population. 

Following, gating the negative population, a sample of the infected cells were analysed to gate for 

the low, medium, and high populations; these gates were set for 5, 20 and 20% of the population 

respectively with ~5% of the population being GFP-negative.  

Upon observing the library transduced cells infected with hPIV3-GFP(JS), the gating strategy from 

figure 4.4.3 was re-evaluated to capture what we believed to be true low, medium and high 

populations upon observation of the infected library transduced cells.  

In our previous gating optimisation using A549-Cas9 cells, the infection profile of the cells was such 

that gaps could be left between gates to prevent overlap of gene hits between fractions. However, 

upon observation of the infected library transduced cells, the negative and low gates had to be 

positioned side by side to avoid the low gate encroaching on cells with higher GFP intensity. As such, 

this gating may have resulted in overlap of hits between the negative and low GFP populations and 

so downstream analysis was performed on both fractions. Additionally, the decision was made to 

reduce the percentage of cells in the GFP low population from 25 to 5%, as shown in figure 4.5.1.a, 

to capture a true low population instead of encroaching on cells with a higher MFI, as previously 

described; a decision that could only be made upon seeing infection of library infected cells. 

gDNA isolated from the negative, low and high sorted fractions were subject to next generation 

sequencing, using NGS primers, to identify sgRNAs present in each fraction. It was decided to not 

analyse the medium fraction as this represents normal infection and likely would contain genes that 

have no bearing on infection as host dependency factors. It should be noted that whilst three 

biological repeats of the screen were performed, only two repeats were processed by NGS due to a 

low gDNA yield in one repeat. The resulting NGS data was then deconvoluted and subject to 

MaGeCK computational analysis as previously described (methods section 3.10.8). The log2 fold 

change of sgRNAs of all genes present in the negative fraction compared to the high fraction of the 

two combined repeats were plotted (figure 4.5.1.b). Those sgRNAs enriched in the negative fraction 

have a l2fc ≥ 1 as represented by a blue dashed line and genes with a -log10 p-value of > 2.3 

correspond to a significance value of p < 0.005, as represented by a green dashed line, were 

determined to be hPIV3 host dependency factors to varying degrees. Whist 160 genes passed the 

thresholds of l2fc ≥ 1 and p < 0.005, only two genes, TMEM165 and SLC35A1, passed the false 

discovery threshold (FDR) of 0.1, as shown in the inlay graph highlighted in purple. Based on 

published studies (section 1.4.1), the number of genes passing the FDR threshold was significantly 

lower than expected, with only two genes passing this parameter. This is speculated to be due to a 

number of reasons. We observed only 30% recovery of gDNA from collected cells following sorting, 

a problem likely to be as a result of fixing cells. The amount of gDNA inputted into the downstream 
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analysis reduces the number of times genes are identified therefore reducing the chance of passing 

the FDR threshold.  

During fixation optimisation (section 4.4), no difference was seen in the amount of gDNA extracted 

from 1% formaldehyde fixed cells, as fixed during screening, compared to non-fixed cells with the 

concentration of gDNA extracted being 91.4 ug/mL and 133.3 ug/mL from each respectively, a 30% 

reduction. Additionally, during optimisation of sort conditions, cells were not formaldehyde fixed and 

so the number of cells recovered following sorting was not identified to be a significant factor. It may 

be possible that the large number of cells used during screening, compared to optimisation, 

intensified a small decrease in gDNA recovery following fixation that was not observed to be 

significant during small scale testing.  

In addition to identifying individual genes, we were also interested to see if there were conserved 

pathways within the hits identified. To investigate this, we used a Panther Gene Ontology analysis 

approach. Many pathways were identified including, transcription regulation and a number of other 

signalling pathways. However, no pathway was represented by more than 4 genes (figure 4.5.2) 

indicating that no discrete or conserved pathways were present and that the hits identified are instead 

diverse. This was surprising however, as manual observation of the MaGeCK analysis identified 6 

genes involved in glycosylation and the sialic acid pathway, a pathway essential for paramyxovirus 

entry: TMEM165, SLC35A1, STT3A, B3GNT2, ST3GAL4, and ALG2. 
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Figure 4.5.1: Identification of genes within hPIV3-GFP(JS) negative population. (A) Library 

transduced A549-Cas9 cells (previously described) were either infected with hPIV3-GFP(JS) (MOI 

= 5) or mock infected. Cells were harvested at 24 h.p.i and fixed with 1% formaldehyde for FACS. 

Cells were sorted into GFP-negative, low, medium, and high fractions. Figure is representative of 

cell populations sorted over 3 independent repeats. (B) gDNA isolated from fractions sorted in (A) 

were subject to next generation sequencing to identify sgRNAs present in each fraction prior to being 

subject to MaGeCK computational analysis. Log2 fold change of sgRNAs of all genes present in the 

negative fraction compared to high fraction of 2 combined repeats is shown with sgRNAs enriched 

in negative fraction indicated by l2fc ≥ 1. Green dotted line indicates p ≤ 0.005 threshold and blue 

dotted lines indicate l2fc ≤ -1 or l2fc ≥ 1 threshold. Inset graph shows genes of interest with genes 

passing the FDR threshold of < 0.1 shown in purple. 

(a) 

(b) 
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Figure 4.5.2: Gene ontology analysis of genes identified within the hPIV3-GFP(JS) negative 

population. 160 genes that passed the l2fc ≥ 1 and p < 0.005 thresholds were subject to Panther 

Gene Ontology Analysis with the number of genes identified in each pathway identified plotted. 

 

From the genes that passed the log fold change and p-value thresholds, hit refinement was carried 

out as detailed in section 4.5.1.b. Refinement resulted in the identification of 8 genes of interest 

selected for further validation as shown in figure 3.9.b: SLC35A1, STT3A, DHX9, UFC1, PTAR1, 

SMU1 and IMP3. The 8 hits selected span a variety of different biological processes and pathways 

(table 4.5.1). To eliminate redundancy in the validation process, two out the six hits present in the 

sialic acid pathway were taken forward, one at the beginning of the pathway and one at the end. 

STT3A is a component of the oligosaccharyltransferase complex (OST), one of the first enzymes in 

the glycosylation pathway within the endoplasmic reticulum, responsible for transferring an 

oligosaccharide to a nascent protein (Harada et al., 2019). The second hit selected within this 

pathway is SLC35A1, a CMP-sialic transporter responsible for taking sialic acid from the cytoplasm 

to the Golgi for attachment (Hadley et al., 2019). The other hits (outlined in table 4.5.1) include a 

prenyltransferase, a ubiquitin-like protein transferase spliceosomal factor and small nucleolar 

riboprotein.   

0 1 2 3 4 5

Transcription regulation by bZIP transcription factor

General transcription regulation 

Integrin signalling pathway 

Inflammation mediated by chemokine and cytokine signaling pathway 
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T cell activation
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Table 4.5.1: PANTHER gene ontology analysis of hPIV3-GFP(JS) host dependency factors. Results of gene ontology analysis detailing identified Gene 

Symbols, Gene Names, Molecular Functions and Biological Processes. 

 

 

Gene ID Gene Symbol Gene Name Panther Molecular Function Panther Biological Process

ENSG00000164414 SLC35A1 Solute carrier family 35 member A1 Molecular function unclassified Biological process unclassified

ENSG00000134910 STT3A STT3 oligosaccharyltransferase complex catalytic subunit A Hexosyltransferase activity

Protein N-linked glycosylation vvia asparagine; Post-translational 

protein modification

ENSG00000135829 DHX9 DExH-box helicase 9 RNA binding Biological process unclassified

ENSG00000143222 UFC1 Ubiquitin-fold modifier conjugating enzyme 1 Ubiquitin-like protein transferase activity Protein modification by small protein conjugation

ENSG00000188647 PTAR1 Protein prenyltransferase alpha subunit repeat containing 1 Molecular function unclassified Biological process unclassified

ENSG00000051180 RAD51 RAD51 recombinase

ATP hydrolysis activity; ATP-dependent activity, acting on DNA; 

Double-stranded DNA binding; Single-stranded DNA binding

Reciprocal meiotic recombination; Protein-DNA complex assembly; 

Double-strand break repair via homolgous recombination; Meiotic 

telophase; Chromosome organization involved in meiotic cell cycle; 

Mitotic recombination

ENSG00000122692 SMU1 SMU1 DNA replication regulator and spliceosomal factor Molecular function unclassified RNA splicing

ENSG00000177971 IMP3 U3 small nucleolar ribonucleoprotein protein IMP3 snoRNA binding; Structural contituent of ribosome; rRNA binding

Regulation of biological quality; Positive regulation of translation; rRNA 

processing; Translational elongation
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4.6 Validation of hPIV3-GFP(JS) host dependency factors identified through screening  

To validate the 8 selected hits from section 4.5, individual knockout cell lines for each hit were 

generated using two independent sgRNAs targeting separate sites within the gene. These 

independent knockout cells were subsequently used to validate hits alongside a A549-Cas9.NC1 

control using flow cytometry.  

Hit knockout cells were infected with hPIV3-GFP(JS) (MOI = 10) and harvested for flow cytometry 

analysis after 18 h. A549-Cas9.NC1 cells either infected (blue) or not (red) with hPIV3-GFP(JS) at 

the same MOI were used to set gates for GFP-negative and positive populations. It would be 

expected that if the genes were true host dependency factors, deletion of the gene would result in 

cells being unable to permit virus replication. We would therefore expect knockout cells infected with 

hPIV3-GFP(JS) (orange) to overlay with the negative control (red). This was only seen for one out 

of eight hits, SLC35A1 (figure 4.6.1). Quantification of percentage GFP-negative cells shows that 

A549-Cas9.SLC35A1-/- cells infected with hPIV3-GFP(JS) (red) results in >90% GFP-negative cells 

when quantified over three biological repeats. However, infection of the other 7 knockout cell lines 

results in <10% GFP-negative cells, similar to that of the A549-Cas9.NC1 negative control. It was 

surprising that only one hit resulted in a phenotype, especially as we knew that STT3A was within 

the same pathway, sialic acid metabolism, as SLC35A1. This could be due to hits not passing the 

FDR threshold, due to the aforementioned reasons, as SLC35A1 is the only gene of the eight to 

pass this threshold, or redundancy in the host dependency response as we know that STT3A is one 

of two isoforms co-expressed in mammalian tissues.  
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Figure 4.6.1: Validation of hPIV3-GFP(JS) host dependency factors. (A) CRISPR/Cas9 genome 

editing was used to knockout gene expression in A549-Cas9 cells of genes identified as hits to 

validate (Table 3.1); SLC35A1, STT3A, DHX9, UFC1, PTAR1, RAD51, SMU1, IMP3. Knockout cells 

were infected with hPIV3-GFP(JS) (MOI = 10) or mock infected. Cells were harvested at 18 h.p.i for 

flow cytometry analysis using blue laser (488 nm) for identification of GFP-positive cells. Data was 

analysed using FlowJo v10. A549-Cas9.NC1 cells were used as control with non-infected A549-

Cas9.NC1 cells shown in red, A549-Cas9.NC1 cells infected with hPIV3-GFP(JS) shown in blue and 

specified knockout cell infected with hPIV3-GFP(JS) overlayed in orange. Data shown is one repeat, 

representative of three. (B) Data from (A) was quantified based on singlet cell gating and% hPIV3-

GFP-negative Cells and plotted. Mock infected shown in blue and hPIV3-GFP(JS) infected shown in 

red. Error bars represent the SD of the mean from three biological repeats. Statistics performed 

using two-way ANOVA; p-values denoted on graph. 

 

4.7 Summary 

We developed a genome-wide CRISPR-Cas9 knockout screen for the identification of hPIV3-

GFP(JS) host dependency factors in A549-Cas9 library transduced cells. Infection and fixation 

conditions were optimised to enhance the identification of hits following FACS and NGS analysis. 

MaGeCK analysis identified hits that passed the log-fold change and p-value thresholds as 

previously described. However, we were unable to identify many hits that passed the fold discovery 

rate threshold, subsequently suggested to be due to the percentage recovery of cells following 

fixation that underwent sorting. As the infection and sorting conditions appear optimal, it is proposed 

that increasing the number of cells subjected to FACS would increase the number of cells passing 

the FDR threshold and therefore result in the number of hits successfully validated.  

Despite this, optimisation of the screen identified hits known to be important for hPIV3 infection, such 

as those within the sialic acid pathway and successfully validated one such gene within the pathway, 

SLC35A1, as a host dependency factor. Depletion of SLC35A1, through the generation of 

independent knockouts, has shown that in the absence of the sialic acid transporter, the virus is 

rendered unable to permit infection. Additionally, we show that the genes identified through 

screening are not clustered to a specific pathway and instead are non-discrete indicating the virus 

relies on a number of host pathways and processes for successful replication. 
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Chapter 5: A genome wide CRISPR/Cas9 screening 

platform for the identification of hPIV3 antiviral 

restriction factors 
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5.1 Introduction 

As previously discussed, the IFN response, a component of the innate immune response, is critical 

to controlling the rate of infection by providing one of the first lines of defence, especially against 

viruses, prior to the activation of the acquired immune response (Isaacs and Lindenmann, 1987; 

Schneider, Chevillotte and Rice, 2014; Fensterl, Chattopadhyay and Sen, 2015). Whilst it is known 

that the activation of the IFN response results in the expression of hundreds of interferon stimulated 

genes (ISGs), for many viruses, it is unknown which of these ISGs restrict the virus (Schoggins and 

Rice, 2011).  The large amount of redundancy in this response, and the fact that many ISGs have 

low activity against any one virus, having to work in concert for full restriction, can make it difficult to 

untangle which ISGs play a role (Jones et al., 2021).  

As with the HDF screen, a genome wide CRISPR/Cas9 screen had not yet been used to identify 

which ISGs restrict hPIV3, and so we have subsequently performed such a screen to identify 

restriction factors against this medically and economically important virus. 

As many ISGs work in concert, due to their low to moderate activity in isolation, to restrict a virus, it 

was postulated whether the sensitivity of current screening methods could be improved. Previous 

work in the Hughes group, has shown that knockout of ISG15, a negative regulator of type-I IFN, 

results in resistance to virus infection due to the increased expression of ISGs as a result of a 

dysregulated IFN response (Holthaus et al., 2020). We therefore hypothesised, that by using ISG15 

deficient cells, we could augment the working window for the identification of ISGs with low to 

moderate activity when compared to cells used in current screening methods.  

 

5.2 Optimisation of experimental conditions for genome-wide screening  

To identify antiviral restriction factors, the workflow from section 4.2 was followed with the addition 

of an IFN-α pre-treatment step prior to infection in order to put the cells into an antiviral state. As 

such, the parameters of IFN-α pre-treatment (time and infection) had to be optimised to ensure the 

majority of cells were able to restrict virus infection enabling the identification of cells where antiviral 

factors had been deleted in our screening library. It is assumed that if an antiviral factor has been 

deleted from a cell, this will render the cell permissive to infection. The majority of cells must therefore 

be in an antiviral state to identify a minority population of GFP-positive cells and prevent false positive 

hit identification. To optimise this work flow we utilised two cell lines; A549-BVDV.Npro, a cell line 

which targets IRF3 for proteasomal degradation therefore preventing IFN induction (Hilton et al., 

2006; Chen et al., 2007), and A549-Cas9.STAT2-/-, a CRISPR-Cas9 engineered cell line deficient in 

STAT2, a key component of IFN signalling {Formatting Citation}. The use of these two cell lines 

enabled the modelling of screening conditions due to their deficiency of a key component of the IFN 

response, therefore representing library transduced cells deficient in an antiviral restriction factor. 

To identify optimal infection conditions, whereby cells deficient in an antiviral factor are as near to 

100% infected as possible, A549-BVDV.Npro, alongside A549-Cas9 cells as a control, were infected 

with hPIV3-GFP(JS) at MOI = 5 for either 18 or 24 hours or left uninfected prior to analysis using 

flow cytometry (figure 5.2.1.a). As expected, infection of A549-BVDV.Npro cells (orange) resulted in 
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a greater proportion of GFP-positive cells, indicative of infection, compared to A549-Cas9 cells (red) 

with mean fluorescence intensity increasing from 151 in A549-Cas9 cells to 201 in A549-BVDV.Npro 

cells at 18 h.p.i, and 369 in A549-Cas9 cells to 559 in A549-BVDV.Npro cells at 24 h.p.i. A 

percentage increase in cell infectivity of 33 and 51.5% at each timepoint respectively. This was 

expected due to the inability of A549-BVDV.Npro cells to produce IFN due to the proteasomal 

degradation of IRF3. Interestingly, A549-BVDV.Npro cells had higher levels of background 

fluorescence when mock infected (green) compared to mock infection of A549-Cas9 cells (blue), 

however this was deemed insignificant. In A549-BVDV.Npro cells, we observed a percentage 

increase in MFI of 178% between cells infected for 18 and 24 h however the percentage of cells that 

were determined to be GFP-positive, as gated from A549-Cas9 mock infected cells, remained 93.3 

and 96.6% respectively at 18 and 24 h.p.i. This indicated that increasing the time of infection did not 

lead to any more cells becoming infected and the increase in MFI is likely due to increased viral 

replication in already infected cells. It should be noted that infection of cells at MOI = 10 (data not 

shown), did not result in a greater percentage of GFP-positive cells compared to those infected at 

MOI = 5. 

We further observed in the FSC/SSC plot of A549-BVDV.Npro cells both infected and mock infected 

that there was increased cell debris at 24 compared to 18 h.p.i (figure 5.2.1.b). Forward scatter (FSC) 

is a representation of a particles size, with larger cells, or cells clumped together, exhibiting a large 

FSC, and side scatter (SSC) is a measure of the particles complexity; for example cells that are more 

granular or lobular exhibit a higher SSC than ‘smooth cells’ (Virgo and Gibbs, 2012). This is shown 

qualitatively by the increasingly scattered distribution of cells in the FSC/SSC plots at 24 h.p.i, as 

fewer particles exhibit the standard FSC/SSC properties of A549 cells, but also quantitatively by the 

reduced percentage of cells falling within the R1 gated region, representing the cell population of 

interest. We observe a reduction from 95% to 88 and 90% of cells falling within the R1 gate for both 

infected and mock infected respectively. This indicates reduced cell health in cells lacking key 

components of the IFN response at later time points. Within a screening scenario, each sgRNA is 

only represented 500 times, and if cell health is poor in cells lacking true restriction factors, this may 

deplete populations of cells the screen is aiming to identify. Due to similar levels in infection in A549-

BVDV.Npro cells at both timepoints but differences in cell morphology, an infection timepoint of 18 

h was taken forward for further studies. 
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Figure 5.2.1: Optimisation of infection conditions for identification of antiviral restriction 

factors. (A) A549-Cas9 and A549-Npro cells were infected with hPIV3-GFP(JS) (MOI = 5) or mock 

infected. Cells were harvested for flow cytometry analysis using blue laser (488 nm) for identification 

of hPIV3-GFP(JS) positive cells at 18 h.p.i (left) and 24 h.p.i (right). GFP intensity for each condition 

is shown overlayed; A549-Npro –hPIV3-GFP(JS) (blue), A549-Npro +hPIV3-GFP(JS) (orange), 

A549-Cas9 –hPIV3-GFP(JS) (green), and A549-Cas9 +hPIV3-GFP(JS) (red). (B) FSC/ SSC plots 

of A549-Npro cells infected with hPIV3-GFP(JS) or mock infected at 18 and 24 h.p.i from (A) show 

increased cell debris at 24 h.p.i. 

(a) 

(b) 
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To assess, whether the previously established sorting and infection conditions (section 4.4) were 

able to successfully isolate genes deficient an antiviral restriction factor, we generated an A549-

Cas9.STAT2-/- cell line using CRISPR-Cas9 genome engineering.  

Whilst termed A549-Cas9.STAT2-/-, the cell line was left as a ‘bulk’ cell line and was not single cell 

cloned, subsequently containing both STAT2 deficient and STAT2 encoding cells. This was used 

over the A549-BVDV.Npro cell line previously used as sorting and infection conditions could be 

tested on a heterogenous population. The use of a bulk cell line allowed a closer representation of 

the screening library whereby cells deficient in antiviral restriction factors are present in smaller 

numbers alongside cells that are not permissive to infection. A549-Cas9.STAT2-/- (bulk) cells were 

treated for 24 h with IFN-α or left untreated then either infected with hPIV3-GFP(JS) (MOI = 5) or 

mock infected prior to being harvested at 18 h.p.i for flow cytometry analysis based on previous data. 

GFP-negative gates were set based on mock treated (- IFN and – hPIV3-GFP(JS)) cells, 

representing 100% GFP-negative cells (figure 5.2.2). Infection of non-IFN pre-treated A549-

Cas9.STAT2-/- (bulk) cells resulted in ~ 90% GFP-positive cells, indicative of infection. However, 

addition of IFN-α pre-treatment prior to infection of A549-Cas9.STAT2-/- (bulk) cells resulted in ~ 45% 

GFP-positive cells with ~ 55% of cells GFP-negative, i.e., not infected. The GFP-negative population 

indicates the presence of STAT2-expressing cells within the bulk population which are able to restrict 

virus infection.  

The bulk population of IFN-α and hPIV3-GFP(JS)-treated A549-Cas9.STAT2-/- (bulk) cells were 

sorted using FACS into GFP-negative and GFP-positive populations using the sorting strategy from 

section 4.4. Sorted cell populations were processed for immunoblot analysis, using antibodies 

specific for STAT2 and β-actin, to assess for enrichment of cells deficient in antiviral restriction 

factors in the GFP-positive population. IFN-α pre-treated A549-Cas9.NC1 cells, prior to hPIV3-

GFP(JS) infection, were used as a positive control for STAT2. Non-treated A549-Cas9.NC1 cells (- 

hPIV3, - IFN) were used a negative control, indicating weak endogenous levels of STAT2 (figure 

5.2.2.b). Further analysis showed presence of STAT2 in both mock treated and IFN-α and hPIV3-

GFP(JS) treated A549-Cas9.STAT2-/- (bulk) cells. However, we observe loss of STAT2 protein signal 

in the GFP-positive sorted population and enrichment of STAT2 in the GFP-negative sorted 

population. This is expected because, as previously described, it is assumed that if an antiviral factor 

(STAT2) has been deleted from a cell, this will render the cell permissive to infection (GFP-positive). 

These results indicate that the sorting and treatment strategy effectively allows isolation of antiviral 

factor knockout cells when restriction factor deficient cells are at low levels, in this case 45% of the 

population, as will be during the antiviral restriction factor screen. 
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Figure 5.2.2: Sorting and treatment strategy effectively allows isolation of antiviral factor 

knockout cells. (A) A549-Cas9.STAT2-/- (bulk) cells were treated for 24 h with IFN-a or left untreated 

then either infected with hPIV3-GFP(JS) (MOI = 5) or mock treated. Cells were harvested at 18 h.p.i 

for flow cytometry analysis and fluorescence activated cell sorting (FACS) using blue laser (488 nm) 

for identification of hPIV3-GFP(JS) positive cells. Data was analysed using FlowJo v10. (B) IFN-α 

and hPIV3-GFP(JS) infected cells from (A) were sorted into GFP-negative and GFP-positive 

fractions and processed for immunoblot analysis using Abs specific for STAT2 and β-actin. A549-

Cas9.NC1 cells either IFN-α pre-treated and hPIV3-GFP(JS) infected or not were used as STAT2 

positive and negative controls, respectively.  

 

5.3 Identification of hPIV3-GFP(JS) antiviral factors using genome-wide screening 

To identify hPIV3-GFP(JS) antiviral restriction factors, genome-wide CRISPR-Cas9 knockout 

screening was performed as outlined in section 4.2 (overview of assay workflow) with the addition of 

IFN-α pre-treatment using the conditions optimised as previously described. Gating of the GFP-

negative fraction was established by first running a negative control sample of A549-Cas9 library 

(a) 

(b) 
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transduced cells which were fixed but not infected (figure 5.3.1.a) allowing for the gating of the true 

negative population. A sample of IFN-α pre-treated and hPIV3-GFP(JS) infected library transduced 

A549-Cas9 cells was subsequently ran to gate for the low, medium, and high populations with the 

medium and high gates, set for 6 and 2% of the population respectively. The medium and high GFP 

populations are assumed to contain the antiviral restriction factors as deletion of a restriction factor 

renders the cell able to permit virus replication. Upon observing the sample sort population, the gates 

representing these two populations were significantly smaller than expected, likely due to the number 

of restriction factors present within the sgRNA library and the low to moderate activity these genes 

express in isolation as previously described resulting in fewer cells expressing high levels of GFP. 

As such, the percentage of cells collected was much lower than previously described in section 5.2. 

with the number of cells for gDNA extraction and NGS analysis reduced.  

gDNA isolated from three biological repeats of the negative, medium, and high sorted fractions were 

subject to next generation sequencing to identify sgRNAs present in each fraction. The resulting 

NGS data was then deconvoluted and subject to MaGeCK computational analysis as previously 

described. The log2 fold change of sgRNAs of all genes present in the high fraction compared to the 

negative fraction of the three repeats was plotted (figure 5.3.1.b). Those sgRNAs enriched in the 

high fraction have a l2fc ≥ 1 as represented by a blue dashed line and genes with a -log10 p-value 

of > 2.3 correspond to a significance value of p < 0.005, as represented by a green dashed line, 

were determined to be hPIV3 antiviral restriction factors. Following analysis, 66 genes passed the 

thresholds of l2fc ≥ 1 and p < 0.005. Hits were further refined from figure 5.3.1, by identifying genes 

present in the analysis that had previously been described as ISGs, determined by their presence in 

the Ohainle ISG CRISPR library or on the Interferome server (section 4.2). This resulted in the 

identification of 26 ISGs that were significantly enriched in the GFP high fraction compared to the 

GFP-negative fraction. These included a number of genes within the IFN signalling pathway that 

passed both the significance and FDR thresholds; STAT1, STAT2, IFNAR1, IFNAR2, JAK1 and 

IRF9 (figure 5.3.1.b). The presence of these genes passing both thresholds, provided an internal 

control for the success of the screen and confidence in the optimisation of sorting and treatment 

conditions that had been previously established.  

As in section 4.5, we were also interested to see if there were conserved pathways within the 66 hits 

identified. Using a Panther Gene Ontology analysis approach, many pathways were identified 

including, JAK/STAT signalling pathway, as would be expected. The pathway containing the largest 

number of genes was the ‘inflammation mediated by chemokine and cytokine signalling pathway’, 

containing 5 out of 66 genes. However, all other pathways contained 4 or less genes indicating that 

no discrete or conserved pathways were present and that the hits identified are instead diverse. 
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Figure 5.3.1: Identification of genes and processes within hPIV3-GFP(JS) high population 

within A549-Cas9 cells. (A) Library transduced A549-Cas9 cells (previously described) were pre-

treated with IFN-α for 24 h prior to being either infected with hPIV3-GFP(JS) (MOI = 5) or mock 

infected. Cells were harvested at 24 h.p.i and fixed with 1% formaldehyde for FACS. Cells were 

sorted into GFP-negative, low, medium, and high fractions. Figure is representative of cell 

populations sorted over 3 independent repeats. (B) gDNA isolated from fractions sorted in (A) were 

subject to next generation sequencing to identify sgRNAs present in each fraction prior to being 

subject to MaGeCK computational analysis. Log2 fold change of sgRNAs of all genes present in the 

high fraction compared to negative fraction of 3 combined repeats is shown with sgRNAs enriched 

in high fraction indicated by l2fc ≥ 1. Green dotted line indicates p ≤ 0.005 threshold and blue dotted 

lines indicate l2fc ≤ -1 or l2fc ≥ 1 threshold. Inset graph shows genes of interest with genes passing 

the FDR threshold of < 0.1 shown in purple. 

(a) 

(b) 
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Figure 5.3.2: Gene ontology analysis of genes identified within the hPIV3-GFP(JS) high 

population. 66 genes that passed the l2fc ≥ 1 and p < 0.005 thresholds were subject to Panther 

Gene Ontology Analysis with the number of genes identified in each pathway identified plotted. 

 

Due to the low numbers of genes extracted from the analysis in the GFP high population, genes that 

passed the log fold change and p-value thresholds in both the GFP high and medium (not shown) 

fraction underwent hit refinement as detailed in section 4.2, with the additional step of ISG 

identification. Refinement resulted in the identification of 8 genes of interest selected for further 

validation: NF2, HSD17B12, ZAP (also known as ZC3HAV1), P2RY14, ELF1, HMOX1, PPA2 and 

EIF4EBP3. Four of the selected genes, HMOX1, ZAP, ELF1 and P2RY14, were identified as ISGs 

using the tools previously described, whilst PPA2 and EIF4EBP3 showed sufficient literature to 

warrant further investigation. Two additional genes, NF2 and HSD17B12, were the only two genes, 

additional to the internal controls that passed both the significance and FDR thresholds, shown in 

purple, and so were taken forward for further validation. Figure 5.3.1.b shows 6 out of 8 genes taken 

forward as final hits as P2RY14 and ELF1 were identified in the GFP medium fraction (not shown). 

To validate the 8 selected hits from section 5.3, individual knockout cell lines for each hit were 

generated in A549-Cas9 cells using two independent sgRNAs targeting separate sites within the 

gene as in section 4.6. These independent knockout cells were subsequently used to validate hits 

alongside the A549-Cas9.NC1 non-cutting sgRNA cell line control using flow cytometry.  
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Knockout cells were infected with hPIV3-GFP(JS) at MOI = 2.5 following IFN-α pre-treatment or 

mock-treatment for 24 h. An MOI of 2.5 was used rather than an MOI of 5, as per the screen, for 

validation as it enabled the ability of the individual knockout cell lines to result in a GFP-positive 

phenotype to be further challenged. At MOI = 5, as per the screen, ~ 65% of cells were still observed 

to be GFP-positive following IFN-α pre-treatment. Conversely, using MOI = 2.5 for validation, < 10% 

of A549-Cas9.NC1 control cells were GFP-positive (figure 5.3.3), enhancing the effect of IFN 

treatment and rigorously testing if the individual knockouts could overcome the IFN response. This 

could also be due to using only single knockout. Cells were harvested at 18 h.p.i for flow cytometry 

analysis, as per during screening conditions, for the identification of GFP-positive cells. GFP-

negative gates were set on A549-Cas9.NC1 cells pre-treated with IFN-α prior to hPIV3-GFP(JS) 

infection with A549-Cas9.NC1 cells mock-IFN treated used as a positive control. It would be 

expected that if the genes were true antiviral restriction factors, deletion of the gene would result in 

cells being able to permit virus replication and therefore show increased GFP intensity, or percentage 

GFP cells, compared to the negative control. We would therefore expect knockout cells pre-treated 

with IFN-α (orange) to overlay with the positive control (blue). However, we observe that infection, 

following IFN-α pre-treatment, of all eight knockout cell lines does not result in cells with a GFP-

positive phenotype. Only in three knockout cells lines, A549-Cas9.NF2-/-, A549-Cas9.HSD17B12-/-, 

and A549-Cas9.ZAP-/- do we observe a small shift in infection profile to outside the negative control 

phenotype. As shown in figure 5.3.3.a, cells deficient in either NF2, HSD17B12 or ZAP, when pre-

treated with IFN-α (orange), see a shift in their histogram profile to the right indicating increased GFP 

intensity. This shift moves the peaks away from aligning with A549-Cas9.NC1 cells pre-treated with 

IFN-α (red), suggesting some of the cell population displays increased susceptibility to infection 

compared to the control. When quantified for percentage GFP-positive cells, indicative of infection, 

the results show no difference in levels of infection in the other five hits compared to A549-Cas9.NC1 

cells and non-significant increases in percentage GFP-positive cells for the three cells previously 

described, indicating they are not true antiviral restriction factors (figure 5.3.3.b).  

However, a non-significant increase in percentage infection may not be surprising. As previously 

described, most restriction factors exhibit low to moderate activity when expressed in isolation and 

so redundancy in the IFN response may be contributing to the phenotype seen. As such, the 

percentage increase in GFP-positive cells from 6.7% in A549-Cas9.NC1 pre-treated with IFN-α to 

14.8, 25.3 and 26.3% in A549-Cas9.NF2-/-, A549-Cas9.HSD17B12-/-, and A549-Cas9.ZAP-/- 

respectively was determined sufficient for further validation and characterisation prior to validation 

of successful knockout (section 6). 



134 
 

Table 5.3.1: PANTHER gene ontology analysis of validated hPIV3-GFP(JS) antiviral factors. Results of gene ontology analysis detailing identified Gene Symbols, 

Gene Names, Molecular Functions and Biological Processes. 

Gene ID Gene Symbol Gene Name Panther Molecular Function Panther Biological Process

ENSG00000186575 NF2 Moesin-Ezrin-Radixin Like (MERLIN) Tumor Suppressor Acin binding; Cell adhesion molecular binding

Regulation of cell shape; Regulation of cellular localisation; Organelle 

assembly; Regulation of protein localisation; Cell morphogenesis; 

Regulation of organelle organisation; Cell development; Positive regulation of 

transport; Regulation of vesicle-mediated transport; Positive regulation of 

cellular process; Regulation of cellular component biogenesis 

ENSG00000149084 HSD17B12 Hydroxysteroid 17-Beta Dehydrogenase 12 Oxidoreductase activity Biological function unclassified 

ENSG00000105939 ZAP Zinc finger CCCH-type antiviral protein 1 Molecular function unclassified Biological function unclassified 

ENSG00000174944 P2RY14 P2Y purinoceptor 14 G protein-couple receptor activity; Purine nucleotide binding G protein-coupled receptor signalling pathway 

ENSG00000120690 ELF1 ETS-related transcription factor Elf-1

RNA polymerase II transcription regulatory region sequence-specific DNA 

binding; DNA-binding transcription factor activity, RNA polymerase II-

specific

Cell differentiation; Transcription by RNA polymerase II; Regulation of 

transcription by RNA polymerase II

ENSG00000100292 HMOX1 Monooxygenase activity; Heme binding

Cellular nitrogen compound catabolic process; Aromatic compound 

catabolic process; Iro ino homeostasis; Responser to oxidative stree; 

Organic cyclic compound catabolic process; Organomitrogen compound 

catabolic process; Heterocycle catabolic process; Heme metabolic process

ENSG00000138777 PPA2 Inorganic pyrophosphatase 2, mitochondrial Pyrophosphatase activity Phosphate-containing compound metabolic process

ENSG00000243056 EIF4EBP3 Eukaryotic translation initiation factor 4E-binding protein 3 Translation initiation factor binding 

Regulation of translation initiation; Translational initiation; Negative 

regulation of translation; Translation elongation
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Figure 5.3.3: Validation of hPIV3-GFP(JS) antiviral restriction factors. (A) CRISPR/Cas9 genome 

editing was used to knockout gene expression in A549-Cas9 cells of genes identified as hits to validate 

(Table 4.1); NF2, HSD17B12, ZAP, P2RY14, ELF1, HMOX1, PPA2, EIF4EBP3. Knockout cells were 

infected with hPIV3-GFP(JS) (MOI = 2.5) or mock infected following IFN-α pre-treatment for 24 h (1000 

U). Cells were harvested at 18 h.p.i for flow cytometry analysis using blue laser (488 nm) for 

identification of GFP-positive cells. Data was analysed using FlowJo v10. A549-Cas9.NC1 cells were 

used as control with non-infected A549-Cas9.NC1 cells shown in red, A549-Cas9.NC1 cells infected 

with hPIV3-GFP(JS) shown in blue and specified knockout cell infected with hPIV3-GFP(JS) overlayed 

in orange. Data shown is one repeat, representative of three.  (B) Data from (A) was quantified based 

on singlet cell gating and% hPIV3-GFP-positive Cells and plotted. Non-IFN treated shown in blue and 

IFN-α pre-treated shown in red. Error bars represent the SD of the mean from three biological repeats. 

 

5.4 Development of CRISPR-Cas9 genome-wide screening to improve identification antiviral 

factors 

Previous work has shown that the knockdown of IFIT1 in A549 naïve cells, using shRNA, results in the 

restoration of PIV5 infection (Young et al., 2016; Holthaus et al., 2020). We therefore aimed to 

recapitulate these results in IFIT1 knockout cells.  

IFIT1 deficient A549-Cas9 and A549-ISG15-/-.Cas9 cells were generated using CRISPR-Cas9 genome 

engineering and single cell cloned for robust gene knockout to generate A549-Cas9.IFIT1-/- and A549-

ISG15-/-.Cas9.IFIT1-/- cell lines. To assess for successful knockout, cells were treated with IFN-α, or left 

untreated, and IFIT1 expression levels were determined by immunoblotting (figure 5.4.1). Results show 

that the expression of IFIT1 was abolished in A549-Cas9.IFIT1-/- cells compared to A549-Cas9.NC1 

cells but maintain expression of other ISGs including ISG15 and MxA. We also observed no IFIT1 

expression in A549-ISG15-/-.Cas9.IFIT1-/- compared to A549-ISG15-/-Cas9. Importantly, we still saw 

increased expression of MxA in the A549-ISG15-/-. Cas9.IFIT1-/- compared to the A549-Cas9.IFIT1-/- 

cells, indicating that the inability of ISG15 deficient cells to regulate to the IFN response is maintained 

upon IFIT1 knockout. 
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Figure 5.4.1: Functional characterisation of IFIT1-/- clonal cell lines. CRISPR/Cas9 genome editing 

was used to knockout IFIT1 expression in A549-Cas9 and A549-ISG15-/-.Cas9 cells. Cells were either 

pre-treated for 24 h with 1000 U/mL IFN-α, or left untreated, and protein expression was tested by 

immunoblot using antibodies specific IFIT1, ISG15, MxA and β-Actin. Visualisation of IFIT1, ISG15, and 

MxA protein levels was accomplished using secondary antibodies conjugated to horseradish 

peroxidase (HRP), denoted by ‘*’, whilst β-Actin visualisation was accomplished using IRDye secondary 

antibody. Control cells were A549-Cas9 and A549-ISG15-/-.Cas9 cells. 

 

Pre-treatment of A549-Cas9.NC1 cells with IFN-α 18 h prior to infection of rPIV5-mCherry(W3), resulted 

in a near complete loss in viral replication and protein synthesis as shown by reduced PIV5 NP levels 

at 24 h.p.i compared to non-IFN treated control. This result is further supported by the lack of mCherry 

positive cells in IFN-α treated A549-Cas9.NC1 cells compared to non-IFN treated cells in an 

independent infection (figure 5.4.2.a). At 48 h.p.i of A549-Cas9.NC1 cells, PIV5 replication begins to 

recover as shown by increased PIV5 NP levels and increased mCherry expression compared to 24 

h.p.i. This is known to be due to the ability of PIV5 to overcome the IFN response through the V protein 

targeting STAT1 for proteasomal degradation (Didcock et al., 1999).  

PIV5 NP immunoblot signal was quantified by normalising to non-IFN treated A549-Cas9.NC1 cells at 

48 h.p.i. Results showed significant increase in NP expression in A549-Cas9.NC1 cells at 48 h.p.i 

compared to 24 h.p.i when IFN-α pre-treated – an increase of approximately 14-fold (figure 5.4.2.b). 

This corroborates the results seen by fluorescence microscopy indicating that PIV5 is able to begin 
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overcoming the IFN response at later time points post-infection. Additionally, A549-Cas9.IFIT1-/- cells 

show increased sensitivity to PIV5 infection, compared to A549-Cas9.NC1 cells, at both time points 

when both IFN-α pre-treated and untreated. This increased sensitivity to PIV5 infection is amplified in 

the presence of IFN-α pre-treatment with relative NP expression 26.5-fold higher in IFIT1 deficient cells 

at 24 h.p.i. This sensitivity to PIV5 infection reduces to a 2.5-fold difference at 48 h.p.i as PIV5 is more 

able to overcome the IFN response in A549-Cas9.NC1 cells compared to A549-Cas9.IFIT1-/- cells. 

Moreover, pre-treatment of A549-ISG15-/-.Cas9 with IFN-α 18 h prior to infection results in increased 

viral resistance compared to non-IFN treated cells as shown by no PIV5 NP protein expression at 24 

h.p.i or 48 h.p.i, therefore indicating PIV5 is not able to overcome the dysregulated IFN response in 

these cells at later timepoints, as in the case in A549-Cas9.NC1 cells (figure 5.4.2). This unregulated 

IFN response in ISG15 deficient cells results in an upregulation of all ISGs, including IFIT1 (Speer et 

al., 2016b; dos Santos and Mansur, 2017; Holthaus et al., 2020). Whilst IFN-α pre-treatment of A549-

ISG15-/-. Cas9.IFIT1-/- cells does not result in PIV5 NP expression equivalent to non-IFN treated cells, 

PIV5 NP expression is increased at both time points compared to A549-ISG15-/-.Cas9 cells indicating 

increased viral susceptibility in the double knockout cells.  
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Figure 5.4.2: ISG15-/- results in enhanced IFN-dependent virus restriction. (A) Control (A549-Cas9 

and A549-ISG15-/-.Cas9) cells and respective IFIT1 knockouts were treated for 18 h with IFN- α or left 

untreated and then infected with rPIV5-mCherry(W3) (MOI = 10). Cells were imaged at 24 and 48 h.p.i. 

using Texas Red filter for visualisation of mCherry virus. Images are representative of three independent 

experiments. (B) Cells were harvested at 24 and 48 h.p.i. and processed for immunoblot analysis using 

Abs specific for PIV5 NP, IFIT1 and β-actin. Images are representative of three independent 

experiments. (C) Experiments described in (B) were performed independently three times (infections 

were performed on three separate occasions), and NP and β-actin levels were quantified using Image 

Studio software. Signals were relative to those generated from IFN-α treated A549-Cas9.NC1 cells 

infected for 48 h. (set to 1).  

 

Although IFIT1 is known as the primary restriction factor of PIV5, previous work had indicated there 

may be other moderately acting restriction factors also at play (Holthaus et al., 2020). To verify this, we 

took A549-Cas9.NC1 (CRISPR control cell line) and the clonal A549-Cas9.IFIT1-/- cell line and infected 

with PIV5-CPI-, a strain of PIV5 unable to the degrade STAT1 (Didcock et al., 1999), in the absence or 

presence of Ruxolitinib (figure 5.4.3.a). Ruxolitinib is a JAK inhibitor so inhibits IFN signalling and 

therefore the expression of ISGs expressed from ISRE-containing promoters. In the presence of 

Ruxolitinib (and therefore the absence of ISG expression), viral plaques are significantly larger in IFIT1 

knockout cells indicating other unidentified ISGs also restrict PIV5 replication (figure 5.4.3.b).  

To further validate this finding, we subsequently performed a virus resistance assay in the presence 

and absence of IFN (figure 5.4.3.c). Cells were pre-treated with IFN-α for 18 h before being infected 

with rPIV5-mCherry(W3) at MOI = 10 and harvested for flow cytometry analysis at 24 and 48 h.p.i. Data 

confirms that ISG15-/- enhances IFN-dependent virus restriction as in the absence of ISG15, the% 

mCherry positive A549-Cas9.NC1 cells (infection) significantly reduces compared to IFN pre-treated 

A549-Cas9.NC1 control cells. We know this to be due to the aforementioned dysregulated IFN response 

and increased expression of ISGs in the ISG15-/- condition. Data also supports results from figure 

5.4.3.b that suggests additional ISGs restrict PIV5 infection. In our single knockout cells, A549-

Cas9.IFIT1-/-, we observe no difference in the percentage of mCherry positive cells between the IFN 

pre-treated and non-treated conditions. However, in our double knockouts, deficient in both ISG15 and 

IFIT1, we observe a reduced percentage of mCherry positive cells in the IFN pre-treated condition at 

48 h.p.i, correlating with a reduced number of infected cells. This suggests that in a ISG15 deficient 

background where there is enhanced expression of other ISGs, there may be other currently 

unidentified restriction factors. Additionally, we were able to show that the quantitative working window 

(as described in section 1.3.5) in which ISGs can be identified is enhanced when using ISG15-/- cells. 

Results show that the difference between IFN pre-treated and non-treated A549-Cas9.NC1 cells at 48 

h.p.i is ~ 30% however, this window increases to nearly 100% in A549-ISG15-/-.Cas9 cells. In practice, 

this means that if a restriction factor were to result in 40% mCherry positive cells, it would not be 

identified as a restriction factor if the experiment was performed using A549-Cas9.NC1 cells but would 

be identified if using A549-ISG15-/-.Cas9 cells. 
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Figure 5.4.3: Multiple restriction factors are required to inhibit PIV5 replication. (A) Indicated cells 

lines were seeded in 10 µM. Ruxolitinib or left untreated. Cells were infected for 1 h with 20 - 30 PFU 

of PIV5 (CPI-) with Ruxolitinib replaced onto cells upon addition of avicell overlay. Monolayers were 

fixed 6 d.p.i. and plaques were detected using 0.15% crystal violet staining for 30 min. Plaque assays 

were performed separately on three independent occasions. (B) Plaque size of three independent 

repeats of (A) was quantified using 20 randomly selected plaques of each condition. Statistical analysis 

completed using Welch’s t-test. (C) Cells previously described (4.1) were either pre-treated for 18 h 

with IFN-α or left untreated and then infected with rPIV5-mCherry(W3) (MOI = 10). Cells were harvested 

at 48 h.p.i. for flow cytometry analysis using yellow/green laser (561 nm) for identification of mCherry 

positive cells. Data was quantified based on singlet cell gating and percentage rPIV5-mCherry(W3) 

positive cells plotted, IFN-α pre-treated (red) and IFN-α mock treated (blue). Error bars represent the 

SD of the mean from the three independent experiments. Statistics performed using two-way ANOVA; 

p-values denoted on graph.  

 

To identify if our method of using ISG15 deficient cells to identify restriction factors would work in a 

biologically relevant environment, we performed the same virus resistance assay with both hPIV3(JS) 

(c) 
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and hPIV3(Washington). The latter, as previously described, is a strain more similar to clinical isolates 

that have not undergone multiple passages and is subsequently more resistant to IFN (Stokes et al., 

1992). Due to hPIV3(Washington) exhibiting increased resistance to IFN, the percentage of infected 

control cells (A549-Cas9.NC1) is increased compared to other viruses when pre-treated with IFN-α, 

such as hPIV3(JS), as the virus is able to overcome the IFN response and replicate. As such this makes 

the difference in percentage of infected cells between non-IFN treated and treated small, therefore 

making it more difficult to identify restriction factors. Previous work using shRNA knockdown of IFIT1 

suggested hPIV3(Washington) was not restricted by the ISG (Holthaus et al., 2020). However, we 

wanted to see if we could identify IFIT1 as a restriction factor of hPIV3(Washington) using our ISG15-/- 

model by expanding the quantitative working window previously described (section 1.3.5).  

The four cell lines previously described were pre-treated with IFN-α or left untreated prior to infection 

with either hPIV3 strain at MOI = 5. At 24 h.p.i, cells were harvested and stained with a cocktail of PIV3 

HN antibodies followed by AlexaFluor-488 secondary antibody to allow for analysis by flow cytometry. 

As expected, the percentage of A549-Cas9.NC1 GFP-positive cells was similar between non-IFN 

treated and pre-treated upon infection with hPIV3(Washington), validating the strain is resistant to IFN. 

In A549-Cas9.NC1 cells this confined the working window range for identifying restriction factors to 

between 83.5% and 92.6% GFP-positive cells. When A549-Cas9.IFIT1-/- are pre-treated with IFN-α and 

infected with hPIV3(Washington) it results in 71.2% GFP-positive cells, therefore falling outside the 

window for identification, indicating IFIT1 is not a hPIV3(Washington) restriction factor. However, IFN 

pre-treatment of A549-ISG15-/-.Cas9 cells reduced levels of hPIV3(Washington) infection by 

approximately 50% compared to A549-Cas9.NC1 cells. Subsequently, the observed working window 

range, between non-IFN treated and IFN pre-treated was between 74.8% to 33.1% GFP-positive cells. 

hPIV3(Washington) infection of double knockout cells, deficient in both ISG15 and IFIT1, pre-treated 

with IFN resulted in 55.7% GFP-positive cells. This value subsequently falls within the working window 

for A549-ISG15-/-.Cas9 cells indicating that IFIT1 is a restriction factor against hPIV3(Washington), 

albeit a low to moderately acting one.  
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Figure 5.4.4: ISG15-/- cells enable identification of antiviral factors that restrict viruses more 

resistant to IFN. Cells previously described (4.1) were either pre-treated for 18 h with IFN-α or left 

untreated and then infected with either hPIV3(JS) (blue) or hPIV3(Washington) (red) (MOI = 5). Cells 

were harvested at 24 h.p.i. and stained with a cocktail of anti-PIV3 antibodies specific for hemagglutinin 

(HN) followed by Alexa-488. Cells were analysed using flow cytometry using blue laser (488 nm) for 

identification of Alexa-488 (PIV3) positive cells. Data was quantified based on singlet cell gating and 

percentage hPIV3 positive cells, either JS or Washington strain, plotted (n=1). 

 

5.5 Summary 

Following the optimisation of experimental conditions for infection, we performed a genome-wide 

CRISPR-Cas9 knockout screen for the identification of hPIV3-GFP(JS) antiviral restriction factors in 

A549-Cas9 library transduced cells. Following FACS and NGS analysis, 66 hits were identified to pass 

log-fold change and p-value thresholds as previously described, including 26 previously described 

ISGs.  

We were also able to demonstrate that the use of ISG15 deficient cells enhances the quantitative 

working window for the identification of low to moderately acting ISGs using a model Paramyxovirus, 
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PIV5. Using ISG15 deficient cells as a tool we were also subsequently able to identify a restriction factor 

of hPIV3(Washington), IFIT1, that had previously been shown to not be a restriction factor against this 

IFN-resistant virus. 
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Chapter 6: Characterisation of Paramyxovirus antiviral 

restriction factors 
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6.1 Introduction 

Genome wide CRISPR/Cas9 screening was performed to identify potential antiviral restriction factors 

of hPIV3 (section 5). Initial refinement of screening hits identified eight genes for further validation with 

three, NF2, HSD17B12 and ZAP (table 5.3.1), showing restriction of hPIV3-GFP(JS) infection (section 

5.3). As such, these three genes were further investigated and characterised in order to (i) assess if 

they are inducible genes, (ii) evaluate their role in regulating the IFN response, and (iii) investigate their 

ability to restrict replication of other viruses. 

 

6.2 Characterisation of AF hits as restriction factors of hPIV3-GFP(JS) 

Characterisation of NF2, HSD17B12 and ZAP knockout cells were performed in parallel, and as such 

the controls used during experimentation were the same. For the purposes of this thesis, genes of 

interest have been separated for clarity, but control data is mirrored across figures throughout this 

chapter.  

6.2.1 Functional characterisation of antiviral restriction factor deficient cell lines 

NF2, HSD17B12 and ZAP deficient A549-Cas9 cells were generated using CRISPR-Cas9 genome 

engineering through the introduction of two independent sgRNAs, targeting separate parts of the gene, 

to generate A549-Cas9.NF2-/-, A549-Cas9.HSD17B12-/-, and A549-Cas9.ZAP-/- cell lines as previously 

described in section 5.3. Two independent sgRNAs were used to negate the need for single cell cloning 

and to improve the robustness of the gene knockout in our cells. Prior to further characterisation we 

wanted to assess for successful knockout of our genes of interest in order to have confidence that 

resulting phenotypes were as a result of gene deficiency. Cells were treated with Sendai virus strain 

Cantell, a preparation rich in defective interfering particles (DIs), or left untreated, and the relevant 

protein expression levels were determined through immunoblotting (figure 6.2.1.1). DIs are potent 

activators of the IFN response, acting as PAMPs, resulting in the expression of IFN and subsequently 

resulting in the robust expression of ISGs (Genoyer and López, 2019). As genes were identified as 

antiviral factors, but not yet characterised as ISGs, this allowed us to identify if proteins were induced 

as a result of the IFN response or constitutively expressed.  Results show that the expression of NF2 

and ZAP is abolished in A549-Cas9.NF2-/- and A549-Cas9.ZAP-/- cells compared to the A549-

Cas9.NC1 control respectively (figure 6.2.1.1). Additionally, immunoblotting shows that both NF2 and 

ZAP are both constitutively expressed in the absence of DI treatment as shown by the presence of a 

protein band at 70 kDa and 101 kDa respectively. The expression of short-form ZAP (ZAP-S), shown 

by a band at 78 kDa, increases upon IFN induction by DI treatment, correlating with the phenotype 

previously observed in the literature (Li et al., 2019a). However, because of a lack of suitable antibody, 

we were unable to observe HSD17B12 protein expression in either cell line, including A549-Cas9.NC1 

cells, in order to confirm gene knockout. Nevertheless, we were confident that HSD17B12 had been 

successfully knocked out in our cells, despite not being able to characterise with immunoblotting, as 

morphological and phenotypic differences were observed in these cells compared to the control. Cells, 

when viewed under a light microscope, appeared more fibril than naïve A549 cells and showed 
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increased cell death and slow proliferation; characteristics previously described within the literature 

(Nagasaki et al., 2009; Heikelä et al., 2020). 

 

  

Figure 6.2.1.1: Functional characterisation of antiviral factor deficient cell lines. CRISPR/Cas9 

genome editing was used to knockout NF2, HSD17B12 and ZAP expression in A549-Cas9 cells. A549-

Cas9.NC1 control cells and knockout cell lines were either pre-treated for 24 h with SeV Cantell DIs or 

left untreated, and protein expression was tested by immunoblot using antibodies specific for (A) NF2, 

(B) HSD17B12 (expected HSD17B12 band denoted by red arrow), (C) ZAP (ZAPL and ZAPS isoforms 

indicated) alongside β-Actin. Visualisation of NF2, HSD17B12 and ZAP protein levels was 

accomplished using secondary antibodies conjugated to horseradish peroxidase (HRP), whilst β-Actin 

visualisation was accomplished using IRDye secondary antibody. Control cells were A549-Cas9.NC1 

cells.  

 

 

 

(a) 

(b) 

(c) 
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6.2.2 Low MOI validation of hPIV3-GFP(JS) antiviral restriction factors 

Following validation of the genes as antiviral restriction factors at MOI = 2.5 (section 5.3), we wanted to 

identify if the genes were capable of restricting a low MOI virus infection. A549-Cas9.NC1 cells and 

knockout cells were infected for 1 h with 20 - 30 PFU of hPIV3-GFP(JS) prior to the addition of an avicell 

overlay for viral plaque analysis. Due to the aforementioned difficulties of culturing A549-

Cas9.HSD17B12-/- cells, only NF2 and ZAP deficient cells could be analysed. Viral plaques were 

analysed based on three parameters to quantify viral replication: plaque number, area of plaque (pixels), 

and plaque intensity (a.u.).  

For all three parameters, A549-Cas9.NF2-/- cells showed non-significant differences compared to A549-

Cas9.NC1 cells whilst A549-Cas9.ZAP-/- cells only showed a significant increase in plaque number, 

increasing from a mean plaque number of 24.5 plaques in the control cells to 42.5 in the ZAP deficient 

cells. In order to conduct plaque area and intensity analysis, data on individual plaques were 

randomised and the number of plaques in the least populated condition was used across all cell lines. 

This ensured statistical analysis was performed on the same number of plaques across conditions. As 

such plaque area and intensity calculations were performed on only 16 plaques. Additionally, whilst two 

technical repeats were performed of all conditions, biological repeats were not performed. This small 

sample number, and lack of biological repeats may account for the large standard deviations observed 

and may be responsible for the non-significant results; especially as we have observed restriction of 

hPIV3-GFP(JS) in these cell lines at a higher MOI (section 5.3). 
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Figure 6.2.2.1: Antiviral restriction factors are able to restrict virus replication at low multiplicity 

of infection. A549-Cas9.NC1, A549-Cas9.NF2-/- and A549-Cas9.ZAP-/- cells were infected for 1 h with 

20 - 30 PFU of hPIV3-GFP(JS) prior to the addition of an avicell overlay. Monolayers were fixed 6 d.p.i. 

and plaques were detected using Phosphor Imaging, Cy2 for identification of GFP-positive cells. Plaque 

size of three technical repeats of were quantified using 16 randomly selected plaques of each condition 

(n = 16). Statistical analysis performed using students t-test; *, p = 0.01 to 0.05, ns, p ≥ 0.05. 

 

6.3 Moesin-Ezrin-Radixin Like (MERLIN) Tumour Suppressor (NF2) 

6.3.1 PIV3 NP expression following infection of NF2 deficient cells  

To further characterise hPIV3-GFP(JS) infection in NF2 deficient cells, we investigated the effect of 

NF2 on the transcription kinetics in viral replication by performing a time course analysis. A549-

Cas9.NC1 and A549-Cas9.NF2-/- cells were pre-treated with IFN-α prior to infection with hPIV3-

GFP(JS) at MOI = 10. Following a 1 h inoculation with the virus, the virus was removed, cells were 

washed, and the media was replaced with non-virus containing media. By removing the virus containing 

media after 1 h, we are able to observe replication of a single round of infection and attribute any 

increase in viral mRNA expression to replication rather than secondary infection. Viral replication was 

monitored over time by harvesting samples at 1, 6, 12, 18, 24 h.p.i and analysing mRNA expression of 

a viral transcript, hPIV3 NP, using RT-qPCR (figure 6.3.1.1). Analysis of hPIV3 NP transcription showed 

that both A549-Cas9.NC1 and A549-Cas9.NF2-/- cells were infected, and that viral transcription 

increased over time. Importantly, the levels of hPIV3 NP mRNA expression at 1 h.p.i was equivalent in 

both cell lines, a time point that likely represents primary infection (figure 6.3.1.1, inset). However, we 

observed that the rate of hPIV3 NP transcription over time was muted in the A549-Cas9.NC1 cells 

compared to those deficient in NF2. The fold-change of hPIV3 NP mRNA expression between the two 

cell lines increased from 1.3 -fold at 12 h.p.i to 1.9-fold at 24 h.p.i. This indicates that the expression of 

NF2 is able to reduce viral transcription. It should be noted that throughout this chapter, all RT-qPCR 

and flow cytometry figures are a representative of two or more biological repeats (as denoted in figures 

legends) however, variation between biological repeats was such that standard deviations were very 

high. Despite variation between repeats, the observed phenotype and patterns remained consistent 

convincing us that the results observed are reliable (additional data from biological repeats within 

appendix). 
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Figure 6.3.1.1: hPIV3(JS) NP expression is increased in NF2 deficient cells over time. A549-

Cas9.NC1 control cells and A549-Cas9.NF2-/- cells were infected with hPIV3-GFP(JS) (MOI = 10) for 1 

h following IFN-α pre-treatment for 8 h (1000 U). Following 1 h absorption, cells were washed and non-

virus containing media added. Cells were harvested at 1, 6, 12, 18 and 24 h.p.i. Expression of viral 

mRNA was tested using reverse transcription quantitative PCR (RT-qPCR) with primers specific for 

PIV3 NP. Relative expression (compared to 1 h.p.i) was determined following SYBR Green quantitative 

PCR (RT-qPCR) using ΔΔCt method. β-Actin expression was used to normalise between samples. 

Inset shows 1 and 6 h.p.i with error bars representing the SD of the mean from three independent RNA 

samples. Data shown is a representation of one of three biological repeats, additional data from 

biological repeats see appendix 2. Statistics performed using two-way ANOVA; ns, no statistical 

significance. 

 

6.3.2 Virus resistance in NF2 deficient cells following IFN-α pre-treatment 

As the screen was performed in IFN-α pre-treated cells, we wanted to investigate the effect of IFN-α on 

permissiveness to hPIV3-GFP(JS) infection in A549-Cas9.NF2-/- cells compared to A549-Cas9.NC1 

control cells. Both cell lines were treated with IFN-α for 24, 16 or 8 h prior to being infected with hPIV3-

GFP(JS) (MOI = 10) for 30 h. hPIV3-GFP(JS) infection was then analysed following different lengths of 

IFN-α pre-treatment using flow cytometry and looking at mean fluorescence intensity of cells as a 

measure of infectivity. We observed that virus replication, as indicated by MFI, was equivalent in A549-

Cas9.NC1 cells regardless of the time cells had been pre-treated with IFN-α, indicating that longer 

incubation with IFN-α does not provide more resistance to virus infection. However, in A549-Cas9.NF2-

/- cells, at all IFN timepoints, NF2 deficient cells are more permissive to infection, shown by an increased 
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MFI, compared to NC1 control cells, at all timepoints. This suggests that NF2 is required for full IFN 

restriction of hPIV3. Additionally, an increase in IFN-α pre-treatment length resulted in reduced virus 

replication; the MFI in NF2 deficient cells reduced from 206.7 at 8 h IFN-α pre-treatment to 126.8 at 24 

h. This shows that cell permissiveness to infection progressively reduced with longer times of IFN-α 

pre-treatment and that any advantage to hPIV3-GFP(JS) replication has as a result of NF2 knockout is 

reduced when cells have been IFN-α pre-treated for longer time periods. This potentially suggests that 

either; NF2 acts at early stages of infection within the IFN response or, the effect of later expressed 

ISGs is able to overcome the advantage NF2 deficiency provides at later timepoints.  

 

Figure 6.3.2.1: Permissiveness of A549-Cas9.NF2-/- cells to hPIV3(JS) infection reduces with 

longer IFN-α pre-treatment. A549-Cas9.NC1 control cells and A549-Cas9.NF2-/- cells were treated 

with IFN-α (1000 U) for 24, 16 or 8 h prior to being infected with hPIV3-GFP(JS) (MOI = 10) for 30 h. 

Cells were harvested at 30 h.p.i for flow cytometry analysis using blue laser (488 nm) for identification 

of GFP-positive cells. Data was analysed using FlowJo v10. A549-Cas9.NC1 cells were used as control, 

shown in blue, with A549-Cas9.NF2-/- cells shown in red. Error bars represent the SD of the mean from 

two biological repeats, each with three technical replicates. 

 

6.3.3 Induction and regulation of type I IFN induction in NF2 deficient cells 

We wanted to investigate whether NF2 is expressed as a result of IFN induction, the half of the IFN 

response responsible for IFN expression via IRF3 activation, as it has not previously been described 

as an ISG yet appeared in our IFN-α pre-treated screen. As such, A549-Cas9.NC1 cells were treated 

with DIs in the presence of Ruxolitinib (Rux). The defective interfering particles acted as PAMPs to 

initiate the induction cascade (described in section 1.2.2), whilst Rux, a JAK inhibitor, was used to 
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prevent downstream IFN signalling, and ISG expression from ISRE containing promoters, and ensure 

any changes in gene expression were solely the result of IFN induction. Gene expression of genes 

known to be expressed via IRF3, IFN-β and ISG15, and genes known to be expressed via ISRE-

containing promoters, MxA and HERC5, alongside NF2 were then analysed using RT-qPCR in the 

presence and absence of DI treatment (figure 6.3.3.1.a). Control genes, ISG15 and IFN-β, showed 

significant increase in mRNA expression in DI treated compared to mock-treated cells as expected. 

Interestingly, we also observed a small, but significant, increase in both MxA and HERC5 gene 

expression in DI treated cells. These data corroborate earlier analyses due to inefficient Rux treatment, 

however the changes in gene expression were reduced compared to ISG15 and IFN-β so this was 

deemed acceptable. Also, upon analysing NF2 expression in A549-Cas9.NC1 cells, no significant 

difference was observed between DI and mock-treated cells (figure 6.3.3.1.a, insert), with the levels of 

mRNA expression being extremely low. The indicates that NF2 is not expressed as a result of IFN 

induction. Potentially not surprising based on the data from figure 6.2.1.1.a, showing constitutive 

expression of NF2 in non-DI treated A549-Cas9.NC1 cells.  

We investigated if NF2 played a role in the regulation of IFN induction (figure 6.3.3.1.b). To such effect, 

A549-Cas9.NC1 and A549-Cas9.NF2-/- cells were treated with DIs, in the presence of Rux, for 6 h, 24 

h or left untreated. The mRNA expression of the above-mentioned IRF3 inducible genes, IFN-β and 

ISG15, were analysed using RT-qPCR in control and NF2 deficient cells to compare expression levels. 

Expression of both genes were reduced in A549-Cas9.NF2-/- cells compared to control A549-Cas9.NC1 

cells indicating that the presence of NF2 increases the transcription of genes transcribed as a result of 

IFN induction. Analysis of IFN-β expression showed a mRNA reduction of 6.6-fold in A549-Cas9.NF2-/- 

cells compared to A549-Cas9.NC1 cells at 6 h post-DI treatment. Whilst IFN-β expression declined at 

24 h post-treatment, a result of rapid IFN-β mRNA turnover in cells which is well described in the 

literature (Whittemore and Maniatis, 1990; Peppel and Baglioni, 1991), NF2 deficient cells continued to 

show a 9.6-fold reduction in IFN-β expression compared to control cells at this time point, indicating the 

effect of NF2 deficiency on IFN-β expression is maintained over time. Conversely, whilst ISG15 

expression increases over time in both cell lines, the effect of NF2 deficiency on the expression of 

ISG15 increases over time, as with IFN-β expression. At both timepoints, ISG15 mRNA expression is 

decreased in A549-Cas9.NF2-/- cells compared to A549-Cas9.NC1 cells but the fold change in 

expression increases with prolonged DI treatment from a 1.65-fold decrease in NF2 deficient cells at 6 

h post-treatment to a 3-fold decrease at 24 h post-treatment. Unlike IFN-β, ISG15 mRNA is less rapidly 

turned over suggesting that a lack of NF2 expression has a prolonged effect in reducing expression of 

genes as a result of IFN induction, either via the IRF3 or NF-κB pathways. Together these results show 

that whilst NF2 is not expressed as a result of IFN induction, it does appear to play a role in the 

regulation of the PAMP sensing response and the expression of other ISGs expressed from the IFN 

promoter.  
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Figure 6.3.3.1: NF2 is not IRF3 inducible but instead, regulates IFN induction. (A) A549-Cas9.NC1 

control cells were treated with PIV5 DIs in the presence of 10 µM Ruxolitinib for 24 h. Expression of 

ISGs was tested using reverse transcription quantitative PCR (RT-qPCR) with primers specific for MxA, 

HERC5, ISG15, IFN-β, and NF2. Relative expression (compared to - DI, - Ruxolitinib control) was 

determined following SYBR Green quantitative PCR (RT-qPCR) using ΔΔCt method. β-Actin 

expression was used to normalise between samples. Error bars represent the SD of the mean from 

three independent RNA samples. Statistics performed using two-way ANOVA; p-values denoted on 

graph. (B) A549-Cas9.NC1 control cells and A549-Cas9.NF2-/- cells were treated with SeV Cantell DIs 

in the presence of 10 µM Ruxolitinib for 6 h, 24 h or left untreated. Expression of ISGs was tested using 

reverse transcription quantitative PCR (RT-qPCR) with primers specific for IFN-β and ISG15. Relative 

expression (compared to - DI, - Ruxolitinib control) was determined following SYBR Green quantitative 

PCR (RT-qPCR) using ΔΔCt method. β-Actin expression was used to normalise between samples. 

Error bars represent the SD of the mean from three independent RNA samples. Data shown is a 

representation of one of three biological repeats, additional data from biological repeats see appendices 

3 & 4. 
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6.3.4 Induction and regulation of type I IFN signalling in NF2 deficient cells 

Following identification that NF2 was not induced following IFN induction, we investigated whether it 

was expressed by IFN binding to IFNAR and activating the JAK-STAT pathway, either directly from 

ISRE-containing promoters, like other canonical ISGs, or indirectly. We took a similar approach to IFN 

induction, replacing DI treatment with IFN-α treatment whereby A549-Cas9.NC1 cells were treated with 

IFN, and the expression of genes known to be expressed via ISRE-containing promoters, MxA, ISG15, 

and HERC5, were measured alongside NF2 and an IFN-β negative control via RT-qPCR. As expected, 

we observed no expression of IFN-β following IFN treatment but a strong induction of both MxA and 

ISG15. As with DI treatment of A549-Cas9.NC1 cells, IFN treatment resulted in no difference in NF2 

expression between IFN and non-IFN treated cells, therefore indicating that NF2 is also not expressed 

as a result of activation of the IFN signalling pathway. Analysis of NF2 protein expression (figure 

6.4.3.1.a) was carried out in DI treated cells in the absence of Rux, allowing for downstream IFN 

signalling and expression of genes from ISRE-containing promoters. This showed constitutive 

expression in non-DI treated A549-Cas9.NC1 cells with no upregulation in NF2 expression when DI 

treated. Therefore, combined, these results support the observation that NF2 is not upregulated as a 

result of IFN signalling, alongside induction.  

As NF2 appeared to play a role in regulating IFN induction, we subsequently investigated if it also played 

a role in regulation of IFN signalling (figure 6.4.3.1.b). To investigate this, A549-Cas9.NC1 and A549-

Cas9.NF2-/- cells were treated with IFN-α for 4 h, 10 h, or left untreated and the expression of three 

canonical ISGs expressed from ISRE-containing promoters, MxA, ISG15, and HERC5, measured by 

RT-qPCR. All three genes of interest showed reduced levels of transcription in NF2 deficient cells 

compared to control cells over time, whilst fold changes remained consistent across time points unlike 

in figure 6.3.3.1 whereby fold-change increased over time. MxA and ISG15 expression was 

approximately 2-fold reduced at both time points in NF2 deficient cells compared to control, whilst 

HERC5 expression was approximately 3-fold reduced in NF2 deficient cells. This suggests that the 

presence of NF2 increases transcription of genes transcribed as a result of IFN signalling from ISRE-

containing promoters, and points toward a role in NF2 in also regulating the IFN signalling pathway as 

well as induction. 

Interestingly, the increased fold-change in ISG expression levels in A549-Cas9.NF2-/- cells remains 

consistent over increased IFN-α treatment lengths whilst the fold-change of IRF3 inducible genes 

increases with prolonged DI treatment. This suggests that regulation of IFN signalling by NF2 either 

acts early in IFN signalling or the modulation is turned over more quickly, whilst the role of NF2 the 

regulation of IFN induction has a cumulative effect on the expression genes over time.  
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Figure 6.3.4.1: NF2 is not IFN inducible but instead, regulates IFN signalling. (A) A549-.Cas9.NC1 

control cells were treated with IFN-α (1000 1U/ ml) for 24 h. Expression of ISGs was tested using 

reverse transcription quantitative PCR (RT-qPCR) with primers specific for MxA, HERC5, ISG15, IFN-

β and NF2. Relative expression (compared to - IFN control) was determined following SYBR Green 

quantitative PCR (RT-qPCR) using ΔΔCt method. β-Actin expression was used to normalise between 

samples. Error bars represent the SD of the mean from three independent RNA samples. Statistics 

performed using two-way ANOVA; p-values denoted on graph (B) A549-Cas9.NC1 control cells and 

A549-Cas9.NF2-/- cells were pre-treated with IFN-α (1000 1U/ ml) for either 4 h, 10 h or left untreated. 

Expression of ISGs was tested using reverse transcription quantitative PCR (RT-qPCR) with primers 

specific for MxA, ISG15 and HERC5. Relative expression (compared to - IFN control) was determined 

following SYBR Green quantitative PCR (RT-qPCR) using ΔΔCt method. β-Actin expression was used 

to normalise between samples. Error bars represent the SD of the mean from three independent RNA 

samples. Data shown is a representation of one of three biological repeats, additional data from 

biological repeats see appendices 5-7. 

 

6.3.5 Regulation of IRF3 IFN induction by NF2 

Following the observation that NF2 may regulate the IFN response, we aimed to elucidate at which 

step, or at which protein, this regulation acts. In the literature, one paper showed decreased levels of 

phosphorylated TBK1 in NF2 knockout cells compared to wild type when infected with VSV, indicating 

regulation of components of the induction pathway (Meng et al., 2021). We therefore asked if we could 

observe a similar phenotype in the protein expression of IRF3. To investigate this, A549-Cas9.NC1 and 

A549-Cas9.NF2-/- cells were treated with DIs for 6 h or left untreated and protein expression of IRF3 

was tested by immunoblot analysis (figure 6.3.5.1). Protein expression was chosen to be measured at 

6 h post-DI treatment based on results from figure 6.3.3.1.b which showed peak IFN-β expression, and 

therefore IFN induction, at 6 h post-treatment. Results suggest that IRF3 expression is reduced in NF2 

deficient cells compared to A549-Cas9.NC1 control cells, however densitometry analysis would enable 

confirmation of this when normalised to β-Actin levels. Reduced IRF3 expression in NF2 deficient cells 

indicates an increased rate of turnover compared to control cells. This finding correlates with the 

expression of IRF3-inducible genes, IFN-β and ISG15 (figure 6.3.3.1.b), during the activation of the IFN 

induction pathway. Upon full activation of the IFN induction pathway, as indicated by IFN-β mRNA levels 

at 6 h post-treatment, reduced total IRF3 protein expression explains the reduction in IFN-β and ISG15 

mRNA expression at the same time point.   In A549-Cas9.NC1 cells, expression of IRF3 protein, 

following DI treatment, allows for the downstream phosphorylation and nuclear translocation allowing 

for the transcription of IFN-β. However, reduced IRF3 would surmount to reduced IRF3 dimerization 

and subsequent expression from the IRF3 promoter (Lin et al., 1998; Ashley et al., 2019; Duncan et al., 

2023). Follow up investigation to analyse proteins levels of components of the IFN induction pathway 

were performed however, there was insufficient time for optimisation of immunoblot conditions, 

including that of phospho-IRF3. As such, total protein levels of IRF3 were used as surrogate in order to 

provide indication of levels of total protein turnover under different conditions.  
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Figure 6.3.5.1: Increased IRF3 turnover in NF2 knockout cells following induction of IFN 

induction. A549-Cas9.NC1, a sgRNA non-cutting control, and A549-Cas9.NF2-/- cells were treated with 

DI-rich preparation of Sendai virus for 6 h or left untreated. Protein expression of IRF3 and β-Actin was 

tested by immunoblot analysis.  

 

6.4 Hydroxysteroid 17-Beta Dehydrogenase 12 (HSD17B12) 

6.4.1 PIV3 NP expression following infection of HSD17B12 deficient cells  

As per section 6.3.1, to further characterise the effect on hPIV3-GFP(JS) infection in HSD17B12 

deficient cells we investigated the effect of HSD17B12 on the transcription kinetics in viral replication. 

A549-Cas9.NC1 and A549-Cas9.HSD17B12-/- cells were pre-treated with IFN-α prior to infection with 

hPIV3-GFP(JS) at MOI = 10. Following a 1 h inoculation with the virus, the virus was removed, cells 

were washed, and the media was replaced with non-virus containing media. Viral replication was 

monitored over time by harvesting samples and analysing mRNA expression of a viral transcript, hPIV3 

NP, using RT-qPCR (figure 6.4.1.1). Analysis of hPIV3 NP transcription showed that both A549-

Cas9.NC1 and A549-Cas9.HSD17B12-/- cells were infected, and that viral transcription increased over 

time. Again, the levels of hPIV3 NP mRNA expression at 1 h.p.i was equivalent in both cell lines, 

indicating equivalent initial infection (figure 6.4.1.1, inset). However, against what was observed for 

NF2, both the expression of hPIV3 NP and the rate of transcription over time was lower in HSD17B12 

deficient cells compared to in A549-Cas9.NC1 cells over time. This is despite results showing that 

HSD17B12 deficiency enhanced infectivity of hPIV3-GFP(JS) at MOI = 2.5, compared to A549-

Cas9.NC1 cells, when analysed by flow cytometry (figure 5.3.3). However, we did not observe the same 

phenotype when measured by RT-qPCR. This is suspected to be due to the aforementioned, poor 

proliferation phenotype observed in A549-Cas9.HSD17B12-/- cells.  During RNA extraction, RNA yields 

were always significantly lower than A549-Cas9.NC1 cells and the other two knockout cell lines, despite 

being seeded at a higher density for infection the following day to account for poorer cell health in the 
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clonal knockout population. Therefore, the RNA quality in the knockout cells appears to be reporting on 

the observed cell health.  

 

Figure 6.4.1.1: hPIV3(JS) NP expression is increased in HSD17B12 deficient cells over time. 

A549-Cas9.NC1 control cells and A549-Cas9.HSD17B12-/- cells were infected with hPIV3-GFP(JS) 

(MOI = 10) for 1 h following IFN-α pre-treatment for 8 h (1000 U). Following 1 h absorption, cells were 

washed and non-virus containing media added. Cells were harvested at 1, 6, 12, 18 and 24 h.p.i. 

Expression of viral mRNA was tested using reverse transcription quantitative PCR (RT-qPCR) with 

primers specific for PIV3 NP. Relative expression (compared to 1 h.p.i) was determined following SYBR 

Green quantitative PCR (RT-qPCR) using ΔΔCt method. β-Actin expression was used to normalise 

between samples. Inset shows 1 and 6 h.p.i with error bars represent the SD of the mean from three 

independent RNA samples. Data shown is a representation of one of three biological repeats, additional 

data from biological repeats see appendix 2. Statistics performed using two-way ANOVA; ns, no 

statistical significance. 

 

6.4.2 Virus resistance in HSD17B12 deficient cells following IFN-α pre-treatment 

The effect of IFN-α pre-treatment on infection of hPIV3-GFP(JS) infection in A549-Cas9.HSD17B12-/- 

cells compared to A549-Cas9.NC1 control cells was investigated using the same protocol as section 

6.3.2. Unlike, in A549-Cas9.NF2-/- cells, we observed that virus replication, as indicated by MFI, was 

equivalent in A549-Cas9.HSD17B12-/- cells regardless of the time cells had been pre-treated with IFN-

α, indicating that longer incubation with IFN-α does not provide more resistance to virus infection. It is 

therefore possible that HSD17B12 has a more fundamental effect on viral replication. Additionally, it 
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may be that that longer IFN-α pre-treatment impacts the proliferative and cell death effects of 

HSD17B12 knockout, preventing the effects of other acting ISGs being observed.  

 

Figure 6.4.2.1: Permissiveness of A549-Cas9.HSD17B12-/- cells to hPIV3(JS) infection does not 

change with longer IFN-α pre-treatment. A549-Cas9.NC1 control cells and A549-Cas9.HSD17B12-/- 

cells were treated with IFN-α (1000 U) for 24, 16 or 8 h prior to being infected with hPIV3-GFP(JS) (MOI 

= 10) for 30 h. Cells were harvested at 30 h.p.i for flow cytometry analysis using blue laser (488 nm) for 

identification of GFP-positive cells. Data was analysed using FlowJo v10. A549-Cas9.NC1 cells were 

used as control, shown in blue, with A549-Cas9.HSD17B12-/- cells shown in red. Error bars represent 

the SD of the mean from two biological repeats, each with three technical replicates.   

 

6.4.3 Induction and regulation of type I IFN induction in HSD17B12 deficient cells 

To investigate whether HSD17B12 is expressed as a result of IRF3 activation (IFN induction pathway), 

A549-Cas9.NC1 cells were treated with DIs in the presence of Ruxolitinib (Rux) as per section 6.3.3, 

with IRF3, IFN-β, ISG15, MxA and HERC5 expression, alongside HSD17B12, being analysed using 

RT-qPCR in the presence and absence of DI treatment. Analysis of HSD17B12 expression showed no 

significant difference between DI and mock-treated cells (figure 6.4.3.1.a, insert), with the mRNA 

expression being extremely low, indicating that HSD17B12 is not expressed as a result of activation of 

the IFN induction pathway.  

The regulation of IFN induction by HSD17B12 was subsequently investigated, as per section 6.3.3, with 

IFN-β and ISG15 mRNA expression being compared in A549-Cas9.NC1 and A549-Cas9.HSD17B12-/- 

cells following DI treatment in the presence of Rux. Expression of both genes was reduced in A549-

Cas9.HSD17B12-/- cells compared to control A549-Cas9.NC1 cells at 6 h post-treatment; IFN-β by 4.7-

fold and ISG15 by 4.7-fold. This suggests that the presence of HSD17B12 increases the transcription 
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of genes transcribed as a result of IFN induction. This fold-change in IFN-β expression is lowered to a 

1.4-fold reduction 24 h post-DI treatment. Like in NF2 deficient cells, the effect of HSD17B12 deficiency 

on the expression of ISG15 increases over time. At both timepoints, ISG15 mRNA expression is 

decreased in A549-Cas9.HSD17B12-/- cells compared to A549-Cas9.NC1 cells but the fold change in 

expression increases with prolonged DI treatment from 1.9-fold decrease in HSD17B12 deficient cells 

at 6 h post-treatment to a 3.7-fold decrease at 24 h post-treatment. It should be noted that whilst the 

concentration of RNA extracted from HSD17B12 deficient cells was reduced compared to other cell 

lines, the amount of cDNA used within RT-qPCR is consistent and so the two cell lines can be reliably 

compared. However, it may be that cells healthy enough to allow for RNA extraction may show different 

expression profiles to those which do not proliferate and die and so results, in this case, may still require 

further validation. Together these results show that whilst HSD17B12 is not induced as a result of IFN 

induction, it does appear to play a role in the regulation of the response and the expression of ISGs 

from the IFN-β promoter. 
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Figure 6.4.3.1: HSD17B12 is not IRF3 inducible but instead, regulates IFN induction. (A) A549-

Cas9.NC1 control cells were treated with PIV5 DIs in the presence of 10 µM Ruxolitinib for 24 h. 

Expression of ISGs was tested using reverse transcription quantitative PCR (RT-qPCR) with primers 

specific for MxA, HERC5, ISG15, IFN-β, and HSD17B12. Relative expression (compared to – DI, - 

Ruxolitinib control) was determined following SYBR Green quantitative PCR (RT-qPCR) using ΔΔCt 

method. β-Actin expression was used to normalise between samples. Error bars represent the SD of 

the mean from three independent RNA samples. Statistics performed using two-way ANOVA; p-values 

denoted on graph. (B) A549-Cas9.NC1 control cells and A549-Cas9.HSD17B12-/- cells were treated 

with SeV Cantell DIs in the presence of 10 µM Ruxolitinib for 6 h, 24 h or left untreated. Expression of 

ISGs was tested using reverse transcription quantitative PCR (RT-qPCR) with primers specific for IFN-

β and ISG15. Relative expression (compared to – DI, - Ruxolitinib control) was determined following 

SYBR Green quantitative PCR (RT-qPCR) using ΔΔCt method. β-Actin expression was used to 

normalise between samples. Error bars represent the SD of the mean from three independent RNA 

samples. Data shown is a representation of one of three biological repeats, additional data from 

biological repeats see appendices 3 & 4. 
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6.4.4 Induction and regulation of type I IFN signalling in HSD17B12 deficient cells 

As HSD17B12 was shown to not be inducible as a result of IFN induction, like NF2, we also investigated 

whether it was expressed as a result of IFN signalling and IFN binding to IFNAR and activating the JAK-

STAT signalling cascade. Taking the same approach, A549-Cas9.NC1 cells were treated with IFN, and 

the expression of MxA, ISG15, HERC5, and IFN-β were measured alongside HSD17B12 via RT-qPCR. 

Analysis of HSD17B12 mRNA expression (figure 6.4.4.1.a) showed no significant difference in IFN-α 

and mock-treated cells indicating that HSD17B12 is also not upregulated as a result of IFN signalling, 

alongside induction.  

The role of HSD17B12 in the regulation if IFN signalling was subsequently investigated as previously 

described. Upon analysis of the three genes of interest, MxA, ISG15, and HERC5, the expression profile 

in A549-Cas9.NC1 and A549-Cas9.HSD17B12-/- cells was equivalent for both MxA and HERC5 

indicating that HSD17B12 deficiency does not affect expression levels. Conversely, we observed an 

average fold decrease of 1.7-fold in ISG15 expression across both timepoints in HSD17B12 deficient 

cells compared to control.  

Whilst ISG15 is expressed from ISRE-containing promoters, it is also expressed as a result of IRF3 

dimerization and nuclear translocation, as previously described (Lin et al., 1998; Ashley et al., 2019; 

Duncan et al., 2023). It is known that genes expressed from ISRE-containing promoters can enter a 

feedback loop for the production of type-I IFN, as expressed from the IFN induction pathway. As such, 

it may be that the observed effect on ISG15 expression may be due to this feedback loop, and the 

observed role of HSD17B12 in regulating IFN induction, as previously described (figure 6.4.4.1.b). This 

may explain the lack of change in expression of MxA and HERC5 which are not IRF3 inducible genes. 

Together, these data suggest that whilst HSD17B12 plays a role in regulation of IFN induction, it does 

not play in role in the regulation of IFN signalling.  
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Figure 6.4.4.1: HSD17B12 is not IFN inducible but instead, regulates IFN signalling. (A) A549-

.Cas9.NC1 control cells were treated with IFN-α (1000 1U/ ml) for 24 h. Expression of ISGs was tested 

using reverse transcription quantitative PCR (RT-qPCR) with primers specific for MxA, HERC5, ISG15, 

IFN-β and HSD17B12. Relative expression (compared to - IFN control) was determined following SYBR 

Green quantitative PCR (RT-qPCR) using ΔΔCt method. β-Actin expression was used to normalise 

between samples. Error bars represent the SD of the mean from three independent RNA samples. 

Statistics performed using two-way ANOVA; p-values denoted on graph. (B) A549-Cas9.NC1 control 

cells and A549-Cas9.HSD17B12-/- cells were pre-treated with IFN-α (1000 1U/ ml) for either 4 h, 10 h 

or left untreated. Expression of ISGs was tested using reverse transcription quantitative PCR (RT-

qPCR) with primers specific for MxA, ISG15 and HERC5. Relative expression (compared to - IFN 

control) was determined following SYBR Green quantitative PCR (RT-qPCR) using ΔΔCt method. β-

Actin expression was used to normalise between samples. Error bars represent the SD of the mean 

from three independent RNA samples. Data shown is a representation of one of three biological repeats, 

additional data from biological repeats see appendices 5-7. 

 

6.5 Zinc Finger CCCH-Type Containing, Antiviral 1 (ZAP) 

6.5.1 PIV3 NP expression following infection of ZAP deficient cells  

As with sections 6.3.1 and 6.4.1, the effect on hPIV3-GFP(JS) infection in ZAP deficient cells was further 

characterised by investigating the effect of ZAP on the transcription kinetics in viral replication. As 

before, A549-Cas9.NC1 and A549-Cas9.ZAP-/- cells were pre-treated with IFN-α prior to infection with 

hPIV3-GFP(JS) at MOI = 10. Viral replication was monitored over time by analysing mRNA expression 

of hPIV3 NP using RT-qPCR (figure 6.5.1.1). Analysis of hPIV3 NP transcription showed that both 

A549-Cas9.NC1 and A549-Cas9.ZAP-/- cells were infected, that viral transcription increased over time, 

and the expression levels of hPIV3 NP mRNA at 1 h.p.i were equivalent in both cell lines (figure 6.5.1.1, 

inset). Similar to in A549-Cas9.NF2-/- cells, we observed that both the rate of hPIV3 NP transcription 

over time and hPIV3 NP expression levels were muted in A549-Cas9.NC1 cells compared to those 

deficient in ZAP. The fold-change of hPIV3 NP mRNA expression between the two cell lines increased 

from 1.9-fold at 12 h.p.i to 2.6-fold at 24 h.p.i. This indicates that the expression of ZAP is able to reduce 

viral transcription and to a more significant degree than NF2, as shown by a large fold change in hPIV3 

NP mRNA expression at all time points in ZAP deficient cells compared to A549-Cas9.NC1 control cells. 

Additionally, ZAP appears to be functioning at earlier time points as indicated by a significant difference 

at 6 h.p.i in ZAP deficient cells compared to control cells (figure 6.5.1.1, inset); a time point that does 

not show a significant increase in NF2 deficient cells (figure 6.3.1.1).  
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Figure 6.5.1.1: hPIV3(JS) NP expression is increased in ZAP deficient cells over time. A549-

Cas9.NC1 control cells and A549-Cas9.ZAP-/- cells were infected with hPIV3-GFP(JS) (MOI = 10) for 1 

h following IFN-α pre-treatment for 8 h (1000 U). Following 1 h absorption, cells were washed and non-

virus containing media added. Cells were harvested at 1, 6, 12, 18 and 24 h.p.i. Expression of viral 

mRNA was tested using reverse transcription quantitative PCR (RT-qPCR) with primers specific for 

PIV3 NP. Relative expression (compared to 1 h.p.i) was determined following SYBR Green quantitative 

PCR (RT-qPCR) using ΔΔCt method. β-Actin expression was used to normalise between samples. 

Inset shows 1 and 6 h.p.i with error bars represent the SD of the mean from three independent RNA 

samples. Data shown is a representation of one of three biological repeats, additional data from 

biological repeats see appendix 2. Statistics performed using two-way ANOVA; p-values denoted on 

graph, ns, no statistical significance. 

 

6.5.2 Virus resistance in ZAP deficient cells following IFN-α pre-treatment 

The effect of IFN-α pre-treatment on infectivity of hPIV3-GFP(JS) was further investigated in A549-

Cas9.ZAP-/- cells as before. As with HSD17B12 deficient cells (section 6.4.2), we observed that virus 

replication, was equivalent in A549-Cas9.ZAP-/- cells regardless of the time cells had been pre-treated 

with IFN-α, indicating that longer incubation with IFN-α does not provide more resistance to virus 

infection. Large standard deviations are observed with 16 h and 8 h IFN pre-treatment compared to 24 

h. This could suggest that the effect of IFN is more profound at 24 h or that there is a more sustained 

effect compared to earlier timepoints where there may be more heterogeneity in the phenotype between 

cells.  
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Figure 6.5.2.1: Permissiveness of A549-Cas9.ZAP-/- cells to hPIV3(JS) infection does not change 

with longer IFN-α pre-treatment. A549-Cas9.NC1 control cells and A549-Cas9.ZAP-/- cells were 

treated with IFN-α (1000 U) for 24, 16 or 8 h prior to being infected with hPIV3-GFP(JS) (MOI = 10) for 

30 h. Cells were harvested at 30 h.p.i for flow cytometry analysis using blue laser (488 nm) for 

identification of GFP-positive cells. Data was analysed using FlowJo v10. A549Cas9.-NC1 cells were 

used as control, shown in blue, with A549-Cas9.ZAP-/- cells shown in red. Error bars represent the SD 

of the mean from two biological repeats, each with three technical replicates. 

 

6.5.3 Induction and regulation of type I IFN induction in ZAP deficient cells 

ZAP was further investigated to see if it is expressed as a result of the IFN induction pathway. Upon 

analysing ZAP expression in A549-Cas9.NC1 cells following PIV5 DI and Rux treatment, we observed 

a significant increase in ZAP expression in treated compared to mock-treated cells. This indicates that 

ZAP is expressed as a result of DI stimulation, likely due to the activation of the IFN induction pathway 

leading to IRF3 activation. An increase in ZAP mRNA expression following DI treatment is supported 

by immunoblot data from figure 6.2.1.1.c which showed an increase in ZAP expression, in particular 

ZAP-S, following DI treatment in A549-Cas9.NC1 cells. However, during immunoblot analysis, A549-

Cas9.NC1 cells were DI treated, but unlike figure 6.5.3.1, were not treated with Rux alongside. This 

therefore meant that the increase in protein expression could not be attributed to either to IFN induction 

or signalling pathways. This supporting evidence, at the mRNA level, suggests that induction of ZAP 

expression is happening at the IFN induction stage.  

Whilst it was observed that ZAP is expressed as a result of IRF3 activation following PAMP stimulation 

(IFN induction pathway), we also investigated whether ZAP additionally played a role in the regulation 
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of IFN induction as ZAP will regulate and/ or suppress any gene with high CpG content including cellular 

host genes (Gonçalves-Carneiro et al., 2021). As such, A549-Cas9.NC1 and A549-Cas9.ZAP-/- cells 

were treated with SeV DIs, in the presence of Rux, for 6 h, 24 h or left untreated, as before, with the 

mRNA expression of IFN-β and ISG15 being analysed by RT-qPCR in control and ZAP deficient cells 

to compare expression levels. We observed reduced expression of both genes in A549-Cas9.ZAP-/- 

cells compared to control A549-Cas9.NC1 cells however the fold reduction observed was smaller than 

that for NF2 and HSD17B12 deficient cells. At 6 h post-DI treatment, IFN-β expression only saw a 

modest reduction of 1.6-fold in ZAP deficient cells compared to A549-Cas9.NC1, returning to equivalent 

levels of mRNA expression at 24 h. Upon analysis of ISG15 expression, at 6 h post-treatment A549-

Cas9.NC1 showed to have reduced ISG15 expression compared to A549-Cas9.ZAP-/- cells, the 

opposite of what was observed in the other knockout cell lines. At 24 h post-treatment, ISG15 

expression became reduced in A549-Cas9.ZAP-/- cells compared to A549-Cas9.NC1 but only by 1.5-

fold.  

These results suggest that whilst ZAP may play a small role in dampening the IFN induction response, 

it is likely not its main role and instead, its subsequent functions as an ISG are its predominant antiviral 

mechanism of action. However, these data were generated using the non-truncated isoform of ZAP and 

so it may be that ZAP-S plays an independent role in regulation if expressed in isolation.  
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Figure 6.5.3.1: ZAP is IRF3 inducible and regulates IFN induction. (A) A549-Cas9.NC1 control cells 

were treated with PIV5 DIs in the presence of 10 µM Ruxolitinib for 24 h. Expression of ISGs was tested 

using reverse transcription quantitative PCR (RT-qPCR) with primers specific for MxA, HERC5, ISG15, 

IFN-β, and ZAP. Relative expression (compared to – DI, - Ruxolitinib control) was determined following 

SYBR Green quantitative PCR (RT-qPCR) using ΔΔCt method. β-Actin expression was used to 

normalise between samples. Error bars represent the SD of the mean from three independent RNA 

samples. Statistics performed using two-way ANOVA; p-values denoted on graph. (B) A549-Cas9.NC1 

control cells and A549-Cas9.ZAP-/- cells were treated with SeV Cantell DIs in the presence of 10 µM 

Ruxolitinib for 6 h, 24 h or left untreated. Expression of ISGs was tested using reverse transcription 

quantitative PCR (RT-qPCR) with primers specific for IFN-β and ISG15. Relative expression (compared 

to – DI, - Ruxolitinib control) was determined following SYBR Green quantitative PCR (RT-qPCR) using 

ΔΔCt method. β-Actin expression was used to normalise between samples. Error bars represent the 

SD of the mean from three independent RNA samples. Data shown is a representation of one of three 

biological repeats, additional data from biological repeats see appendices 3 & 4. 
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6.5.4 Induction and regulation of type I IFN signalling in ZAP deficient cells 

As it was observed that ZAP is induced following IRF3 activation, we also wanted to investigate if it was 

further upregulated following activation of the IFN signalling pathway. Again using A549-Cas9.NC1 cells 

either treated with IFN-α or mock-treated, we analysed the expression of ZAP using RT-qPCR. Unlike 

following DI treatment, IFN-α treatment resulted in no upregulation of ZAP mRNA expression indicated 

it is not induced as a result of type I IFN signalling.  

ZAP was also shown to have a minimal role in the regulation of IFN induction, so as with NF2 and 

HSD17B12, we subsequently investigated its role in the regulation of IFN signalling. A549-Cas9.NC1 

and A549-Cas9.ZAP-/- cells were treated with IFN-α for 4 h, 10 h, or left untreated and the expression 

of three canonical ISGs, MxA, ISG15, and HERC5, measured by RT-qPCR. Analysis of ISG15 and 

HERC5 expression showed no significant differences between ZAP deficient cells and control cells over 

time, with the average fold reduction between cells lines being 1.2-fold and 1.1-fold for ISG15 and 

HERC5 respectively. This suggests that ZAP also does not play a role in the regulation of IFN signalling. 

Interestingly, A549-Cas9.NC1 cells exhibited reduced MxA expression over time compared to A549-

Cas9.ZAP-/- cells. This result suggests that the presence of ZAP may therefore be playing a proviral 

role by downregulating the expression of a canonical ISG, MxA, the opposite phenotype we have 

previously observed in the inhibition of hPIV3-GFP(JS) replication (figure 6.5.4.1). As previously 

described, ZAP will regulate and/ or suppress any gene with high CpG content including cellular host 

genes. As such it may be possible that ZAP is suppressing MxA, resulting in the observed phenotype.  

Together these results indicate that whilst ZAP displays antiviral functions, it does not have a 

fundamental role within the IFN signalling pathway. However, it may have gene specific effects based 

on the CpG content of genes, including cellular host genes such as MxA. To investigate this, an RNA-

seq time course would be required.
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Figure 6.5.4.1: ZAP does not play a fundamental role during IFN signalling. (A) A549-.Cas9.NC1 

control cells were treated with IFN-α (1000 1U/ ml) for 24 h. Expression of ISGs was tested using 

reverse transcription quantitative PCR (RT-qPCR) with primers specific for MxA, HERC5, ISG15, IFN-

β and ZAP. Relative expression (compared to - IFN control) was determined following SYBR Green 

quantitative PCR (RT-qPCR) using ΔΔCt method. β-Actin expression was used to normalise between 

samples. Error bars represent the SD of the mean from three independent RNA samples. Statistics 

performed using two-way ANOVA; p-values denoted on graph. (B) A549-Cas9.NC1 control cells and 

A549-Cas9.ZAP-/- cells were pre-treated with IFN-α (1000 1U/ ml) for either 4 h, 10 h or left untreated. 

Expression of ISGs was tested using reverse transcription quantitative PCR (RT-qPCR) with primers 

specific for MxA, ISG15 and HERC5. Relative expression (compared to - IFN control) was determined 

following SYBR Green quantitative PCR (RT-qPCR) using ΔΔCt method. β-Actin expression was used 

to normalise between samples. Error bars represent the SD of the mean from three independent RNA 

samples. Data shown is a representation of one of three biological repeats, additional data from 

biological repeats see appendices 5-7. 

 

6.5.5 CpG dinucleotide analysis of PIV3 

To further elucidate the role of ZAP in restricting hPIV3-GFP(JS) infection, we analysed the observed 

to expected ratio (O:E) for each dinucleotide by hPIV3 ORF (figure 6.5.5.1.a) and by host species (figure 

6.5.5.1.b).   

ZAP is known to act as an antiviral PRR through sensing high CpG frequencies and so we would expect 

to observe high CpG frequencies in our hPIV3 genome due to our previously identified restriction of the 

virus by ZAP. Conversely, upon analysis, we observe a strong CpG suppression in all hPIV3 ORFs, a 

known ZAP evasion tactic of many viruses due to the two co-evolving (Lin et al., 2020; Gaunt and 

Digard, 2022; Nguyen et al., 2023). As we observe restriction of hPIV3 by ZAP, the strong CpG 

suppression of hPIV3 ORFs therefore suggests that ZAP is acting as an antiviral through the 

suppression of non-viral targets rather than viral. We have previously proposed that ZAP may be 

responsible for downregulating, either by mRNA degradation or inhibition of translation (Abernathy and 

Glaunsinger, 2015), components of the IFN response including other ISGs as its recognition of CpG 

motifs is unspecific. Therefore, the observed antiviral effect of ZAP may be due to the downregulation 

of other negative regulators of the IFN response itself rather than the suppression of the virus itself. 

However, observation of CpG suppression itself may suggest a role of ZAP in the direct restriction of 

hPIV3, however the observed suppression is not enough to circumvent the antiviral role of ZAP, hence 

observing increased permissiveness to hPIV3 infection in ZAP deficient cells. Additionally, we observed 

some GpC suppression in all hPIV3 ORFs, a suppression that is not observed in the genomes of other 

RNA viruses (data unpublished).   

Additionally, the overall dinucleotide content of the PIV3 genome was analysed across different host 

species: human, bovine, other undulate, as well as the average of all species together. Analysis showed 

that there were no differences in the dinucleotide O:E content between species, including that of CpG. 
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This suggests that all variants of the virus are equally as susceptible to ZAP suppression, likely by the 

same mechanism of action, with the degree of ZAP antiviral activity reduced to due to CpG suppression. 

We do not observe full CpG suppression across genomes and this is likely a trade-off to prevent 

compromising viral fitness. 

 

Figure 6.5.5.1: Analysis of dinucleotide O:E ratios within PIV3 genomes. Analysis of the observed 

to expected ration (O:E) for each dinucleotide within the PIV3 genome. (A) O:E ratios of dinucleotides 

were analysed within each individual ORF of hPIV3. Each ORF is represented by the following colour: 

F (blue), HN (red), L (green), M (purple), NP (orange), P (black), average (brown). (B) Average O:E 

ratios of dinucleotides across whole PIV3 genomes were analysed across host species. Each host 

species is represented by the following colour: human (blue), bovine (red), other ungulate (green), 

average (purple). 
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6.6 Effect of hPIV3(JS) antiviral restriction factors on other Paramyxo- and Pneumoviruses 

Following characterisation of NF2, HSD17B12 and ZAP as antiviral factors restricting hPIV3-GFP(JS) 

infection, we wanted to investigate the effect our three genes of interest had on related Paramyxo- and 

Pneumoviruses. As such, we performed low MOI plaque assays to assess viral replication in our 

knockout cell lines compared to our A549-Cas9.NC1 control cell line and evaluated virus replication 

against three parameters: plaque number, area and intensity (as per section 6.2.2). Plaque analysis 

was carried out following infection with three viruses: hRSV, a closely related Pneumovirus; PIV5, the 

model Paramyxovirus; and hPIV3(Washington), a different strain of hPIV3 that is more resistant to IFN.  

Analysis of plaque phenotype in NF2 deficient cells showed a significant increase in at least one 

parameter against all viruses tested when compared to control cells. We observed a significant increase 

in plaque number and intensity following hRSV infection, a significant increase in plaque area when 

infected with PIV5, and a significant increase in both plaque area and intensity when infected with 

hPIV3(Washington) (summarised in table 5.1). These data indicate that NF2 has broad antiviral effect 

against other related Paramyxo- and Pneumoviruses either through a direct antiviral effect yet to be 

elucidated or through its regulation of the IFN response (section 6.3.3 and 6.3.4).  

Analysis of plaque phenotype in HSD17B12 and ZAP deficient cells showed no significant increases in 

any parameter measured, when compared to A549-Cas9.NC1 control cells, upon infection with either 

hRSV, PIV5 or hPIV3(Washington). This suggests no role of either of the two genes in the restriction of 

other related viruses. However, non-significant increases, compared to A549-Cas9.NC1 control cells, 

(table 5.1) were observed for the following: an increase in plaque area and intensity in A549-

Cas9.HSD17B12-/- when infected with PIV5, an increase in plaque number in A549-Cas9.ZAP-/- when 

infected with PIV5, and an increase in both plaque number and area in A549-Cas9.ZAP-/- when infected 

with hRSV.  

It is possible we observe non-significant differences between knockout cell lines and control cells due 

to the limited sample size inputted into the analysis method with an increased sample size overcoming 

this limitation. As we observe increased means in two out of three parameters in HSD17B12 and ZAP 

deficient cells, compared to control, upon infection of PIV5 and hRSV respectively, it provided increased 

confidence that deletion of these genes may be affecting viral replication of viruses related to hPIV3-

GFP(JS). We observe high levels of variations in plaques on the same plate and so increasing the 

number of plaques available for analysis may reduce the standard deviation observed upon statistical 

analysis. For example, whilst the sample size of A549-Cas9.NF2-/- cells was small (n = 10), we observed 

significant differences compared to control cells, but the standard deviations of each parameter were 

smaller than those for plaques identified on HSD17B12 and ZAP deficient cells. In the case of 

HSD17B12, the lack of significant results could also be a combination of small sample size and known 

reduced cell health. Further repeats to increase total number of plaques available for analysis may 

enable to further elucidate the role of our genes of interest in replication of other viruses.  
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Figure 6.6.1: NF2, HSD17B12, and ZAP are able to restrict other Paramyxo- and Pneumoviruses 

additional to hPIV3(JS). Knockout cell lines and A549-Cas9.NC1 cells were infected for 1 h with 20 - 

30 PFU of hRSV-GFP, PIV5 (F157), and hPIV3(Washington) prior to addition of avicell overlay. 

Monolayers were fixed 6 d.p.i. Cells infected with PIV5(F157) were stained with a cocktail of anti-PIV5 

antibodies specific for hemagglutinin (HN) followed by Alexa-488. Cells infected with PIV3(Washington) 

were stained with a cocktail of anti-PIV3 antibodies specific for hemagglutinin (HN) followed by Alexa-

488. or hPIV3(Washington). Plaques were detected using Phosphor Imaging, Cy2 for identification of 

GFP-positive cells. Plaque number, area, and intensity of three technical repeats was quantified using 

randomly selected plaques (denoted by n) for infection with (A) hRSV-GFP, (B) PIV5(F157), and (C) 

hPIV3(Washington). Error bars represent the SD of the mean from three technical replicates. Statistical 

analysis performed using students t-test; ****, p < 0.0001, ***, p = 0.0001 to 0.001, **, p = 0.001 to 0.01, 

*, p = 0.01 to 0.05, ns, p ≥ 0.05. 

 

Table 6.6.1: Summary of data from figure 6.6.1. Data from figure 6.6.1 was summarised to highlight 

significant parameters by cell line. Significant differences denoted by ‘✓ and non-significant differences 

denoted by ‘’. Parameters that are not significant but show an increased phenotype in knockout cells 

compared to A549-Cas9.NC1 are denoted by (*). 

Cell Line Virus 
Plaque 

Number 

Plaque 

Area 

Plaque 

Intensity 

A549-Cas9.NF2-/- 

hRSV ✓  ✓ 

PIV5  ✓  

hPIV3(Washington)  ✓ ✓ 

A549-Cas9.HSD17B12-/- 

hRSV    

PIV5   (*)  (*) 

hPIV3(Washington)    

A549-Cas9.ZAP-/- 

hRSV  (*)  (*)  

PIV5   (*)  

hPIV3(Washington)    

 

To further elucidate the potential role of NF2, HSD17B12 and ZAP as antiviral restriction factors, we 

took a data mining approach and looked for their presence in publicly available MaGeCK datasets from 

genome wide CRISPR/Cas9 screens investigating antiviral restriction factors for non-Paramyxovirus 

and Pneumovirus infections. Literature searching provided four available datasets to probe from IFN-α 

treated screens, identifying antiviral factors restricting the following viruses: YFV (Richardson et al., 

2018), HIV-1 (OhAinle et al., 2018), SARS-CoV-2 (Mac Kain et al., 2022), and IAV (Sharon et al., 2020). 

NF2 and HSD17B12 were only observed in two data sets whilst ZAP was identified in all four. Data by 

Ohainle and Mac Kain was generated using a CRISPR/Cas9 sgRNA library of interferon stimulated 
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genes. As NF2 and HSD17B12 are not described as such, they were not included in experimentation 

and therefore do not appear in subsequent analysis.  

Upon identification of the three genes of interest in these data sets (table 6.6.2), we observed highly 

varied rankings of all genes. Only the Ohainle (2018) screen investigating HIV-1 identified one of our 

genes as having a significant antiviral effect with ZAP receiving a MaGeCK ranking of 5. It was 

surprising that ZAP did not receive higher MaGeCK rankings in additional screens probed as it is known 

to be antiviral against many viruses. Instead, ZAP received MaGeCK ranking upon investigation of YFV, 

SARS-CoV-2, and IAV of 6145, 1479, and 18111 respecitively.  

We see no significant effect of HSD17B12 restricting either YFV or IAV based on MaGeCK rankings 

from other studies. Additionally, the highest MaGeCK rank for NF2 is 421 against IAV. This suggests 

no observed antiviral role of these two genes of interest against other viruses based on other genome 

wide CRISPR/Cas9 screens. However, based on the observed inconsistencies seen with ZAP, a known 

antiviral factor, this demonstrates the large amount of discrepancy between studies, as detailed in 

section 1.3.4, and indicates that screen results should be individually validated and characterised. 

 

Table 6.6.2: MaGeCK rankings of NF2, HSD17B12 and ZAP in genome wide CRISPR/Cas9 

screens within the literature. MaGeCK rankings of NF2, HSD17B12 and ZAP were extrapolated from 

genome wide CRISPR/Cas9 screens in the literature looking at antiviral restriction factors targeting a 

wide range of viruses. 

Virus 
MaGeCK Rank 

Reference 
NF2 HSD17B12 ZAP 

YFV 6724 9909 6145 (Richardson et al., 2018) 

HIV-1   5 (OhAinle et al., 2018) 

SARS-CoV-2   
1479 (full length) 

200 (long isoform) 
(Mac Kain et al., 2022) 

IAV 421 17735 18111 (Sharon et al., 2020) 

 

 

6.7 Summary 

We have further characterised three hPIV3-GFP(JS) antiviral restriction factors that also demonstrate 

potential in restricting other viruses. Following data that showed NF2, HSD17B12 and ZAP are able to 

restrict hPIV3-GFP(JS) infection at an MOI = 2.5, we subsequently investigated whether they were 

inducible genes or if they played a role in regulating the IFN response to answer the aims set out in 

section 6.1. 

We identified that of the three genes of interest, ZAP was inducible as a result of IFN induction but not 

signalling. However, neither NF2 or HSD17B12 were inducible by either IFN induction stimuli or IFN-α, 
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with NF2 constitutive expression supported by immunoblot blot data showing equivalent protein 

expression in DI treated and non-treated A549-Cas9.NC1 cells.  

Whilst only ZAP was found to be upregulated following IFN induction, we show that all three genes of 

interest appear to play a role in the regulation of the IFN induction pathway with knockout cell lines 

showing a reduction in mRNA expression of IRF3 inducible genes, IFN-β and ISG15, following DI 

treatment compared to A549-Cas9.NC1 control cells. In comparison, only NF2 was shown to have a 

significant role in the regulation of IFN signalling, with HSD17B12 deficiency having a minimal effect on 

expression of MxA, ISG15 and HERC5, and ZAP having no effect when compared to control cells.  

However, we observed high levels of variability between repeats when looking at both plaque assay 

parameters and mRNA expression levels leading to a number of non-significant results despite the 

phenotype pattern of restriction being present. As previously described, this could be due to a number 

of factors including sample size and, in the case of HSD17B12 deficient cells, poor cell health. It has 

been proposed that variability in DI treated cells could be improved by using IFN-β reporter A549 cells, 

as opposed to looking at IFN-β mRNA expression using RT-qPCR. Nevertheless, our results, observed 

over multiple biological repeats (as previously described), convince us that the data shown is valid and 

the results observed are true. 
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Chapter 7: Discussion 
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7.1 Introduction 

Viruses are obligate intracellular pathogens which have co-evolved with their hosts and as such, there 

is a large interplay between the two. The equilibrium of virus-host interactions determines the success 

or failure of a viral infection as the host provides both the machinery the virus requires to replicate, 

whilst also encoding counter measures against the virus to inhibit infection.  

Genome wide screening is a powerful tool to study these virus-host interactions (section 1.3.3) and as 

such we developed and performed a genome wide CRISPR/Cas9 screen to study the interplay between 

Paramyxovirus infection and the host. We were interested to see if we could perform a genome wide 

CRISPR/Cas9 screen for the identification of both host dependency and antiviral factors influencing 

hPIV3(JS) infection; of which screening to investigate these questions has not previously been 

performed. The use of these screening methods not only allows the investigation of complex biological 

systems, but the identification of host genes involved in either helping or hindering hPIV3 infection 

provides us with novel information about this medically important virus. Information about genes that 

impact hPIV3 infection and elucidating their mechanism of action also allows the identification of 

potentially therapeutic targets. 

Prior to performing the screen, conditions were first optimised to allow for the efficient isolation of genes 

of interest following infection of cells with hPIV3(JS). This led to the development of a screening platform 

that allowed for the identification of both host dependency and antiviral factors.  

We also provided proof-of-principle for the use of ISG15 deficient cells in the identification of low to 

moderately acting ISGs by screening. As previously discussed in section 1.3.5, whilst it is known that 

hundreds of ISGs are expressed as a result of IFN signalling, and that they have diverse roles targeting 

every stage of the viral life cycle, for many viruses, which ISGs result in inhibition of viral replication is 

unknown. This is accompanied by a large amount of redundancy within the response, with many ISGs 

having low activity when expressed in isolation, requiring a combination of many to result in an antiviral 

phenotype. As such, the development of a method to improve the identification of low to moderately 

acting ISGs will enable an enhanced understanding of the antiviral response against many viruses and 

allow further utilisation of this technique for the identification of antiviral restriction factors. 

 

7.2 Analysis of hPIV3(JS) host dependency factors  

Following screening for the identification of hPIV3(JS) host dependency factors, eight hits were selected 

for further validation (section 4.6). However, validation of our host dependency screen confirmed only 

one selected hit, SLC35A1, as a true restriction factor out of the eight tested. This was surprising as all 

selected hits had varying amounts of literature citing them as potential host dependency factors, they 

all ranked within the top 35 MaGeCK rankings (table 6.2.1), and STT3A, in particular, is within the same 

pathway as SLC35A1.  
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Table 7.2.1: MaGeCK rankings of eight host dependency factor hits selected for validation. 

 

 

 

 

 

 

 

7.2.1 Glycosylation and virus entry 

We identified six hits required for glycosylation and sialic acid metabolism: STT3A, TMEM165, ALG2, 

ST3GAL4, and SLC35A1 (figure 7.2.1.1). Whilst sialic acid metabolism was not identified during gene 

ontology analysis, this provided us with confidence that sialic acid metabolism is crucial for successful 

hPIV3(JS) replication but also that our screen was able to identify key pathways, even with a limited 

cell number for NGS analysis. Our screen was not the first to identify SLC35A1 as a HDF for viral 

infection and so the literature was able to provide a strong case for subsequent validation of the hit. 

Moskovskich et. al performed a SLC-focussed CRISPR/Cas9 screen and identified both SLC35A1 and 

SLC35A2 as genes necessary for IAV infection with independent knockout of either resulting in 

increased resistance to IAV infection due to their non-redundant roles as CMP-sialic acid transporter 

and UDP-galactose/ UMP antiporter respectively (Moskovskich et al., 2019). Two additional genome 

wide CRISPR/Cas9 screens also identified SLC35A1 as an IAV HDF, with knockout resulting in 

decreased viral receptor expression and subsequent reduced IAV entry. The identification of SLC35A1 

in multiple IAV screens, establishes the gene as a crucial component of viral entry via the sialic acid 

pathway. As mentioned, this provided confidence that SLC35A1 also plays a key role as a host 

dependency factor in hPIV3(JS) replication as our virus also uses sialic acid for viral entry (Suzuki et 

al., 2001).  Another hit we took forward from the glycosylation pathway was STT3A; an 

oligosaccharyltransferase which is a key component in catalysing the first step of the glycosylation 

pathway (Harada et al., 2019). STT3A inhibitors have been shown to result in an antiviral phenotype of 

two viruses suggesting that upstream components, as well as downstream components, including 

SLC35A1, play a role in successful viral entry and replication. SARS-CoV-2 requires glycosylation of its 

S protein and inhibition of this step results in reduced infectivity (Huang et al., 2021). Similarly, use of a 

STT3A inhibitor, NGI-1, results in dysfunctional HSV-1 infection (Lu et al., 2019). The evidence of 

STT3A in promoting infectivity of both RNA and DNA viruses, alongside the known requirement of 

glycosylation and sialic acid presentation for hPIV3 infection, led us to believe that STT3A would also 

be a HDF for hPIV3, like SLC35A1, but this was not the case following validation (figure 4.6.1). STT3A 

is one of two isoforms co-expressed in mammalian tissues (Ruiz-Canada, Kelleher and Gilmore, 2009; 

Lu et al., 2018; Harada et al., 2019) and so it could be that the other isoform is able to complement its 

Gene MaGeCK Ranking 

SLC35A1 2 

STT3A 3 

DHX9 23 

UFC1 6 

PTAR1 21 

RAD51 31 

SMU1 16 

IMP3 24 



185 
 

role in its absence, so it does not result in a strong phenotype. Conversely, SLC35A1 is the only gene 

that performs sialic acid transport, as identified in the literature, and so knockout cannot be 

complemented.  

 

Figure 7.2.1.1: Host dependency hits within the glycosylation pathway. Illustration of five of the 

hits identified to be within the glycosylation pathway: STT3A, TMEM165, ALG2, ST3GAL4, and 

SLC35A1. Hits taken forward for validation (green), hits to pass the false discovery threshold (purple), 

and others (yellow).  

Preliminary data suggested that PTAR1 was validated as a true host dependency factor however, upon 

biological repeats the difference from control became non-significant. This potentially indicates a very 

weak role of the gene in supporting hPIV3(JS) infection, supporting the idea that there is redundancy 

in the system and that other genes are able to fulfil the role of PTAR1 in its absence. PTAR1 is a 

prenyltransferase subunit required for post-translational modifications of proteins. Knockout results in 

inhibition of glycosylation pathways alongside a decrease in cell surface heparan sulphate (Jae et al., 

2013; Blomen et al., 2015) with studies showing that PTAR1 is important for RVFV infection with 

disruption resulting in RVFV resistance (Riblett et al., 2016).  

It is known that some members of the Paramyxovirus and Pneumovirus families utilise heparan sulphate 

for cell entry. For example, the G protein of Henipaviruses, HeV and NiV, bind to Ephrin B2/B3 

dependant on cellular heparan sulphate (Holen et al., 2011; Xu, Broder and Nikolov, 2012; Mathieu et 

al., 2015), and RSV G proteins and HMPV F, interact with and bind to heparan sulphate proteoglycans 

(Chang et al., 2012; De Pasquale et al., 2021). Additionally, it has also been shown that hPIV3 is able 
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to use heparan sulphate for cell entry alongside sialic acid (Bose and Banerjee, 2002), suggesting that 

PTAR1 may be necessary for successful virus entry and subsequent replication. However, upon 

inhibition of proteoglycan sulfation, virus entry was not completely blocked. We have shown that 

SLC35A1 deficiency, a gene required for sialic acid entry, inhibits hPIV3(JS) replication, when 

investigated by flow cytometry and RT-qPCR, and so it is possible that the role of PTAR1 in the role 

proteoglycan sulfation is not prominent enough, without the abolition of other entry routes, to provide a 

phenotype when looking at single knockout, with the expression of other genes supplementing its role. 

However, this does not provide explanation for it being picked up by MaGeCK in the original screening 

data. PTAR1 had five good sgRNAs identified within MaGeCK analysis, a threshold that only 20% of 

significantly positive genes passed in the negative compared to high fraction. As such, it may be that 

due to the limited number of guides identified, this enabled PTAR1 to rank higher than it would have 

otherwise done if more cells were sorted thereby being put on our radar for further validation. Together, 

this suggests a level of redundancy within host dependency factors, as well as antiviral restriction 

factors, with moderately acting genes not presenting a strong enough phenotype for their true validation.  

 

7.2.2 Limitations in validating host dependency factors 

Seven out of eight hits were not validated as true host dependency factors despite being identified from 

the literature. SLC35A1, the only gene to be successfully validated of the eight, was also the only gene 

that passed the false discovery rate threshold, a threshold we have identified to be important for the 

identification of true hits from our genome wide CRISPR/Cas9 screens. The importance of this threshold 

was further supported following validation of our AF hits (section 4.3), in which two of the three validated 

to be true hits were the only two hits, besides from internal control genes, that passed the FDR 

threshold.  

As previously mentioned, the lack of genes passing this threshold could be due to a multitude of 

reasons. Far fewer cells than anticipated were recovered following sorting leading to a low number of 

cells inputted into downstream processing and gDNA extraction. This was due to the implementation of 

smaller gates to prevent overlap of fractions (section 4.5). Additionally, the amount of gDNA extracted 

from sorted cells for NGS preparation was much less than expected, with approximately 30% of gDNA 

recovered, based on 6 pg DNA/ cells, and 70% of DNA being lost. The reduced number of sgRNAs 

subsequently extrapolated from the samples and put through the MaGeCK package would reduce the 

statistical power of the algorithm. As described in section 3.2, the algorithm works by assessing 

variability within the same sgRNAs and performing a robust rank aggregation, assessing whether genes 

are consistently clustered or more highly distributed in a positive or negative direction (Li et al., 2014). 

As such, fewer analysed cells will result in a reduced gDNA extracted, and a reduced number of sgRNAs 

identified, observed as a low number of ‘good sgRNAs’ during MaGeCK analysis. This enhances the 

effect of the variability observed and prevents genes from passing the threshold. Whilst all hits passed 

the significance threshold, they did not all pass the FDR threshold; the FDR threshold being a more 

stringent threshold that considers the ratio of false positive results to the number of total positive results, 
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a ratio that increases as sample size decreases. The ability of our screen to identify genes that pass 

the FDR threshold is therefore a clear limitation of our investigation. However, the observed loss of 

gDNA extracted could be attributed to fixation of cells prior to sorting. During small scale optimisation 

(figure 4.4.5), the reduced amount of gDNA extracted was not identified as having a significant impact 

on results. However, at larger scales, such as our screen, this impact became evident. Therefore, future 

screens should primarily be performed using non-fixed cells unless unavoidable. 

 

7.3 NF2 

Following screening for the identification of hPIV3(JS) antiviral restriction factors, eight hits were 

selected for further validation (section 5.3). Three hits were validated as true restriction factors and were 

taken forward for further characterisation: NF2, HSD17B12, and ZAP.  

Upon knockout of NF2 we observed an increase in infectivity of hPIV3-GFP(JS) by flow cytometry and 

RT-qPCR (section 6.3), identifying the gene as an antiviral factor. We have shown that NF2 is a 

constitutively expressed gene that is not upregulated by IFN induction or signalling but it does play a 

role in regulating both components of the IFN response, and so we wished to begin elucidating its 

mechanism of action from the literature. 

 

7.3.1 NF2 and the Hippo-YAP pathway 

NF2 is a known component of the Hippo-YAP pathway (reviewed; (Wang et al., 2020)), facilitating the 

phosphorylation, and subsequent activation, of LATS1/2 by MST1/2. Activation of LATS1/2 results in 

the phosphorylation of YAP/TAZ, leading to its cytoplasmic retention, due to an interaction with 14-3-3, 

or poly-ubiquitination and subsequent degradation; this puts YAP/TAZ into its inactive form (Poltorak et 

al., 1998; Lallemand et al., 2003; Yin et al., 2013). When in its active form, YAP/TAZ is a negative 

regulator of IFN induction and so its inactivation, dependent on NF2, means NF2 is a positive regulator 

of IFN induction (figure 7.3.1). This regulation by NF2 is multifaceted with YAP/TAZ and upstream 

components having well established roles in the regulation of IFN induction. It has previously been 

shown IRAK1 can inhibit RIG-I-induced IFN-β expression through its kinase activity (An et al., 2008). 

However, MST1/2 has been shown to inhibit IRAK1, through phosphorylation, to prevent this negative 

regulation. This leads to enhanced IFN-β expression via increased IRF3 activation (An et al., 2008; 

Bruni et al., 2013; Li et al., 2015). YAP/TAZ is known to inhibit TBK1 by inhibiting its interaction with 

MAVS, STING and IRF3 leading to a decrease in type I IFN (Zhang et al., 2017). It has also been shown 

to directly inhibit the dimerization and nuclear localisation of IRF3 (Wang et al., 2017). However, upon 

activation of MST1/2, LATS1/2 is able to inhibit these functions of YAP/TAZ. The IFN response also 

enters a positive feedback loop with Hippo-YAP signalling, with phosphorylated IRF3 inducing the 

expression of MST1 from the MST1 promoter to further upregulate its antiviral effector functions (Yuan 

et al., 2017). However, there is an internal control switch to prevent over expression of IFN-β as MST1 

is additionally able to inhibit both TBK1 and IRF3 (Meng et al., 2016). As MST1 can be expressed from 
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the MST1 promoter as a result of IRF3 binding, this activity is NF2 independent. Because NF2 

inactivates the YAP/TAZ pathway, cells deficient in NF2 will be more susceptible to viral infection, as 

observed in section 5.3. This is because MST1 will not be activated, resulting in the negative regulation 

of RIG-I by IRAK1. Additionally, in the absence of NF2, LATS1/2 is not activated by MST1/2 and so 

YAP/TAZ phosphorylation is reduced, thereby preventing its degradation and cytoplasmic retention. 

This results in inhibition of TBK1 and IRF3 by YAP/TAZ, a diminished IFN response, and subsequent 

uninhibited viral replication. 

We observed that IRF3 protein expression was reduced in DI-treated (RIG-I agonist) NF2 deficient cells 

compared to control by western blot. This correlated with decreased IFN-β and ISG15 mRNA 

expression in NF2 deficient cells compared to control, both genes that are expressed as a result of IRF3 

dimerization and nuclear translocation. We therefore postulated if IRF3 degradation was linked to 

YAP/TAZ regulation of TBK1 and IRF3. In NF2 expressing cells, YAP/TAZ is inhibited and so TBK1 can 

activate IRF3 for binding to the IFN-β promoter. However, in cells deficient in NF2, YAP/TAZ is able to 

inhibit both TBK1 and IRF3 in mechanisms previously described. It has previously been shown that 

RBCK1 is able to negatively regulate the IFN response by mediating degradation of IRF3 resulting in 

upregulated viral infection (Zhang et al., 2008). Therefore, it may be possible that an increase in non-

phosphorylated IRF3 accumulation in the cytoplasm in NF2 deficient cells results in a more rapid 

turnover by proteins such as RBCK1.  

 

7.3.2 A novel role of NF2 in IFN signalling 

Whilst the role of NF2 in regulating IFN induction has been well characterised, its role in IFN signalling 

is less so. Previous work has described the role of a TAZ isoform, cTAZ, that contains a C-terminal 

domain but not TEAD binding or WW domains. However, as it lacks a WW domain, it is unable to 

interact with LATS1/2 and as such, it is not regulated by and lacks Hippo-YAP functions (Fang et al., 

2019). Instead, it is an isoform transcribed by an alternative promoter induced by type I IFN JAK-STAT 

signalling. cTAZ then acts as a negative regulator of JAK-STAT signalling by disrupting the dimerization 

and nuclear translocation of STAT1 resulting in the decreased expression of ISGs from ISRE-containing 

promoters. However, as cTAZ is not regulated by Hippo-YAP signalling, NF2 does not play a role within 

negative regulation of IFN signalling by cTAZ. As such, the regulative role of NF2 in IFN signalling, 

observed in section 5.3.4, is still not fully explained. Currently, there is no evidence in the literature of 

NF2 regulating IFN signalling, and so further experimental investigation may elucidate a novel role of 

NF2 in within innate immunity.  
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Figure 7.3.1: Mechanisms of NF2 in regulating the IFN response. NF2 (green) is an upstream 

regulator of the Hippo/YAP pathway resulting in the inactivation of YAP/TAZ. YAP/TAZ is a negative 

regulator of IFN induction in an NF2-depndent manner, and a differentially expressed isoform is a 

regulator of IFN induction in an NF2-independent manner.  

 

7.4 HSD17B12 

We identified HSD17B12 to provide an antiviral phenotype through the regulation of IFN induction, but 

not signalling, as shown through its knockout in A549 cells. Results showed decreased expression of 

IRF3-dependent genes in HSD17B12 deficient cells compared to control, but not those expressed from 

ISRE-containing promoters (section 6.4). HSD17B12 is a crucial enzyme in the steroid metabolism 

pathway, catalysing the second step in fatty acid elongation beyond palmitic acid (Mohamed et al., 

2020). It is therefore essential for very long chain fatty acid (VLCFA) synthesis.  
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7.4.1 HSD17B12 and lipid droplets 

Lipid droplets (LDs) are intracellular storage organelles composed of triglycerides and VLCFAs, such 

as oleic and stearic acids, and HSD17B12 is essential to their formation and maintenance (Mohamed 

et al., 2020; Monson et al., 2021a; 2021b). As such, it has been shown that HSD17B12 knockdown 

results in a decrease in number, area, and density of LDs due to the decrease in oleic acid and 

subsequent increase in abundance of its palmitic acid precursor with supplementation of oleic acid able 

to rescue the formation of LDs in HSD17B12 knockdown cells (Rohwedder et al., 2014; Mohamed et 

al., 2020; Monson et al., 2021a). Lipid droplets have three predominant functions: lipid storage and 

transport, metabolism, and protein storage and degradation (Monson et al., 2021b). They have been 

shown to perform various roles during infection with previous work showing that an increase in LDs can 

protect against bacterial infection in cell culture and zebrafish fish models (Monson et al., 2021a). They 

are also known to act as signalling platforms to regulate signalling and interact with other organelles 

(Monson et al., 2021a). However, their role in viral infection is still to be fully understood with research 

showing both an antiviral and proviral role of these cytoplasmic organelles (Mohamed et al., 2020; 

Monson et al., 2021b; 2023).  

Flaviviruses and other positive sense RNA viruses lack their own enzymes for lipid synthesis and as 

such, require host machinery and lipid droplets for virion assembly and successful replication. For 

example, DENV utilise LDs as a scaffold for the assembly of nucleocapsids alongside using LDs as 

energy substrates to boost metabolism by upregulating lipophagy (Monson et al., 2021b). Additionally, 

it has been shown that that a reduction in the number of LDs in a cell, reduces the number of infectious 

HCV particles produced (Mohamed et al., 2020). However, use of LDs for successful virion assembly 

has so far only been described in the literature for (+) ssRNA viruses (Altan-Bonnet, 2017; Zadoorian, 

Du and Yang, 2023). Conversely, it is known, and well described that (-) ssRNA viruses, including 

Paramyxoviruses, RSV, and Rabies, utilise liquid-liquid phase separation replication compartments 

rather than LDs (Lahaye et al., 2009; Risso-Ballester et al., 2021; Su et al., 2021). 

Additionally, previous work has shown an interplay between LDs and innate immunity, specifically the 

IFN response (figure 7.4.1). An increase in LD number has been shown to increase expression of type 

I and type III IFN with increased expression of IFN also resulting in increased abundance of LDs 

(Monson et al., 2021a). This has been demonstrated by both infecting cells with virus and by using 

PAMP mimics to induce the IFN response. Upon infection of primary astrocytes with either HSV-1, IAV, 

DENV or ZIKV, increased LD accumulation was observed as soon as 2 h.p.i, decreasing 72 h.p.i, and 

resulted in decreased viral replication of all viruses. This has also been shown in vivo in mice, with an 

increase in large LDs observed in bronchioles following IAV infection as well as increased LD 

accumulation in mice infected with LCMV at both 2 and 4 d.p.i compared to controls (Monson et al., 

2021a). As previously mentioned, studies investigating the interplay between innate immunity and LD 

formation have also used PAMP mimics, specifically poly I:C, an RNA mimic that engages RLR and 

TLR receptors. It was shown that activation of TLRs by poly I:C recapitulated the results seen upon 

infection with an increase in LD number but not size (Monson et al., 2021a). 



191 
 

Work by multiple groups has shown that the accumulation of LDs is biphasic; first in an IFN-independent 

manner and then IFN-dependent (Rohwedder et al., 2014; Monson et al., 2021a). In response to a 

PAMP, TLR activation engages the EGFR, the predominant activation route, resulting the in the 

accumulation of LDs independent of IFN. Through a mechanism yet to be determined, this accumulation 

of LDs results in an increase in type I and III IFN production. Work in Vero cells, deficient in a functioning 

IFN response, has shown that when stimulated with dsRNA, an IFN independent increase in LD size 

and number was observed. This IFN independent response has been additionally shown following 

infection with both HSV-1 and ZIKV with inhibition of the EGFR, resulting in a decrease in IFN-β at both 

the mRNA and protein level alongside reduced LD formation and subsequent increased viral replication 

at 24 and 48 h.p.i (Monson et al., 2021a). Correlation between LD accumulation and type I and III IFN 

expression has also been observed in HeLa and Huh-7 cells as well as the previously describe primary 

astrocytes (Monson et al., 2021b). Release of IFN from the cell and binding to the IFN receptor, results 

in a secondary wave of LD accumulation that is IFN dependent. This IFN dependent mechanism was 

shown through conditioned media, containing secreted IFN, being placed onto Vero cells resulting in 

increased LD accumulation; however, blocking of IFNAR1 is able to reverse this effect. Additionally, LD 

accumulation was seen to mimic the known high turnover of IFN mRNA with a sharp increase between 

2 and 8 h post-treatment and back at baseline by 72 h (Monson et al., 2021a). A biphasic pattern is 

also seen in an increase in LD number following oleate treatment of Huh-7 cells. Infected cells treated 

with oleate show a sharp increase in LD number at early timepoints, followed by a plateau and a 

continuous but slower rate of increase at later timepoints. It has been proposed that the first stage of 

rapid LD formation is oleate-independent and a result of a signalling response, with LDs generated from 

existing cellular lipids, and at later time points oleate is incorporated into LDs (Rohwedder et al., 2014). 

This correlates with the biphasic model proposed whereby the first stage in IFN-independent, 

suggesting to be as a result of EGFR signalling, and the second stage IFN-dependent by a yet 

uncharacterised mechanism. This is further supported by evidence that addition of oleic acid can further 

upregulate the number of LDs and subsequent transcription of IFN and ISGs following infection with 

HSV-1, IAV, DENV or ZIKV (Mohamed et al., 2020; Monson et al., 2021a). 

 

7.4.2 The interaction between lipid droplets and ISGs 

As well as interplay between IFN and LDs, ISGs have also been shown to localise to LDs. These include 

viperin, members of the IRGM family, STAT1/2, RIG-I and MDA5 (Monson et al., 2021b; 2023). Upon 

infection of mice with LCMV, a proteomics approach to look at components of LDs and LD associated 

proteins at 4 d.p.i found differently upregulated genes within ‘cellular defence response to virus’ and 

‘response to IFNs’ pathways. Of the proteins found within these pathways, the percentage of proteins 

associated with LDs was analysed. This analysis showed that Viperin, a known LD associated ISG, 

localised to 54.8% of LDs, STAT1 to 44.9%, and STAT2 to 29.9%. Further investigation at 8 h.p.i 

showed that phosphorylated STAT1 was localised to a higher percentage of LDs than its non-

phosphorylated form (Monson et al., 2023). Outside of infection models, viral RNA mimics have been 

utilised to identify additional components of the IFN response that localise to LDs. Through this method, 
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RIG-I, MDA5 and MAVs have all been identified. Mitochondria, with MAVS associated, has been shown 

to localise to LDs alongside RIG-I to form a signalosome complex for IFN induction upon infection with 

ZIKV or dsRNA stimulation (Monson et al., 2023). These proteomic changes in LDs are dynamically 

changed following viral infection showing the organelles are sites for enhanced interactions important 

for IFN induction and antiviral phenotype. Additionally, work in a C. elegans model has shown a lipid 

dependent effect on infection outcome. In mutants deficient in oleate production, expression of irg-4, a 

known immune effector, is reduced compared to controls resulting in increased susceptibility to bacterial 

infection. This phenotype was shown to be the result of fatty acid availability with oleate 

supplementation complementing the phenotype and knockdown of pathways upstream of oleate 

synthesis resulting in the same bacterial susceptibility phenotype.  

It was shown that infection susceptibility in oleate deficient mutants was further exacerbated upon 

knockdown on the Toll/IR-1 protein domain in C. elegans (Anderson et al., 2019b). Within mammalian 

cells, TLR adaptor proteins contain TIR domains and so this may suggest a link between TLR activation 

of LDs in cell culture models and C. elegans supporting TLR activation of LDs and their antiviral function. 

Furthermore, it has been found that members of the IRGM family, IRGM1 and IRGM3, localise to LDs 

(Monson et al., 2021b). These are ISGs that regulate autophagy, with their autophagy and host 

response regulation dependent on LD interaction. Whilst autophagy is known to have an antiviral effect 

through destroying infectious virions or activating an innate or adaptive immune response, some viruses 

use it to promote replication, for example MeV (Grégoire et al., 2011). It has been shown that a siRNA 

depletion of IRGM expression, results in decreased MeV replication with the C protein shown to interact 

with IRGM to exploit autophagy. Whilst it might not be the activity of IRGM, as a result of LD 

accumulation, resulting in an antiviral activity against Paramyxoviruses, it has not yet been investigated 

whether additional ISGs, other than those previously described, use LDs to enhance their activity or 

activation. 

 

7.4.3 Other implications of HSD17B12 deficiency 

HSD17B12 may also be playing an antiviral role outside of lipid droplet formation as it is also required 

for the synthesis of arachidonic acid (AA), the precursor of prostaglandin E2 (PGE2) (Kemiläinen et al., 

2016). Prostaglandins are lipid compounds derived from AAs that are involved in a number of cellular 

processes and pathways (Pettipher, 1998). However, their role in regulation of viral infection is still 

under debate with contradicting literature indicating both proviral and antiviral roles; reviewed in 

(Sander, O’Neill and Pohl, 2017). However, it has previously been shown that PGE2, the downstream 

product of AA, inhibits PIV3 replication in a mechanism not characterised (Luczak et al., 1975). 

The role of HSD17B12 in VLCFA synthesis has large effects on host cell processes and subsequent 

viability. Validation and characterisation of HSD17B12 has therefore been difficult due to poor cell health 

in our knockout cells. Whilst cell viability has been poor in HSD17B12 knockout out cells, previous work 

has shown that HSD17B12 knockdown, rather than knockout, does not affect the viability of proliferation 

of Huh-7 cells (Mohamed et al., 2020) and so knockdown, inducible or not, may allow characterisation 
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of this gene of interest. Additionally, it may be that supplementation of oleate or oleic acid, as previously 

described, may preserve knockout cells in general passage until required for experimentation. These 

changes may allow us to further elucidate the mechanism of action of HSD17B12 as an antiviral factor.  

Based on literature analysis, it is likely the role of HSD17B12 in lipid droplet formation that is resulting 

in the observed regulation of IFN induction. However, the role of lipids in both host processes and viral 

infection is vast and implicated in many pathways. As such, the role of HSD17B12 in the formation of 

VLCFAs and restriction of hPIV3(JS) may be multitudinous. It is therefore perplexing as to how 

HSD17B12 was identified from the IFN screen if, as previously described, it does not display a strong 

antiviral phenotype in isolation. A possible explanation is that screens, and initial validation of hits, were 

performed at a low passage, and we observe that cell health in HSD17B12 deficient cells decreases 

over time. Therefore, it may be possible that cell health of the knockout cells was viable enough for its 

mechanism of action to have an antiviral effect. Nevertheless, it is likely to be a true result, not amplified 

by the lack of other gene passing the false discovery threshold, as statistical outputs were calculated 

from only two good sgRNAs out of five. This suggests that results were not due to a higher number of 

sgRNAs being extrapolated from the NGS dataset than other genes. As such, characterisation at very 

low passage number, or HSD17B12 knockdown, may allow further investigation of this antiviral factor. 
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Figure 7.4.1: Role of HSD17B12 is regulating IFN induction. HSD17B12 is a key component of very 

long chain fatty acid synthesis, a key component of lipid droplet formation which is a biphasic process 

resulting in (1) the accumulation of lipid droplets following PAMP stimulation and an increase in type I 

and III IFN expression and (2) IFN mediated LD accumulation resulting in enhanced IFN induction.  
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7.5 ZAP 

We identified ZAP (identified as ZC3HAV1 in our MaGeCK analysis) to be a hPIV3-GFP(JS) restriction 

factor. Results showed that ZAP was both IRF3 inducible and plays a role in the regulation of IFN 

induction whilst not playing a role within IFN signalling, unlike NF2. It was not surprising that we 

identified ZAP to play an antiviral role against hPIV3(JS) as it is a known broad antiviral factor described 

to target several viruses, both with RNA and DNA genomes (Ficarelli, Neil and Swanson, 2021). These 

include IAV, SeV, NDV, Alphaviruses, SINV, JEV, SARS-CoV-2 and HBV (Bick et al., 2003; Hayakawa 

et al., 2011; Mao et al., 2013; Gaunt et al., 2016; Li et al., 2017; Chiu et al., 2018; Zhang et al., 2020).  

Multiple ZAP isoforms are present as a result of alternative splicing, the most common being the short 

form (ZAPS) and the long form (ZAPL). Whilst all isoforms contain a N-terminal RNA binding domain 

with four CCCH-type zinc finger motifs, they differ in their C-terminal domains with ZAPL also 

possessing a C-terminal PARP-like domain with no ADP-ribosyltransferase activity (figure 7.5.1). These 

two isoforms have been shown to differ in their cellular localisation and activity with ZAPS shown to 

have a regulatory role and ZAPL a more direct antiviral role (Ficarelli, Neil and Swanson, 2021). This 

difference in subcellular localisation is determined by prenylation of the C-terminal CaaX motif and 

farnelysation present in the ZAPL PARP-like domain which targets ZAPL to endolysosomal membranes 

(Chemudupati et al., 2019; Schwerk et al., 2019). 

 

 

Figure 7.5.1: Schematic of ZAP isoform gene structures. Both ZAPS and ZAPL contain an N-

terminal RNA binding domain, able to bind CpG motifs, and a central domain. ZAPL additionally 

contains a catalytically inactive PARP-like domain which results in differential cellular localisation. 

(Adapted from (Ficarelli, Neil and Swanson, 2021)). 

 

7.5.1 ZAPS 

ZAPS has been shown to have a role in the regulation of IFN induction; however, this is still contested 

with opposing literature (Ficarelli, Neil and Swanson, 2021). The short isoform has been shown to 

enhance production of type I IFN by mediating RIG-I, NF-kB and IRF3 (Hayakawa et al., 2011). 

Following NDV infection, ZAPS has been shown to interacts with RIG-I via its carboxy-region domain 

resulting in enhanced IFN production by promoting RIG-I oligomerisation. Additionally, knockdown of 
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ZAPS was shown to result in reduced IRF3 dimerization and subsequent nuclear localisation. This is 

described to be as a result of ISRE and IRF-binding elements within the ZAP promoter region 

(Hayakawa et al., 2011). Similarly, ZAP knockdown results in the reduction of phosphorylated IRF3 

following IAV infection resulting in suppression of IFN-β mRNA in A549 cells (Zhang et al., 2020). This 

effect was ZAPS-dependent and ZAPL-independent indicating that ZAPS is a positive regulator of the 

IFN response in an IRF3-depdent manner, not requiring the PARP domain (Hayakawa et al., 2011; Li 

et al., 2019a). Conversely, ZAPS has also been shown to interact with the 3’-UTR of IFN mRNAs with 

ZAP knockout resulting in increased IFN-(β, λ1, λ2, and λ3) mRNA and subsequent increase in IFIT1 

and ISG15 expression in knockout cells. Therefore, suggesting that ZAPS targets host IFN mRNA for 

a negative regulatory response and prevent autoinflammation (Schwerk et al., 2019). We observe a 

reduction in IFN-β expression in ZAP knockout cells compared to control, thereby supporting the 

argument that ZAP is a positive regulator of the IFN induction pathway. However, our data was 

produced following the knockout of full-length ZAP and so confirmation is required following the ectopic 

expression of each isoform in our knockout cells.  

We observed that ZAP expression is induced following DI treatment but not IFN-α treatment indicating 

that expression is IFN induction but not signalling dependent. In particular, western blot data showed a 

significant upregulation of ZAPS compared to ZAPL, which is instead shown to be constitutively 

expressed. Expression following IFN induction is supported by the literature which shows ZAPS 

expression is enhanced following viral infection, including IAV, and is IRF3-dependent following PAMP 

stimulation. Upon stimulation with a RIG-I ligand, ZAPS expression was not observed in IRF3 deficient 

cells suggesting IRF3-dependency (Schwerk et al., 2019). Additionally, Zhang et al. showed by 

immunoblot that upon knockdown of ZC3HAV1, the gene encoding ZAP, there is reduced protein 

expression of phospho-IRF3 following IAV infection, with the reverse observed following overexpression 

(Zhang et al., 2020). However, when IRF3 deficient cells are treated with IFN-α, they have been shown 

to exhibit robust expression of ZAPS, whilst IFNAR1 deficient cells do not, indicating ZAPS expression 

may be a downstream consequence of IRF3 deficiency resulting in inhibited expression (Schwerk et 

al., 2019). Moreover, ZAPS, but not ZAPL, has been shown to be upregulated in response to IFN-β 

treatment (Zhang et al., 2020). These findings differ to our results in that we do not observe expression 

of full-length ZAP, by RT-qPCR, to be IFN signalling dependent following IFN treatment. However, as 

we extrapolated findings following RT-qPCR of primers designed against the full-length form of ZAP 

following IFN-α treatment. It may be that IFN signalling leads to ZAPS through alternative 

polyadenylation, and so an alternative isoform is not observed unless IFN signalling is activated. 

Repetition of RT-qPCR, or analysis by western blot, specifically for ZAPS will allow us to compare data 

more closely to that in the literature. 

 

7.5.2 ZAPL 

On the other hand, ZAPL has been shown to act as a more direct antiviral. Previous work has shown 

that following alphavirus infection, ZAPL is localised to viral RNA (Schwerk et al., 2019) whilst 
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prenylation at the C-terminus of ZAPL enhances antiviral activity in mice (Li et al., 2019a). The direct 

antiviral phenotype of full-length ZAP is thought to function via two mechanisms: targeted RNA 

degradation and inhibition of translation. Both of which rely on ZAP cofactors with RNA binding activity 

including TRIM25 and KHNYN (Wang et al., 2010; Mao et al., 2013; Ficarelli et al., 2019). Activation of 

ZAP relies on the interaction of its N-terminal domain with the SPRY domain of TRIM25. The 

mechanism of this interaction is still not fully understood but it is known that both ZAPS and ZAPL are 

ubiquitylated at multiple sites and deletion of TRIM25 reduces this modification. Another ZAP cofactor, 

KHNYN, is responsible for the mediation of viral mRNA degradation by ZAP with its NYN domain 

thought to have endonuclease activity. As such, KYNYN depletion has been shown to increase HIV-1 

virion production (Ficarelli, Neil and Swanson, 2021). As ZAP activity relies on these cofactors for its 

activity, we would therefore expect them to appear significant within our MaGeCK analysis however this 

is not the case with TRIM25 and KHNYN, ranking 2274 and 7944 respectively. However, observation 

shows that each gene has only one good sgRNA present in the analysis. Due to the limitations 

previously described and the algorithm used, we would therefore expect these genes to rank more 

highly and even become significant following repeating with a greater number of cells. ZAP is also able 

to inhibit virus replication by inhibiting translation initiation. Interaction with eIF4A and eIF4G prevents 

their recognition of the 5’ cap structure on mRNA, therefore preventing initiation of translation (Ficarelli, 

Neil and Swanson, 2021). Together it is these two mechanisms of directly binding RNA that are thought 

to be the main drivers in ZAP antiviral activity (figure 7.5.2). 
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Figure 7.5.2: Mechanism of action of two ZAP isoforms. ZAPS (left) has a regulatory role within IFN 

induction, promoting RIG-I and IRF3 activation resulting in enhanced IFN-β expression. It is also able 

to negatively regulate and control for autoinflammatory responses by binding the C-terminal of IFN-β 

mRNA and inhibit its translation. ZAPL (right) plays a more direct role in in inhibiting viral replication by 

either (i) directly binding vRNA resulting in mRNA degradation, or (ii) inhibiting binding of eIF4A/G to 5’ 

cap structure on mRNA thereby inhibiting translation. ZAPL adapted from (Ficarelli, Neil and Swanson, 

2021). 

 

7.5.3 The relationship between ZAP function and RNA dinucleotide content 

ZAP is known to function by sensing CpG motifs and targeting RNA with high CpG frequencies 

irrespective of whether it is of viral or host origin. However, vertebrate genomes have evolved to 

suppress CpG dinucleotide frequency to enable ZAP discrimination between self and non-self RNAs. 

Despite this, ZAP has still been shown to regulate host gene expression with ZAP depletion in HeLa 

cells shown to change the expression of IFN response proteins (Ficarelli, Neil and Swanson, 2021). 

Following CpG sensing, ZAP can then mediate inhibition of translation or target the mRNA for 

degradation as previously described (section 7.5.2). If the RNA source is of viral origin, this then results 
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in CpG dependent inhibition of viral infection (Odon et al., 2019). To this effect, we analysed the 

dinucleotide frequencies within the PIV3 genome of three species, including human. As we observe 

virus restriction by ZAP, we expected to see a lack of CpG suppression in the PIV3 genome like in 

viruses such as IAV, Ebola and Sindbis virus (figure 7.5.3.1) (Ficarelli, Neil and Swanson, 2021). 

Conversely, we observe suppression of CpG O: E frequencies across all ORFs of the PIV3 genome, 

regardless of host species.  

CpG suppression of other viruses, such as CMV, can be observed in only certain ORFs, unlike PIV3 in 

which suppression is universal. ZAP has been shown to specifically target transcripts from the UL4-

UL6 gene locus, resulting in antiviral restriction (Gonzalez-Perez et al., 2021). This is likely to do with 

the evolutionary arms race between ZAP and viruses. ZAP is known to be an ancient ISG which viruses 

have co-evolved with and so viruses have co-evolved CpG suppression as a ZAP evasion mechanism. 

CMV is a large virus, with a 236 kbp genome and approximately 170 ORFs based on canonical protein 

genes (Murphy and Shenk, 2008), compare to PIV3 which is a small virus of only 8 genes and 

approximately 15 kb (Marsh et al., 2012). As such CpG suppression is more evolutionary simple for 

PIV3 than other larger and more complex viruses. Therefore, this may explain the universal suppression 

of CpG’s across the genome. It may be considered surprised that we observe CpG suppression whilst 

also observing ZAP dependent restriction of hPIV3(JS) replication. However, we did not observe a 

strong antiviral response, with only a 2-3 fold reduction compared to control in IFN-treated cells, when 

investigated by RT-qPCR (figure 6.5.1.1). Therefore, this is not inconsistent with CpG suppression. 

Observation of CpG O:E ratios of other viruses restricted by ZAP, such as SARS-CoV-2 which is 

inhibited by both ZAPS and ZAPL, show similar levels of CpG suppression suggesting this is not a 

limiting factor to ZAP restriction (Lee et al., 2021a). However, we also observe that ZAP appears 

capable of regulating IFN induction and so CpG independent regulation of IFN induction, rather than 

direct antiviral effects (as previously described) may be having a larger effect. 
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Figure 7.5.3.1: CpG dinucleotide content across viruses. Ratio of CpG O:E plotted against CpG per 

genome size (kb RNA). Viruses are clustered into approximately three groups with varying levels of 

ZAP susceptibility with hPIV3 (purple) falling within the base of group two. Viruses within Retroviridae 

(red), Coronaviridae (green), Filoviridae (orange), and Togaviridae (yellow) additionally highlighted.   

Adapted from (Ficarelli, Neil and Swanson, 2021). 

In addition to CpG suppression, we also observed GpC suppression, a phenomenon not observed in 

other viruses (data unpublished). For analysis, ORFs are annotated in the 5’ to 3’ direction and so 

dinucleotide frequencies are observed in the same direction. For example, during transcription, a 3’ - 5’ 

GpC dinucleotide on the genome results in ZAP suppression of the resulting CpG on the 5’ – 3’ mRNA 

transcripts. Whereas, during replication, a GpC on the 5’ - 3’ antigenome results in ZAP suppression of 

the resulting CpG on the 3’ – 5’ genome (figure 7.5.3.2). We hypothesise that GpC suppression could 

be due to three possible explanations: stochastic coincidence, RNA genome protection, or to protect 

transcripts in the opposite direction. We observe moderate GpC suppression in comparison to CpG 

suppression whilst CpG suppression is enhanced compared to other viruses (figure 7.5.3.1). This 

suggests the GpC suppression is a stochastic coincidence. Alternatively, it may be that we observe 

GpC suppression as the virus has evolved to protect the 3’ – 5’ RNA genome during replication of the 

5’ to 3’ antigenome. However, this is unlikely as genomes are packaged and the coating process is 
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tightly linked to replication, so ZAP is not likely to ever see nascent RNA (Bloyet, 2021). Finally, it is 

possible that GpC suppression is present to protect transcripts in the 5’ to 3’ direction but this is again 

unlikely as Paramyxovirus transcription is known to begin from a 3’ Le promoter. Consequently, it is 

likely that GpC suppression is stochastic, and it may have no effect on ZAP restriction of hPIV3(JS). 

 

 

Figure 7.5.3.2: Mechanism of ZAP evasion by dinucleotide suppression. CpG and GpC 

dinucleotide suppression inhibits the action of ZAP at both the transcription and replication stage. CpG 

suppression (top box) prevents ZAP inhibition of nascent, uncoated 5’ to 3’ mRNA (green) during viral 

gene transcription. GpC suppression (bottom box) on the 5’ to 3’ antigenome (green) prevents ZAP 

inhibition of the 3’ to 5’ genome (blue). 

We also observe moderate UpA suppression in our hPIV3 genome, a phenomenon observed across 

the vertebrate RNA virus group (Odon et al., 2019). ZAP has previously been shown to bind to both 

CpG and UpA sequences upon infection with Echovirus 7 (E7), with attenuation of E7 observed in UpA-

high mutants. Additionally, mutation of IAV segment five to be UpA-high also results in virus attenuation 

in both cell culture and mice models. Therefore, UpA suppression may be another evasion strategy by 

hPIV3(JS). However, this effect may be a ZAP-independent evasion technique as RNaseL is also 

known to target single-stranded RNA sequences at UpA dinucleotides (Odon et al., 2019).  

Together, our data supports the majority of that found in the literature showing ZAP regulation of the 

IFN response alongside a potential direct antiviral effect. However, further elucidation of the mechanism 

of action occurring is required using individual isoforms of ZAP.  



202 
 

 

7.6 Exploiting the role of ISG15 as a negative regulator of the IFN response 

There is a need to improve the identification of ISGs and other antiviral restriction factors, as information 

not only provides us with information about how the host responds to virus infection, but information 

about their mechanism of action may elucidate novel pathways for therapeutic treatment. However, as 

described in the introduction (section 1.3.5), we observed a need to improve the identification of low to 

moderately acting restriction factors and overcome redundancy within the IFN response when 

employing screening technology. Improved identification of restriction factors would not only be useful 

within genome wide screening, and further their use in the field, but also within single gene studies.  

Previous work in the lab suggested that known negative regulators of the IFN response could be 

exploited to achieve enhanced identification, namely ISG15, whereby ISG15 deficiency results in the 

overexpression of ISGs in IFN-treated cells (section 1.3.5) (Holthaus et al., 2020). We subsequently 

performed proof-of-principle studies in ISG15 deficient cells to successfully broaden the window for 

identification, detailed in figure 1.3.5.1, to enable the identification of low acting ISGs previously 

described as not having virus restricting capabilities in A549 naïve cells.  

During proof-of-principle studies, we were able to demonstrate four key findings: (i) ISG15 deficiency 

enhances IFN-dependent virus restriction, (ii) multiple ISGs are required to restrict PIV5, (iii) we are 

able to broaden the quantitative working window for the identification of low acting ISGs, and (iv) IFIT1 

restricts hPIV3(Washington) infection. The latter two of these findings are crucial to implementing the 

use of ISG15 deficient cells within an experimental workflow.  

Previous work by Holthaus et. al had suggested that hPIV3(Washington) was not restricted by IFIT1 

(Holthaus et al., 2020). However, this was investigated using shRNA knockdown of IFIT1 and so we 

therefore aimed to see if this was a true phenotype following CRISPR/Cas9 knockout. Upon, IFN-α pre-

treatment, followed by hPIV3(Washington) infection, of A549-Cas9.IFIT1-/- cells, this phenotype was 

recapitulated, and results suggested that IFIT1 was not a hPIV3(Washington) restriction factor. 

However, upon infection of our A549-ISG15-/-.Cas9.IFIT1-/- cells, this phenotype changed. The 

percentage of cells infected in our double knockouts compared to ISG15-deficient-only cells was higher, 

therefore suggesting that IFIT1 does play a role in restricting hPIV3(Washington). This observation was 

only permissible due to the exploitation of a negative regulator of the IFN response to expand the 

quantitative window. As hPIV3(Washington) is more resistant to the effects of IFN, IFN-α pre-treatment 

of control cells prior to infection does not reduce the percentage of cells infected to a significant degree 

compared to non-IFN treated cells and so phenotypes upon depletion of an ISG cannot be identified. 

Conversely, upon deletion of ISG15, the IFN response becomes dysregulated and the expression of 

ISGs upregulated. Whilst hPIV3(Washington) is more resistant to the effects of IFN, the ability of the 

virus to overcome this dysregulated response is more difficult and so IFN-α pre-treatment in ISG15 

deficient cells results in a reduced percentage of cells becoming infected, therefore broadening the 

working window for the identification of antiviral restriction factors, such as IFIT1. This finding, that 

hPIV3(Washington) is indeed restricted by IFIT1 to a moderate degree, therefore suggests that ISG15 
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deficient cells may enable the identification of ISGs that target other viruses more resistant to IFN, or 

low to moderately acting ISGs against a range of viruses. Excitingly, whilst the dysregulation of the IFN 

response in ISG15 deficient cells is known, this is the first time it has been tested as a method 

development tool with applications in future research. 

Future work would use these ISG15 deficient cell lines within a genome wide CRISPR/Cas9 screen and 

compare the output with sgRNA transduced naïve cells to see, in a screening context, if we are able to 

either (i) increase the numbers of genes identified compared to infection in naïve cells and/ or (ii) 

enhance either the significance or FDR of genes in the ISG15 deficient screen compared to the naïve.  

 

7.7 Conclusion 

This work has led to the development of a genome wide CRISPR/Cas9 screening platform that has 

enabled the identification of Paramyxovirus host dependency and antiviral restriction factors. Alongside 

the utilisation of the genome wide screening, we have also provided proof-of-principle for the use of 

ISG15 deficient cells in the discovery of low and moderately acting antiviral restriction factors, 

overcoming current limitations in regard to phenotypic power of current methods and redundancy with 

the IFN response.  

Despite the limitations observed in the lack of genes passing the false discovery rate threshold, 

suggested to be due to the reduced amount of gDNA recovered from cells following sorting, potentially 

due to fixing, and the downstream effect on MaGeCK analysis, we were still able to characterise known 

and novel genes that affect hPIV3(JS) replication. The approach was validated through the successful 

identification of non-novel and control genes in both screens. Well characterised genes involved in sialic 

acid metabolism, such as SLC35A1, were identified in the host dependency screen. These are genes 

described to play a vital role in the replication of many viruses, including hPIV3. Similarly, genes 

involved in JAK/ STAT signalling were observed in the results of the antiviral restriction factor screen, 

acting as internal controls for our experimental conditions. The presence of these genes and pathways 

therefore provided us with confidence that our screening strategy was sound.  

We were also able to successfully validate additional hPIV3(JS) antiviral restriction factors: NF2, 

HSD17B12, and ZAP. We were able to begin elucidating their mechanisms of action, assessing their 

expression alongside regulatory roles, and identify broader restriction against other related viruses. 

Most interestingly, this provided evidence for novel regulation of IFN signalling by NF2 that had not 

previously been described, with further work required to elucidate the mechanism of action.  

Further work will enable the implementation of ISG15 deficient cells within a screening workflow, aiding 

the identification of more ISGs against not only hPIV3(JS) but also other viruses. Further investigation 

into the mechanism of action of our identified restriction factors, especially NF2, may also provide novel 

mechanisms of virus restriction that could be exploited for therapeutic purposes. Additionally, it would 

be interesting to see if our identified restriction factors are capable of restricting non-related viruses, 



204 
 

including both other RNA and DNA viruses. Based on evidence suggesting they play a regulatory role, 

rather than a direct antiviral role, we hypothesise that they will be broad acting restriction factors.   
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Appendix 1: Code for the analysis of NGS screening data and generation of volcano plots  

Note: Code within [ ] is representative of file or folder names to be inserted with own data 

### Package Install 

conda create -n CRISPR_analysis python=2.7 

conda install --name CRISPR_analysis -c bioconda fastqc=0.11.4 cutadapt=1.16 

mageck=0.5.8 

y 

source activate CRISPR_analysis 

#Check that all of the packages are installed correctly 

cutadapt -v 

mageck -v 

fastqc -v 

### Sort Data  

cd ~/[screen folder] 

mkdir [CRISPRko_analysis] 

data_dir=~/[screen folder]/[CRISPRko_analysis] 

cd $data_dir 

# At this point the de multiplexed files are all in individual folders as 

.fastq.qz files  

# To use Spring coding (sequence_processing) need to zip into .tar.gz file  

# Copy and paste the individual files into [CRISPRko_analysis] 

# Use following code to zip all .fastq.gz files into tar.gz file  

# [screen data].tar.gz names the zip file all files are going into  

# * indicates all files of that type should be zipped  

tar -czf [screen data].tar.gz *.fastq.gz 

### Sequencing Processing 

source activate CRISPR_analysis 

# Upack the data from the previously made tar.gz file  
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# Make sure in [CRISPRko_analysis] directory to use the following code 

tar xvzf [screen data].tar.gz 

# Manually move the unzipped files into a new folder [new folder] 

# Give all permissions to new folder containing unzipped files 

chmod 777 [new folder] 

ls -l 

[data]=~/[screen folder]/[CRISPRko_analysis]/[new folder] 

# Process the data by creating trimmed reads 

# gunzip command concatenates all reads for each sample 

# cutadapt trims 5' and 3' of each read and saves the trimmed reads in files named 

xx_trimmed.fastq, leaving only the 19bp CRISPR sequences for read counting using 

MaGeCK. 

# fastqc looks at sequencing quality which is recorded in the html file 

cd $[data] 

## This is code does not include a loop so each file needs doing separately 

## Manually input each line after the last has finished running 

## Will remove [fraction file] after processing whilst keeping [fraction file 

trimmed] file 

zcat [fraction file].fastq.gz > [fraction file].fastq 

cutadapt -a GTTTAAGAGC --discard-untrimmed [fraction file].fastq | cutadapt -g 

CGAAACACCG --discard-untrimmed -o [fraction file trimmed].fastq --minimum-length 

18 --maximum-length 20 -  

rm [fraction file].fastq 

fastqc [fraction file trimmed].fastq   

### Time to analyse the trimmed files, make a new folder in the same folder as the 

data  

cd $[data] 

mkdir [counts_files] 

## The following code counts reads for each sample using MaGeCK 
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## awk command keeps header at top while sorting line 2 to the end alphabetically 

## As above, each file and line needs running independently 

## Substitute in sample/ fraction name after library file, substitute in 

individual trimmed file fastq at end of first line 

## Substitute in name of file in bottom line  

## Need to put in name of sample after sample-label to name column headings in all 

counts file 

mageck count -l Yusa_gDNAlist.csv -n [fraction name] --sample-label [fraction 

name] --fastq [fraction file trimmed].fastq 

mv -v *log *count.txt *countsummary.txt *normalized.txt *.R *.Rnw [counts_files] 

awk 'NR==1; NR>1 {print $0 | "sort -k1"}' [counts_files]/[fraction name].count.txt 

> [counts_files]/[fraction name].count.sorted.txt 

## SPRING: Combine counts for each sample, and counts for the plasmid library into 

one big file called 'all_counts' 

paste [counts_files]/*count.sorted.txt $lib_info/PLASMID_g5.count.sorted.txt \ 

| cut -f1,2,3,6,9,12,15,18,21,24,27,30,33,36,39,42,45,48,51,54 > [all_counts].txt 

cat *.countsummary.txt | sed -n 'n;p' > counts_summary.txt 

cd [counts_files] 

## Keep plasmid counts within [counts_files] folder so don't need to retrieve from 

other location  

paste *count.sorted.txt \ 

| cut -f1,2,3,6,9,12,15,18,21,24,27,30,33,36,39,42,45,48,51,54,57,60,63,66 > 

all_counts_3.txt 

cat *.countsummary.txt | sed -n 'n;p' > [counts_summary].txt 

## May come across some error messages so here are some bits of code that might 

come in useful 

## '> [all_counts_new].txt' saves the formatted table as new file 

column -t [all_counts].txt > [all_counts_new].txt ## To align table headings with 

rest of columns use the following command  
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head -n 1 [all_counts_new].txt | awk ' {print NF}' ## Tells you how many columns 

there are in the file 

wc -l [all_counts_new].txt ## Tells you how many rows there are in the file 

cat [all_counts_new].txt | awk '{print NF}' ## Prints the number of columns for 

every row individually 

## Library performance check by comparing non-infected samples 

[control_1,control_2] to plasmid library [plasmid] 

mageck test -k [all_counts].txt -t [control_1,control_1[ -c [plasmid] -n 

[control_vs_plasmid]   

sort -k 11,11n [control_vs_plasmid].gene_summary.txt > 

[control_vs_plasmid].gene_summary.sorted.txt  

## Compare samples in fraction A (fraction_a1,fraction_a2,fraction_a3) with 

fraction B (fraction_b1,fraction_b2,fraction_b3) of interest 

## To include multiple repeats in analysis separate fraction names with a comma 

## NOTE: no spaces between the samples when listing  

mageck test -k [all_counts].txt -t [fraction_a1,fraction_a2,fraction_a3] -c 

[fraction_b1,fraction_b2,fraction_b3] -n [fraction_a_vs_fraction_b] 

sort -k 11,11n [fraction_a_vs_fraction_b].gene_summary.txt > 

[fraction_a_vs_fraction_b].gene_summary.sorted.txt 

## Repeat above code for all fraction comparisons required 
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Appendix 2: Additional data from biological repeats of PIV3 NP time course in NF2, HSD17B12 and ZAP deficient cells. 
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Appendix 3: Additional data from biological repeats investigating IFN-β mRNA expression following DI treatment using RT-qPCR. 
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Appendix 4: Additional data from biological repeats investigating ISG15 mRNA expression following DI treatment using RT-qPCR. 
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Appendix 5: Additional data from biological repeats investigating MxA mRNA expression following IFN treatment using RT-qPCR. 
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Appendix 6: Additional data from biological repeats investigating ISG15 mRNA expression following IFN treatment using RT-qPCR. 
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Appendix 7: Additional data from biological repeats investigating HERC5 mRNA expression following IFN treatment using RT-qPCR. 
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