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Abstract

The earliest phase of high-mass star formation has remained a challenging topic. The dis-

tinguishing feature between competing theoretical models is the prediction for the high-mass

prestellar cores. This thesis presents (sub)arcsecond-resolution interferometric observations in

conjunction with synthetic observations at submillimeter wavelengths towards high-mass pre-

/proto-stellar objects, for the purpose of characterising the physical and kinematic properties

of the early stages of high-mass star formation.

Chapter two showcases deep ALMA 0.82 mm observations (θ ∼ 0.5′′) towards the high-

mass prestellar core candidate G11.92-0.61 MM2. Extensive N2H+ (4-3) emission is detected

around MM2, displaying complex spectra with multiple velocity components present. Gaussian

decomposition and hierarchical clustering are performed to the N2H+ data cube to investigate

the kinematics of the N2H+-emitting gas, which reveals a hierarchical system with filamentary

substructures showing velocity gradients. The most dominant N2H+ substructure probably

traces the accretion flows towards MM2. A mass inflow rate of 2 ×10−4 ∼ 1.2 ×10−3 M⊙ yr−1

is derived with the hypothesis of filamentary accretion flows.

Chapter three presents synthetic 1.3 mm dust continuum images of high-mass star-forming

clumps generated with analytic prescriptions and radiative transfer modelling. 432 models

with different combinations of stellar masses, separations of sources, and beam sizes are con-

sidered. This parametric study predicts that the low-mass objects with masses ≦ 1 M⊙ will not

be detected if located ≦ 0.1 pc from a 50 M⊙ protostar in 0.5′′observations.

Chapter four summarises the SMA 1.3 mm observations towards the high-mass protostellar

object G34.24+0.13MM. The 1′′ 1.3 mm continuum image reveals that G34.24+0.13MM is a

single compact core, with a size of 4700 AU and a mass of 12.5 M⊙. Molecular lines are

detected towards the source, possibly indicating ordered motions of the gaseous envelope or

unresolved multiplicity. The uniquely high luminosity-mass ratio of G34.24+0.13MM requires

future higher-resolution multi-wavelength observations to properly explain.
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1
Introduction

1.1 The formation of high-mass stars

Massive stars, also known as OB stars, are stars with masses ≳ 8 M⊙. Massive stars are of vital

significance in galaxy evolution and shaping the universe. Strong stellar winds are generated

while massive stars evolve, profoundly affecting surrounding environments. High-energy UV

radiation from inner massive stars can ionize outer neutral gas clouds, creating HII regions and

driving their expansion. High-mass stars are massive enough to synthesise heavy elements, and

finally disperse them via supernova explosions. The interaction between these feedback activ-

ities and nearby molecular clouds produce mixing and turbulence in the interstellar medium

(ISM), which can possibly trigger the formation of next generations of stars.

Due to the important role that massive stars play in the evolution of galaxies and the

universe, a comprehensive understanding of the processes of massive star formation (MSF)

is required. However, compared to low-mass stars, massive stars are rare and short-lived.

The progenitors of massive stars are deeply embedded in their parental molecular clouds.
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Observations of early formation phases are thus impeded by high dust extinction. Moreover,

massive stars form mostly in clusters and/or associations, where the formation of a single

massive star can be affected by other high-mass (proto)stars. Hence, a widely accepted picture

of massive star formation has not yet been established.

The major problems in the field of massive star formation include: what are the initial con-

ditions of MSF? What are the factors which dominate the fragmentation of molecular clouds?

What is the evolution path leading from molecular clouds to newly-born massive stars? How

does the massive stellar feedback influence the environment of massive stars?

1.1.1 Monolithic collapse models

Currently theoretical work explaining high-mass star formation can be divided into two main

classes: core accretion models (or monolithic collapse models; McKee & Tan 2002, McKee &

Tan 2003) and competitive accretion models (Bonnell et al. 2001, Bonnell et al. 2003, Bonnell

et al. 2004, Bonnell & Bate 2006). In the context of core accretion models, high-mass star

formation is a scaled-up version of low-mass star formation. It is proposed that the initial

condition of massive star formation is a massive, coherent, gravitationally bound, starless core,

which is the analog of a low-mass prestellar core. A massive prestellar core is expected to have

a high gas surface density Σ of∼ 1 g cm−2, without hosting a hydrostatic protostar inside (Tan

et al. 2014). Massive prestellar cores can be more massive than the thermal Jeans mass but

will not fragment into smaller cores, due to the support of strong turbulence and/or magnetic

fields. When prestellar cores gain the necessarily high mass, gravitation overcomes the effects

of turbulence and magnetic fields and they start to collapse, entering the protostellar phase.

The prestellar core mass function (CMF) is thus speculated to be similar in shape to the stellar

initial mass function (IMF). Sources with small sizes (e.g. ∼0.01 - 0.1 pc), high densities

(nH2
∼ 106 cm−3), and low temperatures (∼ 10 K) are expected to be potential candidates of

massive prestellar cores (André et al. 2010, Tan et al. 2014). Krumholz et al. (2009) perform

a hydrodynamic simulation to model the collapse of a single massive prestellar core. They set

up the initial conditions to be 100M⊙, 0.1 pc, and density profile of r−1.5 to keep the simulation

consistent with the models in McKee & Tan (2003) and McKee & Tan (2002). Their results

support that high-mass stars can form via monolithic collapses, as shown in Figure 1.1.
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1.1. The formation of high-mass stars

Figure 1.1: Snapshots from the simulation of monolithic core collapsing carried out by
Krumholz et al. (2009). Left panels show the column densities in colorscale from the perspec-
tive that is perpendicular to the rotation axis of the core. The colour scales are logarithmic,
with the minimum in black (100 g cm−2) and the maximum in red (102.5 g cm−2). Right panels
show the volume density along the rotation axis (logarithmic colorscale: black 10−18 g cm−3,
red 10−14 g cm−3). Row A are taken at the time of 1.75 ×104 yr; row B are taken at 2.5 ×104

yr. The white crossings show the positions of forming stars.

1.1.2 Competitive accretion models

According to competitive accretion models, gas that forms a massive star is drawn from a wider

region in its parental molecular clouds (0.2 to > 10 pc, Kuiper & Hosokawa 2018), without

being a massive prestellar core. It is argued that most stars form in clusters and more massive

stars form closer to the centre of clusters. Benefiting from the large gravitational potential of

the whole cluster, stars near the centre of the cluster potential are able to gain more mass than

those on outskirts or in isolation, and thus can grow into massive stars. Figure 1.2 shows the

distribution of the gas that is ultimately accreted onto the most massive star. The central star

accretes gas widely from its parsec-scale environment. Besides, stars with initial higher masses
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are also able to accrete more gas and become more massive than those with lower masses at

the beginning. Competitive accretion models suggest that massive star formation should start

with low-mass prestellar cores. These cores first evolve to low-mass protostars. The low-mass

protostars then keep accreting gas at different rates in relation to various location/environment

and initial masses, becoming massive protostars and eventually massive stars. In this scenario,

massive prestellar cores are not necessary in the early stages of massive star formation. Bonnell

et al. (2004) proposed an evolutionary trend of massive cluster formation, indicating that the

(proto)cluster gains more stars while the most massive star hosted accretes more gas. The

mass of the most massive star (Mmax) scales up with the total mass of stars within the host

(proto)cluster (Mstars) as Mmax∝ M2/3
stars. This relation can naturally reproduce the power-law

part of the IMF (Bonnell et al. 2007).

1.2 Formation of stellar clusters

Stellar clusters and associations are groups of stars which are physically related (Lada & Lada

2003). It is found that ∼70% of Galactic O-type stars are members of stellar clusters or OB

associations (Gies 1987, Mason et al. 1998). Deep images revealing stellar companions and

spectroscopy studies showing runaway kinematics can push the percentage even higher (e.g.,

de Wit et al. 2005, Selier et al. 2011, Bressert et al. 2012, Oey et al. 2013, Lamb et al. 2016).

Therefore, a natural question is: how is the formation of high-mass stars connected with cluster

formation? Answering this question requires a comprehensive understanding of the formation

of massive stellar clusters. Two competing concepts have been proposed to account for the for-

mation of massive clusters at parsec scale, which are monolithic formation models (Baumgardt

& Kroupa 2007, Banerjee & Kroupa 2014, Banerjee & Kroupa 2015, Banerjee & Kroupa 2017)

and hierarchical models (Bonnell et al. 2003, Allison et al. 2009, Vázquez-Semadeni et al.

2017). They separately provide distinguishing predictions in terms of the spatial distribution

of high- and low-mass (proto)stars. In monolithic formation models, large-scale cloud clumps

fragment to form prestellar cores which then collapse isolatedly into protostars. In this sce-

nario, the protoclusters are likely more centrally concentrated than evolved clusters. While

in the scenario of hierarchical cluster formation models, large- and small-scale collapses pro-

ceed concurrently (see Global Hierarchical Collapse model (GHC) in Vázquez-Semadeni et al.

2017). Stars form via collapses of small fragments which are widely distributed throughout

their parental molecular clouds (MCs). Meanwhile, large-scale turbulence and gravitational
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0.66 tff 1.00 tff

1.15 tff 1.30 tff

Figure 1.2: Snapshots of the gas distribution at different times of the simulation presented by
Bonnell et al. (2004). The colorscale shows the column density distribution of the gas that is
ultimately accreted onto the most massive star. The upper-left panel shows the gas distribution
at the time that the star forms: 0.66 tff, ∼ 1.26 ×105 yr, with the upper-right panel for 1 t f f ,
lower-left for 1.15 t f f , and lower-right for 1.3 t f f . Each panel has a size of 0.8 pc with the
concerned star in the centre.

collapses in MCs result in filamentary structures, through which gas from extended clouds ac-

crete onto the small-scale star-forming sites. In this context, (proto)clusters prefer to be less

centrally concentrated than unembedded clusters: high-mass protostars form in central hubs

which are fed by filamentary accretion flows; low-mass protostars are distributed in wider and

outer regions of protoclusters. Moreover, different hierarchical models give differing state-

ments for the birth order of high- and low-mass (proto)stars. Maschberger et al. (2010) sug-

gest that high-mass stars are born earlier than low-mass stars; while Vázquez-Semadeni et al.
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(2017) argue that massive stars can only emerge at later times. To test these theoretical pre-

dictions, large-area high-resolution numerical simulations and multi-wavelength observations

are both required (e.g., Motte et al. 2007, Smith et al. 2009, Cyganowski et al. 2017, Pillai

et al. 2019, Avison et al. 2021).

1.3 Observations: history and prospect

1.3.1 Ultra-compact H II regions

To answer the questions about massive star formation (see section 1.1), observers have started

to search for the precursors of high-mass stars using ground- and space-based observations

since the 1980s (Benson et al. 1984, Reid & Mould 1985). As mentioned before, OB stars

are known to be associated with developed HII regions. Classical HII regions produce copious

emission lines at UV-optical, Infrared and radio wavelengths. Particularly, although massive

protostars are deeply embedded in their parental molecular clouds, neutral gas and dust in

surrounding envelopes appear to be optically thin at radio band. This allows radio centimeter

and recombination lines as probes of the evolution of HII regions, which indicates the forma-

tion of linked massive stars. Based on the level of ionization expansion, Churchwell (2002)

and Hoare et al. (2007) proposed an empirical evolutionary path, leading from hypercompact

HII regions, and then ultra-compact HII regions, to compact HII regions, and then classical

developed HII regions. The hypercompact HII regions (HCHIIs) and ultra-compact HII re-

gions (UCHIIs) have relatively smaller sizes (0.1 pc and <0.05 pc, Hoare et al. 2007), and

correspond to early phases of HII regions.

1.3.2 Infrared bright protostars

For an embedded massive protostar, dust in surrounding molecular clouds can absorb most

of its radiation and thus make it invisible at optical wavelengths. Instead, the dust heated by

the interior protostar can produce thermal emission which peaks at far-infrared (FIR) wave-

lengths. This is so-called the infrared-bright high-mass protostar. Wood & Churchwell (1989)

search for young HII regions among the luminous infrared sources provided by the Infrared

Astronomical Satellite (IRAS) point source catalog. They select bright IRAS sources satisfying

log (F60µm / F12µm) > 1.3 and log (F25µm / F12µm) > 0.57, which generates a catalogue of

1646 objects distributed across the Galaxy. Most of these selected sources are confirmed to be
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UCHII regions. The sources remaining undetected at centimetre wavelengths are suspected to

be protostellar objects embedded within gas envelopes that have not yet created HII regions.

To further examine whether these infrared sources are precursors of massive stars (i.e massive

and dense enough to form high-mass stars), dense gas tracers (e.g. millimeter continuum,

molecular lines, masers) have been applied to investigate their physical properties (Sridharan

et al. 2002, Hill et al. 2005). Massive protostellar clumps (∼1 pc) are identified to be closely

associated with the IRAS sources (Beuther et al. 2002), which are good candidates to host

infrared-bright high-mass protostars.

1.3.3 Infrared dark clouds (IRDCs) and filamentary structures

In the past decade, efforts have been made to search for the precursors of infrared-bright

high-mass protostars, which are speculated to be dense, cold, infrared-dark structures. Two

different methods are proposed to find the candidates of infrared-dark high-mass protostars.

The first one is to use dense gas tracers (e.g. (sub)millimeter continuum) to image the sur-

rounding environment of infrared-bright high-mass objects, UCHIIs, or H2O / CH3OH masers.

This method has yielded successful discoveries of dense cloud structures (0.1 pc to 1 pc) which

remain undetected at mid-infrared wavelengths (Sridharan et al. 2005). The second method

is to search for cold cloud structures seen in absorption against the diffuse mid-infrared back-

graound emission observed with the Infrared Space Observatory (ISO), Midcourse Space Ex-

periment (MSX), Spitzer Space Telescope (Spitzer) and Herschel Space Observatory (Herschel).

These absorption features are so-called infrared dark clouds (IRDCs). Imaging IRDCs with

dense gas tracers reveals large samples of infrared-dark fragments with sizes of 0.1 pc to 1 pc

(Ragan et al. 2006, Sakai et al. 2008). These 0.1-1 pc structures discussed above are colder

and less luminous than infrared-bright high-mass objects mentioned before. They could be ei-

ther massive starless clumps or clumps harboring infrared-dark protostars, depending on the

existence of the signatures of protostellar accretion. Figure 1.3 shows an example of IRDCs

discussed in Peretto & Fuller (2010).

1.3.4 Search for massive prestellar cores

At the earliest stage of massive star formation, the existence of massive prestellar cores remains

controversial. Based on a high-resolution multi-wavelength study of the molecular cloud com-

plex NGC 6334, Tigé et al. (2017) propose an evolutionary track of high-mass star formation,
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Figure 1.3: The Infrared Dark Clouds (IRDCs) presented in Peretto & Fuller (2010). Left
panel shows the Spitzer IRAC three-colour image, where the IRDCs structure is indicated by
extinction. Right panel shows the molecular hydrogen column density map of the IRDCs,
which is inferred from the 8 micron extinction.

which starts from low-mass prestellar cores, to low-mass protostellar cores, and to high-mass

protostars. A schematic view of the evolutionary stages is shown in Figure 1.4. Researchers

have been looking for high-mass analogs of low-mass prestellar cores, which are supposed to

be massive, small-scale (0.01-0.1 pc), gravitationally bound, dense (nH2
= 105 − 107 cm−3)

cloud cores (André et al. 2000). With the improvement of detection sensitivity and spatial

resolution, most of previous candidates of massive prestellar cores are disqualified. For ex-

ample, G028C1-S, selected from a sample of IRDCs that have the highest contrast against the

Galactic mid-infrared background (Butler & Tan 2009, Butler & Tan 2012), was found to con-

tain ∼60 M⊙ within ∼0.09 pc by Tan et al. (2013). However, follow-up studies revealed that

G028C1-S consists of two protostars driving outflows (Tan et al. 2016). Similarly, G028C9A

was first found to have a mass of ∼80 M⊙ within ∼0.05 pc, but resolved to be two lower-mass

cores (Kong et al. 2017). CygXN53-MM2, with a mass of ∼25 M⊙ within ∼0.025 pc, had been

one of the best massive prestellar core candidates (Bontemps et al. 2010). However, owing

to the short distance from its neighbour protostar CygXN53-MM1, it is difficult to figure out

which of them is driving the weak outflow detected (Duarte-Cabral et al. 2013, Duarte-Cabral

et al. 2014). The relative locations of CygXN53-MM1 and CygXN53-MM2 are denoted with

8
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Figure 1.4: A schematic diagram taken from Motte et al. (2018) displaying the evolutionary
track of high-mass star formation proposed by Tigé et al. (2017).

green star symbols in Figure 1.5, with blue and red contours representing the CO outflows.

The massive prestellar core candidates identified to date are G11P6-SMA1 (∼30 M⊙ within

∼0.02 pc, Wang et al. 2014), G11.92-0.61 MM2 (∼30 M⊙ within∼0.005 pc, Cyganowski et al.

2014), W43-MM1 core 6 (∼60 M⊙, Nony et al. 2018, Molet et al. 2019), AG354 (∼39 M⊙,

Redaelli et al. 2021), and G028.37+00.07 C2c1a (∼23-31 M⊙, Barnes et al. 2023). Their

validity requires further examination using higher-resolution follow-up observations.
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Figure 1.5: The PdBI 1.2 mm dust continuum image of CygX-N53 overlaid with the blue and
red contours of the CO emission (adapted from Duarte-Cabral et al. 2013). The green star sym-
bols mark the locations of the massive protostar CygXN53-MM1 and the high-mass prestellar
core candidate CygXN53-MM2. The arrows indicate the directions of the CO outflows driven
by CygXN53-MM1.

1.4 A brief introduction to submillimeter interferometry

1.4.1 Basics of interferometry

According to the diffraction theory, the angular resolution is proportional to λ/D, where λ is

the wavelength; D is the aperture size of a radio telescope. Current ground-based telescopes

working at submillimeter wavelengths have sizes of ∼10-30 m (e.g., APEX, JCMT, IRAM). For

example, the James Clerk Maxwell Telescope (JCMT), has a diameter of 15 m and a typical

angular resolution of 14′′ at 350 GHz. This enable observations to resolve molecular clouds

at 2 kpc down to the scale of 0.14 pc. For more distant sources and/or longer-wavelength

observations, the angular resolution starts to decrease. A straightforward solution is to in-

crease the diameter of telescopes. The largest fully steerable radio telescope is the Green Bank

Telescope (GBT), which has a diameter of 100 m. To reach a one-arcsecond resolution at cen-
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timeter wavelengths, the diameter of a single dish telescope needs to go beyond a few to tens

of kilometers, which is not practical with current techniques. The idea of interferometer is

to synthesize a large aperture (of e.g., 10 km) with multiple pairs of small antennas which

are located separatedly. Synthesizing a larger aperture through the combination of multiple

separated pairs of antennas is the so-called Aperture Synthesis technique. The intensity distri-

bution of the source on the sky is the Fourier Transform of the visibility (Van Cittert-Zernicke

Theorem, Thompson et al. 2001). If an interferometer consists of N antennas, any two of these

N antennas can be combined to form N×(N-1) unique baselines. Each baseline produces one

Fourier component. As the number of antennas increases, one can resolve the structure of a

source in more details; the observations can achieve a higher sensitivity.

1.4.2 Limitation: short spacing and missing flux problems

The interferometers are, however, limited by the short-spacing problem (Braun & Walterbos

1985). The largest spatial scale that an interferometer can resolve depends on the shortest

baseline. Lacking short baselines, an interferometer cannot be sensitive to emission from large

angular scales. This problem becomes unignorable when one tries to observe diffuse emission

or extended sources. A common solution to this problem is to combine single dish observations

with interferometric observations, because single dish telescopes can provide the short spacing

information that is missed in interferometric observations. Adding single dish observations

can help to recover the integrated flux density and diffuse emission. Figure 1.6 provides a

schematic view of the range of spatial scales that single dishes and interferometers are sensitive

to.

1.4.3 (Sub)millimeter interferometers: SMA and ALMA

In my thesis work, I mainly exploit (sub)millimeter interferometric data taken with the Sub-

millimeter Array (SMA) and the Atacama Large Millimeter/submillimeter Array (ALMA). The

details about the two interferometers are summarized in Table 1.1.

In Chapter 2, the ALMA Band 7 observations (targeting H2D+(11,0-11,1)) were taken in

multiple observing cycles including Cycle 3 to 5 with multiple configurations including C43-1,

C43-2, C40-3, and C36-2/3. The proposed sensitivity of the ALMA observations was based

on the requirement of detecting the H2D+(11,0-11,1) emission at the 3σ level at 0.1 km s−1

resolution in the most pessimistic plausible case, which gives an rms of 0.3 K. The requested
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Figure 1.6: A schematic plot showing the spatial scales that a single dish telescope and an
interferometer are sensitive to (adapted from Faridani et al. 2018). The shadowed area rep-
resents the overlapping region of spatial scales that both a single dish and an interferometer
are sensitive to.

angular resolution (0.5′′) was chosen to match to the expected size of the H2D+-emitting re-

gion to achieve sufficient brightness temperature sensitivity while avoiding beam dilution. We

requested observations with the 12m antennas only to resolve the compact emission at the

core scale. The maximum recoverable scale of this dataset is ∼5′′. This means that we do not

have information of larger-scale smooth structures due to missing short-spacing data (see sec-

tion 1.4.2). In Chapter 4, the SMA 1.3 mm data were taken with extended configurations. The

choices of configurations are designed to resolve the target with sufficient spatial resolution.

1.5 Thesis plan

In this thesis, I exploit (sub)millimeter interferometric observations towards high-mass star-

forming regions in conjunction with synthetic observations to characterise the physical proper-

ties and kinematics of the early stages of high-mass star formation, where the parental molec-

ular clouds have not been completely disrupted by the feedback of forming high-mass stars.

The thesis consists of an introduction chapter providing the research background of my

PhD work, three science chapters describing my research projects, and a final chapter sum-
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Table 1.1: A summary of the key information about the SMA and ALMA.

SMA ALMA
Site Mauna Kea, Hawaii Chajnantor, Chile
Altitude (m) 4207 5044
Diameter (m) 6 12 (7)
No. of antennas 8 54 (12)
Range of baselines (m) 25 - 508 160 - 16000
Highest angular resolution (′′) 0.25 0.02
Frequency (GHz) 180 - 418 35 - 950
Bandwidth (GHz) 8 8
Spectral resolution (kHz) 140 3.8 - 15600

marising the main conclusions of this thesis work and future work plans. In Chapter 1, I

present an introduction to the theory of (high-mass) star formation and cluster formation, a

literature review on the major observational discoveries over the past decades, and a brief

introduction to the (sub)millimeter interferometry. Chapter 2 provides a detailed description

for the research project about investigating the gas kinematics around the high-mass prestellar

core candidate G11.92-0.61 MM2 with ALMA 0.8 mm observations. In Chapter 3, I present my

work on exploring the detectability of low-mass cores in massive protoclusters using synthetic

observations. In Chapter 4, I describe my project about resolving the high-mass protostel-

lar object G34.24+0.13MM with high-resolution SMA 1.3 mm observations. In Chapter 5, I

summarise the main conclusions of my PhD projects and provide a plan of future work.

Chapter 2 and 4 provide provide direct observational evidence to constrain the star for-

mation processes in particular high-mass star-forming regions. Chapter 3 provides theoretical

predictions on the observable quantities of massive star-forming clumps. My PhD work inves-

tigates the relationship between the formation of Galactic high-mass stars and their environ-

ments, to ultimately answer the scientific questions addressed in section 1.1.
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2
Gas kinematics around the high-mass prestellar

core candidate G11.92-0.61 MM2

In this project, I started with analysing the reduced ALMA data. As part of the main findings of

this project, the discovery of an asymmetric bipolar molecular outflow traced by a low-excitation

CH3OH transition driven by MM2 has been incorporated into a journal paper presenting higher-

resolution ALMA 1.3 mm observations towards MM2 (Cyganowski et al. incl. Zhang, 2022).

Details of this work are described in Section 2.6.1.

2.1 Background

2.1.1 How do high-mass stars assemble their masses?

One of the most important questions in the study of high-mass star formation is: how do high-

mass stars obtain their masses? In particular, from what scale do the high-mass stars assemble

their masses? Core accretion models (McKee & Tan 2002, McKee & Tan 2003) assume that
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the initial conditions of high-mass star formation are massive, gravitationally bound, centrally

condensed, starless cores. The so-called high-mass prestellar cores are predicted to have a

size of ≤0.1 pc, and are expected to have contained all the materials that are required to form

high-mass stars. High-mass prestellar cores are assumed to be in nearly internal virial equilib-

rium, and in pressure equilibrium with their environment initially (see Tan et al. 2014). They

will then experience ordered gravitational collapses to form high-mass stars or small multiple

systems. This collapsing process is assumed to be relatively isolated from the environment of

these cores. Search for the high-mass prestellar cores in observations has returned few good

candidates for the past decade (see section 1.3.4). The high-mass prestellar core candidates

known to date are G11P6-SMA1 (∼30 M⊙ within ∼0.02 pc, Wang et al. 2014), G11.92-0.61

MM2 (∼30 M⊙ within ∼0.005 pc, Cyganowski et al. 2014), W43-MM1 core 6 (∼60 M⊙, Nony

et al. 2018, Molet et al. 2019), AG354 (∼39 M⊙, Redaelli et al. 2021), and G028.37+00.07

C2c1a (∼23-31 M⊙, Barnes et al. 2023).

In the contrast, competitive accretion models (Bonnell et al. 2001,Bonnell et al. 2003,

Bonnell et al. 2004) connect the formation of high-mass stars with their environment. The au-

thors propose that the protostars that are closer to the centre of protoclusters are more likely

to form massive stars, with the advantage of getting fed by the gas materials that infall into the

large-scale gravitational potential well. The precursors of massive stars are predicted to ac-

crete gas widely from their large-scale surroundings (Bonnell et al. 2004), without being static

massive starless cores. Recent observations reveal that hub-filament systems are probably the

parsec-scale gas reservoirs where the high-mass stars are forming by filamentary accretion

(e.g., Peretto et al. 2013, Yuan et al. 2018, Zhou et al. 2022, Xu et al. 2023).

2.1.2 G11.92-0.61 MM2: a massive prestellar core candidate

G11.92-0.61-MM2 was initially identified to be candidate of massive prestellar core when

studying the GLIMPSE Extended Green Objects (EGOs; Cyganowski et al. 2008). It is located

in the EGO G11.92-0.61, a massive protocluster containing three massive cores and 16 low-

mass cores (Cyganowski et al. 2017). MM2 is a strong, compact dust continuum source, with

an integrated flux density of ∼90±1 mJy at a spatial resolution of ∼0.5′′ (Cyganowski et al.

2017). However, MM2 is devoid of molecular line emission from hot core and star formation

indicators. No line emission was detected toward MM2 across∼24 GHz of bandwidth observed

with SMA at 1.3, 1.1, 0.8 mm (Cyganowski et al. 2011b, Cyganowski et al. 2014). Other star

16



2.1. Background

Figure 2.1: SMA 1.3 mm observations of the high-mass prestellar core candidate G11MM2
presented by Cyganowski et al. (2014). Panel (a): Spitzer three-color image (RGB: 8.0, 4.5,
3.6 µm) overlaid with continuum contours (black) and outflow contours (blue and red). The
magenta and diamond markers indicate the locations of Class I and II CH3OH masers. Panel
(b) - (f): integrated intensity maps of submillimeter spectral lines (as marked on the top of
each panel) overlaid with the SMA 1.3 mm continuum contours (white), with the VLA 1.3 cm
continuum contours (grey) in Panel (f) only. Panel (g) and (h) show the observed MM2 SED
overplotted with graybody fits. Panel (i) shows the χ2 surface plot, where the black line
indicates the 4σ 1.3 cm limit.

formation indicators including masers, and molecular outflows were also not detected at the

position of MM2 (Cyganowski et al. 2009, Cyganowski et al. 2011b, Cyganowski et al. 2014).

Figure 2.1 provides a summary of the SMA observations of MM2. A VLA imaging revealed that

MM2 is marginally detected in 1.3 cm data and is undetected at 3 cm with a resolution of 0.25 ′′

(Hunter et al. 2015). These signatures suggest very extreme physical properties within MM2:

M > 30 M⊙ within ∼1000 AU, and nH2
> 109 cm−3, Tdust ∼17-19 K, L ∼5-7 L⊙(Cyganowski
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et al. 2014). To further explore the possible physical properties consistent with the dearth of

molecular emission lines, Cyganowski et al. (2014) employ gas-grain astrochemical models

using MONACO (Vasyunin et al. 2009) to model MM2. They find that under the extreme

circumstances of nH2
≫ 108 cm−3 and Tdust < 20 K, one would expect to have non-detection of

(sub)millimeter line emission with SMA, due to extreme depletion of gas-species which freeze

onto grains. Based on this, we propose to observe MM2 with ALMA targeting H2D+(11, 0-11, 1)

and N2H+(4-3), which are known to trace dense and depleted gas. We aim to test whether

MM2's unusual properties were due to extreme physical conditions such as low temperature

and high density. Recent high-resolution (∼160 AU) ALMA 1.3 mm observations reveal that

MM2 is actually a protobinary system with a projected separation of 505 AU (Cyganowski et al.

2022).

2.2 Observations and data reduction

2.2.1 ALMA 0.82 mm observations

G11.92-0.61 MM2 was observed with the Atacama Large Millimeter/Submillimeter Array (ALMA)

in Band 7 at 0.82 mm in cycle 3-5. The observations were performed on Apr 9 2016, Apr 22

and 26 2017, Jul 10 and Aug 16 2018, with configuration of C43-1, C43-2, C40-3, C36-2/3.

The tuning was set up to centre at 358.02 GHz, with a bandwidth of 1.875 GHz and a spec-

tral resolution of 0.977 MHz (corresponding to 0.8 km s−1). The primary beam size is 17′′.

J1924–2914 was observed for bandpass calibration; J1911–2006 and J1733–1304 were ob-

served for gain calibration; J1924–2914 and Titan were observed for absolute flux calibration.

The projected baselines range from 14 to 583 kλ, resulting in a largest angular scale (LAS) of

5′′.

Calibration and imaging

The 0.82 mm ALMA data was calibrated using the ALMA science pipeline with CASA 5.4.0. The

line-free channels were identified following the procedure described in Brogan et al. (2016)

and Cyganowski et al. (2017), and were used to construct a pseudo-continuum data set. The

bandwidth of the resulting aggregate continuum is ∼0.44 GHz. The continuum data were

iteratively self-calibrated, and the solutions were then applied to the line data. Continuum im-

ages were made using multi-frequency synthesis (which combines data from multiple closely

spaced frequency channels to improve beam structures and signal-to-noise ratios, Conway et al.
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1990), two Taylor terms (to account for the spectral index of the emission across the observed

bandwidth), multiscale clean (which models the emission from extended objects that show

complicated spatial structures using a combination of components of emission with different

spatial scales, Cornwell 2008), and Briggs weighting with the robust parameter R = 0.5. The

Briggs weighting scheme enables a continuous variation between natural weighting (R = 2),

where the visibility measurements are weighted inversely with their variances to achieve bet-

ter signal-to-noise ratios, and the uniform weighting (R = -2), where the measurements are

weighted inversely with the density of the data points on uv plane to achieve higher spatial

resolution and lower sidelobes (Briggs 1995, Thompson et al. 2017). R = 0.5 was chosen for

a best trade-off between the rms noise and the resolution (see Fig. 10.3 in Thompson et al.

2017). The N2H+ (4-3) (372.672 GHz, Eupper =44.7 K) line and the DCO+(5-4) (360.170 GHz,

Eupper =51.9 K) line were imaged with R = 0.5 and a velocity resolution of 0.2 km s−1. The

H2D+(11,0-11,1) (372.421 GHz) line was imaged with R = 2 (to maximize the possibility to

detect extended emission) and a velocity resolution of 0.4 km s−1. The CH3OH(4−1,3-30,3)

(358.606 GHz, Eupper =44 K) line was imaged with R = 0.5 and a velocity resolution of 1.0

km s−1. All measurements were made from images corrected for the primary beam response.

In the 0.82 mm continuum image, we achieve a synthesised beam size of 0.575′′ × 0.431′′,

equivalent to 1938 AU × 1452 AU at the distance of 3.37 kpc (the maser parallax distance for

MM1, Sato et al. 2014); the rms noise level is measured to be 0.5 mJy beam−1. For the N2H+

(4-3) cube, the beam size is 0.651′′ × 0.442′′ and the rms is 5.9 mJy beam−1. For the DCO+(5-

4) cube, the beam size is 0.576′′ × 0.433′′. For the CH3OH(4−1,3-30,3) cube, the beam size is

0.574′′ × 0.432′′.

2.3 Results

Figure 2.2 shows a summary of the major results of the ALMA 0.82 mm observations. The

panel (a) of Figure 2.2 shows the 0.82 mm continuum in colorscale overlaid with the contours

of the integrated N2H+ emission. The locations of MM2, the proto-O star MM1, and a few

millimeter sources identified in Cyganowski et al. (2017) are marked in white. The morphol-

ogy of the 0.82 mm continuum is similar to that of the ALMA 1.05 mm continuum presented

in Cyganowski et al. (2017). MM2 is located on a filamentary structure with a direction of

north-southeast. The submillimeter emission extends from MM2 to its southeast, bridging

MM2 and MM1. To the north of MM2, the extended emission connects MM2 with millime-
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ter sources MM7/MM9. To the east of MM2, weak (∼ 5σ), extended emission connects the

north-southwest dust ridge with MM5 and MM3, joining the main filamentary structure to the

northeast of MM2. The white contours illustrate a markedly different morphology of the in-

tegrated N2H+ (4-3) emission, with a clear offset between the N2H+ local peaks and the peak

of MM2 in the 0.82 mm map. The integrated N2H+ emission in the vicinity of MM2 peaks to

the northwest and southwest of MM2, with an offset of 0.9′′ and 1.2′′ to the continuum peak

respectively. The strongest integrated N2H+ emission is detected to the southeast of MM2,

and is located on the direction of the molecular outflows driven by MM1 (Cyganowski et al.

2011c).

As shown in the panel (b) of Figure 2.2, H2D+ is undetected around MM2 at an rms noise

level of 2.7 mJy beam−1 (Tb ∼ 0.06 K) with a resolution of 0.65′′1. The H2D+ integrated

intensity map shows a strong detection towards MM1. However, regarding that MM1 has

been revealed to be a hot core associated with abundant molecular emission lines (see Figure

2 in Cyganowski et al. 2014) and host a proto-O star with a Keplerian disk(Ilee et al. 2016, Ilee

et al. 2018), the detection in the integrated H2D+ map is likely to be the contamination of other

lines within the velocity range used for integrating emission. Moreover, known as a dense and

depleted gas tracer (< 20 K), H2D+(11,0-11, 1) is unlikely to trace a proto-O star or its gaseous

envelope. Therefore, we do not believe that the signals at MM1 shown on the H2D+ integrated

intensity map are real H2D+(11,0-11, 1) emission. Panel (c) of Figure 2.2 shows the integrated

DCO+(5-4) map overlaid with 0.82 mm continuum contours. Interestingly, the integrated

DCO+(5-4) emission appears to trace cooler structures such as the filamentary structures (e.g.

to the south of MM2 and to the east of MM3). No DCO+(5-4) is detected towards the cores with

ongoing intermediate- or high-mass star formation reported (e.g. MM3 and MM1, Cyganowski

et al. 2017). In addition, the CH3OH (4−1,3-30,3) line imaged using the wide spectral window

(spw) of the ALMA 0.82 mm observation reveals an asymmetric bipolar molecular outflow

associated with the protobinary system within MM2. This discovery has been published in

Cyganowski et al. (2022).

In the ALMA images, extensive N2H+ emission is detected around MM2 with a 0.54′′2 beam

(∼1800 AU). Panel (d), (e), (f) of Figure 2.2 show the integrated intensity map, peak intensity

map, and velocity field map of the N2H+ (4-3) transition, respectively. The overlaying white

1The geometric mean
2The geometric mean
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Figure 2.2: A summary of the observed results. Panel (a): the 0.8 mm continuum data in
colorscale overlaid with the contours of the integrated N2H+(4-3) emission (velocity range:
27.0 - 42.0 km s−1; contour levels: 0.06 × [5,10,15,20] Jy km s−1). Panel (b): the integrated
H2D+(11,0-11,1) emission (velocity range: 29.0 - 41.8 km s−1) in colorscale overlaid with the
0.8 mm continuum contours (contour levels: 0.5 × [5,15,40,160,280] mJy beam−1). Panel
(c): the integrated DCO+(5-4) emission (velocity range: 32.6 - 38.4 km s−1) in colorscale
overlaid with the 0.8 mm continuum contours. Panel (d): the integrated N2H+ emission in
colorscale overlaid with continuum contours. Panel (e): the peak intensity map (i.e. moment
8 map) of the N2H+ emission in colorscale with continuum contours. Panel (f): the intensity-
weighted velocity field map (i.e. moment 1 map) of the N2H+ emission in colorscale with
continuum contours (velocity range: 27.0 - 42.0 km s−1; cutoff: 4 ×σ∗, where σ∗ = 4.7
mJy beam−1 is measured with the N2H+ cube before primary beam correction).

contours represent the 0.82 mm continuum emission. A dip of the integrated N2H+ emission

towards MM2 is clearly visible in panel (d). The morphology of the distribution of the peak

N2H+ emission also differs from that of the 0.82 mm continuum, with a 2.3′′ offset between

the strongest N2H+ emission and the continuum peak (see panel (e)). The strongest N2H+

emission is detected on the filamentary structure to the south of MM2. The intensity-weighted

velocity field map of the N2H+ cube is shown on panel (f). It suggests that a simple moment

analysis is not sufficient to understand the complex kinematics of the N2H+-emitting gas.

Figure 2.3 provides a detailed view of the N2H+ emission. The integrated N2H+ (4-3)
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Figure 2.3: Top-left panel: integrated N2H+ (4-3) emission overlaid with the 0.82 mm con-
tinuum contours (velocity range: 27.0 - 42.0 km s−1; contour levels: 0.06 × [5,10,15,20]
Jy km s−1). The right and bottom panels show the N2H+ (4-3) spectra extracted at the local
peaks of the integrated intensity map to the north (labelled as A) and south (C) of MM2, the
continuum peak of MM2 (B) and one of the negative bowls (D). The red vertical lines indicate
the relative intensities of the hyperfine structures of this transition. The grey dashed contours
show the negative bowls.

map is plotted in colorscale overlaid with the 0.82 mm continuum contours (velocity range:

27.0 - 42.0 km s−1; contour levels: 0.06 × [5,10,15,20] Jy km s−1). The right and bottom

panels show the N2H+ (4-3) spectra that are extracted at the locations labelled with A, B,

C, and D (including the local peaks of integrated N2H+, the continuum peak of MM2, and

a pixel in one of the negative bowls). The N2H+ (4-3) spectra are complex, with multiple

emission peaks and/or an absorption feature at the system velocity of 35 km s−1. They also

display a significant spatial variation across the map (e.g. vary from the northern N2H+ peak,

the continuum peak, to the southern N2H+ peak). Based on the spectra, it is clear that the

aforementioned dip of the integrated N2H+ emission towards MM2 is a result of the absorption

against the continuum, where cooler gas in front of a hotter continuum source (along the line
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Figure 2.4: An example of performing Gaussian Decomposition to a N2H+ (4-3) spectrum
with two velocity components. The observed spectrum is plotted in black, with the best-fitting
Gaussian models in blue (individual) and red (overall). The best-fitting parameters along wih
associated uncertainties are shown on the top right of the figure: peak intensity in Jy beam−1

(“A”), centroid velocity in km s−1 (“∆x”), and velocity dispersion in km s−1 (σ). The numbers
in brackets refer to the indices of individual Gaussian models, which increases with ascending
centroid velocities.

of sight) create an absorption feature in the continuous spectrum (see Rybicki & Lightman

1979). The N2H+ spectrum extracted at location D is an example showing the negative bowls.

The red vertical lines on the bottom of the spectra indicate the relative intensities of the 38

hyperfine structures of the N2H+ (4-3) transition. It is reasonable to argue that the complexity

of the N2H+ (4-3) spectra is due to a combination of the hyperfine structures and multiple

velocity components within the N2H+-emitting gas surrounding MM2.
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2.4 N2H+ (4-3) kinematics

2.4.1 Gaussian Decomposition using SCOUSEPY

Implement Gaussian Decomposition with SCOUSEPY

To study the gas kinematics in the vicinity of MM2, we first apply Gaussian Decomposition to

the N2H+ cube to disentangle multiple velocity components along the line of sight using a tool

called SCOUSEPY (Henshaw et al. 2016). Fig. 2.4 shows an example of performing Gaus-

sian Decomposition to a N2H+ (4-3) spectrum with two velocity components. The observed

spectrum is plotted in black, with the best-fitting Gaussian models in blue (individual) and

red (overall). The best-fitting parameters along wih associated uncertainties are shown on the

top right of the figure: peak intensity in Jy beam−1 (“A”), centroid velocity in km s−1 (“∆x”),

and velocity dispersion in km s−1 (σ). SCOUSEPY is a Python implementation of the Semi-

Automated multi-COmponent Universal Spectral-line fitting Engine (SCOUSE), designed to

apply Gaussian Decomposition to large volumes of complex spectra in a semi-automated way.

The SCOUSEPY version used in this work can be downloaded from github 3. The workload

consists of four stages, which are described as follows.

In stage 1), SCOUSEPY generates Spatially Averaged Areas (SAAs) and the spectra of SAAs.

A 5σ mask (∼ 54 mJy beam−1) is applied to remove emission-free regions from the analyses

that follow. Regarding the strong spatial variation of this dataset, the size of the SAAs is chosen

to be 20 pixels with a filling factor of 0.6 4. Velocity range and pixel range are set to include the

whole data cube. Other parameters are kept at default. By applying the above parameters to

the N2H+ data cube, 452 SAAs are generated with a total number of 48141 individual spectra

to fit.

In stage 2), the program applies Gaussian Decomposition to the spectra generated in stage

1). The SCOUSEPY version used in this work has introduced derivative spectroscopy (Lindner

et al. 2015, Riener et al. 2019) to assist with multi-component Gaussian fitting. This technique

measures the locations of spectral components by finding functional maxima and minima,

producing accurate and consistent initial guesses for parameters (e.g. central velocity) in

Gaussian Decomposition. To estimate maxima and minima, a spectrum will be filtered with

3https://github.com/jdhenshaw/scousepy/tree/delta
4The filling factor is used to select SAA of which more than 60 % enclosed pixels have significant emission. See
details in Henshaw et al. (2016).
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Table 2.1: A summary of the three sets of tolerance levels used in stage 3).

Parameter version 0 version 1 version 2
T0 2.0 2.0 2.0
T1 3.0 3.0 3.0
T2 1.0 1.0 1.0
T3 2.5 4.0 2.5
T4 2.5 2.5 1.0
T5 0.5 0.5 0.5

a Gaussian kernel and the program will calculate derivatives of the smoothed spectra up to

the fourth order (see details in Lindner et al. 2015). SCOUSEPY first fits the spectra based on

measurements from derivative spectroscopy. The fits are controlled by two input parameters:

signal-noise-ratio (SNR) and the size of the Gaussian kernel used for filtering. We vary SNR

from 3 to 5 and kernel size from 1 to 3 to obtain satisfying fits for ≳ 96% spectra. Only

in four cases do we have to increase SNR to 7-9 to obtain reasonable fits. Additionally, we

manually fit 2% spectra, for which derivative spectroscopy fitting fails. For example, derivative

spectroscopy fits artificially broad red-shifted components in three spectra. We have to fit one

or two more weak components to the red tail of these spectra to obtain reasonable fits. There

is one spectrum which cannot be fitted well either by derivative spectroscopy and manual

fitting. We flag the corresponding SAA at the end of stage (2) to make sure the problematic

fit will not be passed on as initial guesses to fit individual spectra. Given the problematic SAA

is overlapped with neighbors, SCOUSEPY will fit the spectra of the pixels within the flagged

SAA based on the fits of its surrounding SAAs.

Stage 3) uses the fits for the spectra of SAAs as initial guesses to conduct Gaussian De-

composition for individual spectra. SCOUSEPY adopts the fits from stage (2) as initial guesses

and applies automated Gaussian Decomposition to the individual spectra within each SAA. To

control the process of automated Gaussian Decomposition, users have to set tolerance levels

using six parameters: T0, T1, T2, T3, T4 and T5. T0 is newly introduced to the SCOUSEPY ver-

sion we are using. It limits the maximum difference between the number of fitted components

for spatially averaged spectra and individual spectra. T1 sets the threshold for amplitude, un-

der which weak components are discarded before following analyses. T2 and T3 control the

full width at half-maximum (FWHM) of fitted components; T4 limits the centroid velocity. T5

sets the minimum separation in centroid velocity between two adjacent Gaussian components.

Detailed description about these parameters can be found in Henshaw et al. (2016a).

In the final stage, SCOUSEPY selects the best-fitting models with Akaike information cri-
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terion (AIC). As SAAs are Nyquist sampled, individual spectra may hold multiple solutions of

Gaussian Decomposition. The program identifies locations with multiple models and chooses

the models with the lowest AIC values as the best-fitting ones.

We first run SCOUSEPY with default tolerance levels in stage 3) (results referred as version

0). This version generates reasonable fits for ∼ 80% spectra. However, given the complicated

spectral structure and significant spatial variation of this dataset, automated fitting could miss

or overfit components at certain regions. For example, in version 0 SCOUSEPY identifies two

adjacent peaks as a single velocity component at a few pixels to the north of MM2. Therefore, a

single set of tolerance levels may not be ideal for the whole dataset. To test the performance of

automated fitting, we run stage 3) with another two sets of tolerance levels labelled as version

1, version 2. In version 1, we allow the velocity dispersion of fitted components to vary by

more than 60% compared with version 0; in version 2, we restrict the range of fitted centroid

velocity by 60% in contrast with version 0. Other tolerance levels are kept identical (as listed

in Table 1). We compile all the results from the three versions and select the models with

the lowest AIC values as the best-fitting ones. More than 79% of the final best-fitting models

are adopted from version 0; while 8% are taken from version 1 and 3% from version 2. For

∼ 9.7% of the pixels within the mask applied in stage 1), SCOUSEPY could not find best-fitting

models which satisfy all the conditions mentioned above. The tolerance levels applied in each

version are summarized in Table 2.1. The contribution of each version to the final results are

shown on the left panel of Fig. 2.5.

We note that SCOUSEPY cannot handle the absorption structure of the N2H+ spectra. The

Gaussian Decomposition is applied to the spectral emission only. The following analyses de-

scribed in this chapter also focus on the emission feature only. To analyse the absorption

feature, we invert the N2H+ data cube and perform Gaussian Decomposition to the inverted

N2H+ cube around MM2’s continuum peak, treating the inverted absorption feature as an

emission feature. This analysis will be further discussed in section 5.2 of Chapter 5 as part of

the future work.

Results and basic statistics

We obtain best-fitting models for 43079 spectra, and a total of 96157 Gaussian velocity com-

ponents. This result in ∼ 2.2 components per pixel on average. In fact, more than 66% of

the spectra are fitted with models containing multiple velocity components. The right panel of
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Figure 2.5: Left: the version of the best-fitting models employed in the final compiled solu-
tion. Different versions of tolerance levels are coded by color/number: darkblue/0 represents
version 0; yellow/1 for version 1; pink/2 for version 2. Overlaid are the continuum contours.
Right: the distribution of the number of velocity components of the best-fitting models. The
cyan filled circles overlaid indicate the locations of the 10 spectra that are selected for hyperfine
structure fitting.

Fig. 2.5 shows the distribution of the number of velocity components at each pixel. Pixels with

zero components do not have accepted models (as mentioned in section 4.1). The minimum

number of components is 1, while the maximum could go up to 6, with a median value of 2.

We note that the complexity of the velocity structure also varies spatially. The vicinity of MM2

is one of the few regions with the most complex spectra. The median value of the number of

the components reaches 4 at the places to the north of MM2, and 3 to the south.

Fig. 2.6a shows the histogram of centroid velocities of best-fitting components and the

relation of flux density versus velocity. The velocities range from 27 to 42 km s−1, with a

mean velocity of 35.7 km s−1, a standard deviation of 1.8 km s−1, and an interquartile range

of 2.7 km s−1. The histogram of velocity deviates from Gaussian-like distributions by having at

least two groups of peaks at ∼ 34.5 and ∼ 37 km s−1. This possibly indicates the existence of

large-scale velocity gradients across this region. Besides, sharp spikes and shoulders are also

clearly visible on the velocity histogram, which reflect complex velocity substructures on small
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(a) (b)

Figure 2.6: (a) Top panel: the histogram of centroid velocities for the best-fitting components
(bin size: 0.25 km s−1). Bottom panel: the amplitude of velocity components versus centroid
velocity. (b) Top panel: the histogram of velocity dispersion for the best-fitting components
(bin size: 0.06 km s−1). Bottom panel: the amplitude of velocity components versus velocity
dispersion.

spatial scales. The bottom panel of Fig. 2.6a plots amplitude against central velocity for all

fitted components. The median flux density value is ∼ 0.09 Jy beam−1. Most of the strongest

components lie between the interquartile range of velocity. The components on the tails of

velocity distribution are generally weaker.

Similarly, we plot the histogram of velocity dispersion (σv) and amplitude against σv for

best-fitting velocity components in Fig. 2.6b. The velocity dispersion ranges from 0.08 to 4.6

km s−1, with a median value of 0.39 km s−1, and an interquartile range of 0.28 km s−1. As

shown in Fig. 2.6b, the histogram ofσv is highly asymmetric, with a far-end tail reaching up to

12 times the median value. This asymmetry is also reflected by a positive skewness of ∼ 2.6.

Therefore we present median and interquartile values here instead of mean and standard

deviation values to better describe the concentration and dispersion of velocity dispersion. We

note that the σv ≳ 3 km s−1 are mainly contributed by the blue-shifted broad components that

are spacially associated with the molecular outflows driven by protostars MM7/MM9.
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2.4. N2H+ (4-3) kinematics

Figure 2.7: A one-component N2H+ (4-3) spectrum fitted with a single set of hyperfine struc-
tures. The spectrum is plotted in black, with the model in red. The fitted parameters are listed
on the top right corner.

We point out that the line profile of the N2H+ data cube is shaped by at least three factors:

missing short spacings, hyperfine structures (hfs), and multiple velocity components. Hacar et

al.5 demonstrate that missing short spacings can affect the relative intensities of the hyperfine

components. This effect has so far been known to be highly non-linear, making it difficult

to determine quantitatively. Our statistics on central velocity and velocity dispersion are to

some degree biased by the fact that we only employ interferometric data for the analyses.

Without short spacing correction applied, we are unable to recover the original line profile.

In addition, the N2H+ (4-3) transition has 38 hyperfine lines which are spaced over a velocity

range of ≳ 4.5 km s−1. However, the effects of the hyperfine structures of this transition

have not been investigated yet. We conduct Gaussian Decomposition on the N2H+ data for

the purpose of disentangling multiple velocity components and studying gas kinematics. But

pure Gaussian Decomposition could overestimate the line width of velocity components. To

5Hacar, A., The need for data combination in the ALMA era, EAS2020 - SS13a: Eight years of ALMA ground-
breaking results: A joint venture between the ALMA user community and the ALMA Regional Centres, June 29 -
July 3, 2020.
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investigate how much of the line width is overestimated by Gaussian Decomposition, we apply

multi-component hyperfine structure fitting to 10 selected spectra using pyspeckit (Ginsburg

& Mirocha 2011). The spectra are extracted from the pixels that are selected based on their

number of fitted Gaussian components (see green circles on the right panel of Fig. 2.5). The

pyspeckit package applies a uniform excitation temperature (Tex) to all the hyperfine lines

in the fitting. A one-component hfs fitting will fit four parameters: the centroid velocity, the

velocity dispersion, Tex , and the optical depth τ. An example of the one-component hfs fitting

is shown in Figure 2.7. The number of fitted parameters in the multi-component hfs fitting will

be four times of the number of components. To better constrain the multi-parameter fitting,

we use the best-fitting Gaussian models as the initial guesses for the central velocity and the

velocity dispersion. An initial test run returns good fits for spectra with one or two Gaussian

component. As the number of components increase, it becomes difficult for the program to

constrain Tex and τ. To obtain reasonable fits, we have fixed the the Tex of those unconstrained

components to be the median value of the Tex from initial good fits (which is 14 K). Fixing Tex

only leads to ∼ 0.1 % variation of other parameters, and thus is kept in the multi-component

hyperfine structure fitting. Based on the statistics on a limited sample, Gaussian Decomposition

can overestimate the line width by 37% on average. The fitted centroid velocity remains

relatively consistent regardless of the methods used, with a subtle variation of ≤ 0.1%. The

comparisons between the Gaussian Decomposition and hyperfine structure fitting are shown

in Fig. 2.8.

2.4.2 Hierarchical Clustering using ACORNS

Conduct hierarchical clustering with ACORNS

To further analyse the velocity structure within the N2H+-emitting gas, we conduct hierarchi-

cal clustering of the velocity components extracted in Section 4 using ACORNS6 (Agglomera-

tive Clustering for Organising Nested Structures, Henshaw et al. 2019). ACORNS is designed

to characterise the hierarchical structure within discrete spectroscopic data (e.g. the data

points in the position-position-velocity space) based on the hierarchical agglomerative cluster-

ing technique. A comprehensive description of the philosophy and parameters of this package

can be found in Henshaw et al. (2019) Appendix B.

6ACORNS is a publicly available Python package, and can be downloaded from https://github.com/
jdhenshaw/acorns.
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2.4. N2H+ (4-3) kinematics

Figure 2.8: The comparison of the fitted parameters from Gaussian Decomposition (plotted
with black circles) and hyperfine structure fitting (plotted with red squares). The y axis shows
the velocity dispersion; the x axis shows the centroid velocity; the associated error is indicated
by the length of the line.

Before running the ACORNS clustering, we perform a cleaning on the velocity components

extracted by SCOUSEPY. We discard all pixels without fits (∼ 5% of total SCOUSEPY data),

remove the components where the peak intensities are < 3 × rms (which is measured specifi-

cally for each spectrum), and remove the components where either the peak intensities or the

velocity dispersion are smaller than their associated uncertainties. We conduct the ACORNS

clustering only on the selected velocity components, which represent ∼ 94% of total extracted

components.

We first perform the ACORNS clustering of the SCOUSEPY fits in the position-position-

velocity space. The minimum radius of a cluster is set to 4 × the pixel size to ensure the
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minimum number of data points in a cluster is greater than the number of pixels of the syn-

thesized beam (∼ 52.3). The minimum height above the merge level is set to be 3 × the

mean rms. The absolute velocity difference between two components which are identified as

linked cannot be greater than 0.2 km s−1 (which is the channel width of the N2H+ data). We

add an additional clustering criterion based on the linking of velocity dispersion: the absolute

difference of velocity dispersion of two components must be smaller than 0.2 km s−1 to be con-

sidered as linked. These parameters are selected based on the spatial and spectral resolution

of the N2H+ dataset. With these criteria applied, ACORNS identifies a total of 198 clusters,

which contains ∼ 95% of the selected velocity components. We also try a few variants of the

clustering described above to test our choices of parameters. We first experiment with a higher

intensity cut-off during the selection of velocity components, and find that the clustering with a

5σ cut-off would discard a significant amount of data points (∼ 23%), and thus cannot reflect

the extended structure of clusters. We then test the clustering criteria for position, velocity,

and velocity dispersion with different relaxation levels of linking lengths. We relax the linking

criteria by 20% and 50% to enable to clusters to grow. However, the clustering results remain

relatively robust against relaxation: the percentage of data points assigned into clusters only

grows by ∼ 0.3% and ∼ 0.8% in the 20% and 50% relaxed versions respectively. This means

that the vast majority of pixels have been clustered without the need for relaxing the crite-

ria. Therefore, we decide to proceed with the original clustering with 3σ cut-off and without

relaxing the linking criteria.

Results and statistics

Fig. 2.9 shows the hierarchical system (also referred as “forest”) identified by the ACORNS

PPV clustering. The forest consists of a number of trees; each tree may consist of substructure

(which is referred as “branch” if with further substructure, or “leaves” if without). Note that

the trees with no substructure will also be categorized as leaves. The ACORNS PPV clustering

identifies a total of 70 trees, of which ∼23% (16/70) have branches or leaves (i.e. substruc-

ture). Among these trees, we select 8 most dominant trees based on the their assigned data

points: Tree 0, Tree 17, Tree 1, Tree 4, Tree 9, Tree 7, Tree 30, Tree 57 (descending ranking).

The 8 most dominant trees are plotted in rainbow colours in Fig. 2.9. These trees contain

> ∼ 60% of all the data points used for clustering. In the rest of this chapter, we focus on

the most dominant feature of this hierarchical system: Tree 0. Tree 0 contains the largest
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Figure 2.9: The dendrogram showing the structure of the ACORNS forest. The forest consists
of 70 trees (i.e. the ACORNS clusters). ∼23% (16/70) of the trees have branches or leaves
(i.e. substructure). The substructure is indicated by the short horizontal lines. The highest
points of the leaves represent their peak intensities. The eight most dominant trees are plotted
in rainbow colours (as labelled). The red rectangle marks Branch 8.

percentage of total velocity components (≃ 20%) and the components with the highest peak

intensity. Fig. 2.10 plots Tree 0 in the Position-Position-Velocity (PPV) space, providing a direct

view of the velocity structure within the tree. Each velocity component that is clustered into

Tree 0 is plotted with a filled circle. The colours indicate the peak intensities of the velocity

components. The 0.8 mm continuum emission is plotted in colourscale on the bottom, with a

cutoff of 5×σcont (σcont = 0.5 mJy beam−1) applied.

Fig. 2.11 shows the distribution of the peak intensities of the velocity components of Tree

0 (left), the centroid velocity map of Tree 0 (mid), and the velocity dispersion map of Tree
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0 (right). The black contours show the 0.8 mm continuum emission (contour levels: 0.5 ×

[5,15,40,160,280] mJy beam−1). Tree 0 has a peak intensity of 0.54 Jy/beam and a median

intensity of 0.12 Jy/beam. The centroid velocities of the components in Tree 0 range from

34.96 km s−1 to 38.80 km s−1, with a mean velocity of 36.95 km s−1. The velocity dispersion

of Tree 0 has a maximum value of 1.52 km s−1 and a median value of 0.45 km s−1. The

minimum velocity dispersion is below the channel width of the N2H+ data, so is not included

here. Tree 0 appears to follow the major features of the moment 8 map (see panel (e) in

Figure 2.2), including the main filamentary structure on the direction of north-southeast, and

the extended emission from the southern end of the main filament to the west. The intensity

peak (∼ 0.54 Jy/beam) of Tree 0 is also located on the filamentary structure to the southeast

of MM2 (see the left panel of Figure 2.11). The mid panel of Figure 2.11 shows the centroid

velocity map of Tree 0, which indicates a velocity gradient along the main filamentary structure

on the direction of roughly south-north. The velocity dispersion map of Tree 0 is plotted on the

right panel, where an enhanced velocity dispersion (∼ 50 - 70 %) is visible in the intermediate

surroundings of MM2 (within a radius of 3′′). Fig. 2.12 shows the Probability Distribution

Function (PDF) of the centroid velocities of the components in Tree 0 (plotted with filled

circles). The dashed lines represent the best-fitting Gaussian model to the velocity PDF. The

PDF of Tree does not agree with the Gaussian distribution, with excess at ∼ 36.3 km s−1

and ∼ 37.8 km s−1, and moderation in the tails. The kurtosis of the velocity PDF of Tree 0 is

estimated to be 2.3. This value being smaller than 3 (the kurtosis of the Gaussian distribution)

implies lighter tails, which is consistent with the features of the PDF. Simulations of turbulence

suggest a Gaussian-like PDF of the velocities (e.g. Federrath 2013), but observations do not

always agree (e.g. Federrath et al. 2016). Federrath et al. (2016) interpret the deviation from

Gaussian distribution as the result of systematic motions. Henshaw et al. (2019) argue that

the deviation could also be due to the noise in the data and the excitation conditions of the

tracer. For the velocity PDF of Tree 0, the double-peak feature can possibly be caused by a

large-scale velocity gradient, as seen on the centroid velocity map in Figure 2.11.

2.5 Filamentary accretion flows

2.5.1 Velocity gradient

The centroid velocity map of Tree 0 implies a velocity gradient from south-west to north-east.

This gradient goes through MM2 and extends to MM1 to the south of MM2 and MM7/MM9 to
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Figure 2.10: Tree 0 in Position-Position-Velocity (PPV) space. Each velocity component that is
clustered into Tree 0 is plotted with a filled circle. The colours indicate the peak intensities
of the velocity components. The 0.8 mm continuum emission is plotted in colourscale on the
bottom, with a cutoff of 5×σcont (σcont = 0.5 mJy beam−1) applied.

the north of MM2. To analyze the gas kinematics in the immediate environment of MM2, we

select a branch of Tree 0 of which the morphology is coincident with that of the filamentary

structure where MM2 is located in (numbered as Branch 8). This branch is marked with the red

rectangle in Fig. 2.9. Fig. 2.13 shows the centroid velocity map of Branch 8, overlaid with the

0.8 mm continuum contours (black; contour levels: 0.5 × [5,15,40,160,280] mJy beam−1),

and the 1.3 mm continuum contours (grey; contour levels: 0.06 × [10,50,150] mJy beam−1).

We estimate the velocity gradient for Branch 8 using the methods proposed by Goodman et al.

(1993). A linear gradient of centroid velocities is described by the equation

v = v0 + a∆α+ b∆δ, (2.1)
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Figure 2.11: Left panel: the distribution of the peak intensities of the velocity components
of Tree 0; black contours show the 0.8 mm continuum emission (contour levels: 0.5 ×
[5,15,40,160,280] mJy beam−1). Mid panel: the centroid velocity map of Tree 0 overlaid
with the continuum contours. Right panel: the velocity dispersion map of Tree 0 with the
contours.

where ∆α and ∆δ are the variations in right ascension and declination; v0 is the system

velocity. The magnitude of the velocity gradient |∇v| is given by

|∇v|=
p

a2 + b2

D
, (2.2)

where D is the distance. The direction of increasing velocity (east of north) is

Θ = arctan(
a
b
). (2.3)

We estimate the values of a and b by fitting a first-degree bivariate polynomical to the cen-

troid velocity map of Branch 8 using LMFIT 7. The uncertainties associated with the centroid

velocities from SCOUSEPY are included to constrain the fitting.

The length of Branch 8 is measured to be ∼0.17 pc. We estimate the velocity gradient

exhibited by Branch 8 to be 10.5±0.2 km s−1 pc−1 in a direction of ∼19◦ (east of north). The

direction of the velocity gradient is shown by the black arrow on Fig. 2.13.

2.5.2 Mass

To determine the physical parameters of MM2, we fit one two-dimensional Gaussian model

to the 0.82 mm continuum using CASA task imfit. We use the integrated flux of the fitted

7Lmfit is a Python package designed for non-linear least-squares minimization and curve-fitting based on
scipy.optimize. The package is publically available via https://github.com/lmfit/lmfit-py.
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Figure 2.12: The filled circles show the Probability Distribution Function (PDF) of the centroid
velocities of the components in Tree 0. The dashed lines represent the best-fitting Gaussian
model to the velocity PDF.
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Figure 2.13: The centroid velocity map of Branch 8, overlaid with the 0.8 mm continuum
contours (black; contour levels: 0.5 × [5,15,40,160,280] mJy beam−1), and the 1.3 mm con-
tinuum contours (grey; contour levels: 0.06 × [10,50,150] mJy beam−1). The synthesised
beams of the 0.8 mm and 1.3 mm data are illustrated in the bottom left and right corners,
respectively.
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component to estimate the gas mass Mgas for this source, assuming an isothermal dust emission

(as the FIR-submm SED of dust is usually described by an isothermal grey-body model) and

including a correction for dust opacity. The equation we use is as below:

Mgas(M⊙) =
4.79× 10−14RSν(Jy)D2(kpc)Cτdust

B(ν, Tdust)κν
. (2.4)

In this equation, R is the gas-to-dust mass ratio which is assumed to be 100; Sν is the integrated

flux of the source; D is the distance to MM2; Cτdust
is the correction factor of dust opacity

defined by Cτdust
= τdust/(1−exp(−τdust)), where the dust opacity τdust is estimated by τdust =

− ln (1− Tb
Tdust
); κν is set to be 2.3 cm2 g−1, a value linearly interpolated for 0.82 mm using the

values listed in column 7 of table 1 of Ossenkopf & Henning (1994), which are calculated

assuming dust grains are MRNs with thick ice mantles in a region where nH2
= 106 cm−3. The

brightness temperature Tb of MM2 is calculated using Tb =
λ2

2kΩS, where k is the Boltzmann

constant, λ the wavelength, Ω the solid angle, and S the integrated flux of MM2. The dust

temperature Tdust is assumed to range from 15 to 25 K. The mass of MM2 is estimated to

be 16.8-47.2 M⊙ with opacity correction, and 13.2-28.7 M⊙without. Having obtained the

gas masses, we calculate the molecular hydrogen density nH2
and the column density NH2

assuming a spherical geometry with a mean molecular weight per hydrogen molecule µH2
=

2.8 (Kauffmann et al. 2008). The nH2
is estimated to be 108 - 109 cm−3, with NH2

1024 - 1025

cm−2.

We also estimate the mass of Branch 8 using equation (4). The integrated flux of the

branch is measured using CASA task imstat. We measure the mean brightness temperature

(0.35 K) of Branch 8 on the brightness temperature map converted from the intensity map,

and adopt this value in the mass calculation. The dust temperature Tdust is also assumed to be

15-25 K for consistency. The mass of Branch 8 is estimated to be 29.8-65.4 M⊙ with opacity

correction, and 29.6-64.6 M⊙ without. We note that these estimates should be taken as an

upper limit, as Branch 8 is (partly) overlapping with other trees (e.g., Tree 9) along the line

of sight, and thus is not the only contributor to the total gas mass estimated using the dust

emission. However, the overlapping area between e.g., Branch 8 and Tree 9 is relatively small,

and more importantly, the peak intensity of Branch 8 is more than two times higher than that

of Tree 9. Though it is difficult to quantitatively determine the fraction of the total cloud mass

in Branch 8 without radiative transfer modelling, it is reasonable to argue that the uncertainty
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of the branch mass is less dominant than that of the dust temperature.

As considering opacity correction will introduce extra uncertainties, we determine to pro-

ceed with the uncorrected masses assuming the dust emission is optically-thin at 0.82 mm. We

note that the uncorrected masses should be taken as the lower limits.

2.5.3 Mass inflow rate

Velocity gradients along filaments are commonly interpreted as filamentary accretion flows

(see Kirk et al. 2013). The observed velocity gradient in Tree 0 is probably caused by acceler-

ating accretion flows towards MM2, if the filamentary structure is oriented with its southeast

end further and the northwest closer to the observer. Rotation could also produce a velocity

gradient similar to the observed one. Assuming the velocity gradient is caused by a Keplerian

rotation, we derive the kinematic mass required to drive this rotation to be ∼72.5 M⊙. This

value is ∼2-3 factors higher than the upper limits of the mass estimates of MM2 using dust

emission (see section 2.5.2). This suggest that MM2 is unlikely to be massive enough to drive

a Keplerian rotation which can produce the observed velocity gradient pattern.

Based on the hypothesis of filamentary accretion flows, we can derive a mass inflow rate

using the velocity gradient and branch mass following the procedure in Kirk et al. (2013).

Assuming a simple cylindrical model with a length of L, a mass of M , and a projection angle

to the plane of the sky of α, we can calculate the rate of the mass channelled towards MM2 Ṁ

using the equation:

Ṁ =
|∇v|M
tan(α)

. (2.5)

The tan(α) is a result of the projection effects of the true filament length and the true motions

of velocities along the filament (see Kirk et al. 2013 for details of derivation). The Branch 8

is estimated to have a length of ∼0.17 pc. Taking the branch mass without opacity correction

and assuming the inclination angle α to be 30◦ − 60◦, we derive a mass inflow rate of 0.2×

10−3 − 1.2× 10−3 M⊙ yr−1.

This mass inflow rate spans over almost an order of magnitude due to the uncertainties

in the dust temperature and the inclination angle. We note that this range of mass inflow

rates should still be taken as the lower limits for the masses are calculated assuming optically

thin dust emission. Our Ṁ is ≥ one order of magnitude higher than the values reported in

the few very first studies of filamentary accretion flows (e.g. Kirk et al. 2013, Henshaw et al.
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2014, Peretto et al. 2014). In fact, our estimated velocity gradient (∼ 10.5 km s−1 pc−1) is

already about one order of magnitude higher (∼ 1 - 2 km s−1 pc−1). Our mass inflow rates

are also higher than the typical accretion rates of the NH3 filaments in Lu et al. (2018) by

a few factors. Yuan et al. (2018) discover that the most massive and densest clump located

in the junction of the hub-filament system G22 is globally collapsing. They derive the mass

infall rate as a result of clump-scale collapsing to be 7.2 × 10−4 M⊙ yr−1. Liu et al. (2016)

estimate a similar mass infall rate of 9.6 × 10−4 M⊙ yr−1 for the globally collapsing clump

AFGL 5142. Though these values are covered in the range of the mass inflow rates that we

derive for the filamentary accretion flows towards MM2, it is likely that similar Ṁ values are

driven by different mechanisms. Liu et al. (2016) further discover a network of filaments

traced by the NH3 (1,1) emission, and estimate a typical velocity gradient of 10 km s−1 pc−1

for their filaments. The authors adopt the clump mass as a lower limit of the total mass of

filaments, and derive a mass accretion rate of ∼ 2.1 × 10−3 M⊙ yr−1. This value is ∼ 50%

higher than ours, but is not surprising regarding the different methods used to estimate the

masses of filaments.

2.6 Discussions

2.6.1 Filamentary accretion flows feeding the protobinary system

Combining Gaussian Decomposition and hierarchical analysis, we discover that a hierarchy of

the N2H+ (4-3) emission probably traces filamentary accretion flows towards MM2. The fila-

mentary accretion flows are funnelling gas onto MM2 at an estimated rate of 0.2×10−3−1.2×

10−3 M⊙ yr−1. Recent high angular resolution ALMA 1.3 mm data resolves MM2 into a pro-

tobinary system with a separation of 505 AU (Cyganowski et al. 2022). The authors estimate

the current stellar masses of the binary members to be 1M⊙ for each using the 13CO (2-1) line

detected in absorption. The CH3OH line covered by the tuning of our 0.82 mm ALMA observa-

tions reveal an asymmetric bipolar molecular outflow associated with the protobinary system,

indicating that the binary system is currently accreting gas from its surroundings. Located on

the filamentary structure, the accreting protobinary probably benefit from the filamentary ac-

cretion flows traced by N2H+. Assuming the ongoing accretion is fed by the gas materials that

are carried by the filamentary accretion flows, we can estimate the time for the binary mem-

bers to double their masses to be [0.3, 2]×104 yr, with an efficiency factor of transporting
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the gas carried by the filamentary inflows onto the stars of 50%. Similarly, the time for each

member to reach 10 M⊙ is estimated to be [3, 18]×104 yr. This timescale is consistent with

the timescale of the 70 micron weak phase (5 × 104) which is derived with chemical clocks

from Sabatini et al. (2021).

2.6.2 Non-detection of H2D+(11,0-11,1)

In the ALMA 0.82 mm images, H2D+ (11,0-11,1) is undetected towards or around MM2 at an

rms noise level of 2.7 mJy beam−1 with a resolution of 0.65′′, which is equivalent to Tb ∼ 0.06

K. The high sensitivity of the H2D+ map suggests that potential H2D+ signals below the ALMA

detection limit are highly impossible. As discussed in section 2.3, the detection towards MM1

in the H2D+ integrated intensity map is likely to be the contamination of other lines within

the velocity range ([29.0, 42.0] km s−1) used to integrating emission.

As a dense and depleted gas tracer, H2D+(11,0-11, 1) is found to be sensitive to temperature.

When the gas temperature goes above 20 K, the frozen CO molecules start to evaporate into gas

phase and react with H2D+, resulting in the decrease of the abundance of H2D+; if the temper-

ature reaches > 30 K, the deuteration level will decrease (Redaelli et al. 2021). Cyganowski

et al. (2022) employ the high-resolution (160 AU) ALMA data to derive the 1.3 mm bright-

ness temperatures of 68.4/64.6 K for the binary members MM2E/MM2W, respectively. This

suggests that these two sources are internally heated. The H2D+ (11,0-11, 1) line does not

preferably trace sources with such temperatures, which is consistent with the non-detection

towards MM2.

The non-detection of H2D+ at larger scales is likely to be the result of the spatial filtering

of the interferometric observations. The Largest Angular Scale (LAS) of the ALMA 0.82 mm

observations is 5′′. Smooth structures with spatial scales larger than 5′′ have been filtered

out in our observations. Compared with the N2H+ (4-3) (with a critical density of ∼ 106

cm−3), H2D+(11,0-11, 1) has a relatively lower critical density (∼ 105 cm−3), which means the

distribution of the H2D+ emission is expected to be more extended. Redaelli et al. (2021)

report the first (and the only so far) interferometric (ALMA) detection of the H2D+(11,0-11, 1)

line in high-mass star-forming regions, with an LAS of 20′′ and an rms of 0.3 K. They reveal

extended large-scale structures as well as point sources traced by the H2D+ emission, with a

massive H2D+ core being the candidate of high-mass prestellar core. In the future, single dish

or ACA+TP observations may assist to detect the H2D+ (11,0-11, 1) in MM2’s environment.
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Figure 2.14: Left panel: the distribution of the peak intensities of the velocity components
of Tree 7; black contours show the 0.8 mm continuum emission (contour levels: 0.5 ×
[5,15,40,160,280] mJy beam−1). Mid panel: the centroid velocity map of Tree 7 overlaid
with the continuum contours. Right panel: the velocity dispersion map of Tree 7 with the
contours. The magenta crosses mark the locations of the class II 6.7 GHz methanol masers;
the cyan diamonds mark the locations of the class I 44 GHz methanol masers (Cyganowski
et al. 2009).

2.6.3 Impact of protostellar feedback traced by N2H+ (4-3)

Fig. 2.14 shows the distribution of the peak intensities of the velocity components of Tree

7 (left), the centroid velocity map of Tree 7 (mid), and the velocity dispersion map of Tree

7 (right). The black contours show the 0.8 mm continuum emission (contour levels: 0.5 ×

[5,15,40,160,280] mJy beam−1). Tree 7 has a peak intensity of 0.36 Jy/beam and a median

intensity of 0.11 Jy/beam. The centroid velocities of the components in Tree 7 range from

36.34 km s−1 to 39.94 km s−1, with a mean velocity of 38.15 km s−1. The velocity dispersion of

Tree 7 has a maximum value of 2.40 km s−1 and a median value of 0.68 km s−1. The minimum

velocity dispersion is below the channel width of the N2H+ data. Located at the end of the

secondary filamentary structure, Tree 7 appears to be a bubble-like structure which agrees well

with the continuum emission. This bubble is located on the direction of the bipolar outflows

driven by MM1 (see panel (a) in Figure 2.1) A group of class II 6.7 GHz methanol masers are

detected at the edge of tree 7. The velocity dispersion map shows an enhancement towards the

centre of Tree 7; the centroid velocities decrease from the centre to the edge. Based on these

features, Tree 7 possibly trace the dense gas layers blown by the protostellar outflows driven by

MM1, which can lead to the enhancement of velocity dispersion (i.e. elevated turbulence). In

these cases, the N2H+ (4-3) emission can be employed to study the impact of the protostellar

feedback on the ambient environment of massive protostars.
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2.7 Conclusions

We present deep ALMA 0.82 mm observations towards the high-mass prestellar core candi-

date G11.92-0.61 MM2. Our ALMA observations, targeting H2D+(11, 0-11, 1) and N2H+(4-3),

were designed to trace dense and depleted gas to study MM2's properties. We detect extensive

N2H+ emission around MM2 with a 0.54′′ beam (∼1800 AU), while H2D+ is undetected at an

rms noise level of 2.7 mJy beam−1 (Tb ∼ 0.06 K) with a resolution of 0.65′′. The morphology

of the N2H+ emission differs markedly from that of the 0.82 mm continuum, with a clear offset

between the peak of the integrated N2H+ emission and the continuum peak. The N2H+ spectra

are complex, with multiple velocity components present within the cloud. To analyze the kine-

matics of the gas surrounding MM2, we apply Gaussian decomposition to the N2H+ spectrum

at each pixel using SCOUSEPY and then conduct hierarchical clustering of the extracted ve-

locity components using ACORNS. We find that eight velocity- and position-coherent clusters

in the N2H+-emitting gas describe > 60% of the fitted velocity components. The most domi-

nant cluster (> 20% components) indicates a velocity gradient along the filamentary structure

traced by the continuum in the south-west to north-east direction. The observed velocity gra-

dient is ∼ 10.5 km s−1 pc−1, indicating filamentary accretion flows towards MM2. Based on

the hypothesis of filamentary accretion flows, we derive a mass inflow rate of 2 ×10−4 ∼ 1.2

×10−3 M⊙ yr−1. The gas inflows are probably feeding the ongoing accretion onto MM2 and

ultimately to the embedded protobinary system.
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3
A parametric study of the observability of

low-mass cores in massive protoclusters

3.1 Background

3.1.1 Isolated high-mass star formation

The vast majority (70-90%) of stars are observed to form in clustered environments (Lada &

Lada 2003). In particular, ∼70% of Galactic O-type stars are found to be members of stel-

lar clusters or OB associations, while the remaining 30% are isolated high-mass stars in the

Galactic field (Gies 1987, Mason et al. 1998). The mechanism of high-mass star formation has

not been fully understood yet (see Chapter one). The competitive accretion models (Bonnell

et al. 2003, Bonnell et al. 2004) propose that high-mass stars (Mzams > 8 M⊙) tend to form

in the centre of stellar clusters. Fed by the gases falling into the central gravitational poten-

tials of protoclusters, protostars close to the centre are able to grow in mass within shorter

timescales (i.e. to accrete at higher rates) to form high-mass stars. By contrast, protostars
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that are initially located at the outskirts would be less likely to benefit from global gas in-

fall, and are thus more likely to form low-mass stars. In this scenario, high-mass stars are

born in the centre of stellar clusters, with low-mass stars forming in their vicinity. This claim

is consolidated by both numerical simulations and observations for high-mass protoclusters

(e.g. Motte et al. 2007, Smith et al. 2009, Cyganowski et al. 2017, Pillai et al. 2019, Avison

et al. 2021). However, the origin of field OB stars cannot be explained using this clustered for-

mation theory alone. Radiation-magnetohydrodynamic simulations (Commerçon et al. 2011,

Myers et al. 2013, Rosen & Krumholz 2020) demonstrate that the combined effects of mag-

netic fields and radiative transfer can effectively suppress the initial fragmentation of massive

dense cores. Through this mechanism, highly magnetized massive dense cores remain stable

against fragmentation, so are able to form individual high-mass stars via gravitational collapse;

while marginally magnetized ones form OB associations or small clusters. In this framework,

large-scale gravitational potential is not necessary for high-mass star formation, which means

that the formation of high-mass stars is not deeply involved in cluster formation. High-mass

stars could form in isolation.

To investigate how field OB stars form, kinematics studies are conducted on selected sam-

ples of field OB stars using e.g. spectroscopic data (Rauw et al. 2012, Lamb et al. 2016) and

proper motions measured with Gaia (Lennon et al. 2018). Most field OB stars are revealed

to be runaways with high velocities (> 30 km s−1, Gies & Bolton 1986), which probably arise

from dynamical ejection from young clusters (de Wit et al. 2005, Gvaramadze et al. 2012,

Rauw et al. 2012, Bressert et al. 2012, Lamb et al. 2016, Lennon et al. 2018). In the simula-

tions performed by Lucas et al. (2018), OB stars can initially form in clusters and then disperse

into the fields as their parent clusters are tidally disrupted in mergers with higher mass clus-

ters. Additionally, higher- resolution and sensitivity observations can revolutionize previous

identification of field OB stars. For example, Oey et al. (2013) show that 9 out of 14 selected

OB field stars in the Small Magellanic Cloud (SMC) actually have accompanying low-mass

stars. Similarly, Stephens et al. (2017) observed seven previously-identified “isolated” high-

mass young stellar objects (MYSOs) in the Large Magellanic Cloud (LMC) with Hubble Space

Telescope. They discovered that each MYSO is accompanied by ≳100 pre-main-sequence stars

which were too faint to be detected before. Although these studies suggest that most field OB

stars are initially born in young clusters and ejected later, or are surrounded by stellar com-

panions, there is a small fraction (2-6%) of field OB stars which are located ≳ 101-102 pc away
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from any stellar clusters, OB associations and giant molecular clouds (GMCs), moving at low

velocities (see de Wit et al. 2005, Selier et al. 2011, Bressert et al. 2012, Oey et al. 2013, Lamb

et al. 2016). Understanding the origin of these stars is crucial for testing different categories

of high-mass star formation models.

In the past decades, researchers have been searching for the progenitors of high-mass stars

at longer wavelengths (see section 1.4). Recent high-resolution ALMA observations reveal

high-mass protostars forming in isolated environments (e.g. Csengeri et al. 2018, Harada

et al. 2019). In particular, Csengeri et al. (2018) report the discovery of a single protostellar

object which is expected to form an O-type star with a mass of ∼50 M⊙ in the young massive

clump 328.2551–0.5321 (rms noise level ∼1.3 mJy beam−1, spatial resolution ∼400 AU).

It is possible that low-mass protostars are present around the high-mass source, but are not

detected under their observational limits (e.g. sensitivity, spatial resolution).

3.1.2 Synthetic Observations

The ability to detect low-mass protostars in a massive protocluster can be restricted by obser-

vational limits, including wavelength, sensitivity, spatial resolution and interferometric effects.

It can also be influenced by stellar properties such as stellar mass and luminosity, and geom-

etry such as the location of low-mass sources and projection effects. To investigate how the

detectability is determined by these factors, we employ synthetic observations.

A synthetic observation is defined as the prediction of how an astrophysical source would

perform in real observations based on theoretical models (Haworth et al. 2018). To generate

a synthetic observation, one could first use (semi-)analytic models or the output from hydro-

dynamical simulations to prescribe the density and thermal structures (plus velocity structures

for synthetic spectral line observations), and then solve the radiative transfer equation to com-

pute the radiation received by an observer. Chemical compositions and instrumental effects are

also important components that need to be taken into consideration in the studies of ISM and

star formation. Synthetic observations have a wide range of applications, including estimat-

ing observational parameters (e.g. integration time and/or configuration of interferometers)

required to detect an object, testing the accuracy and predictive capability of models, and

determining models for direct interpretation of real observations of specific systems such as

protoplanetary disc (e.g. Williams & Best 2014) and star-forming regions (e.g. Izquierdo et al.

2018).
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Synthetic observations have been a popular tool for the purpose of predicting the observ-

ability and/or distinguishing observational features of individual star-forming cores (Saigo &

Tomisaka 2011, Commerçon et al. 2012a) and their substructures (Commerçon et al. 2012b).

Commerçon et al. (2012b) present synthetic ALMA continuum images of the first hydrostatic

cores (Larson 1969), arguing that ALMA is capable of resolving fragmentation within the cores

and distinguishing between magnetized and unmagnetized cores at a distance of ≤ 150 pc.

Harries et al. (2017) run a numerical simulation of the formation of a single massive (25 M⊙)

star using Monte Carlo-based radiation hydrodynamics. They show that the spiral features in

the circumstellar discs (with a characteristic radius of 1500 AU) are recovered in their com-

puted ALMA 1 mm continuum images. Figure 3.1 shows the synthetic images based on a

simulation of an accreting disk around a young massive star (Meyer et al. 2018). The syn-

thetic dust continuum image and velocity map are similarly consistent with observations in

Johnston et al. (2015). Jankovic et al. (2019) produce synthetic observations of circumstel-

lar discs with substructure around massive young stellar objects (MYSOs) using semi-analytic

models. They predict that spirals are detectable around MYSOs at <5 kpc with ALMA, if the

discs are strongly self-gravitating. Recent very high-resolution (∼100 AU) observations have

successfully resolved (<500-1000 AU) spiral-like features around MYSOs (Maud et al. 2017,

Chen et al. 2020).

Synthetic observations carried by Lomax & Whitworth (2018), Jankovic et al. (2019), and

Meyer et al. (2019a) shed light on the physical properties and/or the observability of young

multiple (massive) systems. In particular, Meyer et al. (2019a) compute synthetic dust con-

tinuum images of a gravitationally-collapsing prestellar core (100 M⊙) modelled by gravito-

radiation-hydrodynamics simulations. They demonstrate the possibility of direct imaging of

nascent multiple massive protostellar systems. They predict that the multiplicity in the envi-

ronment of young massive protostars can be revealed by ALMA with 10 minutes exposure and

a beam of 0.015′′, for sources located at 1 kpc.

Synthetic observations have also been applied to investigate larger-scale structures (∼ a

few parsec), such as studying the dynamical evolution of filaments (Juvela et al. 2012) and

characterizing the gas density distribution of magnetized turbulent molecular clouds (Burkhart

et al. 2013a, Burkhart et al. 2013b). Figure 3.2 shows synthetic ALMA emission from a Giant

Molecular Cloud (GMC) in the Milky Way. A few studies also discuss the observational prop-

erties of cores embedded in the filaments/clumps of turbulent molecular clouds (Smith et al.
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Figure 3.1: An example of synthetic observations of an accretion disk around a young high-
mass star (Meyer et al. 2018). Left panel shows the synthetic image of dust continuum emis-
sion; Mid panel shows the continuum image that is expected if it is observed with ALMA; Right
panel shows the CH3CN velocity map that would appear in ALMA observations.

2009, Smith et al. 2012, Chira et al. 2014, Steinacker et al. 2016). Smith et al. (2009) run a

smoothed particle hydrodynamic (SPH) simulation of a 104 M⊙ molecular cloud (with a length

of 10 pc and a radius of 3 pc) over ∼ 1 free-fall time, and present simulated interferometric

1.3 mm dust continuum images of three parsec-scale star-forming clumps at different evolu-

tionary stages. These images show that the dust emission becomes dominant by the dense and

hot cores forming in the center of clumps as they collapse. Smith et al. (2012) perform radia-

tive transfer calculations of the cloud from the Smith et al. (2009) simulation, and computed

synthetic CS (2-1), HCN (1-0) and N2H+ (1-0) lines. They demonstrate that the classic blue

asymmetry feature expected in the optically thick line profiles of collapsing cores may not be

observable in reality, where the cores are surrounded by asymmetric gas. Additionally, Offner

et al. (2009) conduct radiation-hydrodynamic calculations of a turbulent molecular cloud (size

∼ 0.65 pc, mass∼ 185 M⊙) to simulate low-mass star formation. They compute synthetic dust

continuum observations of the starless and protostellar cores from the numerical simulation,

and predict that the protostellar companions of starless cores at a separation of ∼ 1000 AU

should be detectable with CARMA (Offner et al. 2012). However, there have not been any

studies considering both high- and low-mass cores and investigating a variety of parameter
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combinations.

Figure 3.2: Synthetic ALMA observations of the CO(1-0) and [CI](1-0) emission from a typical
Milky Way (MW) GMC (Haworth et al. 2018). Their models consider that the GMC is irradiated
by an MW-average isotropic Far-UV radiation field and cosmic rays with a cosmic ray ionisation
rate equal to 1 and 10 times the MW average. The top row shows the fluxes of CO(1-0) (left)
and [CI](1-0) (right) with different cosmic ray ionisation rates (as labelled). Bottom left panel
shows the true distribution of the molecular hydrogen column density of the GMC. The four
small panels on the lower right show the distributions of the molecular hydrogen column
density that are derived using the CO-to-H2 and CI-to-H2 conversion factors.

Here we construct a semi-analytic framework to generate synthetic observations for proto-

stellar cores in a young massive protocluster, aiming to quantify the observability of low-mass

protostars around high-mass young stellar objects at submillimeter wavelength. We choose

parametric models instead of hydrodynamical ones for the sake of saving computational cost,

which allows for the exploration of a large parameter space.
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Figure 3.3: A cartoon showing the gas sphere described by a 3D Cartesian grid. The locations
of protostars are plotted with orange stellar markers encompassed by black circles. The line
of sight is parallel to the y axis.

3.2 Methodology

3.2.1 Model construction

We assume a massive protocluster embedded in a spherical gas clump with a diameter of 1.0 pc,

which is the typical size of the massive clumps identified in the Herschel Infrared Galactic Plane

Survey (Hi-GAL, Molinari et al. 2016, Elia et al. 2017a). To describe the model, we set up a

3D Cartesian grid with a cell size of 0.02 pc, corresponding to 0.2′′ at a distance of 2 kpc (see

Table 3.1). The high-mass protostar (A) is located at the centre (a⃗ = (0., 0., 0.)); the low-

mass protostar (B) is separated from protostar A along the z axis (b⃗ = (0., 0., zb)). We assume

synthetic observations are taken along the y axis, with the line of sight perpendicular to the y

= 0 plane on which the two protostars are located. The pre-defined geometry is demonstrated

in Fig. 3.3.
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Parameter Symbol Value
Mass of protostar A ma
Mass of protostar B mb
Clump radius R 1.0 pc
Location of protostar A a⃗ (0., 0., 0.) pc
Location of protostar B b⃗ (0., 0., zb) pc
Distance D 2 kpc
Cell size d 0.02 pc
Resolution θ 0.2′′

Frequency ν 230 GHz
Wavelength λ 1.3 mm
Dust opacity κν 0.7 cm2 g−1

Gas-to-dust mass ratio Rg/d 100

Table 3.1: A summary of parameters.

Density prescriptions

We assume a spherically-symmetric power-law density distribution associated with each pro-

tostar. The density structure is described by

ρ(r) = ρ0

�

r
r0

�−p

(3.1)

where ρ0 is the reference density at the reference radius r0. We choose the radius of the

protostellar envelope renv as the reference radius. renv is set to be 5000 AU, which is within the

typical range of fragmentation length-scale observed in star-forming regions (e.g. Longmore

et al. 2006, Beuther et al. 2018a). The gas density at the envelope radius is determined by

assuming the gas mass within the envelope to be Menv = εM∗, where ε is a coefficient and M∗ is

the mass of the protostar embedded in the envelope. Previous studies combining large-sample

observations with modelled protostellar evolutionary tracks show that protostars evolve from

the envelope-dominant phase (Menv ≫ M∗) to the star-dominant phase (Menv < M∗, André

et al. 2008, Minier et al. 2009, Maury et al. 2011). Here we choose ε = 1 to represent an

intermediate stage of protostellar evolution. The power-law exponent p is assumed to be

p = 1.5 when r ≤ renv and p = 2 when r > renv. This is based on the classic model of

collapsing isothermal spheres, where r−1.5 law describes the density distribution within the

freely-falling protostellar envelope, and r−2 for the (nearly) static region outside the envelope

(Larson 1969, Shu 1977). This assumption is often taken as the initial conditions of isolated

low-mass star formation, and also appear consistent with the density profiles observed in high-

mass star-forming regions (e.g. Mueller et al. 2002, Beuther et al. 2002, Li et al. 2019, Lin
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et al. 2021).

At each cell, the density is given by linearly adding up the densities contributed by the

profiles of protostar A and protostar B:

ρ(ri) = ρ(ri,a) +ρ(ri,b) (3.2)

where ri,a and ri,b are the distances from location ri to the two protostars respectively. To con-

vert the gas density distribution to the dust density distribution, we adopt a gas-to-dust mass

ratio (Rg/d) of 100, which is the most commonly used value when only hydrogen molecule is

considered (Draine et al. 2007).

Dust temperature prescription

We describe the dust temperature distribution due to the radiative feedback from young stars

using a 1D temperature profile derived in Smith et al. (2009) (equation (3)):

T (r) = 100×
�

m
10 M⊙

�0.35

×
� r

1000 au

�−0.45
K; m< 10 M⊙ (3.3)

T (r) = 100×
�

m
10 M⊙

�1.11

×
� r

1000 au

�−0.5
K; m> 10 M⊙ (3.4)

where m is the stellar mass and r is the distance from the star. This 1D prescription is approx-

imated based on a grid of pre-computed Monte Carlo radiative transfer models of young stars

in Robitaille et al. (2006). We adopt the analytic prescription for dust temperature instead of

performing Monte Carlo calculations to reduce the computational costs for exploring a large

parameter space.

Consider the equilibrium of dust heating and cooling, the dust temperature at each cell is

given by:

T (ri) = (T
4(ma, ri,a) + T4(mb, ri,b))

1
4 (3.5)

where T (ma, ri,a) and T (mb, ri,b) are the temperatures at location ri due to the radiative feed-

back from protostar A and protostar B, with ri,a and ri,b being the distances from location ri

to the two protostars respectively.
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3.2.2 Radiative transfer modelling

To generate synthetic dust continuum images of this star-forming clump, we conduct ra-

diative transfer (RT) calculations to model the emission of photons and their propagation

through the dusty medium based on the density and thermal structure detailed in section

4.2.1. Dust particles are known to absorb ultraviolet/optical photons, and re-emit them at

infrared/submillimeter wavelengths (Steinacker et al. 2013). Considering the radiation feed-

back from protostars, we determine the dust temperature at a given location using equation

(3.5). Dust is also effective in scattering light, especially for ultraviolet to near infrared regime

(see e.g. Burgh et al. 2002). In the context of this work, we focus on the absorption and re-

emission of dust grains, ignoring the scattering process as the dust scattering albedo at submil-

limeter wavelengths (∼ 10−5) is much smaller than that at shorter wavelengths (e.g. ∼ 10−1 at

NIR, Draine 2003). The dust emission can be determined by RT modelling or analytically with

optically-thin assumptions (e.g. using equation A.31 in Kauffmann et al. 2008). We choose

to model the emission with RT techniques instead of optically-thin calculations, as the effects

of optical depth cannot be ignored, especially around the regions with high densities (e.g. τ

can be ∼ 0.3 at a few hundreds AU away from the high-mass source, for the most massive

case). Moreover, it takes ∼ 2 minutes to run RT, but ∼ 10 minutes to calculate flux densities

analytically for a single model. Therefore, RT techniques are also a better option regarding

computational costs.

The main objective of RT modelling is to solve the radiative transfer equation (Rybicki &

Lightman 1979):
dIν
dτν

= Sν − Iν, (3.6)

where Iν is the intensity at frequency ν, τν is the optical depth defined by

dτν = ανds, (3.7)

and Sν is the source function defined by

Sν =
jν
αν

. (3.8)

Note that jν and αν are the emission coefficient and absorption coefficient respectively. We

assume the observations are taken at the frequency of 230 GHz (equivalent to 1.3 mm) In the
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modelling, the line of sight is parallel to the y direction; the distance between the clump and

the observer is set to be 2 kpc. We assume a dust opacity at 1.3 mm for thin ice mantles with

a classic MRN size distribution under a gas density of 105 cm−3 (Ossenkopf & Henning 1994,

Mathis et al. 1977), and apply it uniformly to all the cells within the spherical clump. Values

of these parameters are summarized in Table 3.1.

We run dust radiative transfer calculations using a software package called RADMC-3D

(Dullemond et al. 2012). RADMC-3D is coded to model dust continuum radiative transfer

and gas line transfer in 1D, 2D and 3D geometries (see the manual of RADMC-3D 1). With

the dust density and temperature distributions provided, RADMC-3D performs a ray-tracing

computation to compute synthetic dust continuum images. Ray tracing follows the change of

intensity in a particular direction. This technique is implemented by solving the first-order dif-

ferential of the radiative transfer equation within a spatial grid cell along a given direction. If

the emission and absorption properties within a medium are provided, it is relatively straight-

forward to calculate the intensity towards the observer using this method, because rays only

have to be traced in one direction.

We convert the output data files from RADMC-3D into FITS images using a Python package

called radmc3dPy 2. The FITS images are originally in units of Jansky per pixel. To account

for the finite spatial resolution of real astronomical observations, we then convolve the images

with 2D Gaussian beams using the imsmooth task in CASA 3 (McMullin et al. 2007). In

this work, we do not consider sophisticated instrumental effects such as spatial filtering or

dynamic range of interferometry. In real interferometric observations, the incomplete sampling

in spatial frequencies leads to the loss of information for e.g., short spacings (see section 1.4.2).

The smooth extended emission with spatial scales larger than the maximum recoverable scale

(MRS) of certain observation is expected to be filtered out by the interferometer. In addition,

the dynamic range, defined as the ratio of the maximum intensity to the rms noise level in the

image, is limited by instrumental response (Thompson et al. 2001). Achieving high dynamic

range requires accurate visibility measurements, good uv coverage, and careful calibration and

deconvolution (e.g., self-calibration). Further discussion on spatial filtering and a preliminary

1https://www.ita.uni-heidelberg.de/~dullemond/software/radmc-3d/manual_radmc3d/
index.html

2radmc3dPy is a Python package coded for analyzing the results of RADMC-3D. This package is developed by
Attila Juhasz. Details can be found at https://www.ita.uni-heidelberg.de/~dullemond/software/
radmc-3d/manual_rmcpy/index.html

3CASA version 5.4.0
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Parameter Symbol Value
Mass of protostar A (M⊙) ma [8,15,25,50]
Mass of protostar B (M⊙) mb [0.1,0.25,0.5,1,2,5]
Separation (pc) S [0.05,0.10,0.15,0.20,0.25,0.30]
Resolution (′′×′′) θma j × θmin [0.6′′ × 0.4′′,3.0′′ × 2.0′′,6.0′′ × 5.0′′]

Table 3.2: A summary of the parameter space we explore in this work.

test can be found in Chapter 5 section 5.2.

3.2.3 Parameter space

In our models, we set the mass of protostar A (ma) to be 8, 15, 25, and 50 M⊙; the mass

range of protostar B (mb) covers 0.1, 0.25, 0.5, 1.0, 2.0, 5.0 M⊙. These values are among the

typical range of the masses of the protostars identified in recent observations (e.g. high-mass

protostars in Duarte-Cabral et al. 2013, Tigé et al. 2017). The lower limit of mb is set to 0.1 M⊙

to ensure that the mass of protostar B is above the stellar-substellar boundary (see Table 8 in

Dieterich et al. 2014). We vary the separation between protostar A and B from 0.05 to 0.30 pc

with a step size of 0.05 pc. These assumptions adopt the projected distances between high-

and low-mass cores that are observed in massive protoclusters (e.g. Cyganowski et al. 2017).

We choose the major and minor axis (θmaj × θmin) of the Gaussian beam to be 0.6′′ × 0.4′′,

3.0′′ × 2.0′′, and 6.0′′ × 5.0′′, which are roughly the numbers of the characteristic angular

resolution of ALMA (at C-3 or C-4 configuration), SMA (at compact configuration), and ACA

at 230 GHz. A summary of the parameter space is listed in Table 3.2.

To understand how the observability of the low-mass core is influenced by the parameters

discussed above, we explore the combinations of four masses of ma, six masses of mb, six

separations (S), and three beam sizes (θmaj×θmin) in the modelling. We have run 432 models

in total, and the results are shown in the next section.

3.3 Results

3.3.1 A one-dimensional overview

We extract one-dimensional slices which go through the locations of the high- and low-mass

sources from the synthetic images. The 1D slices provide a straightforward illustration of the

significance of the low-mass source.

Fig.3.4 shows 1D slices of a subset of all results where ma = 8M⊙. Slices with different
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beam sizes are arranged in columns (left: 0.6′′×0.4′′; middle: 3.0′′×2.0′′; right: 6.0′′×5.0′′),

with different separations in rows (from top to bottom panel: 0.05 pc, 0.10 pc, 0.15 pc, 0.20 pc,

0.25 pc, 0.30 pc). Slices with different masses of the low-mass source (mb) are plotted in

different colours (black: 0.1 M⊙; blue: 0.25 M⊙; red: 0.5 M⊙; lime: 1.0 M⊙; magenta:

2.0 M⊙; green: 5.0 M⊙). The central peak (y = 0) of each slice is dominated by the emission

from the high-mass source (protostar A). The secondary peak with a separation from the centre

is a result of the emission from the low-mass source (protostar B). To illustrate the effects of

beam sizes, we first plot the slices in units of Jansky per square arcsecond area. To do this,

we estimate how many square arcsecond areas a beam area (Abeam) is equivalent to (narcs),

and then divide the intensities in Jansky per beam over narcs to obtain intensities in Jansky

per square arcsecond area. Fig.3.5 - Fig.3.7 are the same as Fig.3.4 but for ma equals to 15,

25, and 50 M⊙ respectively.
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Figure 3.4: One-dimensional slices crossing the locations of the high- and low-mass sources
extracted from the synthetic continuum images (where ma = 8 M⊙). The intensities are plotted
in units of Jansky per square arcsecond area. Results with different resolution are plotted in
different columns (left: 0.6′′ × 0.4′′; middle: 3.0′′ × 2.0′′; right: 6.0′′ × 5.0′′). Results with
different separation are shown in rows (from top to bottom: 0.05 pc, 0.10 pc, 0.15 pc, 0.20 pc,
0.25 pc, 0.30 pc). The masses of the low-mass source (mb) are colour-coded (black: 0.1 M⊙;
blue: 0.25 M⊙; red: 0.5 M⊙; lime: 1.0 M⊙; magenta: 2.0 M⊙; green: 5.0 M⊙).
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Figure 3.5: As Fig.3.4 with ma = 15 M⊙.
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Figure 3.6: As Fig.3.4 with ma = 25 M⊙.
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Figure 3.7: As Fig.3.4 with ma = 50 M⊙.
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In the regime of Jansky per square arcsecond area, we employ the relative height of the

secondary peak to demonstrate how significant the low-mass source appears. Looking at in-

dividual panels of Fig.3.4 - Fig.3.7, we can first compare the slices of different masses of mb

for a particular ma, separation and beam size. As mb increases from 0.1 M⊙ (black) to 5.0 M⊙

(green), the secondary peak increases accordingly. For example, for the cases with smallest

beam and separation and ma = 8 M⊙ (corresponding to the top left panel of Fig.3.4), the

difference between the lowest and highest secondary peak is approximately an order of mag-

nitude. The trend shows that the more massive the low-mass source is, the more emission it

will generate. This is because the temperature and the density of the protostellar core will

increase as the stellar mass increases, which will result in a higher intensity of the emission

at sub-mm wavelengths. Observational studies of low-mass protostellar objects show similar

trends (e.g. Tobin et al. 2019). Secondly, when comparing the slices with different separa-

tions (e.g. different rows in left/middle/right panel), we find that the secondary peak becomes

more distinguishable from the central peak as the separation gets larger, as expected. More-

over, this effect is more influential on lower-mass sources. For example, on the left panel of

Fig.3.4, the secondary peaks in black and blue (mb = 0.1, 0.25 M⊙) are almost dominated by

the emission from the central high-mass source for S = 0.05 pc. As the separation increases,

these peaks become more visible. The absolute height of the secondary, however, decreases as

the separation increases. For example, the secondary peak in black decreases by about one or-

der of magnitude when the separation increases from 0.05 to 0.30 pc. The descending trend

of absolute height is in contrast to the illustration where the secondary peak appears more

distinguishable with larger separation. The explanation behind this trend is probably that the

emission within this clump is generally dominated by that from the high-mass source. When

the separation gets smaller and the low-mass source is closer to the high-mass one, the emis-

sion at the location of the low-mass source becomes increasingly dominated by that from the

high-mass source. The significance of the effects of the high-mass source also depends on the

assumed density and thermal structure (e.g. ρ∝ r−1.5 and T∝ r−0.5 outside the protostellar

envelope when m> 10 M⊙, see details in section 4.2.1). With power-law assumptions, there is

a dramatic attenuation in the intensity from the centre to the margin of the clump, which thus

results in the attenuation of the secondary peak at larger separation. Thirdly, the beam size

also has crucial influences on the visibility of the secondary peak. If we compare the three pan-

els of each row of Fig.3.4, it is apparent that as the beam size gets larger, the secondary peak
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becomes blurred or even disappears with its height decreasing. For the cases with large beam

sizes, small separation and low mb (e.g. the top right panel of Fig.3.4), the secondary peak can

join the central one, making a single broad asymmetric peak. This trend agrees with recent

discoveries of high-resolution interferometric observations, where a single source reported in

low-resolution observations can be resolved into multiple fragments in higher-resolution data

(e.g., Hunter et al. 2014, Wang et al. 2014, Cyganowski et al. (2022), Barnes et al. (2023)).

To make it easier to inspect the effects of the mass of the high-mass source, we also plot

the slices of different ma values for a particular mb, separation and beam size. Fig.3.8 shows

slices of mb = 0.1 M⊙ with different separation in rows and beam sizes in columns. On each

panel slices of different ma are plotted in different colours (magenta: 8 M⊙;blue: 15 M⊙; red:

25 M⊙; green: 50 M⊙). The intensities are again converted into units of Jansky per square

arcsecond area to display the effects of beam sizes. Fig.3.9 - Fig.3.13 are the same as Fig.3.8

but for mb = 0.25, 0.5, 1.0, 2.0, 5.0 M⊙. From a quick look at these results, it is evident that

the high-mass source dominates the emission of this clump. When the mass of the high-mass

source increases from 8 to 50 M⊙, the intensity of the whole clump (including the location

of the low-mass source) can increase by up to two orders of magnitude; the secondary peak,

however, becomes less visible in the meantime. For example, on the bottom left panel of

Fig.3.8, the evident secondary peak in magenta will become the little bump in green if ma

increases from 8 to 50 M⊙, although the green bump is higher than the magenta peak. This

suggests that the more massive the high-mass source, the more chances that the radiation

from the high-mass source will dominate that from the whole star-forming clump, leading to

accompanying low-mass sources less visible.
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Figure 3.8: One-dimensional slices crossing the locations of the high- and low-mass sources
extracted from the synthetic continuum images (where mb = 0.1 M⊙). The intensities are
plotted in units of Jansky per square arcsecond area. Results with different resolution are
plotted in different columns (left: 0.6′′ × 0.4′′; middle: 3.0′′ × 2.0′′; right: 6.0′′ × 5.0′′).
Results with different separation are shown in rows (from top to bottom: 0.05 pc, 0.10 pc,
0.15 pc, 0.20 pc, 0.25 pc, 0.30 pc). The masses of the high-mass source (ma) are colour-coded
(magenta: 8 M⊙;blue: 15 M⊙; red: 25 M⊙; green: 50 M⊙).
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Figure 3.9: As Fig.3.8 with mb = 0.25 M⊙.
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Figure 3.10: As Fig.3.8 with mb = 0.5 M⊙.
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Figure 3.11: As Fig.3.8 with mb = 1.0 M⊙.
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Figure 3.12: As Fig.3.8 with mb = 2.0 M⊙.
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Figure 3.13: As Fig.3.8 with mb = 5.0 M⊙.
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Converting intensities in units of Jansky per square arcsecond area allows us to conduct

direct comparisons between the results with different beam sizes. Nevertheless, analyses and

discussions are usually carried out with data in units of Jansky per beam in practical obser-

vations. We make variants of those Jy/arcsec2 figures where we keep the intensity unit as

Jy/beam. Fig.3.14 is arranged in a similar way as Fig.3.4 is (e.g. columns, rows, colours),

but with intensities in Jy/beam. The Jansky/beam slices vary with ma, mb and S in the same

way as the Jy/arcsec2 ones do. However, the intensities in Jansky/beam are elevated as the

beam size increases, which is opposite to the trend displayed on Jy/arcsec2 figures. Note

that the Jansky/beam slices are extracted from the 2D synthetic images convolved with beam

sizes. The total emission within a beam area will increase if the size of the beam increases.

Therefore, the secondary peaks are higher in the cases with larger beam sizes, but not neces-

sarily more significant. It will be problematic if one discusses the significance of the low-mass

source with different beam sizes by comparing the relative Jansky/beam intensity at the lo-

cation of the low-mass source. Instead, we can compare the Jansky/beam slices with typical

noise thresholds in real observations. The grey dotted lines on Fig.3.14 mark the levels of the

noise thresholds, which are 5× the rms noise values. The rms noise values are adopted from

published ALMA, SMA, and ACA 1.3 mm continuum surveys as representatives. The details of

these observations are summarised in Table 3.3. Note that the listed continuum sensitivities

are not measured under the exactly same circumstances as the assumptions in our models. For

example, the corresponding physical size of the synthesised beam of G353.41 is greater than

that of the smallest beam in our models by a factor of ∼2.6. We avoid to search for observa-

tional studies matching our assumptions accurately, as interferometry sensitivity depends on

instrumental properties and observational parameters:

σ∝
Ts ys
p

t∆v
, (3.9)

where Ts ys is the system temperature, t is the time on source, and∆v is the effective bandwidth

(see section 9.7 of Wilson et al. 2013). Hsu et al. (2020) achieve a σcont of 13.5 mJy beam−1

with a total on-source integration time of 500 seconds and a bandwidth of 7.5 GHz. If the

on-source integration time is doubled, the sensitivity will be increased to ∼ 9.5 mJy beam−1.

Fig.3.15 - Fig.3.17 are the same as Fig.3.14 but for ma = 15,25,50 M⊙. The range of the

intensities are limited to 10−6-100, 10−5-101, 10−5-101, and 10−4-102 for Fig.3.14, Fig.3.15,

Fig.3.16, and Fig.3.17 respectively for illustration. Fig.3.18 - Fig.3.23 are the Jansky/beam
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variants of Fig.3.8 - Fig.3.13 respectively, overlaid with the 5 ×σrms threshold.

Table 3.3: A summary of the representative ALMA, SMA, and ACA 1.3 mm continuum obser-
vations.

Target Distance Synthesized Beam σrms (mJy beam−1) Telescope
G353.41a 2 kpc 0.93′′ × 0.66′′ 0.4 ALMA
G11.92-0.61b 3.37 kpc 3.2′′ × 1.8′′ 3.5 SMA
G208.68-19.20N1c 415 pc 7.6′′ × 4.0′′ 13.5 ACA

a

Motte et al. (2021).
b Cyganowski et al. (2011c), Sato et al. (2014).

c Hsu et al. (2020).

The detectability of the low-mass source can be speculated using its intensity and the ob-

served noise threshold. We extract the intensity at the location of the secondary source (Ib),

and compare the value with the 5 ×σrms. If Ib > 5 ×σrms, the low-mass source is likely to be

detected. With this criterion, the low-mass source with mb = 2.0, 5.0 M⊙ is detectable in all

cases where ma = 8.0 M⊙. mb = 1.0 M⊙ is detectable only when the separation ⩽ 0.10 pc with

the smallest and middle beam sizes. However, comparing the intensity at the location of the

low-mass source with the noise does not take into consideration the distinguishableness of the

low-mass source. For example, although the intensity at the location of the low-mass source

is above the 5σ threshold for mb = 5.0 M⊙ on the top right panel of Fig.3.14, the secondary

peak has been blended with the central peak and is not clearly visible. Therefore, we have to

explore other criteria to quantitatively analyse the detectability of the low-mass source.
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Figure 3.14: One-dimensional slices crossing the locations of the high- and low-mass sources
extracted from the synthetic continuum images (where ma = 8 M⊙). The intensities are plotted
in units of Jansky per beam. Results with different resolution are plotted in different columns
(left: 0.6′′ × 0.4′′; middle: 3.0′′ × 2.0′′; right: 6.0′′ × 5.0′′). Results with different separation
are shown in rows (from top to bottom: 0.05 pc, 0.10 pc, 0.15 pc, 0.20 pc, 0.25 pc, 0.30 pc).
The masses of the low-mass source are colour-coded (black: 0.1 M⊙; blue: 0.25 M⊙; red:
0.5 M⊙; lime: 1.0 M⊙; magenta: 2.0 M⊙; green: 5.0 M⊙). The grey dotted lines show the 5σ
threshold in practical ALMA, SMA and ACA observations (taken from literature, see details in
section 4.3.1). 72
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Figure 3.15: As Fig.3.14 with ma = 15 M⊙.
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Figure 3.16: As Fig.3.14 with ma = 25 M⊙.
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Figure 3.17: As Fig.3.14 with ma = 50 M⊙.
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Figure 3.18: One-dimensional slices crossing the locations of the high- and low-mass sources
extracted from the synthetic continuum images (where mb = 0.1 M⊙). The intensities are
plotted in units of Jansky per square arcsecond area. Results with different resolution are
plotted in different columns (left: 0.6′′ × 0.4′′; middle: 3.0′′ × 2.0′′; right: 6.0′′ × 5.0′′).
Results with different separation are shown in rows (from top to bottom: 0.05 pc, 0.10 pc,
0.15 pc, 0.20 pc, 0.25 pc, 0.30 pc). The masses of the high-mass source (ma) are colour-coded
(magenta: 8 M⊙;blue: 15 M⊙; red: 25 M⊙; green: 50 M⊙). The grey dotted lines show the 5σ
threshold in practical ALMA, SMA and ACA observations (taken from literature, see details in
section 4.3.1). 76
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Figure 3.19: As Fig.3.18 with mb = 0.25 M⊙.
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Figure 3.20: As Fig.3.18 with mb = 0.5 M⊙.
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Figure 3.21: As Fig.3.18 with mb = 1.0 M⊙.
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Figure 3.22: As Fig.3.18 with mb = 2.0 M⊙.
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Figure 3.23: As Fig.3.18 with mb = 5.0 M⊙.
81



Chapter 3. A parametric study of the observability of low-mass cores in massive protoclusters

3.3.2 Excess Flux

To quantitatively determine the visibility of the secondary peak, we introduce a quantity called

Excess Flux (Iex). The Excess Flux is defined to be the intensity at the location of the low-mass

source (Ib) minus the minimum intensity between the locations of the high- and low-mass

sources (Imin):

Iex = Ib − Imin. (3.10)

The Excess Flux value describes how significant the emission from the low-mass source is in

contrast with the intermediate environment of the high- and low-mass sources. Thus it can be

employed to analyse the detectability of the low-mass source.

We estimate the Excess Flux values for all of the 432 models, and visualise their distribu-

tion against assumed parameters. We first convert the Excess Flux in unit of Jansky per square

arcsecond area to provide an overview of the distribution. Fig.3.24 shows the Excess Flux

values for all models in colourscale. Results of different ma are organised from top to bottom

rows (ma = 8,15,25,50 M⊙ respectively), with three columns showing the three different beam

sizes (from left to right: 0.6′′×0.4′′, 3.0′′×2.0′′, 6.0′′×5.0′′)). For each panel, the y axis shows

the masses of the low-mass source (from bottom to top: mb = 0.1,0.25,0.5,1.0,2.0,5.0 M⊙);

the x axis shows the six different separations (S = 0.05,0.10,0.15,0.20,0.25,0.30 pc from left

to right). The black “x” symbols mark the cases where Iex = 0, which implies there is no local

minimum between the high- and low-mass sources (i.e. the intensity decreases monotoni-

cally from the centre to the location of the low-mass source). Under these circumstances, the

secondary peak has joined the central main peak, disappearing completely, or appearing as a

shoulder of the central peak rather than a separate peak. Accordingly, the low-mass source is

not visible intrinsically, or in the context of Excess Flux values. Fig.3.24 shows that cases with

higher ma, lower mb, smaller separations, and larger beam sizes are more likely to have Iex =

0. This is consistent with the trends indicated by the Jy/arcsec2 1D slices (see Section 4.3.1):

the low-mass source might be invisible with a high ma, low mb, large separation and beam.

Fig.3.24 allows a systematic comparison of the visibility of the low-mass source between

cases with different separations, mb, and beam sizes. First, the Excess Flux increases as the

separation increases. For example, for the cases with ma = 8 M⊙, mb = 5 M⊙, and the smallest

beam (corresponding to the top row of the top left panel), the Excess Flux increases by ∼9

mJy/arcsec2 (∼ 17 %) when the separation varies from 0.05 pc to 0.30 pc. Second, the Excess
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Figure 3.24: colourscale: the excess flux versus the mass of the low-mass source (y axis) and
the separation (x axis) for different masses of the high-mass source (each row). The excess
flux is calculated by the secondary peak minus the valley between the two sources, with a
unit of Jansky per square arcsecond area. The cases where the calculated excess flux equals
zero are marked with “x” symbols. The upward triangles mark the boundary above which the
excess flux values are greater than 5 ×σrms.

Flux increases when the mass of the low-mass source increases. For the cases with ma = 8 M⊙,

S = 0.3 pc, and the smallest beam (corresponding to the right column of the top left panel),

the Excess Flux increases by ∼59 mJy/arcsec2 (∼ a factor of 258) when mb increases from

0.1 M⊙ to 5 M⊙. Thirdly, the Excess Flux decreases as the beam becomes larger. For the cases

with ma = 8 M⊙ (corresponding to the top panel), the maximum Excess Flux (corresponding

to the case with ma = 8 M⊙, mb = 5 M⊙, S = 0.3 pc; the top right pixel of each subplot)

decreases by ∼54 mJy/arcsec2 (∼ 90 %) when the beam area varies from the smallest size

to the largest one. The variations of the Excess Flux against the mb, separation and beam
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size are in agreement with the trends demonstrated by the Jy/arcsec2 1D slices. To conclude,

the low-mass source is more visible with a higher mb, larger separation and smaller beam

size. Moreover, the values of the Excess Flux variations indicate that the mass of the low-mass

source has the most dominant influence on its visibility, while the beam size is the second

dominant factor and the separation is the least important effect. Note that the importance of

these parameters are only discussed for the assumed parameter space.

The variation of the Excess Flux versus the mass of the high-mass source, however, is

not consistent with the general trends implied by the 1D slices. Based on Fig.3.8 - Fig.3.13,

the low-mass source becomes less visible when the mass of the high-mass source increases.

But Fig.3.24 does not indicate a monotonic decrease in Excess Flux with increasing ma. For

example, for the cases with the largest beam (corresponding to the right panel), the maximum

Excess Flux (corresponding to the case with mb = 5 M⊙, S = 0.3 pc; the top right pixel of each

subplot) decreases from ∼5.7 to ∼5.4 and ∼5.0 mJy/arcsec2 when ma increases from 8 to 15

and 25 M⊙. When ma increases from 25 to 50 M⊙, however, the maximum Excess Flux starts

to increase from ∼5.0 to ∼5.7 mJy/arcsec2, indicating that the low-mass source is roughly as

visible as in the case with ma = 8 M⊙. This is probably due to the fact that the emission from

the high-mass source is so strong in the most massive case that it reshapes the distribution

of the intensity in the intermediate environment of the two sources. Therefore, we must be

careful when discussing the effects of the mass of the high-mass source on the visibility of the

low-mass source in the context of Excess Flux.

We plot the distribution of the Excess Flux values in units of Jansky per beam to com-

pare with practical observations and then to derive the detectability of the low-mass source.

Fig.3.25 is the same as Fig.3.24 but with values in Jansky per beam. The lightblue circles

mark the cases where the intensity at the location of the low-mass source is above the 5 ×σrms

threshold. The upward triangles mark the boundary above which the Excess Flux values are

greater than 5 ×σrms (i.e. for each column of each subplot, the pixel with or above the upward

triangle is the case where the Excess Flux > 5 ×σrms). The low-mass source will be regarded

as detectable if two criteria are met:

• 1) The intensity at the location of the low-mass source is > 5 ×σrms.

• 2) The Excess Flux is > 5 ×σrms.
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If only criterion 1) is met, the emission at the pre-defined location of the low-mass source will

be above the representative sensitivity threshold, but the source itself may or may not appear

distinguishable. If only criterion 2) is met, the emission from the low-mass source will make

itself significant against its intermediate environment intrinsically, but signals might be wiped

out by the rms noise in practical observations. Therefore, we strictly require the low-mass

source to meet both criteria to be considered as detectable. On Fig.3.25, the cases that have

met criterion 1) (maked by lightblue circles) encompass the cases that have met criterion 2).

Thus, the upward triangles can further indicate the detectability of the low-mass source in the

context of Excess Flux. To conclude, for ma = 8 , the low-mass source is detectable:

• for all separations if mb ≧ 2.0 M⊙ with the smallest beam;

• for separations ≧ 0.1 pc if mb ≧ 2.0 M⊙ and separation = 0.05 pc if mb ≧ 5.0 M⊙ with

the middle beam;

• for separations ≧ 0.1 pc if mb ≧ 5.0 M⊙ with the largest beam.

For ma = 15 , the low-mass source is detectable:

• for all separations if mb ≧ 2.0 M⊙ with the smallest beam;

• for separation ≧ 0.15 pc if mb ≧ 2.0 M⊙ and separation = 0.1 pc if mb ≧ 5.0 M⊙ with

the middle beam;

• for separation ≧ 0.15 pc if mb ≧ 5.0 M⊙ with the largest beam.

For ma = 25 , the low-mass source is detectable:

• for separation ≧ 0.1 pc if mb ≧ 2.0 M⊙ and separation = 0.05 pc if mb ≧ 5.0 M⊙ with

the smallest beam;

• for separation ≧ 0.20 pc if mb ≧ 2.0 M⊙ and separation = 0.1, 0.15 pc if mb ≧ 5.0 M⊙

with the middle beam;

• for separation ≧ 0.20 pc if mb ≧ 5.0 M⊙ with the largest beam.

For ma = 50 , the low-mass source is detectable:
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• for separation ≧ 0.15 pc if mb ≧ 1.0 M⊙, separation = 0.1 pc if mb ≧ 2.0 M⊙, and

separation = 0.05 pc if mb ≧ 5.0 M⊙ with the smallest beam;

• for separation ≧ 0.20 pc if mb ≧ 2.0 M⊙ and separation = 0.15 pc if mb ≧ 5.0 M⊙ with

the middle beam;

• for separation ≧ 0.25 pc if mb ≧ 5.0 M⊙ with the largest beam.

Note that a significant fraction of cases (194,∼ 45%) are discarded according to the Iex = 0

criterion before the detectability determination. It is reasonable to conclude that the low-

mass source is not detectable if Iex = 0 in the context of Excess Flux. However, this does not

exclude the possibility of detecting the low-mass source in those cases using other methods.

For example, for the case with ma = 50 M⊙, mb = 5 M⊙, separation = 0.15 pc, and the

largest beam size, the 1D slice shows that the secondary peak is blended with the central peak

with a shoulder remaining at the location of the low-mass source. There is no local minimum

between the high- and low-mass sources, so that no detectability can be derived using Excess

Flux. However, it may still be possible to decompose the secondary peak from the profile by

1D multi-component fitting such as Gaussian Decomposition. Moreover, 2D multi-Gaussian

fitting might also help to dissentangle the low-mass source from the environment of the high-

mass source if 2D images are employed. To summarise, the detectability inferred with Excess

Flux is supposed to be considered as a lower limit. If the low-mass source is detectable in

the context of Excess Flux, it is probably also detectable with various other methods. If the

low-mass source is close to the Excess Flux detection boundary, but not detectable based on

criterion 1) and 2), it might become detectable with more sophisticated methods.

3.3.3 Contrast

To assist the quantitative determination of the detectability of the low-mass source, we intro-

duce a quantity called contrast C, which is defined by:

C =
Ib − Imin

Imin
, (3.11)

where Ib is the intensity at the location of the low-mass source, Imin is the minimum intensity

between the locations of the high- and low-mass sources. The contrast values are calculated

using Equation 3.11 for all the 432 models, and then compared with the contrast values trans-

lated from the 5 ×σrms thresholds.
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Figure 3.25: This figure is the same as Fig.3.24 but the excess flux is in unit of Jansky per
beam. The lightblue circles mark the cases where the intensity at the location of the low-mass
source is above the 5 ×σrms threshold. The upward triangles mark the boundary above which
the Excess Flux values are greater than 5 ×σrms.

Fig.3.26 shows the contrast values with units of Jansky per beam in colourscale. Values

with different ma are organised from top to bottom rows (ma = 8,15,25,50 M⊙ respectively),

with three columns showing the three different beam sizes (from left to right: 0.6′′ × 0.4′′,

3.0′′× 2.0′′, 6.0′′× 5.0′′). For each panel, the y axis shows the masses of the low-mass source

(from bottom to top: mb = 0.1,0.25,0.5,1.0,2.0,5.0 M⊙); the x axis shows the six different

separations (S = 0.05,0.10,0.15,0.20,0.25,0.30 pc from left to right). The black “x” symbols

mark the cases where C = 0 (i.e. Ib = Imin), which are the same as those where Iex = 0 on

Excess Flux figures (see Section 4.3.2). The low-mass source is not detectable in the context of

contrast under these circumstances. The black filled circles mark the cases where the contrast

of the secondary peak is greater than that converted from the 5 ×σrms threshold: C > C5σ,
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where C5σ is given by

C5σ =
5×σrms

Imin
, (3.12)

with Imin the minimum intensity between the locations of the high- and low-mass sources.

Again, these cases are the same as those with Iex > 5×σrms on Fig.3.25. Fig.3.27 is the same

figure as Fig.3.26 but with contrast values in units of Jansky per square arcsecond area.

Unlike the Jansky/beam figures for 1D slices or Excess Flux, the Jansky/beam contrast

figure provides a comprehensive comparison of the visibility of the low-mass source between

cases with different ma, mb, separations, and beam sizes. In particular, Fig.3.26 shows that the

contrast value decreases by an order of magnitude as the beam size increases from 0.6′′×0.4′′

to 6.0′′×5.0′′, indicating that the low-mass source is less visible with lower spatial resolution.

The Jy/arcsec2 contrast figure implies the same trends as the Jansky/beam one does, but with

greater differences between the contrast values under different resolution. For example, the

contrast value in Jy/arcsec2 can decrease by two orders of magnitude, if the beam size is

increased from 0.6′′ × 0.4′′ to 6.0′′ × 5.0′′.

The low-mass source is considered to be detectable in the context of contrast only if the

contrast value satisfies C> C5σ. The cases where the low-mass source is detectable are marked

with the black filled circles on Fig.3.26 and Fig.3.27. To conclude, the detectability of the low-

mass source determined with contrast values is consistent with that of Excess Flux. Compared

with Excess Flux, contrast allows a more comprehensive and systematic comparison of the

visibility of the low-mass source within the parameter space that is explored.

3.4 Discussion

3.4.1 Radiative transfer modelling vs. optically-thin calculation

If the dust continuum emission is optically-thin (τ ≪ 1) at 1.3 mm, the flux density can

also be determined analytically with a given density, temperature and opacity. To examine

whether the optically-thin assumption is applicable to our models, we estimate the optical

depth of this clump for the most massive case with ma = 50 M⊙, mb = 5 M⊙, and separation

= 0.15 pc using the “tracetau” command in RADMC-3D. Fig.3.28 shows the distribution of

optical depth on the projection plane in colourscale. The mean optical depth of this clump

is ∼ 0.003, indicating that the optical depth in the most massive case is small in general.
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Figure 3.26: colourscale: the contrast versus the mass of the low-mass source (y axis) and the
separation (x axis) for different masses of the high-mass source (each row). The contrast is
given by (the secondary peak - the valley)/the valley, where the intensity is in unit of Jansky
per beam. The black filled circles mark the cases where the contrast of the secondary peak is
greater than that converted from 5σ noise. Cases where the secondary peak equals the valley
are marked with X symbols.
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Figure 3.27: colourscale: the contrast versus the mass of the low-mass source (y axis) and the
separation (x axis) for different masses of the high-mass source (each row). The contrast is
given by (the secondary peak - the valley)/the valley, where the intensity is in unit of Jansky
per square arcsecond area. The black filled circles mark the cases where the contrast of the
secondary peak is greater than that converted from 5σ noise. Cases where the secondary peak
equals the valley are marked with X symbols.
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However, at the clump centre where the high-mass source is located, the optical depth reaches

its maximum value which is ∼ 0.3. We also calculate the dust emission for the most massive

case assuming optically-thin using equation A.27 in Kauffmann et al. (2008). We extract a 1D

slice along the locations of the high- and low-mass sources from the 2D image, and compare

it with the 1D slice from RT modelling. Fig.3.29 shows the fractional difference of the two

slices, which is defined by (optically-thin - RT)/RT. The difference is ∼ 2% at the location

of the low-mass source and > 10% at the location of the high-mass source, implying that

the optically-thin calculation can overestimate the dust emission by up to 10% for the most

massive case. Therefore, RT modelling is more appropriate than optically-thin calculation for

this work as the effects of optical depth cannot be completely ignored.

Figure 3.28: The distribution of optical depth on the projection plane for the case with ma =
50 M⊙, mb = 5 M⊙, separation = 0.15 pc.
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Figure 3.29: The fractional difference of the 1D slices between the optically-thin calculation
and the RT modelling. The fraction is given by (OT - RT)/RT.

3.4.2 Observability of prestellar cores

The earliest phases of low-mass stars are known to be self-gravitating, centrally condensed,

starless cores, so called low-mass prestellar cores. These cores are cold (7-15 K), dense (nH2 ∼

104-106 cm−3), with no evidence of on-going star-forming activities such as molecular outflows

(see the review in Caselli & Ceccarelli 2012). The lifetime of low-mass prestellar cores is

∼ 105 yr, making them statistically prevalent in star-forming regions. Surveys of nearby star-

forming regions have identified a significant population of sources as low-mass prestellar cores,

indicating the evolutionary stages of young low-mass stars (e.g. Enoch et al. 2008).
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The semi-analytic framework of this work can also be employed to explore the observabil-

ity of low-mass prestellar cores. We model the emission of prestellar cores by removing the

thermal structure but keeping the density structure associated with the low-mass source (i.e.

assuming the radiative feedback from the low-mass source equals to zero). We first run a test

with ma = 25 M⊙, mb = 0.5 M⊙, S = 0.1 pc, and the highest resolution. The peak intensity

of the low-mass prestellar core is ∼ 97% of that of the protostellar core. This suggests that

the modelled emission from low-mass cores is dominated by density rather than temperature.

We then run a few tests by varying separation from 0.05, 0.1 to 0.3 pc with mb = 0.5 M⊙ and

mb = 0.5, 0.25, 0.1 M⊙ with S = 0.3 pc. We find that the difference between the intensities

of proto- and pre-stellar cores decreases from 4%, 3% to 2% as the separation increases. This

again indicates the significant influence of the high-mass source on the emission of low-mass

both proto- and pre-stellar cores in its surroundings. The intensity difference decreases from

1.9%, 1.5% to 1.1% as mb decreases, again implying that the mass of the low-mass source is

the predominant factor of its emission.

Figure 3.30: The 1D slices along the locations of high- and low-mass sources (red: with a
uniform density sphere; blue: without). The separation is set to 0.1 pc, with ma = 25 M⊙
and mb = 2 M⊙. The three panels show the three different beam sizes (from left to right:
0.6′′ × 0.4′′, 3.0′′ × 2.0′′, 6.0′′ × 5.0′′).

We also run a test by adding a sphere of uniform density on the opposite side of the low-

mass source with the same separation from the high-mass source. The sphere is set to have

a radius equivalent to the assumed protostellar envelope radius (i.e. 5000 AU). The sphere

density is calculated by assuming the mass within the sphere equivalent to the stellar mass of

the low-mass source mb. In the test, the separation is set to 0.1 pc, with ma = 25 M⊙ and

mb = 2 M⊙. Similarly, we extract a 1D slice along the locations of the sphere, the high-mass

source, and the low-mass source from the modelled images. Fig.3.30 shows the slices with
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the sphere (red) and without (blue) in different resolution (from left to right: 0.6′′ × 0.4′′,

3.0′′ × 2.0′′, 6.0′′ × 5.0′′). The added density structure appears as a separate peak in addition

to the central and secondary peaks, which agrees with the expectation that a sphere density

structure can be misleading in the identification of low-mass sources. However, the profile

of the emission of the sphere is not similar to that of the real low-mass source, which is a

natural result of modifying the density structure (power-law versus uniform). This indicates

that we can potentially distinguish low-mass pre-/proto-stellar cores from other non-centrally-

condensed density structure by investigating the radial profiles of their emission.

3.4.3 Caveats and future work

We note that there are caveats in our models. When constructing models, we have adopted

pre-defined geometry for this protocluster. Both the high- and low-mass sources are assumed

to be located at the y = 0 plane, with the same distance to the observer. However, protostars

may in fact be located at different distances even if they are born in the same protocluster. The

offset in the distance along the line of sight can affect the intensity of the low-mass source,

and thus bring complexity to the discussion of its observability. This problem could potentially

be avoided by post-processing hydro simulations instead of constructing analytic models. But

hydro simulations are computationally expensive if a large parameter space is considered.

Additionally, most high-mass stars are known to be born in binary or small multiple systems.

We assume a single high-mass star in our models for simplicity. A potential improvement

of this work is to replace the high-mass protostar with e.g. a high-mass protobinary, to see

how the binarity would affect the observability of the low-mass source. The youngest high-

mass protobinary system observed to date is G11.92-0.61 MM2 with a projected separation of

∼500 AU (Cyganowski et al. 2022). Note that the current set-up of our models has a cell size of

400 AU. It would be sufficient to model high-mass protobinaries if we improve the resolution

of the models by e.g., 10 times (i.e. to achieve a cell size of e.g. 40 AU). Moreover, we model

the protostellar density structure using power-law spherical envelopes, which describe the

early phase of protostellar evolution. As a protostar grows in mass, it will accrete materials

via the accretion disc and eject materials via bipolar molecular outflows. Outflows will push

the protostellar envelope away and cause cavities. Robitaille (2017) present a set of models

of young stellar objects which covers broad stages of protostellar evolution. Recent high-

resolution ALMA observations reveal discs around proto-O stars with radii of∼ 1000 - 2000 AU
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(e.g., Ilee et al. 2018, Williams et al. 2022). It would be useful to improve the assumed density

structure especially for the protostellar cores with e.g. a powerlaw envelope plus a disc and/or

cavities in the future work. Also, the assumed density structure in our models is smooth,

which is a reasonable idealisation. To model the star-forming clump more realistically, we

could potentially consider to construct a fractal density structure (Walch et al. 2015). The

uniform sphere test discussed in section 4.4.2 demonstrates that an assumed density structure

can behave similarly to real sources. It would be interesting to see how a random density

structure would affect the identification of real sources.

When analysing these models, we have so far focused on the extracted 1D slices, which is

convenient for the quantitative determination of observability and the comparison between the

results of different parameters. The synthetic images are, however, unignorable information

as main analysis is conducted on the 2D plane in practical observations. In the future, we can

take the instrumental noise into consideration by e.g. simulating how the image will look like

if observed by an interferometer (e.g. ALMA) using CASA task simobserve; we can extract

sources by fitting 2D Gaussian models to the images using CASA task imfit, and then compare

the flux densities with the noise values measured on the maps. We can potentially calculate the

masses of the identified protostellar cores as if in observations (e.g. Cyganowski et al. 2017).

When setting up models, we have fixed the mass of the protostellar core to be Menv = M∗,

which is not always true when the protostar evolves. It would be interesting to see how the

calculated core mass differs from the assumption, and the peak value of the observed Core

Mass Functions (CMFs).

3.5 Conclusions

We employ analytic prescriptions and radiative transfer modelling to generate synthetic 1.3 mm

dust continuum images for parsec-scale star-forming clumps. We aim to investigate what pa-

rameters may affect the detectability of the low-mass source near a high-mass protostar, and

if so, how the effects are happening. A total of 432 models with different combinations of

stellar masses, separations of sources, and beam sizes are considered in this work. We extract

1D slices along the locations of protostars to visualise the visibility of the low-mass source. We

derive Excess Flux and contrast values to compare with representative rms noise thresholds in

practical observations, to determine the detectability of the low-mass source.
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This is the very first work to explore the detectability of low-mass sources near bright high-

mass protostars on parsec-scale and to consider a large parameter space. The main conclusions

are summarised below:

• The 1D slices in units of Jansky per square arcsecond area and the contrast figures pro-

vide systematic and comprehensive views of the visibility of the low-mass source. The

visibility of the low-mass source is affected by the resolution, the separation between

the high- and low-mass source, and the mass of the low-mass source, as expected. The

low-mass source is less visible if: 1) the observations are taken with a lower spatial res-

olution; 2) the low-mass source is located closer to the high-mass source; 3) the mass

of the low-mass source is lower. In particular, the mass of the high-mass source can

predominately affect the visibility of nearby low-mass sources. The low-mass source is

more difficult to distinguish if the nearby high-mass source is more massive.

• The detectability of the low-mass source can be determined by comparing the Excess Flux

or the contrast value with representative rms noise thresholds. The low-mass source with

mb ≦ 1 M⊙ will not be detectable if it is located ≦ 0.1 pc away from a 50 M⊙ protostar,

even with a half-arcsecond spatial resolution.

• The derived detectability largely depends on the rms noise thresholds that are adopted

for comparison. The values chosen for this work are representative values taken from

recent surveys of high-mass star-forming regions.

• Next steps of this work could be e.g. to consider disc and outflow cavities for the den-

sity structure and to investigate the detectability of the low-mass source directly on the

synthetic images.
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4
Resolving the high-mass protostellar object

G34.24+0.13 MM

In this project, I started with the raw SMA data and carried out calibration, imaging, and analysis.

4.1 Background

This chapter presents a case study for the high-mass protostellar object G34.24+0.13MM

using the high-resolution 1.3 mm observations taken with the Submillimeter Array (SMA).

G34.24+0.13MM was initially discovered in a ∼ 10′′ 350 µm continuum imaging survey that

was carried out with the Submillimeter High Angular Resolution Camera (SHARC) at the Cal-

tech Submillimeter Observatory (CSO), with the aim to search for high-mass protostars near

UCHII regions (Hunter 1997). G34.24+0.13MM is located 84′′ (corresponding to 1.5 pc at

the distance of 3.8 kpc1) from the cometary UCHII region G34.26+0.15 (Keto et al. 1987)

1A distance of 3.8 kpc from the kinematics measurements by Wienen et al. (2015) is adopted for the analysis in
this work.
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to its southeast, and associated with a class II methanol maser detected at the frequencies

of 6.7 and 12.2 GHz by Caswell et al. (1995a) and Caswell et al. (1995b). Higher-resolution

(∼2.5′′2) interferometric observations taken with the Owens Valley Radio Observatory (OVRO)

at 1.3 mm reveal that G34.24+0.13MM is a single millimeter source with a size of 2′′ (∼

7600 AU, Hunter et al. 1998). To further characterise the nature of this source, the authors

imaged G34.24+0.13MM at near- to mid-infrared wavelengths (including 1.0, 1.2, 1.6, 2.2,

3.7, 10, and 20 µm) with the Hale 200 inch telescope at Palomar Observatory. No emission

was detected towards G34.24+0.13MM at these wavelengths. Combining the (sub)millimeter

fluxes with the upper limit at 20 µm, Hunter et al. (1998) fit the spectral energy distribution

(SED) of G34.24+0.13MM with a modified blackbody model, and derive a dust temperature

of 50 K, a gas mass of 100 M⊙, and a bolometric luminosity of 1600 - 6300 L⊙ for this source

(which has a diameter of 7600 AU). This luminosity range is similar to that of the zero-age

main-sequence (ZAMS) stars with spectral types B1 - B3 (Panagia 1973). Based on these in-

ferred properties in conjunction with the non-detection of the centimeter continuum (see the

2 cm continuum map in Fig. 2 of Fey et al. 1994), G34.24+0.13MM is speculated to be a

high-mass dusty core hosting a deeply embedded proto–B star (Hunter et al. 1998).

This source remains to be dark in the 2MASS Ks (2.2 µm) image (Skrutskie et al. 2006)

and the Spitzer 8 µm image. Subsequent far-infrared observations taken with the Kuiper

Airborne Observatory towards the G34.3+0.2C complex reveal the extended 95 µm emission

at the location of G34.24+0.13MM (Campbell et al. 2004). In the 70 and 160 µm images

from the Herschel Hi-GAL survey (Molinari et al. 2010), G34.24+0.13MM is detected as a

point source on an extended ridge. In addition, (sub)millimeter continuum surveys with single

dish telescopes have reported multiple detections towards G34.24+0.13MM at the wavelength

from 350, 450, 850, and 870 µm, to 1.2 mm over the past decades, and revealed the presence

of larger-scale (∼ 0.3 - 0.8 pc) gas clumps associated with the compact core G34.24+0.13MM

(Hill et al. 2005, Thompson et al. 2006, Di Francesco et al. 2008, Urquhart et al. 2014, Merello

et al. 2015, Lin et al. 2019). In particular, G34.24+0.13MM is found to be associated with the

parsec-scale gas clump AGAL G034.243+00.132 identified in the ATLASGAL survey (Urquhart

et al. 2014), with an offset of ∼ 9′′ between the fitted component peak of the 1.3 mm data

(Hunter et al. 1998) and the 870 µm continuum peak. Urquhart et al. (2018) employ the

870 µm flux density in conjunction with the far-infrared data from the Herschel Hi-GAL survey

2The geometric mean of the size of the synthesized beam at 1.3 mm.
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(Molinari et al. 2010) to fit the SED of this clump, obtaining a dust temperature of 33.3 K,

a gas mass of 346 M⊙, and a bolometric luminosity of 33189 L⊙. The left panel of Figure

4.1 shows G34.24+0.13MM (at the centre) and the nearby UCHII region G34.26+0.15 (to

the northwest of G34.24+0.13MM) in the Spitzer IRAC three-color image (red 8 µm, green

4.5 µm, blue 3.6 µm) overlaid with the Herschel 70µm contours and 6 cm contours from

the VLA CORNISH survey (Hoare et al. 2012). G34.24+0.13MM is shown as a single point

source in dark against the background Spitzer 8 µm emission (in red), and is located within

the narrow extended 70µm emission in the direction of east-west. G34.24+0.13MM and the

UCHII region G34.26+0.15 are located on the edges of an infrared bubble which is traced

by the Spitzer 8 µm emission. The right panel is a zoomed view to the white rectangular

area. The OVRO 1.3 mm and the APEX 870 µm data are plotted with black and blue contours,

respectively (contour levels: black [15, 40]mJy beam−1; blue [400, 900, 1750]mJy beam−1).

Molecular line emission has been detected towards the compact core G34.24+0.13MM

with the CSO and SEST, including H2CO 31,2−21,1, CS (2–1), HCO+ (1–0), HCN (1–0), CH3CN

(6-5), and C34S (2–1) (Hunter et al. 1998, Sridharan et al. 1999, Sobolev et al. 2003). The

integrated intensity map of the CS (2–1) emission shows that G34.24+0.13MM is located at

the boundary between a cavity (of which the morphology is similar to the aforementioned

IR bubble) and a clump (Sobolev et al. 2003). Follow-up spectral line observations towards

the (sub)millimeter clumps associated with G34.24+0.13MM reveal the HCO+ (1–0), H13CO+

(1–0), HCN (1–0), and C18O (2-1) emission (López-Sepulcre et al. 2010, López-Sepulcre et al.

2011). In particular, López-Sepulcre et al. (2011) detect SiO (2–1) and SiO (3–2), which

are known as the tracers of molecular outflows from accreting protostars, at the clump scale.

Based on the similarity between the spectra of SiO and HCO+ lines, the authors argue that this

clump may host the molecular outflows that are oriented close to the plane of the sky. Caswell

et al. (1995a) and Caswell et al. (1995b) have reported the detection of the class II methanol

maser emission towards G34.24+0.13MM, indicating the existence of a high-mass protostar

within the core. High-resolution VLBI observations have resolved the maser emission into a

single maser with a size of 0.1′′ (∼ 370 AU, Yi et al. 2002). Szymczak et al. (2002) report that

the 6.7 GHz methonal maser associated with G34.24+0.13MM has a peak velocity of 55.4

km s−1 and a velocity range of [54, 62] km s−1. The maser source has recently been imaged

with the European VLBI Network (EVN) with a sensitivity of σrms = 5 - 10 mJy beam−1, a

spatial resolution of ∼ 6 milliarcsecond (the geometric mean of the synthesized beam), and a
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spectral resolution of∼ 0.1km s−1 (Bartkiewicz et al. 2016). The authors report a peak velocity

of 55 km s−1 and a velocity range of [54.5, 62.7] km s−1. A clear separation can be seen on

the sky of the blue- (< 58.5 km s−1, west) and redshifted (> 58.5 km s−1, east) emission

with a spatial separation of 170 AU and a separation in velocity of 4 km s−1. This pattern is

interpreted as a combined result of the expansion and rotation around a young stellar object,

as detailed in Sanna et al. (2010). Interestingly, in contrast to the UCHII region G34.26+0.15

which is associated with a cluster of H2O and OH masers, no H2O or OH maser emission has

been detected towards G34.24+0.13MM (Fey et al. 1994, Szymczak & Gérard 2004).

To examine whether the estimated luminosity for G34.24+0.13MM (1600 - 6300 L⊙, Hunter

et al. 1998) arises from a single high-mass protostar or a protocluster, we proposed to observe

G34.24+0.13MM with the Submillimeter Array (SMA) at 1.3 mm. Details about the observa-

tional parameters and the data reduction process are described in section 4.2. A summary of

observed results is in section 4.3. Discussion about the mass calculation, the luminosity-mass

ratio, masers and molecular lines, fragmentation properties and potential future work can be

found in section 4.4.
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Figure 4.1: Spitzer IRAC 3-color image (red 8 µm, green 4.5 µm, blue 3.6 µm) overlaid in
the left panel with Herschel 70µm contours and 6 cm contours (6, 15, 75, 300 mJy beam−1)
from the VLA CORNISH survey (Hoare et al. 2012) showing the UCHII region G34.26+0.15
located 1.5 pc from the target. The right panel is a zoomed view to the white rectangular area
targeted by the SMA primary beam, overlaid with contours from the SMA 1.3 mm observations
(resolution∼1 ′′, red), OVRO 1.3 mm data from Hunter et al. (1998) (resolution∼2.5 ′′, black)
and 870 µm contours (400, 900, 1750 mJy beam−1) from the ATLASGAL survey (resolution
∼19.2 ′′, blue, Csengeri et al. 2014). The 6.7 GHz methanol maser position from Bartkiewicz
et al. (2016) is marked by a green cross.
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4.2 Observations and data reduction

4.2.1 SMA 1.3 mm observations

G34.24+0.13MM was observed at 1.3 mm using the Submillimeter Array (SMA) located on

Mauna Kea, Hawaii. Only 6 antennas were available in our observation period. The observa-

tions were conducted on May 25 2015 with extended configuration. ∼5 hours on-source time

were obtained in total. Considering the small size of G34.24+0.13MM (∼1 ′′) and its sitting

84′′ away from UCHII region G34.26, we took only one pointing with a field of view of 60′′ ×

60′′, which is equivalent to 1.1 pc at the distance of G34.24+0.13MM (3.8 kpc, from Fish et al.

2003). The maximum recoverable scale (MRS) in extended configuration is ∼6′′. The ASIC

correlator was used to cover 48 spectral windows (spws). Each channel had a bandwidth of

812.5 kHz.The total bandwidth of the data is 8 GHz. 3c279 was observed for bandpass calibra-

tion; 1751+096 and J1851+0035 were observed for gain calibration; Callisto was observed

for absolute flux calibration. The weather worsened after 19:00, causing larger data scattering

in the last three scans.

In this project, I started with the raw SMA data and carried out calibration, imaging, and

analysis.

Calibration

The SMA data were calibrated and imaged using the CASA 5.4.0 version. Due to the fact that

J1851+0035 was much weaker compared to 1751+096, we decided to use only 1751+096 as

gain calibrator to obtain a better signal-to-noise ratio. J1851+0035 was calibrated as the sci-

ence data. 3c279 was used as bandpass calibrator, for it’s a bright point source with relatively

flat spectrum. However, part of the band was affected by strong atmospheric ozone, which

increased the noise level of our data.

Imaging

After the calibration was applied, the science target data were split off and re-sampled to

velocity axis. Then the line-free channels were identified and used to construct a (pseudo-

)continuum data set. The (pseudo-)continuum data were iteratively self-calibrated to remove

atmosphere variation on long baselines. These solutions were applied to the emission line

data cubes. The final SMA continuum image was made using multi-frequency synthesis and
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a robust weighting parameter of 0.5. The line image cubes were made using the continuum

subtracted channels with a robust weighting parameter of 1.0. This was to achieve the best

compromise between sensitivity and confusion from missing short spacing information. The

line cubes were imaged with a velocity resolution of 1.1 km s−1. All measurements were made

from images corrected for the primary beam response.

4.2.2 Archive data

In order to gain a comprehensive understanding of G34.24+0.13MM, we incorporated archival

data from Near-Infrared to radio observations. For example, the 3.6 µm, 4.5 µm, 8.0 µm im-

ages from Spitzer are combined to make a three-color image, indicating the distribution of dust

and gas clouds; 70 µm image from Herschel and 870 µm from ATLASGAL survey (Csengeri

et al. 2014) are overlaid to show the distribution of the parental cloud clump of G34.24+0.13MM,

within which the protostars are forming; 6 cm image from VLA are used to trace the UCHII

regions near the G34.24+0.13MM.

4.3 Results

4.3.1 1.3mm continuum

Figure 4.2: A zoom-in view of the SMA 1.3 mm dust continuum emission from G34.24+0.13MM (left
panel), the best-fitting 2D Gaussian model (mid panel), and the residual image (right panel).

We achieve a synthesised beam size of 1.40′′ × 0.72′′ (equivalent to 5360 au × 3240 au at

3.8 kpc) and a sensitivity of σ = 1.3 mJy beam−1 in the SMA 1.3 mm continuum image. As

shown on the right panel of Figure 4.1, G34.24+0.13MM is resolved to be a single millimeter

source with a tiny tail extending towards the direction of southeast (red contour levels: [6,

15, 35] mJy beam−1). It is located within the previously discovered 1.3 mm OVRO source
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Source G34.24+0.13MM
Telescope SMA
λ (mm) 1.3
R.A. 18h53m21s.452
decl. +01◦13′45′′.847
Peak Intensity (mJy beam−1) 55.5±1.4
Integ. Flux Density (mJy) 132.3±4.4
Deconv. Size (′′×′′) 1.18×1.09
Deconv. Size (AU×AU) 4905×4518

Table 4.1: A summary of the fitted parameters of the 1.3 mm SMA continuum image for
G34.24+0.13MM.

in Hunter et al. (1998) (black contour levels: [15, 40] mJy beam−1). No other millimeter

sources are detected in the vicinity of G34.24+0.13MM at 5σ level. The SMA source has a

peak intensity of 57.1 mJy beam−1 at 1.3 mm. To quantify the parameters of G34.24+0.13MM,

we fit a two-dimensional Gaussian model to the SMA continuum image using the CASA task

imfit. The 2D Gaussian fitting returns a deconvolved size of 1.18′′ × 1.09′′ (equivalent to

4905 AU× 4518 AU), and an integrated flux density of 132±4 mJy. The best-fitting component

has a peak intensity of 55.5±1.4 mJy beam−1. The fitted parameters for G34.24+0.13MM are

summarised in Table 4.1. The residual image shows two emission peaks at the∼ 4σ level, with

one coincident with the peak of the 1.3 mm SMA continuum and the other associated with

the tiny tail (see the right panel of Figure 4.2). These features suggest that the morphology of

G34.24+0.13MM deviates from a pure Gaussian. Smaller-scale substructures may exist, but

cannot be resolved under the spatial resolution of the current SMA data.

4.3.2 Spectral lines
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Figure 4.3: Moment maps of H2CO 31,2 − 21,1 (225.698 GHz, Eupper =33.4 K) emission overlaid with
SMA 1.3 mm continuum contours: Left: moment 0 (integrated intensity), Center: moment 1, Right:
moment 8 (peak map). Continuum contour levels: (0.2, 0.4, 0.6, 0.8)×peak intensity (=55.5 mJy
beam−1).

Several molecular emission lines are detected towards G34.24+0.13MM in the SMA 1.3 mm
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observations. H2CO (31,2−21,1) (225.698 GHz, Eupper = 33.4 K) is detected to be the strongest

emission line with a peak intensity of 860±44 mJy beam−1 at a rms level of∼45 mJy beam−1(i.e

a signal-to-noise ratio of ∼20). The moment maps of the formaldehyde (H2CO) data cube are

shown in Figure 4.3. The H2CO (31,2−21,1) emission is well coincident with the 1.3 mm dust

continuum, implying that this line of formaldehyde mainly traces the compact structure. It is

worth mentioning that the peak of the formaldehyde line shifts 0.3′′ (equivalent to 1100 AU)

from the continuum peak, which may indicate unknown substructures within the source. The

velocity field map (the mid panel of Fig. 4.3) displays a velocity gradient across the continuum

contours in a roughly east-west direction. This probably implies either 1) ordered motions of

the gaseous envelope such as rotation, or 2) unresolved multiplicity inside the core.

In addition to the strongest formaldehyde line, several weaker emission lines have also

been identified. For example, the HC3N (J = 25-24) transition (227.419 GHz, Eupper =

141.9 K) is detected with a peak intensity of 200 mJy beam−1at a rms level of∼43 mJy beam−1(i.e

SNR∼5). The moment maps of this emission line is shown in Figure 4.4. The HC3N emission

appears to be overlapping with the continuum emission, with a tail-like morphology which

bends towards the north-east. The peak HC3N emission is seen on the centre of the tail for

both the integrated intensity map and the peak intensity map. The peak HC3N emission is

slightly offset to the east of the continuum peak, implying the existence of substructure and/or

inner motions within the core.

At ∼ 3σ level, we detect the CH3CN (13-12) ladder (239.0-239.1 GHz, Eupper = 80.3-

258.9 K), CH3OH 51,5−41,4 (239.746 GHz, Eupper = 49.1 K), H2CS 71,7−61,6 (236.727 GHz,

Eupper = 58.6 K), HC3N (J = 26-25) (236.513 GHz, Eupper = 153.3 K), C17O (J = 2-1)

(224.714 GHz, Eupper = 16.2 K), and CN (2-1) (226.874 GHz, Eupper = 16.3 K). The detection

of high-Eupper transitions of CH3CN and CH3OH supports the existence of a hot molecular core

(HMC). HMCs are hot and dense molecular cores with a typical temperature of >100 K, a size

of ≤0.1 pc, a density of ≥107 cm−3, masses of ∼10-1000 M⊙, and luminosities of >104 L⊙

(Araya et al. 2005, Cesaroni 2005). HMCs are believed to be the site of high-mass star forma-

tion which is in an earlier phase than the stage of UCHII regions (Kurtz et al. 2000). The radia-

tion from a newly-born massive star can heat its surrounding envelope, evaporating molecules

that are formed on dust grains into gas phase. HMCs are usually observed in highly excited

emission lines of complex molecules such as CH3CN and CH3OH (e.g., Millar & Hatchell 1997,

Sánchez-Monge et al. 2013, Cesaroni et al. 2014, Hernández-Hernández et al. 2014, Kirsanova
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Figure 4.4: Moment maps of HC3N (J = 25-24) emission overlaid with SMA 1.3 mm contin-
uum contours: Left: moment 0 (integrated intensity), Center: moment 1, Right: moment
8 (peak map). Continuum contour levels: (0.2, 0.4, 0.6, 0.8)×peak intensity (=55.5 mJy
beam−1). The velocity range is 53.7-59.2 km s−1.

et al. 2021). We do not include the lines detected at ∼ 3σ in the discussion of this chapter.

Note that extra uncertainties may be introduced into line identification by a difference of mor-

phology between the line emission and dust continuum. For these weak lines, I perform line

identification using the spectra extracted from both the locations of line peaks and the region

within the 40% contour of the continuum peak.

4.4 Discussions and future work

4.4.1 Mass calculation

Using the integrated flux density obtained in the 2D Gaussian fitting for the SMA 1.3 mm

data, we calculate the gas mass of G34.24+0.13MM using a simple model of isothermal dust

emission:

Mgas =
d2Fν,totR

Bν(T )κν
, (4.1)

where Fν,tot is the observed integrated flux density, R is the gas-to-dust mass ratio, Bν(T ) is

the Planck function at a specified temperature T and κν is the dust absorption coefficient. A

κν of 1.0 cm2 g−1 is adopted from Ossenkopf & Henning (1994) for the case of MRN with

thick ice mantles and a gas density of 108 cm−3 (which is consistent with the average volume

density derived by Hunter et al. (1998)). The temperature is assumed to be 50 K, which is

consistent with the dust temperature given by the SED fitting in Hunter et al. (1998). This

assumed temperature is higher than or similar to the upper energy levels of most molecular

lines detected towards G34.24+0.13MM with the SMA. Assuming a gas-to-dust mass ratio R

of 100, we obtain a gas mass of 12.5±0.4 M⊙ for G34.24+0.13MM. The continuum sensitivity
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corresponds to a 5σmass detection limit of 1.8 M⊙ for a Tdust of 20 K. The mass estimate using

the SMA data is important for calculating the luminosity-to-mass ratio of G34.24+0.13MM,

which is frequently used to diagnose the evolutionary stages of massive young stellar objects

(e.g., Towner et al. 2019). This metric will be further discussed in section 4.4.2. The max-

imum recoverable scale (MRS) of the SMA observations is ∼6′′ (∼23000 AU), which means

that structures with spatial scales larger than the MRS have been filtered out. Hunter et al.

(1998) analyse the OVRO 1.3 mm dust continuum data (beam size 2.7′′ × 2.4′′) and obtain a

deconvolved size of 2.7′′ × 1.4′′ (equivalent to 11223 AU × 5819 AU) and an integrated flux

density of 143±29 mJy for G34.24+0.13MM. They estimate a dust temperature of ∼50 K, a

total gas mass of 100 M⊙, and a luminosity of 1600 - 6300 L⊙ by performing an SED fitting.

If adopting the OVRO flux to calculate the gas mass using equation 4.1, we obtain a gas mass

of 13.5±2.7 M⊙ (assuming a κν of 1.0 cm2 g−1 and a dust temperature of 50 K, same as in

the mass calculation using the SMA data). When calculated in the same way, the OVRO mass

is only 8% larger than the SMA mass, despite its beam size being a factor of two larger. This

suggests that both interferometric data consistently trace the dense compact structure (i.e. the

star-forming core of G34.24+0.13MM).

4.4.2 Lbol/M ratio of G34.24+0.13MM

The luminosity-to-mass ratio Lbol/M has been demonstrated to be a good probe of the evolu-

tionary stages of pre-/proto-stellar objects (see Elia et al. 2017b, Urquhart et al. 2018). This

is possibly a result of dramatic changes in luminosity as a massive young stellar object evolves

as described in Hosokawa & Omukai (2009). The relation of bolometric luminosity versus gas

mass for G34.24+0.13MM can be updated using the mass derived with new SMA 1.3 mm data.

Hunter et al. (1998) perform an SED fitting for the source using the isothermal greybody dust

model (Rathborne et al. 2010) with a combined dataset of the 1.3, 2.7, 3.2 mm OVRO flux

densities, the 350µm CSO flux density, and the 20 µm Hale upper limit. They obtain a dust

temperature of ∼ 50 K, a bolometric luminosity of 1600 - 6300 L⊙, and a mass of 100 M⊙,

resulting in a corresponding luminosity-mass ratio of 16 - 63. With the updated mass value,

we calculate the luminosity-mass ratio to be 128 - 504. We note that these should be taken as

an upper limit, as the measured flux of the core e.g. at 350µm is likely to be contaminated by

those of nearby sources due to the low angular resolution of the CSO data (12′′), which can

possibly lead to an overestimate for Lbol and thus an overestimate for Lbol/M.
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Recent far-infrared and submillimeter surveys of high-mass star-forming regions provide

constraints on the physical properties (e.g. dust temperature Td, bolometric luminosity Lbol ,

and gas mass M) at the scale of ∼ 0.1 pc. Tigé et al. (2017) perform an imaging survey to-

wards the molecular cloud complex NGC 6334 with Herschel at the wavelengths of 70, 160,

250, 350, and 500 µm. Combining the Herschel images with the JCMT (450 µm, 850 µm),

APEX (870 µm), and SEST (1.2 mm) data, the authors extract ∼ 0.1 pc dense cores, construct

the spectral energy distributions (SEDs) for these cores, and estimate the temperature, lumi-

nosity and mass from the SED of each core. After applying a mass cut-off of 75 M⊙ (based

on the association with two indicators of high-mass star formation: Class II methanol masers

and/or compact centimeter sources), they identify 46 massive dense cores (MDCs) with a

median temperature of ∼ 17 K, an Lbol of 320 L⊙, and an M of 120 M⊙. They further di-

vide the MDCs into four categories: IR-bright protostellar , IR-quiet protostellar, starless, and

undefined, based on their 1) mid-infrared fluxes, 2) associations with compact emission at

70 µm, and 3) morphology of the emission at submillimeter wavelengths (e.g. whether or not

centrally-peaked). The IR-bright MDCs are reported to have a median size of 0.08 pc, a Td of

29 K, an Lbol of 9500 L⊙, and an M of 140 M⊙; while the IR-quiet MDCs have a size of 0.1 pc,

a Td of 16 K, an Lbol of 760 L⊙, and an M of 106 M⊙ (note all the numbers listed are median

values). Using the parameters listed in Table 3 of Tigé et al. (2017), we estimate a median

Lbol/M ratio of 70±28 for the IR-bright group, and 3.1±2.8 for IR-quiet. Following the same

procedure of Tigé et al. (2017), Russeil et al. (2019) identify 23 MDCs in NGC 6357, with

only one IR-quiet candidate with an estimated Lbol/M ratio of ∼ 0.5. With a smaller mass

threshold (35 M⊙), Cao et al. (2019) identify 151 MDCs in the Cygnus X molecular cloud

complex using a consortium of the Herschel, JCMT and IRAM data. The Lbol/M ratios of their

IR-bright MDCs peak at ∼ 10, with IR-quiet at ∼ 1 (based on an inspection on their Figure

8). We note that the MDCs have a typical size of 0.1 pc, which is ∼ 5 times larger than that

of G34.24+0.13MM.With the different scales in mind, it is not surprising to see differences

in temperature, luminosity and mass between MDCs and G34.24+0.13MM. Interestingly, our

estimated Lbol/M ratio for G34.24+0.13MM is significantly higher than the typical Lbol/M val-

ues for MDCs in literature: the Lbol/M of G34.24+0.13MM is about two orders of magnitude

higher than the median Lbol/M of the IR-quiet MDCs reported by Tigé et al. (2017), Russeil

et al. (2019), Cao et al. (2019), and one order of magnitude higher than the peak Lbol/M value

of the IR-bright MDCs in Cao et al. (2019). Comparing with the IR-bright MDCs identified in
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Tigé et al. (2017), G34.24+0.13MM has an Lbol/M ratio that is higher by a factor of 2 - 7. The

high Lbol/M ratio for G34.24+0.13MM is probably due to 1) a potential overestimate for Lbol ,

and/or 2) the fact that it is estimated at a much smaller spatial scale (∼ 0.02 pc). However,

it is still unclear how the Lbol/M ratio will be affected by different spatial scales at which the

measurement is performed. Lin et al. (2019) compare their ≤ 0.2 pc SABOCA sources with

the ATLASGAL clumps (∼ 1 pc, Urquhart et al. 2018), and find no significant difference in the

distribution of the Lbol/M ratios between the two samples (see Figure 1 in Lin et al. 2019).

Besides, with current data, we cannot rule out the possibility that this unique Lbol/M value

implies a distinct physical nature of G34.24+0.13MM.

At a larger scale (∼ 1 pc), the parental clump of G34.24+0.13MM, AGAL G034.243+00.132,

has been studied in detail regarding the Lbol/M ratio. Urquhart et al. (2018) employ the

870µm data from the ATLASGAL survey with APEX and the [70, 160, 250, 350, 500] µm data

from the Hi-GAL survey with Herschel (Molinari et al. 2010) to fit the SED of the clump. The

clump dust temperature, luminosity, and mass are estimated to be 33.3 K, 33189 L⊙, and 346

M⊙ respectively, which yields a Lbol/M of ∼ 96. As AGAL G034.243+00.132 is resolved (with

a size of ∼0.8 pc) in the ATLASGAL and Hi-GAL maps (spatial resolution ∼ 20 ′′, equivalent

to ∼0.37 pc), the L, M, and Lbol/M values are reliable indicators for the clump-scale physical

properties. López-Sepulcre et al. (2011) report a Td of 48 K, an M of 51 M⊙, and an Lbol of

31700 L⊙ towards the 1.2 mm clump identified by Hill et al. (2005). Note that the 1.2 mm

peak is 1.5′′ from the 870µm peak, which is smaller than the pointing uncertainty of APEX

(∼4 ′′, Urquhart et al. 2014). The Lbol/M ratio is estimated to be ∼622. This is an upper limit

of the clump Lbol/M , as multiple sources could sit within the beam (120 ′′) of the 100µm

IRAS data that they use for the SED fitting. The updated Lbol/M ratio for G34.24+0.13MM

using the SMA data is higher than that of the associated ATLASGAL clump in Urquhart et al.

(2018) by a factor of ∼ 1.3 - 5.3. This might indicate the existence of unresolved substructure

that is less dominant in the far-infrared regime than G34.24+0.13MM within the parental

clump. Lacking of systematic investigation on Lbol/M ratios at different spatial scales, it is

difficult to speculate the fragmentation properties of AGAL G034.243+00.132 based on its

Lbol/M value. Higher-resolution (e.g. at the core scale), higher-sensitivity multi-wavelength

studies are required to explain the difference of the Lbol/M ratios between G34.24+0.13MM

and AGAL G034.243+00.132.

Large-sample multi-wavelength studies suggest that the Lbol/M ratios reflect a protostellar
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evolutionary trend. Elia et al. (2017b) show that the Lbol/M ratios of the prestellar sources

identified in the Hi-GAL survey peak at ∼ 10−0.6, with protostellar at 100.4. Sridharan et al.

(2002) find that the UCHII region has a higher bolometric luminosity than the younger high-

mass protostellar object with the same mass. Urquhart et al. (2018) suggest that the Lbol/M

ratios of their massive star-forming clumps range from 1 to 100, while sources with Lbol/M >

40 are more likely to host compact HII regions. Towner et al. (2019) investigate the physical

properties of a sample of 12 Extended Green Objects (EGOs) using the data taken with the

Stratospheric Observatory for Infrared Astronomy (SOFIA, Temi et al. 2014) at 19.7 and 37.1

µm, along with other archival data taken with Spitzer, Herschel, and APEX. The authors con-

struct SEDs for these EGOs at the wavelengths of near-IR to submillimeter, and derive a median

Lbol/M ratio of 24.7±8.4. The highest Lbol/M value recorded is associated with G35.03+0.35

(Lbol/M ∼ 80 - 200), which is known to host at least an ultracompact HII region and probably

a hypercompact HII region (Cyganowski et al. 2011a). The Lbol/M of G35.03+0.35 over-

laps well with the lower half of the G34.24+0.13MM range, indicating the possibility that

G34.24+0.13MM might be on a similar or even later evolutionary stage to G35.03+0.35. For

example, despite no compact centimeter source has been detected towards G34.24+0.13MM

yet, it is possible that a hypercompact HII region has developed within the core, but is small

and difficult to detect e.g. due to being gravitationally trapped (Keto 2007). On the other

hand, high Lbol/M ratios could be due to the formation of most massive stars (Ma et al. 2013).

To further investigate the nature of G34.24+0.13MM, we will require high-resolution, deep

centimeter observations.

In addition to asking for high-resolution submillimeter observations, an immediate next

step of work is to re-fit the SED of G34.24+0.13MM with recently published far-infrared and

submillimeter images that are mentioned in section 4.1. The available data is summarised

in Table 4.2. Measurements at the wavelengths near the peak of the SED are expected to

better contrain the fitting, and thus provide a more accurate estimate to the Lbol/M ratio of

G34.24+0.13MM.

4.4.3 Kinematics

Bartkiewicz et al. (2016) report an accurate detection of the 6.7 GHz Class II methanol maser

associated with G34.24+0.13MM, and present a milliarcsecond map for the maser source. In-

terestingly, the methanol maser map illustrates a separation between the blue- (< 58.5 km s−1,
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Telescope λ (µm) Beam (′′) References
Herschel/PACS 70 5.9 Molinari et al. (2010)
Herschel/PACS 160 11.7 Molinari et al. (2010)
APEX/LABOCA 350 8.5 Lin et al. (2019)
JCMT/SCUBA-2 450 8.5 Di Francesco et al. (2008)
JCMT/SCUBA-2 850 15.0 Di Francesco et al. (2008)
APEX (ATLASGAL) 870 19.2 Urquhart et al. (2014)
SEST/SIMBA 1200 24 Hill et al. (2005)
SMA 1300 1 This work

Table 4.2: A summary of the observational parameters of recently published far-infrared and
submillimeter data that is available for the SED fitting for G34.24+0.13MM.

west) and redshifted (> 58.5 km s−1, east) emission, with a spatial separation of 170 AU and

a separation in velocity of 4 km s−1. The spots of the blueshifted emission form an arc-like

shape with a size of ∼ 200 AU. These features possibly indicate the ordered motions of the

internal of G34.24+0.13MM at the scale of the accretion disc around massive protostars (∼

500 AU, Peters et al. 2010). In fact, the spatial- and velocity-separation pattern has been ob-

served towards G23.01000.411, and is explained as a combination of expansion and rotaion

around a YSO of 20 M⊙ by Sanna et al. (2010). Polushkin & Val’Tts (2011) further interpret

the maser kinematic pattern in G23.01000.411 as a tracer of the rotating protoplanetary disk,

and derive a similar mass for the central protostar to Sanna et al. (2010).

The reported methanol maser at G34.24+0.13MM has a peak velocity of 55.0 km s−1 and

a velocity range of [54.5, 62.7] km s−1 centred at 58.5 km s−1. Their Fig.A.1. shows the

spectrum of the methanol maser, illustrating a secondary peak at ∼ 61.2 km s−1 (red-shifted),

and a third peak at∼ 57.0 km s−1 (blue-shifted). The velocity of the H2CO 31,2−21,1 emission

from our 1.3 mm SMA observations spans over an interval of [56.9, 59.1] km s−1 (measured

using the emission above 5σ), with a peak velocity of 58.0 km s−1. The formaldehyde velocity

range overlaps with the interval between the central velocity (∼ 58.5 km s−1) and the blue-

shifted third peak of the maser emission (∼ 57.0 km s−1). No peak is found in the maser

spectrum at the peak velocity of the formaldehyde line. The HC3N (J = 25-24) emission has

a peak velocity of 57.0 km s−1, which is coincident with the blue-shifted third peak of the

maser emission. The velocity of significant HC3N emission (i.e. > 5σ) ranges from 53.7 to

58.1 km s−1. This is consistent with the blue-shifted emission of the methanol maser (< 58.5

km s−1), covering its major (55.0 km s−1) and third peak (57.0 km s−1).

However, despite the overlapping in velocity range, it is unlikely that the maser emission
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traces the same component of G34.24+0.13MM as the thermal lines do. The peak formalde-

hyde emission is located ∼ 0.5 ′′ (1900 AU) to the southeast of the maser source, while the

extent of the maser emission is ≤ 600 AU. The peak HC3N emission is even ∼ 0.24 ′′ further

to the east of the peak formaldehyde. The H2CO emission displays a velocity gradient across

the continuum contours on the direction of roughly east-west, while the maser map shows a

roughly west-east velocity gradient at a much smaller scale. The H2CO emission could possibly

trace the ordered motions (e.g. rotation) of the outer envelope of G34.24+0.13MM, or reflect

the presence of unresolved multiple sources within the core, while the maser emission prob-

ably trace the inner motions associated with protostellar accretion. High angular resolution

(sub)millimeter line observations will assist to study the gas kinematics of thermal lines and

masers, and understand the relation between them.

The SMA 1.3 mm continuum source G34.24+0.13MM is located within the 900 mJy beam−1

contour of the 870µm continuum emission of AGAL G034.243+00.132 (with the 1.3 mm con-

tinuum peak offset ∼9.3′′ from the 870µm peak), as shown on the right panel of Figure 4.1.

Several follow-up molecular line surveys have targeted this clump, which include tracers of

dense gas, outflows, and photodissociation region (PDR) (e.g. Wienen et al. 2012, Kim et al.

2017, Yang et al. 2018, Kim et al. 2020). The system velocity of AGAL G034.243+00.132

inferred using optically-thin lines is 57.2 km s−1 (López-Sepulcre et al. 2011, Urquhart et al.

2018), which is 0.2 km s−1 higher than the velocity of G34.24+0.13MM (57.0 km s−1). Wienen

et al. (2012) observe AGAL G034.243+00.132 with Parkes, targeting the NH3 (1,1), (2,2),

(3,3) inversion lines. They derive a kinetic temperature of 30.4±2.4 K and a column density

of NH3 of∼ 1015 cm−2. Yang et al. (2018) employ the 13CO (3-2) and C18O (3-2) lines from the

CHIMPS survey (Rigby et al. 2016) at the James Clerk Maxwell Telescope (JCMT) to search for

outflow candidates associated with ATLASGAL clumps. They identified blue- and red-shifted

wings with velocity ranges of [51.9, 55.4] km s−1 and [57.4, 62.9] km s−1 respectively at AGAL

G034.243+00.132 by subtracting the Gaussian fits of scaled C18O spectra from the 13CO spec-

tra 3. The velocity interval of the blue-shifted wing sits within the range of the blue-shifted

6.7 GHz methanol maser emission in Bartkiewicz et al. (2016), and covers the highest maser

peak at 55.0 km s−1. The red-shifted wing covers the red-shifted secondary maser peak at ∼

61.2 km s−1. However, the comparison needs to be performed with caveats that 1) the CO

spectra are extracted at the 870 µm continuum peak, which is offset to the maser source; 2)

3The spectra are extracted at the peak of the clump AGAL G034.243+00.132.
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the channel width of CO spectra is 0.5 km s−1, which is about an order of magnitude larger

than that of the maser spectrum. Yang et al. (2018) do not include AGAL G034.243+00.132

into further outflow analysis, for its outflow contours have complex morphology. Besides, the

well-known outflow tracers SiO (2–1) and (3–2) are also detected towards the location of

AGAL G034.243+00.132 by López-Sepulcre et al. (2011). The authors argue that the similar

line widths at zero power between SiO and HCO+ (1–0) (López-Sepulcre et al. 2010) may

indicate the existence of an molecular outflow with its orientation close to the plane of the

sky. Based on the data to date, it is difficult to conclude whether the outflow arises from

the compact core G34.24+0.13MM or is associated with other unresolved sources within the

AGAL G034.243+00.132 clump. In addition, Kim et al. (2020) detect a series of PDR tracers

(HCO, C2H, c-C3H2, CN,HC15N, H13CN, HN13C) plus C18O (1-0) and H13CO+ (1-0) towards

this clump. They report column densities of∼ 1013−1015 cm−2for the PDR tracers. The abun-

dance of HCO is estimated to be≥ 1010 for AGAL G034.243+00.132, indicating on-going FUV

chemistry in the PDR.

4.4.4 Fragmentation and multiplicity

It is known that a large fraction (> 90 %) of OB stars in clustered environment are found

to be in multiple systems (see the review of Offner et al. 2022). In particular, Offner et al.

(2022) estimate that ∼ 68% of O-type stars are in triple and higher-order multiple systems.

The high frequency of multiplicity in high-mass stars is speculated to originate from the early

stages of high-mass star formation. Therefore, characterising the multiplicity properties in

early high-mass star-forming regions is crucial to better understand the formation of high-

mass multiple systems. G34.24+0.13MM remains as a single source with a size of ∼ 4700 AU

in the SMA 1.3 mm continuum image. The 1.3 mm continuum has a linear resolution of ∼

4200 AU, which is not sufficient to resolve possible binarity or multiplicity. Williams et al.

(2022) suggest the existence of an unresolved high-mass binary system within ∼ 4000 AU

in G19.01–0.03 based on the fact that the estimated bolometric luminosity (∼ 104 L⊙) is

∼ one order of magnitude lower than the expected luminosity (> 105 L⊙) of a single star

at its mass (∼ 33 - 65 M⊙). Ilee et al. (2018) report a low-mass (< 0.6 M⊙) companion

located ∼ 2000 AU from the proto-O star G11.92-0.61 MM1a (enclosed mass ∼ 40 M⊙) at

the spatial resolution of ∼ 300 AU. Despite a small sample to date, observations of high-

mass protobinary systems suggest a separation of ∼ 200 to ∼ 800 AU (Beltrán et al. 2016,
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Beuther et al. 2017, Kraus et al. 2017, Zapata et al. 2019, Zhang 2019, Cyganowski et al.

2022). To investigate the fragmentation properties in high-mass star-forming regions, Beuther

et al. (2018b) observe a sample of 20 high-mass star-forming regions with the IRAM Northern

Extended Millimeter Array (NOEMA) with a linear resolution of ⪅ 1000 AU at 1.3 mm (also

known as the CORE program). They find that the observed targets are resolved to vary from a

single high-mass source to a group of 20 fragments, with the mean separation between cores

ranges from ∼ 1500 AU to ∼ 32000 AU. In particular, under a resolution of a few hundreds

of AU, IRAS 21078 is resolved into a small cluster of 20 cores with a maximum separation

of < 2500 AU; while CepAHW2 consists of only two cores within < 2400 AU. However, the

authors do not rule out the possibility of further fragmentation at smaller spatial scales (⪅

100 AU). In fact, < 0.01 ′′ resolution ALMA observations suggest fragmentation proceeds in

a hierarchical way down to the scale of a few tens of AU (Beuther et al. 2019). To conclude,

although G34.24+0.13MM appears to be a single compact core in our ∼ 1 ′′ SMA image,

higher resolution data is required to establish whether G34.24+0.13MM is indeed a single

source, a multiple system, or a small cluster. We proposed to observe G34.24+0.13MM using

SMA at 1.3 mm with its highest resolution of ∼ 1900 AU at 3.8 kpc and a high sensitivity of

0.23 mJy beam−1 to resolve substructures such as protostellar disc similarly to those found in

Hunter et al. (2014). The observations were taken under unsatisfactory weather conditions. A

possible next step is to resolve G34.24+0.13MM with ALMA at even higher resolution. Meyer

et al. (2019b) perform synthetic observations to demonstrate that substructures such as spiral

arms and gaseous clumps located at a few hundreds of AU from the protostar can be resolved

with the C43-8 and C43-10 configurations at 1.2 mm in ALMA Cycle 7. They estimate the

exposure time required to resolve the sources at the distance of 2 kpc to be 30 minutes.
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5
Summary and Future Work

5.1 Summary

This thesis is motivated by the unanswered question in the field of high-mass star forma-

tion: what is the relation between the formation process of a high-mass star and its environ-

ment? Aiming to answer or constrain this question, my PhD research is focused on studying

the progenitors of high-mass stars, which are denoted as high-mass (pre-/)proto-stellar cores,

together with their environment, using both observations and synthetic observations at sub-

millimeter wavelengths. Chapter 1 provides an overview of the field of high-mass star for-

mation, including an introduction to the theoretical models and a summary of observational

discoveries. Chapter 2 presents a case study of ALMA observations of the high-mass prestel-

lar core candidate G11.92-0.61 MM2. Chapter 3 includes the results from a parametric study

of synthetic observations of high-mass star-forming clumps. Chapter 4 summarises the SMA

observations of the high-mass protostellar core G34.24+0.13MM.

Both observations and synthetic observations play crucial roles in broadening and deep-
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ening the knowledge of high-mass star formation. The real observations allow us to examine

the physical, chemical, and kinematic properties of these sources, providing direct evidence of

the early phases of high-mass star formation. We perform two case studies with:

• ALMA 0.8 mm observations of the high-mass prestellar core candidate G11.92-0.61

MM2, to understand the relation between this source and its environment;

• SMA 1.3 mm observations of the high-mass protostellar core G34.24+0.13MM, to unveil

its fragmentation state under a high luminosity-mass ratio.

The synthetic observations connect the theoretical models with real observations, making it

feasible to compare observations with model predictions. We construct a semi-analytic frame-

work to model a simple high-mass star-forming clump, and use it to conduct a parametric

investigation on the detectability of low-mass protostellar cores around young massive pro-

tostars. The idea is to test whether the isolatedly-forming high-mass stars found in recent

observations could be a result of limited detection capability.

In the ALMA 0.82 mm observations towards the high-mass prestellar core G11.92-0.61

MM2, we detect extensive N2H+ emission around MM2 with a 0.54′′ beam (∼1800 AU),

while H2D+ is undetected at an rms noise level of 2.7 mJy beam−1 (Tb ∼ 0.06 K) with a res-

olution of 0.65′′. The N2H+ spectra are complex, with multiple velocity components present

within the cloud. We apply Gaussian decomposition to the N2H+ spectrum at each pixel using

SCOUSEPY (Henshaw et al. 2016) and then conduct hierarchical clustering of the extracted

velocity components using ACORNS (Henshaw et al. 2019). We find that eight velocity- and

position-coherent clusters in the N2H+-emitting gas describe > 60% of the fitted velocity com-

ponents. The most dominant cluster (> 20% components) indicates a velocity gradient along

the filamentary structure traced by the continuum in the south-west to north-east direction.

The observed velocity gradient is ∼ 10.5 km s−1 pc−1, and is possibly caused by a filamentary

accretion flow towards MM2. Based on the hypothesis of filamentary accretion flows, we de-

rive a mass inflow rate of 2 ×10−4 ∼ 1.2 ×10−3 M⊙ yr−1. The infalling gas is probably feeding

the ongoing accretion onto the protobinary system and its surrounding core.

The SMA 1.3 mm observations (with an angular resolution of 1′′) towards the high-mass

protostellar object G34.24+0.13MM reveal a single dusty compact core with a size of 4700 AU

and a mass of 12.5 M⊙. Several molecular emission lines are also detected towards the source,
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while only the H2CO (31,2−21,1) line is detected with a high signal-noise ratio. The morphology

of the H2CO emission generally agrees with that of the continuum emission, with a slight offset

between the peak of the integrated H2CO emission and the continuum peak. The intensity-

weighted velocity map shows a velocity gradient across the continuum source on the east-west

direction, which possibly indicates ordered motions of the gaseous envelope or unresolved

multiplicity. The luminosity-mass ratio of G34.24+0.13MM is updated to be 128 - 504 using

the gas mass estimated with the SMA data. This uniquely high luminosity-mass ratio requires

future higher-resolution multi-wavelength observations to properly explain.

In the parametric study with synthetic observations, we explored a total of 432 models

with different combinations of stellar masses, separations of sources, and beam sizes. We

extract 1D slices along the locations of protostars to visualise the visibility of the low-mass

source, and derive Excess Flux and contrast values to compare with representative rms noise

thresholds in practical observations, to determine the detectability of the low-mass source. We

find that the 1D slices in units of Jansky per square arcsecond area and the contrast figures

provide systematic and comprehensive views of the visibility of the low-mass source. The low-

mass source is less visible if: 1) the observations are taken with a lower spatial resolution; 2)

the low-mass source is located closer to the high-mass source; 3) the mass of the low-mass

source is lower. In particular, the mass of the high-mass source can predominately affect the

visibility of nearby low-mass sources. We determine the detectability of the low-mass source by

comparing the Excess Flux or the contrast value with representative rms noise thresholds from

observations. We conclude that the low-mass source with mb ≦ 1 M⊙ will not be detectable if it

is located ≦ 0.1 pc away from a 50 M⊙ protostar, even with a half-arcsecond spatial resolution.

5.2 Future Work

Based on the work that have been done, we find a few directions of future work that would

be interesting to develop.

In Chapter 2, we discover 70 velocity- and position-coherent structures (i.e. trees) in the

N2H+-emitting gas. Among these trees, Tree 0 is the most dominant tree regarding peak in-

tensity and/or number of components, and is spatially associated the filamentary structure

where MM2 is located. Thus, in the majority of Chapter 2, we focus on analysing the kine-

matic features of Tree 0, for the purpose of understanding the relation between MM2 and its
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immediate environment. We also mentioned Tree 7 in section 2.6.3 as a tracer of the impact

of the molecular outflows driven by a proto-O star on its ambient gas. We plan to further

examine the physical and kinematic properties of the N2H+ bubble traced by Tree 7, to quan-

titatively determine the influence of the protostellar feedback activities to the environment.

For example, we can estimate the enhancement of turbulence of this region using the velocity

dispersion of Tree 7 (which is evidently elevated compared with other trees).

In addition to Tree 0, Tree 9 also displays a velocity gradient along the filamentary structure

in a north-south direction. Fig. 5.1 shows the distribution of the peak intensities of the velocity

components of Tree 9 (left), the centroid velocity map (mid), and the velocity dispersion map

(right). The black contours show the ALMA 0.8 mm continuum emission. The peak intensities

of the components in Tree 9 have a maximum value of 0.25 Jy/beam and a median value of

0.075 Jy/beam. The centroid velocities of the components in Tree 9 range from 32.7 km s−1

to 35.2 km s−1, with a median value of 34 km s−1. The velocity dispersions have a maximum

value of 1.4 km s−1 and a median value of 0.5 km s−1. Though the peak intensities of Tree 0 are

about a factor of two higher than those of Tree 9, their velocity dispersions are comparable. The

distinct ranges of the centroid velocities suggest that the two trees are kinematically separate

structures, with Tree 0 being relatively red-shifted and Tree 9 blue-shifted. We are currently

working on measuring the velocity gradient in Tree 9 following the procedures described in

section 2.5.1. In addition, Tree 9 displays a “hole” near the continuum peak of MM2, which is

probably associated with the absorption feature that is discussed in section 2.3 of Chapter 2.

As mentioned in section 2.4.1, we have inverted the N2H+ data cube and performed Gaussian

Decomposition to analyse the absorption feature. In the future, we plan to combine Tree

9 and the inverted absorption feature to analyse their connections in e.g. morphology and

kinematics.

Moreover, based on quick inspections, we also find abundant kinematic information in

some other trees which are spatially connected to other cores in the protocluster G11.92. For

example, velocity gradients along the filamentary structure where the intermediate-mass core

MM3 (Cyganowski et al. 2017) is located are clearly visible in tree 17 and tree 1. We could

potentially measure the velocity gradients and estimate the mass inflow rates onto MM3 in a

similar way as for MM2 in Chapter 2. In addition, tree 19 and tree 69 are spatially associated

with the dusty tail extending to the South of MM1, displaying velocity gradients in the direction

of south-west to north-east. These structures are possibly the relics of MM1’s early accretion
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Figure 5.1: Left panel: the distribution of the peak intensities of the velocity components
of Tree 9; black contours show the 0.8 mm continuum emission (contour levels: 0.5 ×
[5,15,40,160,280] mJy beam−1). Mid panel: the centroid velocity map of Tree 9 overlaid
with the continuum contours. Right panel: the velocity dispersion map of Tree 9.

from the clumpy environment. Further investigation is required to understand their origin.

Besides, we have addressed the potential impact of the short-spacing problem on the analy-

sis about the kinematics of MM2’s environment. To comprehensively unveil the gas kinematics

of up to parsec-scale environment of G11.92-0.61 MM2, short-spacing corrections to the cur-

rent ALMA 0.8 mm data are required. A natural follow-up would be applying for the Atacama

Compact Array (ACA) along with the total power observations of N2H+ (4-3) for G11.92-0.61

MM2. Combining these new observations with the data taken with the ALMA 12 m array,

we will be able to study the gas kinematics of MM2’s environment at the spatial scales from

∼ 0.1 pc to ∼ 1 pc, and recover the missing fluxes in 12 m only observations.

Chapter 2 demonstrates a successful case of using N2H+ (4-3) emission to uncover the

kinematics of dense cold gas in the surroundings of the high-mass prestellar core candidate

G11.92-0.61 MM2. It has proven to be practical to examine the validity of high-mass prestellar

core candidates by investigating their relations with their environment using gas kinematics.

This method can be applied to study other high-mass prestellar core candidates. We could

potentially apply for high-resolution ALMA N2H+ observations of a large sample of high-mass

prestellar core candidates for a systematic study. It would be interesting to visualise the en-

vironment of these sources to see whether they are actually located within dense filamentary

structures, which have been observed to be universal in high-mass star-forming regions and

to funnel gas onto the cores within (see e.g. Zhou et al. 2022). In particular, lower-J N2H+

transitions, such as N2H+ (1-0), are probably better choices to target than N2H+ (4-3), due
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Figure 5.2: An example of the synthetic 1.3 mm continuum images generated by RADMC-3D.
This image shows the result of the model with separation = 0.3 pc, the mass of the high-mass
protostar ma = 50 M⊙, and the mass of the low-mass protostar mb = 2 M⊙. The high-mass
source is located in the centre, while the low-mass source is 0.3 pc above.

to the fact that 1) N2H+ (1-0) has less hyperfine structures than 4-3, which makes it easier to

disentangle the effects of multiple velocity components from that of hyperfine lines; 2) N2H+

(4-3) transition has a rest frame frequency of 372 GHz, which is located near the edge of

atmosphere window, so usually it is not easy to observe this transition.

A potential improvement to the work in Chapter 3 is to make the synthetic observations

closer to real observations taken with telescopes such as ALMA. Large-scale smooth structures

will be filtered out through the limited sampling to spatial scales in real interferometric obser-

vations. This effect has not yet been considered in our framework. In the future, we plan to

put the synthetic images produced by RADMC-3D (as shown in Figure 5.2) directly into the

ALMA simulator (e.g. simobserve task in CASA) to model the instrumental effects. We have

performed preliminary tests and show an example in Figure 5.3. In this specific case, the input

image is for a model with a separation of 0.1 pc, a mass of the high-mass protostar of 25 M⊙,

and a mass of the low-mass protostar of 2 M⊙. We simulate single-pointing ALMA observations
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Figure 5.3: A synthetic ALMA 1.3 mm dust continuum image simulating 43-antenna obser-
vations using the CASA task simobserve. The model is set up with separation = 0.1 pc, the
mass of the high-mass protostar ma = 25 M⊙, and the mass of the low-mass protostar mb =
2 M⊙. The simulations consider single pointing observations centred at 231 GHz with a band-
width of 1.875 GHz at the C43-4 configuration of ALMA Cycle 6. The assumed phase centre
is (18h13m58.11s, -18d54m22.141s).

centred at 231 GHz with a bandwidth of 1.875 GHz. The simulated observations are taken at

the C43-4 configuration of ALMA Cycle 6, where the minimum and maximum baselines are 15

and 784 metres respectively, giving an angular resolution of ∼0.9′′ and a maximum recover-

able scale (MRS) of ∼11′′. As in real observations, we clean the simulated observations using

the CASA task tclean with a Briggs weighting (R = 0.5) and a continuum mode. Figure 5.3

shows the cleaned 1.3 mm dust continuum image with the primary beam response corrected.

We can see the smooth extended emission e.g., associated with the central high-mass protostar

at spatial scales of ⪅10′′. Larger-scale smooth emission has been filtered out due to the ∼11′′

MRS of the simulated observations. On the other hand, we could work on making the syn-

thetic observations more realistic. The current set-up of our models assume a single high-mass

protostar in the centre of a gas clump with power-law density profiles. The analytic models

make it possible to perform a parametric study with a large parameter space. However, the

assumptions do not agree with the high percentage of binarity of high-mass protostars, nor the
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filamentary and fractal nature of dense gas clumps that are found in recent observations.We

could potentially perform a similar analysis on the images from e.g. hydrodynamic simula-

tions, which are better representatives of observed high-mass star-forming clumps.

As mentioned in section 4.4 of chapter 4, we have proposed to image G34.24+0.13MM

with SMA at its highest angular resolution (0.5′′) at 1.3 mm to further investigate the physical

and fragmentation properties of this source. We requested six hours for both extended and

very extended configuration to achieve a sensitivity of 2 mJy beam−1 to detect lower-mass

objects. The proposed tuning covers a frequency range of 214-246 GHz, including outflow

tracers such as CO and SiO and hot core tracers such as CH3CN and CH3OH. The proposed

observations at very extended configuration were taken on June 21, 2019 and June 25, 2019.

For the observations on June 21, the Tau was good but the phase was not very stable. Regarding

G34.24+0.13MM is bright enough for self-calibration, the longest baselines would still possibly

be useful. For the observations on June 25, the Tau was too high but the phase was not too bad.

In the future, we plan to calibrate, image, and analyse this new dataset using methods similar

to those described in Chapter 4. Based on the results from the new SMA data, we can decide

either to re-submit the SMA proposal (to obtain observations at both configurations in better

weather) or to request higher-resolution ALMA observations. In addition, it would be useful

to re-fit the SED of G34.24+0.13MM with recently published far-infrared and submillimeter

images, as measurements at the wavelengths near the peak of the SED (e.g. the 70 µm data

from the Hi-GAL survey, Molinari et al. 2010) are expected to better constrain the fitting, and

thus provide a more accurate estimate to the Lbol/M ratio of G34.24+0.13MM.

Furthermore, it would be interesting to generate synthetic observations based on models of

filamentary star-forming clouds (e.g. the hub-filament systems, Tigé et al. 2017). This would

help to examine whether filamentary accretions flows can cause the kinematics patterns that

are similar to what have been observed in e.g. G11.92-0.61.
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