Stochastic Modeling for Intelligent Software-Defined Vehicular Networks: A Survey
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Abstract: Digital twins and the Internet of Things (IoT) have gained significant research attention in recent years due to their potential advantages in various domains, and vehicular ad hoc networks (VANETs) are one such application. VANETs can provide a wide range of services for passengers and drivers, including safety, convenience, and information. The dynamic nature of these environments poses several challenges, including intermittent connectivity, quality of service (QoS), and heterogeneous applications. Combining intelligent technologies and software-defined networking (SDN) with VANETs (termed intelligent software-defined vehicular networks (iSDVNs)) meets these challenges. In this context, several types of research have been published, and we summarize their benefits and limitations. We also aim to survey stochastic modeling and performance analysis for iSDVNs and the use of machine-learning algorithms through digital twin networks (DTNs), which are also part of iSDVNs. We first present a taxonomy of SDVN architectures based on their modes of operation. Next, we survey and classify the state-of-the-art iSDVN routing protocols, stochastic computations, and resource allocations. The evolution of SDN causes its complexity to increase, posing a significant challenge to efficient network management. Digital twins offer a promising solution to address these challenges. This paper explores the relationship between digital twins and SDN and also proposes a novel approach to improve network management in SDN environments by increasing digital twin capabilities. We analyze the pitfalls of these state-of-the-art iSDVN protocols and compare them using tables. Finally, we summarize several challenges faced by current iSDVNs and possible future directions to make iSDVNs autonomous.
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1. Introduction

A vehicular communication system broadcasts information about vehicles so that traffic chaos, congestion, and accidents are avoided. However, congestion is a more significant problem. Vehicle applications demand stringent QoS and unprecedented network capacity in internet technology. Vehicle applications have limited task-offloading schemes and flexibility issues [1]. The Base Station (BS) and Road-Side Units (RSUs) cooperate in task-offloading problems while dynamically adapting to current network environments. This enhances QoS in VANETs [2]. Link connectivity changes frequently based on vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) distances due to high mobility in a VANET...
system [3]. The packet is forwarded through vehicles using internet services modeled in a queueing network for data dissemination [4]. Heterogeneous vehicular networks and software-defined networking (SDN) are used to reduce traffic congestion [5] and improve network performance in VANETs [6,7]. The main objective of VANET and SDN connectivity is to separate the control plane and data plane [8]. The purpose of SDN in wireless and ad hoc domains is to centralize network services, control, and flexibility, which has gained attention over the last few decades, as shown in Figure 1.

This survey discusses how SDN technologies can be a promising solution to the challenges in vehicular networks while providing access to emergency services and high-bandwidth applications with low latency. Mobility management is a critical component of vehicular networks, with location management protocols, processes, and handoff management schemes being the key areas of concern [9]. The survey presents comprehensive mobility management in SDN-enabled vehicular networks, including models, challenges, and solutions. Mobility management solutions can be classified according to the vehicular network model used, such as SDN-based, HetNet-based, fog-based, and hybrid solutions [10]. The survey provides insights for young researchers in the field of intelligent VANETs to understand the implications and directions for futuristic wireless networks. The survey also discusses how traffic prediction in VANETs can be improved by using a stochastic vehicular mobility model that accounts for realistic variations in inter-vehicle communication over consecutive time steps [11,12].

A VANET is a wirelessly connected mobile vehicle network in the transportation sector. The frequent failures in VANETs make it difficult to disseminate information. High mobility and isolated nodes result in topology changes, which represent a major challenge in VANETs. The SDVN paradigm is the SDN concept incorporated into VANETs, which overcomes the previous challenges of SDVNs. It consists of a logically centralized control plane that analyzes the data in the vehicular network and makes network decisions, thus enhancing the programmability and flexibility of the vehicular network [13].

Traditionally, networking has been infrastructure-based, with the control plane spread throughout many routers. SDN logically isolates the fundamental network control mechanism from switches and routers to provide network control centralization [14]. With SDN, the controller gathers information about the status of the network, allowing the controller to design safe paths that are in line with the network’s requirements and provide a better level of network awareness than with conventional hardware-driven networking. In SDN, there are three planes: the infrastructure plane, the control plane, and the application plane. The main advantages of SDVNs over conventional networks are flexibility and programmability. Using a single protocol, physical devices can communicate with each other via SDN, which allows control to be centralized. SDN has allowed us to perform and provide tasks such as traffic optimization, network virtualization and automation, and cloud-based service coordination. Due to the fact that the SDN controller is often the point of failure, dependability is one of the significant drawbacks of SDN. Moreover, SDN has difficulties integrating with traditional networks, which cannot utilize OpenFlow; the centralized controller cannot independently manage all traffic, and there are only a few protocols for communication between the controller and applications [13].

The SDVN is a variant of the software-defined wireless network (SDWN) among wireless networks. The SDVN architecture makes vehicular networks adaptable and versatile by integrating SDN into VANETs [11]. The network perception provided by SDN controllers enables numerous benefits, including adaptive node transmission power reservation, improved routing, and flexible radio interface placement. Due to the collection of network statistics, the SDVN improves networking functions, such as routing and load balancing, and enables global optimization in VANETs. It also promotes network innovation by enabling VANET technologies to be evaluated and implemented at a lower cost. As a result of the extensive mobility of the network nodes, as well as the changeable topology of the network, the SDVN encounters some difficulties, including security gaps and complex network operations, such as routing and transmission management [13].
The rapid advancement of V2V and V2I communication technologies has made intelligent software-defined vehicular networks (iSDVNs) increasingly important. Intelligent Transportation Systems (ITSs), such as traffic management, collision avoidance, and autonomous driving, cannot function properly without efficient and reliable vehicle-to-vehicle and vehicle-to-infrastructure communications, and vice versa [15]. A mathematical approach to analyzing and predicting the behavior of systems with random variables, stochastic modeling, has emerged as a promising tool for designing and assessing intelligent SDVNs [14]. This survey aims to present the state-of-the-art stochastic modeling techniques and their applications in iSDVNs as some implications and possible research in the near future. This survey also highlights the significant challenges of VANETs, including limitations on data dissemination, connectivity, load buffering, network congestion, and multi-hop routing, and how queueing networks, intelligent SDVNs, and software-defined heterogeneous vehicular networks (SDHVNs) can be used to address these challenges.

A fundamental change in network management has been made with SDN, which offers flexibility, programmability, and centralized control. However, it is challenging for network administrators to understand and efficiently manage the network state because SDN architectures are dynamic and distributed. On the other hand, digital twin technology has shown great promise in a number of domains, enabling the virtual representation of physical entities, systems, or processes. We aim to enhance network management by providing actionable insights and real-time intelligence by integrating digital twin technology and SDN. Digital twins are virtual representations of network infrastructure, applications, and services interconnected through SDN. The virtual model comprises network components like switches, routers, controllers, and individual packets and flows. The digital twin is created by collecting and integrating real-time data from the physical network to create a comprehensive and current view of the entire SDN ecosystem. By analyzing historical trends, administrators can gain insight into the current state of the network, predict potential issues, and determine key performance bottlenecks, as illustrated in Figure 1.

Figure 1. The SDVN architecture [16].

1.1. Motivation for This Survey

SDN has become an increasingly popular approach to network architecture, enabling additional flexibility and programmability in network management [17]. In the context of VANETs, SDN has the potential to improve network performance and efficiency by providing a centralized controller to manage network traffic and resources. However, while there have been many surveys on SDN and VANET separately, there is currently a lack of comprehensive surveys on the intersection of these two fields [18]. This survey aims to fill that gap by providing state-of-the-art literature on SDN for VANETs. Specifically, in this survey, we examine the various use cases and architectures of SDN in VANETs and the challenges and opportunities presented by this intersection. Here, we also analyze...
the existing survey papers in this area and identify the gaps and limitations in the current research. To differentiate this survey from existing surveys, we focus specifically on the intersection of SDN and VANETs, rather than simply offering a general overview of SDN or VANETs [19]. Additionally, we provide a more comprehensive and up-to-date analysis of the existing literature in this field and identify potential future research directions. Ultimately, this survey provides a valuable resource for researchers and practitioners working with SDN and VANETs [20].

This survey discusses the challenges of traffic accidents and highway congestion and the need to optimize resource allocation techniques to improve the QoS in VANETs [21]. Information technology and ITSs can be used to improve traffic efficiency in VANETs [22]. Mobility-prediction-based routing protocols and multi-hop communication can provide network stability and reliability for the high dynamic flow of vehicles in VANETs. Network connectivity [23] is controlled by RSUs and BSs for traffic safety and efficiency [24,25]. The survey also emphasizes the importance of the accurate stochastic modeling of multi-hop routing and cooperative data dissemination to enhance transportation and increase QoS [26–28]. Finally, the survey suggests using multi-hop cooperative data dissemination methods to improve system performance and resource utilization in VANETs [29].

The performance of SDN scenarios in VANET systems depends on optimal traffic load balancing. In the VANET system, an analysis of enhanced reliability of service (eRELSERV)-SDVN is needed based on queueing theory. Vehicular networks are ad hoc and, therefore, challenging to manage due to the random connection of end-to-end network devices. Integrating SDN with a VANET brings programmability and flexibility to the vehicular network, improving its performance [30].

The SDN controller can manage packet flow-table performance through the OpenFlow protocol, which helps handle heavy traffic flow in VANET communications and potentially prevent link breaks. A queueing analysis is also valuable for estimating SDN and managing high arrival and service demands. This can enable upcoming V2V and V2I services and simplify vehicular network optimization and mobility management. The SDHVN system uses queueing theory to provide optimal packet scheduling for efficient resource utilization among V2V and V2I communications in VANETs [31]. It improves the QoS of packet scheduling and enhances network utility while reducing traffic casualties. The intelligent digital twin (IDT) is a promising technique for simulating intelligent networking models. It can be used to observe and understand current and historical data to enhance routing efficiency, maintenance, traffic flow, and security in the physical network [32].

This survey acknowledges current research in software-defined vehicular networks (SDVNs) and identifies challenges and limitations in implementing SDN. The survey does not introduce new concepts or solutions but provides a comprehensive overview of existing techniques. It analyzes their strengths and weaknesses and identifies research opportunities. This survey synthesizes existing knowledge and presents it in an organized manner, making it a valuable resource for researchers and practitioners. In addition to providing a baseline understanding of the state of the art, it highlights gaps in the literature and suggests future directions. Studies and surveys need not introduce entirely new concepts or solutions to be valuable. Surveys consolidate existing knowledge, identify trends, and guide future research. SDVNs as a field will be advanced by building upon and refining existing approaches. So, in this survey, we are not introducing groundbreaking new research, but we do analyze and synthesize the existing research.

1.2. Organization

This survey is organized as follows. First, we introduce SDN and VANETs, including their characteristics and the motivation for their intersection. Next, we provide a discussion about the survey method within which we provide both inclusion and exclusion criteria, along with the objectives of the proposed survey. In the next section, we provide the background of SDVNs. After this, we integrate the iSDVN into the VANET system model. Further, we provide a detailed discussion about the performance evaluation of iSDVNs.
In the next section, we present open issues. Finally, we present our conclusions and recommendations for future research directions. We summarize all the abbreviations used in this paper in Abbreviations.

2. Survey Method

In order to conduct performance benchmarking research on SDVNs, it is important to have a clear understanding of the criteria used to select relevant surveys. Here are some possible inclusion and exclusion criteria for this type of research:

2.1. Inclusion Criteria

The inclusion criteria were as follows:

- Surveys must be related to SDVNs and network performance benchmarking.
- Surveys must have been published in peer-reviewed academic journals or conference proceedings.
- Surveys must have been published within a certain time frame (e.g., last five years) to ensure that the research is current.
- Surveys must have used empirical research methods (e.g., experiments, simulations, case studies) to collect and analyze data.

2.2. Exclusion Criteria

The following were excluded from this survey:

- Surveys that are not related to SDVNs or network performance benchmarking;
- Surveys that are not published in peer-reviewed academic journals or conference proceedings;
- Surveys that are published outside the time frame specified;
- Surveys that did not use empirical research methods.

Scientific databases specialize in different subject areas and types of publications. We selected databases with comprehensive coverage based on the research domain or topic of interest. Databases can be categorized according to the fields that they cover or their data types. Choosing surveys that meet these criteria was based on a systematic search of the literature using different databases (e.g., PubMed, Web of Science, IEEE Xplore, ACM Digital Library, ScienceDirect, Scopus, Google Scholar, and others, depending on the field of study and the research objectives, were considered) with appropriate search terms and filters. Additionally, citation tracking and reference list searches can be used to identify additional relevant surveys. After identifying potential surveys, a screening process can be used to determine which surveys meet the inclusion and exclusion criteria. The possible overall sample data collection is shown in Figure 2.

As part of next-generation networking technologies, such as 5G, the Internet of Things, fog/edge computing [33,34], wireless/mobile networks, Network Function Virtualization (NFV), sensor networks, IDT, and VANET, SDN has also gained importance in recent years [35]. As compared with existing surveys, the key contributions of this survey are summarized as follows: 1. This survey covers the latest advances in architectures, essential techniques, and solutions for software-defined vehicular networks. 2. We present current implications, future scope or opportunities to explore, and simulation tools that can be discussed or applied in future research. Several dimensions are used to compare and contrast our work with existing surveys on VANETs, IDT, and the controller placement problem (CPP) in SDN. We analyze each survey from a variety of perspectives, including modeling choices, objectives, techniques, and evaluation metrics. We also discuss how SDN might be used in a variety of upcoming networking paradigms. The scope of this survey and future research directions are shown in Table 1, Figure 3 summarizes the focus of our survey, and Figure 4 shows the taxonomy of the organization of iSDVN.
Figure 2. The whole process of collecting samples for a database. (a) Review construction for inclusion and elimination of papers (after eliminate duplicates). (b) Percentage of papers considered from various scientific databases (before eliminate duplicates).

Figure 3. The scope of our survey and future research directions.

Figure 4. Taxonomy of the organization of this iSDVN.
<table>
<thead>
<tr>
<th>Reference</th>
<th>Year</th>
<th>Communication</th>
<th>Infrastructure</th>
<th>Stochastic Modeling</th>
<th>Performance Analysis</th>
<th>Cooperative Communication</th>
<th>Data Dissemination</th>
<th>Mobility</th>
<th>Routing</th>
<th>Resource Utilization</th>
<th>End-to-End Delay</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>[36]</td>
<td>2016</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>[37–40]</td>
<td>2016</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>[12,41–43]</td>
<td>2017</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>[44]</td>
<td>2017</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>[45–49]</td>
<td>2018</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>[2,30,31]</td>
<td>2018</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>[52-55]</td>
<td>2019</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>[56-59]</td>
<td>2019</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>[60-64]</td>
<td>2020</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>[65-67]</td>
<td>2020</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>[68-73]</td>
<td>2021</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>[74-82]</td>
<td>2022</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>[19,31,33–87]</td>
<td>2023</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

**Our Survey**

With the iSDVN architecture, data delivery is improved by reducing traffic congestion and reducing latency. Stochastic learning research advances, challenges, and scope for ZTP, ITS, VANETs, IoV, SDVN, iSDVN, and IDTSVN at the data link, network, and application layers.
cation systems for better network performance. Increasing traffic safety and improving the quality of service would be possible with an intelligent SDN system. In addition, the multi-hop vehicular connectivity enables the forwarding mechanisms to operate with minimal topology knowledge and dynamically respond to network topology changes. In this survey, we focus on the following objectives:

- The first objective of our study is to investigate and improve QoS strategies in SD-VNs. As highway traffic density increases and vehicles become increasingly mobile, queueing models for vehicular traffic have to be developed in order to predict vehicles’ mobility based on their traveling time, behavior, and speed on the highway and to avoid collisions using routing protocols and scheduling in iSDVNs.
- Afterward, we intend to assess how data traffic forwarding improves efficient resource allocation, minimizes delay and packet loss, and optimizes flow control in vehicular networks using a stochastic approach.
- Next, we present a model to enhance iSDVN service reliability by considering how intermittent connectivity affects V2V and V2I network connectivity control and management. A multi-hop cooperative data dissemination protocol is proposed in order to reduce packet loss, improve connectivity, utilize network resources more effectively, and increase reliability.
- Afterward, we propose a model of heterogeneous vehicular networks via SDN and multi-hop cooperative data dissemination schemes to highlight the improvements that can be made via SDN in heterogeneous vehicular networks.
- Finally, the network traffic and resource utilization can be accurately modeled using a digital twin (DT). Administrators can use simulations and “what-if” scenarios to optimize network efficiency and make resource allocation, bandwidth provisioning, and routing decisions.

The objective of the survey is to provide an overview of stochastic modeling techniques used for intelligent SDVNs. The study aims to demonstrate how stochastic modeling can be used to address various challenges in SDVNs, such as resource allocation, routing, and QoS provisioning. The survey also aims to highlight the benefits and limitations of different stochastic modeling techniques and provide insights into future research directions in this area.

3. Background: iSDVN System

An intelligent SDVN is a type of network architecture that uses software to manage and configure network components such as switches, routers, and other networking hardware. An SDVN is designed to be more flexible and adaptable than traditional networks, making it easier to manage and modify when the network needs to change [77]. The SDVN architecture consists of a centralized controller that manages the network’s data plane and control plane. The controller interacts with network switches and other devices through APIs and protocols such as OpenFlow to configure and control network traffic. One of the key benefits of an SDVN is that it enables network administrators to separate the control plane from the data plane, which can improve network performance and reduce congestion [78]. Additionally, an SDVN provides a more programmable and automated network environment, making it easier to manage network resources and respond to changes in network traffic [31]. Given these benefits, performance benchmarking research is an important area of study for SDVNs. By comparing the performance of different SDVN architectures, researchers can identify best practices and areas for improvement, ultimately leading to more effective and efficient network designs [19].

3.1. Single-Hop and Multi-Hop Network Connectivity in SDVNs

Single-hop connectivity refers to direct connectivity from source to destination nodes without intermediate nodes. Here, packets are transmitted directly to the destination node with minimum delay, as there are no intermediate nodes between the source node and the destination node, as shown in Figure 1. The apparent benefit of single-hop connectivity
in a VANET is that there will be direct vehicle-to-vehicle communication, ensuring low latency [88]. But, the limitation of single-hop connectivity is the limited transmission range. When the source node and destination node are far apart, with the limited transmission range of single-hop networks, data traffic must be routed to the destination over a number of hops through intermediate nodes to reach its destination node.

A multi-hop network with intelligent message broadcasting can reduce the burden on the communication channel, as shown in Figure 1. Also, multi-hop routing could significantly improve network capacity and throughput in wireless networks. In VANETs, most of the safety-related information is broadcasted to all nodes in the network, thereby increasing the traffic congestion in the network [89]. However, researchers have proposed multi-hop routing protocols to resolve the problem of congestion in VANETs.

3.2. Mobility

In SDVNs, moving vehicles communicate through distributed, self-organizing networks. Even high-speed vehicles can be connected to an SDVN. Due to the high-speed motion of vehicles, SDVNs are inefficient or unusable. Changing direction and speed on the road creates an increasingly dynamic environment for network topology [47]. Hence, the network protocol and vehicular mobility must have a strong interaction due to these circumstances. In SDVNs, data traffic may impact mobility as well due to the dynamic change in the network topology. Wireless communications and mobility have a bidirectional relationship [90]. Integrating communication protocols and modeling mobility into vehicular networks has taken a lot of effort from researchers. The majority of SDVN protocols are designed to optimize data traffic as well as mobility.

3.3. Routing

The four types of routing can be described as follows: unicast routing, multicast routing, broadcast routing, and geocast routing [10,91]. One-to-one communication describes SDVN unicast routing, which routes packets between a source and a destination node. SDVNs use multicast routing to send packets from one source to a group of nodes, also known as grouping or one-to-many routing [92]. Multicasting is widely used in defense and military applications. In this routing type, packets are broadcast across the network from a source node to multiple target nodes connected to the network. It is a popular method of ensuring human safety during disasters. Packets can be geocast to a set of nodes within a particular geographical region or geocast area using geocast routing. Geocast group members are identified by location in a geographic area, while membership in a multicast group can occur anywhere in an ad hoc network [93]. To reduce latency between nodes in an SDVN, researchers have developed several routing protocols, which are categorized as follows:

1. **Position-based routing protocol**—Using the Global Positioning System (GPS) and the destination IP address, the source node routes a packet using the destination’s geographical location and IP address.

2. **Topology-based routing protocol**—In this protocol, packets are forwarded from the source to the destination node based on network connectivity information. Proactive routing methods, reactive routing methods, and hybrid routing methods are three types of proactive routing.
   (a) **Proactive routing**: For this protocol, the shortest-path algorithm determines the path and stores it in the routing table. During periodic updates, this table is shared with neighbors.
   (b) **Reactive routing**: Route discovery begins when a node discovers that it needs to communicate with another node. This is called “on-demand routing.” This protocol has the advantage of reducing network traffic.
   (c) **Hybrid routing**: In this protocol, networks are classified as local or global, and proactive and reactive routing methods are combined to reduce routing overhead and delay for local and global networks.
3. Broadcast-based routing protocol—In the broadcast domain, broadcast routing sends packets to every node in the vehicular network.

4. Cluster-based routing protocol—For communication purposes, clusters are created in a network based on parameters such as velocity and direction. The cluster head manages inter-cluster and intra-cluster communication. The cluster head creates a virtual network infrastructure to enable scalability when performing intra-cluster communication using a direct path.

5. Geocast-based routing protocol—A mobicast message is used to communicate between vehicles in a region termed the zone of relevance.

3.4. Routing in a Multi-Access Environment with Learning Approaches

Routing is an important aspect of SDN and VANETs, as it determines how packets are routed from their source to their destination. VANETs may utilize heterogeneous wireless technologies in multi-access environments, including DSRC, IEEE 802.11p, cellular networks, and wireless LANs [94].

SDN and VANET routing usually uses learning approaches to improve efficiency and adaptability based on varying conditions and dynamic network conditions. Routing in SDN and VANETs commonly uses the following learning techniques:

1. Reinforcement Learning—In reinforcement learning (RL), agents learn by interacting with the environment to make decisions. According to the observed performance of different routes over time, RL can be used in SDN and VANETs to adapt routing decisions. As a result, the network can learn which routes are more reliable, have lower latency, or have a higher throughput.

2. Deep Learning—By using deep-learning techniques, such as neural networks, we can identify patterns and correlations in SDN and VANET data that traditional routing algorithms would not detect. The trained models can support better routing decisions, especially in dynamic and complex SDN and VANET scenarios.

3. Context-Aware Routing—The concept of context-aware routing involves making routing decisions based on various contextual factors, such as vehicle speed, traffic density, and link quality. Routing metrics can be dynamically adjusted using machine-learning algorithms based on the current context, improving route selection.

4. Federated Learning—The privacy and security of SDN and VANETs are crucial considerations. A federated learning system enables vehicles to train a model without sharing raw data with a centralized entity [95]. This approach can enhance routing decisions while protecting individual vehicle privacy.

5. Online Learning—In SDN and VANETs, routing algorithms have to be capable of quickly adapting to changing conditions due to their dynamic nature. Since online learning can be applied to VANETs, where the network topology can change rapidly, online learning techniques are suitable for continuously updating routing decisions.

Using these learning approaches, multi-access VANETs can significantly improve routing efficiency, reliability, and adaptability. Learning-based routing algorithms pose a number of challenges, including computational overhead, scalability, and security concerns. Real-world testing and validation are also crucial for these approaches to be effective and robust in dynamic vehicular scenarios.

3.5. Data Traffic Forwarding

The amount of data flowing through a network at any given moment is known as data traffic. Network traffic measurement is based on the amount of data available in the network. Communication between RSUs is a key component of SDVNs. By sending data traffic via moving vehicles, remote RSUs communicate with the central RSU without using the backbone network [96]. All buffered data traffic is passed from a source RSU to a destination RSU when a vehicle is selected to assist. The source RSU can violate the delay bound while the destination RSU transfers data. Data traffic that violates bound delays is expected to make up a relatively small percentage of all data traffic [97]. Consider a
scenario where a lot of data traffic is delayed. To deliver buffered data traffic to the source RSU, another system (for example, cellular communications) is required.

3.6. Data Dissemination

Vehicles may gather and disseminate data to big data repositories, such as current location, speed, and road density [98,99]. As a result, adjacent vehicles collect data on road and surrounding conditions and reduce their speed to avoid future accidents [100]. One-hop and multi-hop communications can be used to disseminate data [29]. High latency in high-traffic areas can impact the performance of data distribution networks [101]. An SDVN has its inherent features, making it difficult to establish a secure and effective data dissemination scheme [85]. Random mobility, rapid topology changes, link partitions, or network fragmentation also occurs in the vehicular environment at nodes. Vehicles in random mobility patterns are considered for data dissemination in SDVNs. This would significantly affect data delivery, quickly contributing to severe packet failures. In addition, scalability will be increased by forwarding data packets between two-way nodes using multiple hops for the wireless radio spectrum of RSU [102]. Through SDN, VANETs can disseminate data effectively and efficiently [103].

3.7. Cooperative Communication

SDVNs are aimed at bringing safety and smoothness to the transport system. They can support transportation management and cooperative safety by allowing V2V and V2I connectivity [104]. Vehicles can regularly broadcast safety-related details, e.g., location, speed, heading, and neighbors, through the shortest routes from the source node to the destination node, so-called cooperative communication. Cooperative communication achieves cooperative safety, providing the required means to establish cooperative awareness in the situation [105]. The sharing of real-time data requires connectivity and cooperation between routes. In SDVN communication, we face challenges like frequent link failures and high-mobility issues. Using cooperative communication within the vehicular network, these challenges are reduced, and reliability is improved. Hence, nodes are allowed to cooperate with each other [48]. Next, we focus on various technologies in the field of SDVNs.

3.8. Resource Optimization

Digital twins are being used to optimize resources through various applications that utilize digital twins’ (DTs) capabilities to improve efficiency, productivity, and decision making. In addition to enabling the real-time monitoring, analysis, and simulation of their physical counterparts, digital twins allow the real-time analysis and monitoring of non-digital objects. Digital twins provide numerous benefits when applied to resource optimization by providing valuable insights and predictive capabilities. Modeling network traffic and resource utilization is made more accessible with DTs. Administrators can simulate and run “what if” scenarios to optimize resource allocation, provisioning, and routing decisions for improved network efficiency.

4. Integrating into VANET System Model for iSDVN

As a result of this survey on iSDVNs, the following challenges have been identified. SDN provides a way to integrate large-scale wireless networks, such as vehicular networks and ITSs, among others [106]. The data plane and the control plane are separated in SDN. A decoupled forwarding plane provides efficiency, and flexibility makes forwarding devices available at forwarding plane nodes. The control plane provides flow rules and management information about packet forwarding to the data plane [11]. For SDN control plane and data plane communication, OpenFlow is the most commonly used protocol, as shown in Figure 5. In a VANET, planes can communicate with other vehicles, RSUs, and BSs via the OpenFlow protocol. An SDN controller can also facilitate communications between BSs and RSUs [41,60].
VANETs’ network topologies change constantly due to their mobility, thus making it difficult for the control plane to maintain vehicle location, thereby increasing the overhead for SDN management. The overhead issue can be overcome by integrating SDN with VANET technologies. Figure 5 shows an illustration of an SDVN. It improves the network performance and QoS [44]. In VANETs, SDN is utilized to calibrate packet- and network-level parameters [42]. The SDVN provides network resources for V2V communication through a logically centralized controller [37]. The SDN control plane also supports wireless data dissemination, further increasing the transmission range. In a dynamic network topology, maintaining network connectivity is extremely challenging. For network connectivity problems, an SDVN may provide the solution [107]. SDVN controllers face another challenge in queue management, especially during packet failure conditions [68]. As a result of excess packets flowing in the queue, the waiting time increases, impacting the overall performance of the SDVN. In an iSDVN, we can use queueing models to reduce controller response times in queues, improving its performance.

4.1. Systems under Test

In this section, the systems under test in iSDVN performance benchmarking are examined by considering two components, infrastructure and infrastructure-less, which are discussed in the following subsections. Many performance benchmarks are evaluated on the EstiNet OpenFlow network simulator and emulator and OMNeT discrete event simulator. Control Plane: In SDN, network intelligence is logically centralized in software-based controllers (i.e., control plane). Server decisions determine how the network nodes will forward data packets. In the centralized implementation, vehicles do not need to maintain any control information [37,38]. The control plane maintains switches and routers that deal with connectivity and data forwarding. In transmission, this applies to both single-hop and multi-hop scenarios. The iSDVN architecture provides network protocol management through a logical central controller. Registration should be permitted for each device, including the OBU, and for vehicles as well. Controller status reports, including the position and volume of data, are provided periodically. Based on the information collected, it is determined how to reconfigure network protocols and their control parameters and how to distribute and exchange network resources. By doing so, the network can maximize its performance.
Data Plane: During RSU communications, data traffic is forwarded to vehicles through the data plane. A data plane and overlay network are established to eliminate heterogeneity in the vehicular scenario. SDN provides a network management tool by abstracting vehicles, RSUs, and BSs as switches. Depending on its mobility, an SDN switch can be divided into mobile and stationary data planes. RSUs are regarded as mobile data planes, and BSs are referred to as stationary data planes. Different policies are applied to data plane management [37]. To transmit data effectively, an iSDVN uses V2V and vehicle-to-RSU communication links [108]. Multi-hop V2V transmissions to distant destinations that are not covered by RSUs can be carried out using connections.

Network Function Virtualization: An important aspect of Network Function Virtualization (NFV) is segmenting network node functions into functional blocks [109]. Software now implements the technology independently from hardware, and it is not limited by hardware architecture any longer [50]. These capabilities are usually found in hardware, such as network access, services, and applications. By utilizing standard servers instead of custom devices, NFV provides network functionality. The NFV-enabled SDVN improves service provisioning, flexibility, service delivery, and reliability. An SDVN can be effectively used to deploy advanced applications, such as NFV.

Software-Defined Heterogeneous Vehicular Networks: Due to heavy data traffic [41,110], it is difficult to have load balancing among vehicles and RSUs in SDN. Therefore, integrating SDN and HetVNET (called a software-defined heterogeneous vehicular network (SDHVN)) balances the load and provides cooperative data dissemination between vehicles and RSUs [67]. A centralized service architecture enhances the distribution of data in SDHVN environments, as shown in Figure 6. The SDHVN makes transport networks coordinated and safer [111]. Moreover, it plays a significant role in managing network services and providing reliable communication [47]. Vehicle users benefit from the SDHVN’s wide coverage and high throughput through the use of cellular networks. A Virtual Network Function (VNF) allows flexible resource scheduling in an SDHVN.

Packet Scheduling: Packet scheduling ensures that packets are transmitted efficiently and fairly across the network while meeting different applications’ quality-of-service (QoS) requirements. Packet scheduling becomes more challenging in certain scenarios, such as networks with high traffic loads, heterogeneous traffic, or real-time applications requiring low latency and high reliability [113]. In these scenarios, packet scheduling must be
designed to prioritize traffic based on the QoS requirements of different applications and to handle congestion and network fluctuations to maintain the desired level of service. Another challenge with packet scheduling is the limited resources available to the scheduler, such as buffer space, processing power, and memory. As the number of packets and applications increases, the scheduler must use the available resources efficiently to avoid delays and congestion [114].

The type of scheduler used can also affect the performance of packet scheduling. Different scheduling algorithms have different trade-offs between fairness, throughput, and delay, and the choice of the scheduler can significantly impact network performance [56]. Packet scheduling is a general task in any network, but its challenge varies depending on the specific context. The challenge with packet scheduling is to ensure that packets are transmitted efficiently and fairly across the network while meeting the QoS requirements of different applications. Due to the high-speed movement of vehicles on highways, network connectivity changes frequently, and it is a challenging task for multi-hop data dissemination in VANETs [115]. Thus, packets cannot reach the destination within the period [116]. Hence, the packet flow is disturbed, resulting in high latency and routing overhead. Thus, a packet-scheduling strategy through queueing models provides the solution, where each packet transmission is scheduled to maximize the packet delivery ratio, avoid time slot allocation issues, improve packet delivery, and decrease latency. Packet scheduling also improves the QoS in the VANET with the help of SDN [117].

**Network Utility Maximization (NUM):** NUM is used to monitor the efficient usage of network resources in wireless networks [118]. In vehicular networks, it can be used to monitor different parameters, which include traffic distribution, route selection, packet delivery, latency, and so on. NUM can be formulated as a node-based optimization problem for improving various performance metrics in the network [119]. The fairness of networks at runtime can be achieved by finding the optimal values in the queueing theory, which dynamically tends to achieve fairness [120]. This will further lead to longer network connectivity in VANETs.

**4.2. Software-Defined Internet of Vehicles**

SDIoV technology has been identified in association with different issues in this survey. The Software-Defined Internet of Vehicles (SDIoVs) is an emerging architecture that integrates SDN and the Internet of Vehicles (IoV) to enable ITSs [121,122]. SDIoV uses SDN to provide centralized control of the IoV, which enables efficient communication, management, and coordination of vehicular networks [123]. The SDN controller in an SDIoV system can dynamically manage network resources and traffic, allowing vehicles to efficiently communicate with each other and with the infrastructure [124,125]. This allows for the real-time coordination of traffic and intelligent routing decisions, which can improve traffic flow and reduce congestion. SDIoV also provides a platform for deploying a wide range of ITSs, such as collision avoidance, automated parking, and smart traffic lights [126]. By enabling more efficient communication and data sharing among vehicles and infrastructure, SDIoV can improve the efficiency, safety, and sustainability of transportation systems [61].

The use of SDN in IoV environments also addresses some of the challenges associated with traditional IoV networks, such as high mobility and network scalability [127]. By centralizing network control and management, SDIoV can reduce the complexity of network management and also enable the more efficient use of network resources. However, the implementation of SDIoV also presents some challenges, such as the need for reliable wireless communication and security mechanisms to protect against cyber-attacks [53]. Additionally, the deployment of SDIoV requires a significant investment in infrastructure, including sensors, communication devices, and other network components. SDIoV is an emerging architecture that integrates SDN and IoV to enable an ITS [69]. SDIoV uses SDN
to provide the centralized control of vehicular networks, enabling efficient communication, management, and traffic coordination. SDIoV can improve transportation systems’ safety, efficiency, and sustainability but also presents some challenges, such as the need for reliable wireless communication and security mechanisms.

4.3. Intelligent Digital Twin with SDVN

The taxonomy of conventional and recent advances in IDTSDVN applications refers to the taxonomy of these applications based on their characteristics and features. In terms of taxonomy, conventional IDTSDVN applications are typically focused in traditional areas such as healthcare, manufacturing, and transportation. Recent advances in IDTSDVN have expanded to areas such as smart cities, fog/edge computing [128], and IoT [129]. These applications can be further classified based on factors such as their goals, functions, and technologies used.

In terms of organization, a survey on IDTSDVN applications typically begins with an introduction that provides an overview of the topic and its importance. The survey then presents background information on IDTSDVN, including its definition, architecture, and components. The main body of the survey is then organized into sections or chapters that cover specific IDTSDVN applications and their characteristics, features, and implementation. The survey may also discuss the challenges and future directions of IDTSDVN applications. Finally, the survey concludes with a summary of the main findings and a discussion of the implications of the research for the field of IDTSDVN. As illustrated in Figure 7, IDT-SDVN consists of two key components: the real-world SDVN and its intelligent digital virtual counterpart [62]. The physical SDVN is a network that operates in the real world. Whenever a controller is configured as a mobile edge computing (MEC) server, routing requests are computed and vehicles are scheduled [70]. As for the controller, it represents and validates the immediately learned functional model as a virtual network (or networks). The revised routing schemes are examined in virtual networks, and the best-performing scheme is chosen to be installed in the physical network [72].

Figure 7. Architecture for intelligent digital twin SDVN [62,70,72,73].
In the case of the Policy-Based IDT-SDVN (shown in Figure 8), the controller periodically communicates the routing policy to each vehicle. Except for the computation of flow tables, the routing policy refers to all sorts of rule-related information. Whenever routing metrics are updated, routing protocols are switched, or other intelligence rules are implemented, and these rules can be locally agreed upon. In addition, routing policies can be adjusted regularly, based on findings for virtual networks from existing works [73]. In the Routing-Based IDT-SDVN, the routing table is mainly determined in the controller. Intelligent algorithms also promise to compute routes with the least amount of overhead on the network [62]. It is possible to construct the flow table predictably using temporal routing and the Markov model, for instance. Additionally, IDT can use other algorithms, such as reinforcement learning, to improve routing schemes based on vehicle availability in dynamic networks where routing methods are based on the vehicle’s location information [65].

1. **Edge Layer**: In the context of intelligent digital twin networks, the edge layer refers to the layer of computing devices and sensors that are located close to the physical systems being monitored and controlled. These edge devices are capable of collecting and processing data from sensors. They can also run local analytics and decision-making algorithms and communicate with other edge devices or higher-level cloud-based systems [130].

   One of the key advantages of using edge computing in intelligent digital twin networks is the ability to process data closer to their source, reducing latency and enabling real-time decision making. This is particularly important in applications such as industrial automation, visualizing high-quality 3D contents [131], or autonomous vehicles, where even small delays in processing and decision making can have significant consequences. Additionally, edge computing can help to reduce data communications with cloud-based systems, which can help to reduce network congestion and lower costs. By performing the local processing and filtering of data, edge devices can send only the most important information to higher-level systems for further analysis and decision making [132]. Overall, the edge layer is important in enabling the efficient and effective operation of intelligent digital twin networks, particularly in applications where real-time decision making is critical, as shown in Figure 8.

2. **Communications**: Reliability refers to the ability of the network to deliver data without loss or errors. High reliability is critical for applications that require constant and accurate data delivery, such as real-time control systems or medical applications [133]. Latency is the time delay between the transmission of data and their arrival at the destination. Video conferencing or online gaming, which require low latency, depend on low latency. During a given period, a network’s capacity is how much data it can transmit. High capacity is critical for applications that require large data transfers, such as video streaming or file sharing. Connectivity refers to the ability of a network to connect devices and enable communication between them. Good connectivity enables communication between devices and provides a seamless user experience. These metrics are often considered to estimate communication networks’ QoS and design new networks that meet the requirements of specific applications.

3. **Internet of Things**: A network can be segmented into multiple virtual networks by using network slicing, each with its own characteristics and set of resources [134]. This allows for the creation of customized network environments to meet specific application requirements, such as low latency or high bandwidth. Network optimization is the process of improving the performance of a network by maximizing its efficiency and minimizing its latency, congestion, and packet loss. This can be accomplished through various techniques, including traffic engineering, load balancing, and resource allocation. Routing is the process of selecting the best path for data to travel across a network from a source to a destination. This involves determining the most efficient route based on factors such as distance, traffic congestion, and network
Various routing protocols, such as OSPF (Open Shortest Path First) and BGP (Border Gateway Protocol), are used to accomplish this.

Digital twin SDVN is an emerging concept that combines digital twin and SDN technologies to extend the performance of the vehicular network [136]. In this way, network management can be more efficient. Digital twin SDVN refers to the creation of a virtual representation of a vehicular network, known as a digital twin, and its integration with the physical network. Digital twins provide a real-time view of the physical network, collecting and analyzing data to provide insights into traffic patterns, network performance, and other metrics [137]. This information is then used to optimize network operations and improve the overall user experience. SDN technology manages the digital twin and the underlying physical network, providing centralized control and programmability. This enables the network operator to allocate resources dynamically, reroute traffic, and adjust network configurations as needed to optimize network performance and meet changing user demands. Digital twin SDVN can be used to support a wide range of vehicular applications, including connected vehicles, ITS, and autonomous driving. By providing real-time insight into network performance and enabling dynamic network management, it can help to improve safety, reduce congestion, and enhance the overall efficiency of vehicular networks.

5. Performance Evaluation of iSDVN

Considering that vehicles are so crucial in the IoT, VNs have been extensively researched for their ability to facilitate efficient connectivity between vehicles and infrastructures for a variety of applications. The Internet of Vehicles (IoV) is a component of the IoT [66,71]. Unlike other sorts of mobile devices and networks, automobiles move dynamically within road networks. In the last two decades, VANETs have been investigated as a way to connect cars in large regions with multi-hop communication. Nevertheless, VANETs will eventually contribute to next-generation VNs due to their multi-hop and self-organizing capabilities, enabling the network to extend its coverage [94]. Consequently, VNs are referred to as VANETs throughout this survey.

As a solution to the above, the iSDVN has emerged as a promising architecture in recent years for ITSs, as shown in Figure 5, with the current study demonstrating that it can reduce latency and packet drops while taking into account software-defined network characteristics such as decoupling networking and data forwarding. The controller will give far more powerful processing capability than individual vehicles in such a network.
architecture. In this context, the intelligent digital twin based on the SDVN reduces the cost of networking equipment, allowing clever schemes for smart vehicles and IoV to be realized [62].

5.1. Challenges of Multi-Service Provisioning of QoS for iSDVN and iSDHVN

Multi-service provisioning refers to the ability of a network to support the delivery of multiple types of services, such as voice, video, and data, over a single infrastructure. With the increasing demand for new services, the ability to deliver multiple services efficiently and cost-effectively has become essential for network operators. Typically, it is achieved through the use of QoS mechanisms that ensure that different types of traffic are prioritized in accordance with their requirements. QoS mechanisms can help ensure that the network resources are used effectively, and the delivery of critical services is not compromised.

In addition to QoS mechanisms, network operators can also use Service Level Agreements (SLAs) to guarantee service quality for specific applications or customers. SLAs can include specific requirements such as bandwidth, latency, and packet loss rates and can help ensure that critical services are delivered with the desired level of performance. Multi-service provisioning can be challenging for network operators, as different services may have different requirements for bandwidth, latency, and other metrics. This requires careful planning and management to ensure that the network is optimized for the delivery of multiple services. It is typically achieved through the use of QoS mechanisms and SLAs, which prioritize different types of traffic based on their requirements and guarantee service quality for specific applications or customers. Effective multi-service provisioning requires careful planning and management to optimize the network for the delivery of multiple services.

The aim of this work was to improve the reliability of service provisioning in iSDVNs. We examined how SDN has evolved into new wired and wireless networking applications and end-user services. Multiple wireless network technologies are integrated into SDN to support and improve QoS. The iSDVN enables link reliability in V2V environments, especially in an SDVN controlled by a centralized server. To improve vehicular safety, queueing-based models are most appropriate for evaluating SDN controllers and switches. The utilization of resources, traffic flow, and queue management are optimized. As data traffic flows or services are provisioned, network management becomes feasible. The logically centralized management of an SDVN allows V2V communications to be conducted efficiently. In the control plane, high-priority messages can be sent through wired or wireless channels allocated to specific controllers and switches.

A queueing-based model is found to be more effective for evaluating controllers and switches. The iSDVN system has been designed to balance high traffic loads and data services. A packet flow’s service time is based on an exponential distribution in iSDVNs. In the queueing-based model, a path selection approach is used, queues are modeled with the controller, and traffic flow is controlled by switches. VNC (virtual network customization) can be increased with SDN. For using multi-service provisioning in an SDVN, we propose the multi-hop cooperative data dissemination approach to enhance data link reliability and stability and select the best route for packets from the source to the destination. Data traffic load balancing in vehicular networks is a significant problem that SDN heterogeneous vehicular networks can handle [138]. To minimize network management latency and maximize network utility, the iSDHVN controller controls events over the cellular network. Throughput and resource utilization are optimized with the proposed enhanced service reliability model, which also reduces resource consumption and minimizes response time.
5.2. Techniques Analyzed in iSDVN

This section describes the challenges identified since the survey started in wireless networks, VANETs, HetVNETs, iSDVNs, and iSDHVNs. In Section 2, we examine data dissemination, data forwarding, latency, and load-balancing issues associated with SDVN networks, as well as network connectivity, network congestion, routing, scheduling, and mobility. Hence, examining the hierarchical environment in VANETs, SDVNs, and iSDHVNs and the merits and demerits associated with them is necessary. Statistically analyzing the networks’ performance indicators and explaining why stochastic models are used to solve workload problems in SDVNs is also presented by Zhao et al. [78]. In order to assess the performance of SDVNs and iSDVN systems, various parameters need to be considered, such as random traffic flow and data dissemination schemes, cooperative scheduling, and load-balancing algorithms for queueing networks [19,31]. As a result of a small collection of resources in routing and scheduling algorithms, traffic flow mobility and server resource usage are generally reduced. As a result of SDN, organizations can access a heterogeneous collection of services, scale, ensure reliability, stay consistent, be flexible, and programmable. The network performance in iSDVN and iSDHVN has been analyzed and modeled using stochastic models.

5.3. Integration of SDN with Other Technologies

The integration of SDN with other emerging technologies is an important trend in the development of vehicular networks. The integration of SDN with other technologies can enable new services, enhance network performance, and improve the overall efficiency of vehicular networks. One technology that can be integrated with SDN is edge computing. Essentially, edge computing is meant to bring computation and data storage closer to the data generation edge of a network. By integrating edge computing with SDN, it is possible to reduce the latency and improve the response time of vehicular applications. For example, the combination of edge computing and SDN can enable intelligent decision making by analyzing data in real time at the edge of the network.

Another technology that can be integrated with SDN is artificial intelligence (AI). AI can be used to enhance the intelligence of vehicular networks by analyzing and learning from data collected by the network. By integrating AI with SDN, it is possible to develop more efficient and intelligent routing algorithms and to optimize network resources for better performance. The integration of 5G with SDN is also a promising trend. Offering high-speed connectivity and low latency, 5G is the next generation of wireless communication technology. By integrating 5G with SDN, it is possible to provide reliable and efficient communication for vehicular networks. SDN can be used to optimize the use of 5G resources and to enable more efficient traffic management and routing.

Finally, integrating Blockchain technology with SDN can provide additional security and privacy for vehicular networks. Blockchain can be used to create a tamper-proof ledger of all the transactions that occur in the network, which can help prevent malicious attacks and ensure users’ privacy [139]. Integrating SDN with other emerging technologies, such as edge computing, AI, 5G, and Blockchain, can enhance vehicular networks’ intelligence, performance, and security. This integration is an important trend that is driving the development of next-generation vehicular networks.

SDN in VANETs: Stochastic network optimization and SDVNIs are presented in this section to improve packet forwarding. The source and destination nodes of VANETs operate on a queueing model. VANETs are quickly becoming SDN networks with the help of new technologies. The IEEE 802.11p/1609 vehicular communication protocol provides efficient data transmission to VANETs [140]. The integration of this technology allows us to monitor vehicles, which improves traffic management and makes transportation more efficient. Various studies have been conducted on VANETs in terms of their efficiency in disseminating data. As SDN changes, the VANET topology can be adjusted. A VANET’s control plane is decoupled from its assimilation and network management support. As part of these
services, network infrastructure virtualization is proposed in [41]. In [42], an architecture for a hierarchical SDVN is proposed. As a result of packet loss and poor connectivity, a communication protocol was developed to address it through the controller [63]. In [37], the authors abstracted heterogeneous wireless devices such as vehicles and RSUs to achieve rapid network innovation. The benefit of logically centralized control planes is that they provide better configuration capabilities by improving the quality of service.

The location of vehicles, traffic flows, and the cooperative data scheduling of vehicles have been studied [3]. V2I communication is enabled by RSUs picking up data from source and destination vehicles. SDN-enabled vehicular networks are managed and resource-utilized efficiently by their controllers. Wireless communication technologies are often integrated with SDN paradigms to support vehicular communications [49]. The SDVN routing protocol takes performance metrics into account, resulting in stable routes and the shortest communication delays [8,58]. Consequently, packet delivery is improved, and packet flow setup delay is reduced. Data from the RSU cloud can be disseminated across the network using the SDN controller. By determining the shortest path and most stable route between communication nodes, this model minimizes the optimal delay in the network.

SDN switches are analyzed based on several key factors, including the packet arrival rate, service rate, and waiting time [40]. Next-generation networks have a faster data transmission rate than 4G networks [46]. Network packet loss is caused by dynamic topologies due to their short lifetime links. Dynamically optimized VNC data transfer and service performance were implemented to meet vehicle specifications. Due to the highly dynamic mobility of vehicles, reconfiguration delays can be higher in vehicular networks. To ensure a short recovery time and reasonable packet delivery rates, an SDN controller simulation is utilized to evaluate this architecture. SDN controller performance was modeled and predicted using a wireless network virtualization model in [39,43]. To maximize reliability and minimize delay, this model was analyzed. Accordingly, the proposed model maximized reliability in SDN-based vehicular networks based on arrival and service rates compared to the analysis in [141].

When communicating packets, OpenFlow switches to reduce maximum load balancing. Data-plane and control-plane traffic flows can also be implemented using queueing theory. The queueing model minimizes latency problems caused by the dense flow of packets. Using OpenFlow controllers and switches also optimizes data traffic forwarding [142]. Controllers and switches deliver the data plane of SD-VANET systems. The authors of [39,46,59,143] have not considered the control of event decisions. Using the multi-server queue technique, SDVN maximizes reliability, minimizes controller response time, and enhances packet flow rules. Compared to existing work, the proposed work shows SDVN’s reliability and service level agreement, which are shown in Table 2.

<table>
<thead>
<tr>
<th>Work Conducted</th>
<th>Reliability</th>
<th>Utilization</th>
<th>Delay</th>
<th>Multi-hop</th>
<th>SDVN</th>
<th>Mobility</th>
<th>Throughput</th>
<th>Flow Rule</th>
<th>Digital Twin</th>
</tr>
</thead>
<tbody>
<tr>
<td>He et al. [37]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Ravi et al. [3]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>ravi et al. [11]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Sood et al. [40]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Liyanage et al. [46]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>ravi et al. [96]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Xiong et al. [59]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Thennarasu et al. [141]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Hamdunan et al. [142]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Mista et al. [99]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 2. Performance metrics considered in SDVN by most of the researchers.
**SDN in Heterogeneous Vehicular Ad Hoc Networks:** The purpose of this section is to present an approach to multi-hop cooperative data dissemination in SDHVNs that improves the forwarding of data traffic, the utility of the network, and the reliability of the network. Through the data plane, the SDHVN transmits and receives packets. One of the new emerging technologies in VANETs is SDN, enabling vehicle monitoring. The SDN architecture in VANETs is attracting more research attention. The authors of [37] propose an SDN-based approach for heterogeneous vehicular communications to enable rapid network innovation. Our research has focused on optimizing VANET latency and delay control. It has been proposed to use time constraints to schedule heterogeneous vehicular networks using SDN. LTE-integrated V2V and V2I communications are enabled by IEEE 802.11p/1609. A hybrid V2I/V2V packet-scheduling algorithm enhances cooperative data dissemination in an SDVN [144].

In the control plane, a 5G-enabled SDVN, packet-scheduling algorithms, and SDN architecture were applied for data forwarding to the data plane. Although the authors examined general issues associated with heterogeneous vehicular systems, they do not have a specific solution. Routing and scheduling requirements for data communication in VANETs take into account a variety of network resources. SDN controllers control packet schedulers for heterogeneous vehicular networks [38]. As described in [54], the authors proposed an integrated hierarchical architecture for the IoV, which can enhance the reliability and scalability of data services. Data trafficking and network management have become more flexible, which makes future ITSs possible. The SDVN framework facilitates data dissemination in an efficient and effective manner. The controller in VANETs controls high mobility and multi-hop paths to achieve high reliability and throughput. A dynamic vehicular connection management approach was developed by the authors to guarantee the quality of service in an SDIoV. The authors of [58] investigated various factors related to link stability to optimize routes for packet delivery. The SDN controllers improve packet delivery and decrease latency by managing traffic flow cooperation and network availability.

To maximize network utility, SDVN and dynamic stochastic network optimization are studied. Furthermore, the sharing of information at the mobile edge of a SD 5G VANET is emphasized, as well as the improvement of latency and reliability. The utilization of resources and the quality of service that VANETs provide must be balanced. Due to the different QoS requirements for multi-class services, the SDHVN prioritizes different functions and ensures fairness. Vehicle networks place a high priority on safety-related services. An innovative packet-scheduling approach is proposed for resource management in VANETs [145]. SDHVN’s data dissemination utility is enhanced by it, as well as the multi-class QoS performance. According to He et al. [37], VANET data dissemination poses the largest problem. This scheme enhanced QoS over the available existing models in studies performed by Gong et al. [45], Dai et al. [51], and Chal et al. [57]. Due to the fact that most SDHVNs are cooperative, a novel multi-hop cooperative data dissemination system with packet scheduling can be envisioned for SDHVNs.

**SDN in Internet of Vehicles:** This section integrates the SDN concept with IoV, demonstrating its excellent benefits [146]. The control plane controls data forwarding and flow-table matching. An SDN controller can, however, make better routing decisions based on a global view of the network topology. Table 3 presents a comparison of related work on SDN-based IoV [147]. Centralized/distributed SDN architectures were compared for most work-related tasks. With SD-IoV, latency control is reduced by using the higher mobility of vehicles in SD-VANET systems and the additional link/disconnection that occurs in SD-VANET systems [44].

**Digital Twin Integrated with SDN:** Digital twin technology integrated with SDN can enhance network management in several ways.
Data ingestion in the digital twin allows for the real-time monitoring and visualization of network elements, flows, and traffic patterns. To make informed decisions, administrators can visualize and analyze the current state of the network. The digital twin can predict potential network issues or performance bottlenecks based on historical data and network behavior patterns. As a result, administrators can take proactive measures before problems worsen. With the digital twin, administrators can optimize resource allocation, traffic engineering, and load balancing in real time, thus enhancing the efficiency of their networks. When network faults occur, the digital twin can act as a sandbox for conducting virtual experiments to identify the root cause and test potential solutions before implementing them in real time.

**Intelligent Digital Twin for SDVN:** The research on intelligent DTs for SDVNs can be novel and cutting-edge. SDVN technology combined with DT technology offers opportunities for innovation and advancement in vehicular networks. The following aspects can contribute to the novelty of such work: In order to develop an intelligent digital twin, artificial intelligence (AI) techniques are integrated with the SDVN. As a result of this fusion, the digital twin can learn from real-time network data, make predictions, and adjust its configurations and policies automatically as conditions change. It is a novel approach to managing vehicular networks that can revolutionize the field by combining AI and SDVN. Using AI-driven optimization techniques, DTs can efficiently allocate resources to support various vehicular services, such as infotainment, traffic management, and vehicle-to-vehicle communication. This capability allows SDVN applications to be met with a novel and intelligent approach. The intelligent digital twin uses machine-learning algorithms to detect anomalies and identify abnormal network behavior. A novel contribution to SDVN research is the ability to enhance network security and resilience through this capability. In addition to vehicle sensors, communication devices, and infrastructure, the intelligent digital twin can gather data from many sources. Research on SDVNs focuses on integrating and analyzing heterogeneous data for intelligent decision making.

**Table 3.** Performance metrics of E2E delay bound analysis in ISD-IoVs.

<table>
<thead>
<tr>
<th>Work Conducted</th>
<th>Architecture</th>
<th>Contribution</th>
<th>Method</th>
<th>Delay Bounds</th>
<th>Digital Twin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deng et al. [44]</td>
<td>Centralized</td>
<td>SD-IoV</td>
<td>Optimization</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Bilen et al. [146]</td>
<td>Centralized</td>
<td>SDUDN</td>
<td>Queueing model</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Sood et al. [40]</td>
<td>Centralized</td>
<td>CPU Utilization</td>
<td>Queueing Model</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>ravi et al. [96]</td>
<td>Centralized</td>
<td>Packet Scheduling</td>
<td>Queueing Model</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Mahmood et al. [149]</td>
<td>Centralized</td>
<td>SDN-based VANETs</td>
<td>QoS Resources</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>ravi et al. [3]</td>
<td>Centralized</td>
<td>Data Scheduling</td>
<td>Queueing Model</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Liyanage et al. [46]</td>
<td>Hierarchical</td>
<td>SDVN</td>
<td>CPP</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>kumar et al. [150]</td>
<td>Heterogeneous</td>
<td>SD5GNet</td>
<td>Queueing Model</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Ye et al. [151]</td>
<td>Heterogeneous</td>
<td>VNF-5G core networks</td>
<td>Queueing Model</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

6. **Open Issues**

Several approaches are described in the literature; however, there are still many gaps and challenges in SDVNs. One approach that has shown promise in addressing these challenges is the use of intelligent digital-twin-based SDVNs. The intelligent digital-twin-based SDVN is a promising approach to addressing the challenges and gaps in SDVNs, as shown in Figure 9. Software-defined networking (SDN) and digital twin technology can be integrated to enhance network management, optimization, and decision making. In order to fully realize the potential of SDN through the use of digital twin technology, some open issues and challenges have to be addressed. The following paragraphs describe some open issues.
6.1. Controller Placement Problem

The controller placement problem is crucial in minimizing delay in SDN-based VANETs. By installing local controllers in ideal locations and distributing the workload, individual controllers can handle the traffic efficiently. Using queueing models, delays over wired and wireless links can be assessed and minimized while controllers are located. In order to describe the finite queue of each vehicle OBU and RSU, the packet arrival rates follow a Poisson distribution with a mean packet arrival rate. The controller placement problem in an SDVN is complicated by various factors, and the trade-off between the controller number and latency is one of them. If too few controllers are used, the delay experienced by OBUs located far away from the controllers may increase, which is undesirable in delay-sensitive VANET applications. At the same time, deploying too many controllers may increase the overhead and result in increased latency due to the communication delay among the controllers.

6.2. Resource Allocations

Each vehicle is equipped with computing resources, such as computing power, storage, and so on [152]. The SDVN with inter-vehicular communication is an emerging technology for effective safety and entertainment information distribution. However, due to fast mobility and variable vehicle density, highly dynamic VANET topology might produce unstable wireless connections, resulting in more significant packet loss and increased transmission latency, posing problems in ensuring the QoS [153]. DV2I and V2V communications can both be enabled by Dedicated Short-Range Communications (DSRC).

There have been a slew of new services fueled by mobile devices and the exponential growth of mobile internet traffic, including computation-intensive, content-centric, and delay-sensitive services [154]. To maximize VANET speed, it is vital to allocate networking, caching, and computing resources. Spectrum/bandwidth, power, and time slots are some of the radio resources that can be managed in vehicular communication [155]. As a result, the allocation and management of resources are challenging to resolve and differ significantly from one another.

6.3. Mobility Control

The increasing mobility of vehicles in the context of SDVNs presents significant challenges for network stability and management. As vehicles move at high speeds and change their locations frequently, the wireless channels used by an SDVN become unstable, leading to data transmission errors and delays. This can result in difficulties in acquiring real-time data from the vehicles and networks using the controller, leading to delays in the controller’s command distribution. To address this challenge, various solutions have been proposed, such as the use of predictive algorithms and mobility-aware routing protocols. However, these solutions are still in their infancy and cannot be fully implemented in SDVNs.
One potential solution to the high-mobility challenge is the incorporation of vehicle movement behavior in network stability prediction. By predicting the movement of vehicles in a given network environment, it may be possible to anticipate wireless channel instability and take proactive measures to prevent data transmission errors and delays. However, incorporating vehicle movement behavior into network stability prediction is a complex and challenging task. It requires the use of sophisticated algorithms that can accurately model and predict the movement of vehicles in a given network environment. Additionally, it requires the integration of data from multiple sources, such as vehicle sensors, network infrastructure, and historical data, to create an accurate predictive model. Despite the challenges, efforts are being made to develop predictive algorithms that can accurately model and predict the movement of vehicles in high-mobility environments. These efforts hold promise for enabling the more effective control and management of SDVNs in high-mobility scenarios, improving their overall performance and reliability.

6.4. End-to-End Delay

In SDVNs, the number of controllers utilized can have a significant impact on the end-to-end delay experienced by OBUs (On-Board Units) in the network. If only a few controllers are used, OBUs that are far away from the controlling RSUs (Road-Side Units) may experience significant route setup delays. This is because the controllers need to communicate with the RSUs and other controllers to establish routes, which can lead to long delays for OBUs that are farther away from the controllers. Delay-sensitive VANET applications require a minimal end-to-end delay to function correctly, so it is crucial to minimize the delay experienced by OBUs during the deployment of controllers. It is important to note, however, that latency is a trade-off between the number of controllers and the number of processors. OBUs can be improved by increasing the number of controllers, but the overhead and complexity of the network may also increase.

To address this trade-off, network designers need to carefully consider the number and placement of controllers in the network. They must balance the need for minimal end-to-end delay with the need to reduce the overhead and complexity of the network. One approach is to use distributed control, where the control plane is distributed across multiple controllers, each responsible for a specific area of the network. This approach can help minimize the delay experienced by OBUs while reducing the overhead and complexity of the network. In summary, the number and placement of controllers in SDVNs can have a significant impact on the end-to-end delay experienced by OBUs. In designing SDVNs, it is important to consider the trade-off between a number of controllers and latency, as well as the need to reduce overhead and complexity while maintaining minimal end-to-end delay. Distributed control can be an effective approach for minimizing delay while reducing network overhead and complexity.

6.5. Quality of Service (QoS)

While early versions of SDN and OpenFlow may not have explicitly supported differentiated QoS, recent developments have been made to incorporate QoS mechanisms into SDN networks. For example, the OpenFlow 1.3 specification includes support for QoS and traffic classification, allowing for the creation of virtual networks with different QoS requirements. Additionally, SDN controllers can implement QoS policies and traffic-engineering strategies to ensure that different types of traffic are handled appropriately. In order to enable end-to-end QoS signaling across distributed SDN domains, session control protocols can be used as a northbound interface. Using this approach, multiple applications can be managed in real time with flexible and differentiated QoS provisioning. The configuration of many QoS mechanisms currently requires human intervention, impairing network flexibility. In order to provide QoS support for SDN-enabled applications without using OpenFlow, approaches such as the OpenQoS framework have been developed, assisting network administrators in defining the QoS strategy that flows should adhere to and how the controller can allocate resources and differentiate services.
Ad hoc networks lack centralized management, which can lead to issues with congestion and prioritization of messages. This can be especially problematic in vehicular networks, where the large number of vehicles on the road and their constantly changing positions can result in a significant amount of network traffic [156]. However, there are solutions being developed to address these issues, such as using intelligent routing algorithms and prioritizing certain types of messages, such as emergency messages, to ensure timely and reliable delivery.

6.6. Stochastic Learning

Stochastic learning algorithms are a class of optimization algorithms that utilize random variables to optimize objective functions or identify the fixed points of functions that are only accessible through noisy observations. These algorithms are commonly used in reinforcement learning to improve the performance of networks, such as in the case of IDT SDVN. It is one of the most popular stochastic learning algorithms used in reinforcement learning. Using this method, agents learn the optimal Markov decision process policy to follow. The optimal policy can be determined by the fixed point of an expectation function, which is the optimal state–action value function. However, in the context of the SDVN, the optimal state–action value function is not directly accessible due to the complex and dynamic nature of the network environment. The network state may change rapidly due to various factors, such as traffic patterns, network topology, and network failures. This makes it challenging to accurately estimate the state–action value function for each state and action in the network.

To address this challenge, researchers have proposed several extensions of the Q-learning algorithm, such as the Deep Q-Network (DQN) algorithm, which uses deep neural networks to estimate the state–action value function [157]. The DQN algorithm has been shown to be effective in learning the optimal policy for complex and dynamic network environments, such as in the case of SDVNs. In summary, stochastic learning algorithms, such as the Q-learning algorithm, can be used to optimize network performance in IDT SDVN. However, the dynamic and noisy nature of the network environment requires modifications to these algorithms to make them effective in practice. Extensions of these algorithms, such as the DQN algorithm, have been proposed and shown to be effective in addressing the challenges of dynamic and noisy network environments.

6.7. Intelligent Networking

It is possible to improve routing metrics, protocol switching, adaptive routing, and load balancing using learning algorithms. As the controller learns from the collected data, he or she can construct networks according to the learned data. Recursive updating of networking schemes can be achieved by learning the physical world and the entire network, on the other hand.

Optimizing network resources involves maximizing their use. Intelligent networking intelligently shares and allocates frequency blocks among network traffic based on device signaling or control information [158]. Researchers have developed network scheduling models and used optimization for a wide range of scenarios. The typical strategy derives policy from a specific scenario. However, the practical network may encounter various complex environments that are vastly different from the scenarios discussed. Typically, the network’s statistical properties are unknown, making optimization difficult. Distributed device randomness is a major issue for network scheduling. In this case, the network’s communication and computation resources should be shared. Resources include communications and computations. Edges can communicate and offload data or computations to other edges or the cloud. In low-rate cases, they may reduce the processor frequency to save energy.
6.8. Queue Learning

In network-based systems, queueing theory is a well-established evaluation tool. This mathematical framework enables the evaluation of software-defined solutions and critical actors. By applying fundamental principles and analytical frameworks based on queueing theory, it can be applied to analyze network functionality. Queueing theory predicts the network’s performance by analyzing the workloads associated with different traffic models. In recent years, researchers have paid attention to the application of queueing theory in SDN networks. This is because queueing theory provides a comprehensive and accurate model that can be used to address performance issues in SDN networks. By applying queueing theory in SDN networks, it is possible to improve network efficiency, reduce delays, and optimize resource utilization. This theory has been applied to extensive mathematical modeling, enabling researchers to evaluate different aspects of network performance, such as throughput, delay, and packet loss.

Furthermore, queueing theory can be used to evaluate different network topologies and configurations. It can be used to model the behavior of different SDN components, including switches, controllers, and applications, and analyze their impact on network performance. In summary, queueing theory is a valuable tool for evaluating the performance of SDN networks. Its comprehensive and accurate model can be used to optimize network efficiency, reduce delays, and improve resource utilization. By using queueing theory, researchers can evaluate different aspects of network performance and analyze the impact of different network topologies and configurations on network behavior [159].

6.9. Machine Learning

The mobility of vehicles, the dynamic spacing between vehicles, and the variable density of vehicles make it difficult to create and maintain end-to-end connections in a VANET. By predicting the moving patterns of vehicles, VANET performance can be improved for continuous service availability, and routing planning can be improved [160]. A SDN controller that uses artificial intelligence helps the VANET routing scheme predict mobility. The SDN controller utilizes advanced artificial neural networks to predict mobility accurately. Based on mobility prediction, the RSUs or the BS can estimate each vehicle’s success probability and average delay when the network topology changes frequently. According to the estimation, vehicle arrival follows a Poisson process in a stochastic traffic model. Network systems need to be organized, managed, maintained, and optimized with more intelligence. Machine-learning techniques [55,161], however, are difficult to apply and deploy in traditional networks due to their inherently distributed nature. In SDN, we have the opportunity to provide network intelligence. An SDVN’s capabilities (logically centralized control, global network view, software-based traffic analysis, and dynamic updating of forwarding rules) make machine-learning techniques more convenient to apply [162].

6.10. Zero-Touch Provisioning

Zero-Touch Provisioning (ZTP) in SDN (software-defined networking) is a process that automates the configuration of network devices, such as switches and routers, without requiring any manual intervention from network engineers. ZTP enables a more adaptive and agile network infrastructure, allowing network devices to configure themselves automatically based on the real-time changes in the network environment [3,64,163]. One of the primary advantages of ZTP in SDN is the reduction in human intervention, which can lead to faster decision making and fewer errors. With ZTP, network devices can be pre-configured with the necessary software and policies to function in a particular network environment [164]. Once connected to the network, these devices can automatically identify and adapt to changes in the network topology, traffic patterns, and other variables. This automated provisioning process can significantly reduce the time and effort required for network configuration, as well as eliminate the potential for human error that may occur during manual configuration. Additionally, ZTP can help ensure consistency across net-
work devices, leading to better network performance and greater reliability. Overall, the use of ZTP in SDN provides several benefits, including increased agility, faster deployment, and reduced operational costs. By automating the configuration of network devices, ZTP allows network engineers to focus on more strategic tasks and frees up time and resources that would otherwise be spent on manual network configuration [87]. It also helps us when we have multiple vehicles. The manual configuration of multiple vehicles is hectic when humans are involved. So, automating configuration will add benefits to SDN to make it adaptable to the environment.

By addressing these open issues, digital twin technology will be integrated with SDN, allowing for more intelligent, adaptive, and efficient network management and control. In order to address these challenges and unlock the full potential of SDN, researchers and practitioners must collaborate to develop innovative solutions and best practices.

7. Conclusions

The survey on stochastic modeling in intelligent SDVNs has provided valuable insights into various aspects of software-defined vehicular networks. The findings highlight the challenges and opportunities in resource allocation, routing, scheduling, data dissemination, and performance analysis in VANETs and SDVNs. The survey emphasizes the impact of high mobility and dynamic network topology on resource allocation and response time in VANETs. It identifies the need for proper coordination and scheduling mechanisms to optimize data traffic flows and service provisioning in cooperative communication scenarios. A comparative study of VANETs and SDVNs highlights the importance of collision avoidance, data forwarding, connectivity, mobility, load balancing, and network utilization. It provides a comprehensive overview of existing techniques and solutions in SDN-oriented vehicular networks. However, the survey acknowledges the current limitations and challenges in implementing SDN in vehicular networks. The need for off-the-shelf SDN controllers and switches tailored to vehicular environments is a barrier to SDVN adoption. The survey calls for further research and innovation to address these challenges and develop mature solutions and protocols for SDVNs. In this survey, we point out the promising potential of incorporating digital twin technology into software-defined networking to enhance network management. SDVN infrastructures can be made more efficient and resilient because the digital twin delivers real-time insights, predictive analysis, and resource optimization. For SDVNs to fully take advantage of the benefits of digital twins, further research and experimentation will be necessary. In conclusion, this survey is a valuable resource for understanding the current state of stochastic modeling in intelligent SDVNs. It provides a foundation for future research and development in intelligent SDVNs. It also highlights the need for practical solutions and protocols tailored to vehicular networks’ unique requirements.
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Abbreviations

The following abbreviations are used in this manuscript:

AODV  Ad Hoc On-Demand Distance Vector
BS    Base Station
CC    Cooperative Communications
CDF   Cumulative Distribution Function
CPP   Controller placement problem
DSRC  Dedicated Short-Range Communication
E2ED  End-to-end delay
eNodeB Evolved Node B
eRELSEV Enhanced reliability and service
HetVNET Heterogeneous vehicular network
IDT   Intelligent digital twins
IoT   Internet of Things
IoV   Internet of Vehicles
IVC   Inter-vehicular communication
ITS   Intelligent Transportation System
LTE   Long-Term Evolution
MANET Mobile ad hoc network
MDP   Markov decision process
MEC   Mobile edge computing
MHCDD Multi-hop cooperative data dissemination
NFV   Network Function Virtualization
OBU   On-Board Unit
OSPF  Open Shortest Path First
P2P   Peer-to-Peer Networks
PDR   Packet delivery ratio
QoS   Quality of service
RSU   Road-Side Unit
RS-WLANs Road-Side Wireless Local Area Networks
RU    Resource utilization
SCH   Service Channel
SDHVN Software-defined heterogeneous vehicular network
SD-IoV Software-Defined Internet of Vehicles
SDN   Software-defined networking
SD-VANET Software-Defined Vehicular Ad Hoc Network
SDVN  Software-defined vehicular network
SLA   Service Level Agreement
SM    Stochastic modeling
SNC   Stochastic Network Calculus
V2I   Vehicle to Infrastructure
V2V   Vehicle to Vehicle
V2X   Vehicle to Everything
VANET Vehicular ad hoc network
VAO DV Vehicular Ad Hoc On-Demand Distance Vector
VNF   Virtual Network Functioning
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