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Abstract

Why the atmosphere of the Sun is orders of magnitudes hotter than its surface is a long standing question in solar
physics. Over the years, many studies have looked at the potential role of magnetohydrodynamic (MHD) waves in
sustaining these high temperatures. In this study, we use 3D MHD simulations to investigate (driven) transverse
waves in a coronal loop. As the boundary-driven transverse waves propagate along the flux tube, the radial density
profile leads to resonant absorption (or mode coupling) and phase mixing in the boundaries of the flux tube and the
large velocity shears are subject to the Kelvin—Helmholtz instability (KHI). The combination of these effects leads
to enhanced energy dissipation and wave heating. Considering both resonant and nonresonant boundary driving as
well as different densities for the flux tube, we show that only wave heating associated with a resonant driver in a
lower-density loop (with a loop core density ~5 x 107" kg m ™) is able to balance radiative losses in the loop
shell. Changing the model parameters to consider a denser loop or a driver with a nonresonant frequency, or both,
leads to cooling of the coronal loop as the energy losses are greater than the energy injection and dissipation rates.

Unified Astronomy Thesaurus concepts: Solar coronal loops (1485); Solar coronal heating (1989); Solar coronal

waves (1995)

1. Introduction

The solar corona is the hottest layer of the Sun’s atmosphere
and the physical processes that maintain the high temperatures
are the subject of one of the great unsolved problems in
astrophysics: the coronal heating problem. Since the discovery
of the hot corona, almost a century ago, a wide variety of
mechanisms have been proposed for driving the required
energy release in the Sun’s atmosphere (e.g., see reviews by
Klimchuk 2006; Parnell & De Moortel 2012; Reale 2014,
Klimchuk 2015; Viall et al. 2021). Generally, these are cate-
gorized into two broad groups; DC heating (e.g., reviewed
by Wilmot-Smith 2015) and AC heating (e.g., reviewed by
Arregui 2015; Van Doorsselaere et al. 2020). In either case,
energy must be transferred to small length scales, where it can
be dissipated (e.g., due to magnetic reconnection and/or
ohmic/viscous heating). In this article, we focus on energy
release associated with magnetohydrodynamic (MHD) waves
in the solar corona (AC heating).

Contemporary, high resolution imaging telescopes have
revealed an abundance of wave energy in a huge variety
of structures throughout the Sun’s atmosphere (e.g., Khan
& Aurass 2002; De Pontieu et al. 2012; Kim et al. 2012;
Duckenfield et al. 2019; Morton et al. 2021). This highlights
the possibility that wave energy may be important for main-
taining the temperature of the atmospheric plasma (see also De
Moortel & Pascoe 2012; Mclntosh & De Pontieu 2012; Pant
et al. 2019). While the observed oscillations generally exist on
large scales (they are more easily observed given resolution
constraints), a variety of plasma processes are known to promote
the transfer of wave energy to small scales where dissipative
processes can become effective. These include resonant
absorption (Ionson 1978; Davila 1987; Hollweg & Yang 1988;
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Ruderman & Roberts 2002; Goossens et al. 2006), phase
mixing (Grossmann & Tataronis 1973; Hasegawa & Chen
1974; Heyvaerts & Priest 1983) and the Kelvin—Helmholtz
instability (KHI; e.g., Chandrasekhar 1961; Browning &
Priest 1984; Terradas et al. 2008; Antolin et al. 2015).

These processes need not occur in isolation and can coexist
to drive energy dissipation throughout coronal structures by
transferring wave energy from bulk (large) scales to small
scales. The general paradigm is as follows:

1. Transverse kink waves in dense coronal loops decay
rapidly due to resonant absorption (e.g., see reviews by
Nakariakov & Verwichte 2005; Goossens 2008; Ruderman
& Erdélyi 2009). The existence of a resonance in the
boundary of an oscillating flux tube transfers energy from
the kink mode to localized azimuthal Alfvén waves.

2. These azimuthal oscillations in the flux tube boundary
undergo phase mixing due to a transverse gradient in the
local Alfvén speed/frequency.

3. In the case of standing waves, the velocity shear that
forms across magnetic field lines can become unstable to
the KHI (e.g., Browning & Priest 1984; Terradas
et al. 2008).

4. The onset of the instability generates vortices in the
velocity field and disrupts the cross-sectional density
profile and the magnetic field.

5. In the nonlinear regime, this can lead to turbulent-like
flows developing through the oscillating flux tube, and
ultimately plasma heating.

This process has been well studied in both analytical (e.g.,
Zagarashvili et al. 2015; Barbulescu et al. 2019; Hillier et al.
2019; Hillier & Arregui 2019; Van Doorsselaere et al. 2021) and
numerical settings (e.g., Antolin et al. 2014, 2015, 2018; Magyar
& Van Doorsselaere 2016; Karampelas & Van Doorsselaere
2018; Afanasyev et al. 2019; Antolin & Van Doorsselaere
2019). The small spatial scales that form and the misalignment
of magnetic field lines at the boundaries of Kelvin—Helmholtz
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vortices can drive plasma heating (Karampelas et al. 2017) and
lead to magnetic reconnection (Howson et al. 2021). Due to the
nature of the fundamental standing waves (perturbed velocities/
magnetic field largest at apex/footpoints), small scales in the
velocity field tend to generate viscous heating at the loop apex,
while small scales in the magnetic field typically produce ohmic
heating at the loop footpoints (e.g., Karampelas et al. 2017). A
detailed review of the existing literature in this area is presented
in Howson (2022).

In Hillier et al. (2020), the authors argued that observed kink
wave amplitudes are not typically sufficient to balance expec-
ted energy loss rates. Despite this, in a recent paper, Shi et al.
(2021) demonstrated that through this process, energy injected
by a continuous, resonant driver, could lead to wave heating
rates that were sufficient to balance radiative losses. However,
the value used for the loop density by Shi et al. (2021) is
relatively low, more appropriate for Quiet Sun loops than
active region loops. In this article, we consider whether this
result generalizes to higher-density structures (for example,
active region loops) and to nonresonant drivers. In Section 2,
we describe our model, in Section 3 we present our results, and
in Section 4 we provide a discussion of our findings. Finally, in
Section 5, we draw some concluding remarks.

2. Model Setup
2.1. Initial Setup

Our model loop is based on a 3D flux tube setup in the
corona, with our model parameters representative of the Quiet
Sun corona. The model parameters are also chosen to corre-
spond to the model studied by Shi et al. (2021), to allow for a
direct comparison with results presented by these authors. The
3D coronal flux tube consists of a straight, cylindrical density
enhancement, which is embedded in a vertical magnetic field.
The magnetic field is initially aligned with the z-direction and
the background density profile is defined as

pzpe—F%{l + tanh(ar — b)) (1

Here r = Jx? + y2, Pe.; are the exterior and interior densities,
and a and b are constants that define the flux tube radius and
the width of the boundary layer, respectively. The values of a
and b were selected such that the loop radius is 1 Mm and the
boundary thickness is approximately 0.4 Mm. The loop has a
length of 200 Mm. This loop sits within a numerical domain of
dimensions —4 <x, y <4 Mm and 0 < z<200 Mm. We use
512 x 512 x 100 grid points, in the x-, y- and z-directions,
respectively.

We will consider two different scenarios for the density. In
the first one, the external density is set to be p, = 1.67 X 1072
kg m > whereas in the second, we reduce the density by an
order of magnitude such that p, = 1.67 x 10~"* kgm>. The
lower density corresponds to the setup described in Shi et al.
(2021). For both cases, the ratio between the internal and
external density is a factor of 3 (p;/p. = 3), resultinig in den-
sities in the central core of the flux tubes of ~5 x 10~ > kgm >
in the higher-density case and ~5 x 10~'* kg m ™ in the lower-
density loop. Figures 1 and 2 show a vertical cut and horizontal
cross section of this density profile for the higher-density case.
For the remainder of this article, we refer to the uniform,
internal density region as the core of the loop and the transition
layer (given by the tanh profile) as the shell region.
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The initial temperature of both the interior and exterior
plasma is set to 1 MK, implying the gas pressure is not uniform
across the loop. Therefore, in order to maintain total pressure
balance for an initial equilibrium, the strength of the magnetic
field within the density-enhanced flux tube is reduced. We note
that as we are modeling a low [ plasma, the interior field
strength is only reduced by a small amount (~0.7%) relative to
the background strength (30 G).

For the simulations discussed within this article, we used the
numerical code Lare3D (Arber et al. 2001). This scheme
advances the full, resistive, 3D, MHD equations in normalized
form. The equations are given by
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Here, p is the plasma density, v is the velocity, j is the nor-
malized current density (j =V x B), B is the magnetic field, P
is the gas pressure, and ¢ is the specific internal energy. We
include the effects of optically thin radiation (A(7)) and a
uniform background heating (Qy, ) in the energy Equation (4).
This heating term is set such that the temperature outside the
loop is maintained at its initial temperature of 1 MK. This is not
sufficient to maintain the coronal temperatures inside the loop
because the higher density inside the loop implies radiation will
be more efficient here. Hence, without additional heating, we
would expect the core of the loop to cool.

In the equations above, we also include the effects of non-
zero magnetic diffusivity and shock viscosity terms. The
magnetic diffusivity is approximately 2 x 108 m*s~'. Due to
well-known numerical constraints, this is necessarily many
orders of magnitude larger than the value expected within a
typical coronal plasma. However, the value of the magnetic
diffusivity used in these simulations is as small as possible
while being larger than numerical diffusivity so we retain
control over the diffusion and it is not simply determined by the
resolution of the simulations (see also, e.g., Bingert & Peter
2011; Reale et al. 2016; Rempel 2017; Daldorff et al. 2022).
The shock viscosities contribute to both the momentum
equation in the form of a viscous force (F;s. ) and to the energy
equation as viscous heating (Qyis.). They are included to
ensure numerical stability and are described in detail in Arber
(2018). We note that as the KHI is sensitive to the transport
coefficients (Howson et al. 2017), the simulation dynamics and
observed heating rate will be strongly affected by these values.

2.2. Boundary Conditions

In this paper, we consider the results of MHD wave simu-
lations in which transverse modes are excited by a velocity
driver of the form v, = vy sin(wt) imposed on the lower z
boundary. In our model setup, this boundary would corres-
pond to the coronal boundary, where we consider these
coronal boundary perturbations as arising of photospheric
footpoint motions. We consider two different cases where we
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Figure 1. A vertical cross section of the initial density (i.e.,atz = 0 s).
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Figure 2. A horizontal cross section of the initial density (i.e.,att = 0 s).

vary the frequency of the driver, w to be either “tuned” (to
induce a resonant oscillation) or ‘“detuned” (leading to a
nonresonant oscillation of the flux tube). In particular, for a
tuned driver, the flux tube is driven with the fundamental
kink frequency of the system (see for example Edwin &
Roberts 1983; Nakariakov & Verwichte 2005). Using the
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Figure 3. Time-distance plots of the density (nondimensional units) at the apex
of the loop (z = 100 Mm and x = 0 Mm). The top panel shows the evolution
of the density for the detuned simulation whereas the bottom panel corresponds
to the tuned driver. For both simulations, the densities correspond to the higher-
density setup (i.e., where p, = 1.67 x 1072 kg m™?).

standard expression for the kink speed (see for example,
Equation (8) in Nakariakov & Verwichte 2005), the resonant
periods used in our study correspond to 273 s for the high-
density model (p, = 1.67 x 10~ ke m ) and 86.3 s for the
low-density setup (p, = 1.67 x 10~ > kg m ), respectively.
In all cases, the amplitude of the driver is vy ~ 8 kms™ " at the
lower (z = 0 Mm) boundary.

At the upper z boundary, waves are reflected back into the
domain using zero gradient conditions. At the lower z bound-
ary, we impose v, = v, = 0 (the form of v, is described above)
and enforce zero gradients in the plasma parameters. The x and
y boundaries are periodic.

3. Results
3.1. Effect of Driving Frequency

In a first set of simulations, we compare two setups using the
higher-density model (i.e., where p,=1.67 x 10~ '? kgm™>)
but change the period of the driver. Optically thin radiation is
not included in these simulations and hence, there is also no
background heating. The boundary driving continues for the
duration of the simulations. As the simulations start, the driver
at the lower boundary excites transverse oscillations of the flux
tube, which propagate into the domain. To indicate the
movement of the flux tube, the evolution of the density at the
apex of the loop is shown in Figure 3 as time-distance graphs
for both simulations. It is immediately obvious from the two
panels that the evolution of the loop is substantially different in
both simulations. Within 2—4 periods, the resonant simulation
(tuned driver—bottom panel) clearly shows a growth in the
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Figure 4. The transverse velocity in the midpoint of the domain (x =y =0
Mm, z =100 Mm) as a function of time. The black lines correspond to the
tuned driver whereas the red lines represent the detuned driver. For compar-
ison, the dotted lines show the corresponding transverse velocity of the driver
on the lower boundary (x = y = z = 0 Mm). For both simulations, the densities
correspond to the higher-density setup.

amplitude of the loop displacement. This can also be seen from
Figure 4 where the black lines shows the rapid growth of the
transverse velocity for the tuned simulation, from a value of
8 kms™! at the driven boundary (black dashed line) to a
maximum of about 70 kms™ ' at the apex of the loop (solid
black line). In addition to the increasing amplitude of the dis-
placements, the bottom panel of Figure 3 also shows frag-
mentation of the density at the loop apex for the tuned
simulation. Due to the radial density profile, resonant absorp-
tion (or mode coupling) occurs and the large velocity shears in
the boundaries of the flux tube lead to the development of the
KHI. The KHI mixing also leads to an increase in the cross-
sectional area of the flux tube, resulting in a general decrease of
the density at later times. When the driver is not tuned to induce
resonance (top panel), the amplitude of the flux tube dis-
placement remains constant (see also red lines in Figure 4 for
the corresponding transverse velocity evolution) and as the
KHI is no longer strongly induced, there is no fragmentation of
the density profile. For the tuned driver, we see a decrease of
the transverse velocity (solid black line Figure 4) at later times
as the system “detunes” due to the KHI and other nonlinear
effects.

3.2. Effect of the Density

In the next set of simulations, we compare the effect of the
different density models. As a reminder, we refer to the model
with p, = 1.67 x 107" kg m > as the “lower-density” and the
“higher-density” model corresponds to p,=1.67 x 1072
kg m . Both models have a density ratio pi/ pe = 3. For these
simulations, optically thin radiation is included for the full
duration of the simulation, together with a uniform background
heating that balances the radiation outside the loop. However,
without additional heating provided by the dissipation of wave
energy, the denser loop is expected to cool as the background
heating is not sufficient to compensate the higher radiative
losses in the loop core.

The left-hand column of Figure 5 shows the evolution of a
cross section of the density at the loop apex as time-distance
graphs for three simulations. The top panel corresponds to a
simulation with the lower-density model and where the driver
has been tuned to be resonant for this particular loop setup. The
middle panel also corresponds to the lower-density model but
the driver is now detuned. The simulation represented in the
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bottom panel again has a tuned driver but now considers the
higher-density setup. This combination of setups gives an
“optimal” scenario where the driver is most efficient (tuned)
and radiation is weak (lower density), a scenario where the
driver is not tuned (and hence perhaps more representative of
random footpoint motions) but where the radiation is still weak
and finally, a scenario where the driver is optimized but
radiation is stronger due to the higher density. The different
setups naturally have different frequencies, associated with the
different drivers tuned/detuned to the relevant resonant kink
frequency of the system. In general though, we see the same
pattern in these time-distance plots as discussed for the tuned
and detuned simulations in Figure 3; for the tuned (resonant)
driver, we see an increase in amplitude of the perturbation at
the loop apex and fragmentation of the density. However, for
the higher-density, tuned-driver case, we see a substantial
increase in the density at the loop apex over time (see lower left
panel of Figure 5). Here, the enhanced radiative losses
encourage the formation of a region of dense, cool plasma so
despite the increase in the loop cross-sectional area (due to the
KHI), the time-distance diagram shows an increase in density
in this case.

Figure 6 shows the evolution of the maximum and mean
temperatures in the 3D simulation domain for the three simu-
lations. We can see that the low-density setup with a tuned
driver does indeed represent an “optimal” scenario where the
dissipation of the boundary-driven transverse waves leads to a
significant increase of the maximum temperature (to just below
1.8 MK). However, even in this case, the mean temperature in
the domain remains roughly constant, increasing to only just
above the initial temperature of 1 MK (see also discussion of
Figure 7 below). From the top right-hand panel in Figure 5 we
see that, as expected, the maximum temperatures occur in the
loop boundary where the wave heating is most efficient due to
phase mixing and the small length scales associated with the
KHI. On the other hand, the reduced heating rates and
enhanced radiative losses in the denser core of the loop, ensure
the plasma cools here.

It is clear from the temperature evolutions in Figure 6 that
the optimal scenario (tuned driver, lower density) is the only
combination for which substantial heating takes place. When
the density is increased by an order of magnitude (corresp-
onding to a loop density of p;~ 5 x 10~ '? kg m > and external
density of p,=1.67 x 10~ '* kgm ), the maximum temper-
ature in the computational domain hardly increases (thin black
lines) whereas the mean temperature (dashed thin black line) is
decreasing significantly. Hence, even a driver chosen to be
resonant cannot balance the higher radiative losses associated
with the higher density for this particular setup. The bottom
right-hand panel of Figure 5 does indeed show very rapid
cooling of the core of the loop and despite the wave heating in
the loop boundaries, radiation dominates and these regions
gradually cool as well. Finally, the low-density simulation was
repeated but with a detuned driver. For this combination, the
maximum temperature remains more or less constant at 1 MK
but the mean temperature is very gradually declining. This
demonstrates that even for the low-density setup (loop density
pi~ 5 x 10712 kgm ™), the driver needs to be optimally tuned
to be able to provide sufficient energy to balance the radiative
losses.

To provide further insight into the domain-integrated temp-
erature profiles, Figure 7 shows horizontal (across the loop)
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temperatures in the 3D simulation volume. The thick black lines correspond to
the low-density, tuned simulation, the thin black lines to the high-density, tuned
simulation, and the red lines represent the low-density, detuned simulation.
Optically thin radiation is included in all three cases.

cross sections of the temperature (top), density (2nd row), and
vorticity (bottom row). Although Figure 6 showed a substantial
increase in the maximum temperature in the simulation volume
for the low-density, tuned simulation, these snapshots (left
panels) make it clear that this corresponds to a strong but
localized temperature increase in the shell region of the loop, as
was also seen in the top-right panel of Figure 5. As summarized
in the Section 1, the combination of resonant absorption, phase
mixing, and KHI is expected to lead to the development of
small spatial scales (strong gradients), leading in turn to
increased efficiency in the dissipation of the wave energy. The
small spatial scales are clearly visible in the horizontal cross
sections at the loop apex, particularly in the shell region of the
loop, with the cross section of the vorticity (bottom-left panel)
confirming the presence of strong gradients in the velocity field
in the shell region of the loop. The core of the loop though is
still cooling, as without the strong gradients, the wave dis-
sipation is not sufficiently efficient to balance the stronger
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comparable color tables, the density cross sections for the low-density simulations have been multiplied by three. The vorticity for the tuned simulations has been

divided by 1072 and by 1077 for the detuned simulation (bottom right).

radiative losses in the denser loop core. The combination of the
increased temperatures in the loop shell but cooler temperature
in the core (together with the fact that the loop only occupies
part of the simulation volume) explains the mostly constant
mean temperature in Figure 6 for the low-density, tuned
simulation.

The middle column of Figure 7 shows the corresponding
cross sections for the higher-density, tuned simulation. It is
clear that even with the most efficient (resonant) driver, the
wave dissipation is not able to balance the increased radiative
losses in the shell or the core of the loop. Despite KHI still
developing, the temperature rapidly collapses to the

temperature floor in the simulation (set at 7=2 x 10* K), even
in the shell region of the loop. Finally, the right-hand panels
show that for the low-density, detuned simulation, the trans-
verse boundary driver does not deliver sufficient energy to
cause substantial heating and the entire loop, including the shell
region, gradually cools. This is consistent with the almost
constant maximum temperature and slowly decreasing mean
temperature in Figure 6 for this simulation (red lines). In
summary, in all three cases, we find that the core of the loop
cools, despite the presence of a weak background heating (only
sufficient to balance the radiative losses in the lower-density
loop environment) as wave dissipation is not efficient in this
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Figure 9. Evolution of the time-integrated Poynting flux (left) and internal energy in the 3D simulation volume (right). The colors correspond to the following
simulations: black = tuned driver, low density, radiation included; green = tuned driver, high density, no radiation; red = detuned driver, higher density, no radiation;
black dashed = detuned driver, low density, radiation included; blue = tuned driver, higher density, radiation included. Note that the internal energy plot shows the
change in internal energy in the 3D domain, normalized against the initial internal energy.

region due to the lack of large gradients and the strong increase
in temperature for the low-density, tuned simulation is loca-
lized in the shell of the loop.

The bottom row of Figure 7 shows horizontal cross sections
of the square of the vorticity for the three simulations at time
t=1043 s. The left panel of Figure 8 shows the volume inte-
grated vorticity squared. At later times, the vorticity keeps
building in the high-density case as the loop is severely dis-
torted by the KHI induced by the large-amplitude transverse
perturbations. In the lower-density, tuned simulation, the vor-
ticity levels off and then gradually declines, as the buildup in
small scales is offset by the dissipation due to the (shock)
viscosity. For the low-density, detuned simulation (black
dashed line), the vorticity never really builds up due to the lack
of velocity shear building up in the shell regions. The right-
hand panel of Figure 8§ shows the volume-integrated current
squared, which behaves very similar to the vorticity.

4. Discussion

Using 3D simulations of wave heating in closed flux tubes,
we have shown that wave heating is able to balance radiative
losses in coronal loops (see also Shi et al. 2021), but only in an
optimal scenario with a lower density (more appropriate for
Quiet Sun loops than active region loops) to avoid rapid
cooling due to radiation and a driver tuned to be resonant. A
key difference between the tuned and detuned simulations is
the amount of energy that is injected into the domain. As
demonstrated by, e.g., Prokopyszyn et al. (2019) and

Prokopyszyn & Hood (2019), only a resonant driver will lead
to a net increase in the Poynting flux; as a resonance is set up,
the driver consistently enhances the amplitude of the loop
oscillation. As such, the wave driver injects energy efficiently
into the computational domain. However, for the nonresonant
driving, the imposed velocity is frequently acting in the
opposite direction to the oscillation within the volume. Thus,
the driver often removes energy from the system, restricting the
growth in amplitude of the loop oscillation and resulting in a
lower average Poynting flux. For our simulations, this is clearly
seen in Figure 9, which shows the evolution of the time-inte-
grated Poynting flux (left panel; where the Poynting flux is
defined as F = — f (E x B) - dS) and internal energy (right
panel; using the expression for the internal energy € = P/p) for
the five simulations included in this study. The green and red
lines correspond to the higher-density, no-radiation simulations
with a tuned and detuned driver, respectively. The black lines
represent the low-density simulations, which include optically
thin radiation (and a background heating term) with a tuned
(solid black) and detuned (dashed black) driver. The blue line
corresponds to the simulation, which again includes radiation,
with a tuned driver but higher density.

Comparing the Poynting flux and internal energy confirms
that only the combination of the lower-density setup and an
optimal driver leads to an increase of energy when radiative
losses are included. Although the green and red lines show an
increase in the volume-integrated internal energy for the
higher-density setup, there are no radiative losses (or
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Figure 10. The time-integrated Poynting flux on the lower boundary for the tuned (left) and detuned (right) simulations. Positive values correspond to energy entering

the domain.

background heating) included in these simulations. The green
and blue lines provide a direct comparison for the higher-
density simulation with a tuned driver both with and without
radiation included. The catastrophic decrease of the blue line
clearly indicates that the wave dissipation (combined with the
weak background heating) is not able to balance the radiative
losses despite the fact that the Poynting flux entering the
domain for these two simulations is almost the same.

The black lines provide a direct comparison of the lower-
density simulations for the tuned (solid) and detuned (dashed)
simulations (radiation included). Here, the major difference is
the Poynting flux entering the domain, which only builds up for
the tuned simulation. In this case, the internal energy does build
up over time, as the wave heating is able to balance the rela-
tively weak radiative losses associated with the lower density.
However, from the detailed analysis of the spatial structure of
the temperature (see, e.g., Figures 5 or 6) we know that even in
this case, the increase in temperature is limited to the shell
region of the loop, with the higher-density core of the loop still
cooling.

Given the spatial structuring of the temperature evolution in
the loop, it is worthwhile also looking at the spatial distribution
of the Poynting flux. Figure 10 shows the time-integrated
Poynting flux on the lower (driven) boundary for detuned
(right) simulations. In this representation, positive values cor-
respond to energy being injected into the simulation volume.
Initially, both drivers inject energy into the domain as they
drive transverse (kink) waves. Ultimately, the resonant driver
will inject significantly more energy into the simulation volume
than for the nonresonant case, as confirmed by the time-inte-
grated Poynting flux in Figure 9. Figure 10 shows that the
cumulative Poynting flux has significant spatial variation on the
lower boundary. In both cases, we see energy is removed in the
shell region. For the tuned case, we see that substantial energy
is injected within the core of the loop whereas in the detuned
case, there is minimal Poynting flux entering the domain. The
persistence of the transverse kink mode in the loop core permits
continued resonance and thus allows a sustained inflow of
energy here. In the boundary however, resonant absorption
leads to the generation of azimuthal Alfvén waves. While these
have the same frequency as the global kink mode, they are out-
of-phase with the oscillation of the loop core. As such, the
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Figure 11. Evolution of the ohmic heating (thick lines) and heating resulting
from the shock viscosities in Lare3D (thin lines). The colors correspond to the
following simulations: black = tuned driver, low density, radiation included;
black dashed = detuned driver, low density, radiation included; blue = tuned
driver, higher density, radiation included.

imposed velocity driver opposes the azimuthal mode and thus
consistently removes energy from the loop boundaries.

Figure 11 shows the nature of the heating that is present in
the (radiative) simulations, with the solid lines representing the
ohmic heating and the dashed lines the Lare viscous shock
heating. Both of these will be most efficient in regions where
small spatial scales (i.e., large gradients) are able to build up.
Although only the volume-integrated quantities are shown
here, as in Shi et al. (2021), the ohmic heating associated with
higher currents mostly builds away from the apex of the loop
whereas the viscous heating will dominate at the apex, where
the velocity perturbations are largest.

From the heating/cooling behavior and the density profiles,
we can make an estimate of how the wave heating compares
with the background heating (which is only sufficient to
maintain the temperature outside the loop). Given the shell
region of the low-density, tuned-driver loop is increasing in
temperature, the combination of the wave heating and back-
ground heating is sufficient there to offset the radiative cooling.
As the heating requirement must scale with at least the square
of density (as we know the cooling does), the wave heating in
the shell region of the loop (where the density is roughly
double of the loop environment) must be at least three times
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start of the simulation.

larger than the background heating for the low-density, tuned-
driver simulation (so that the background heating plus the wave
heating is at least four times higher than the background
heating alone).

5. Conclusions

In summary, by comparing resonant and nonresonant
boundary driven transverse waves in a coronal loop with a radial
density profile, we find that wave heating associated with a
driver tuned to be resonant in a lower-density loop (where the
loop core has a density of ~5 x 10~'? kgm?) is able to bal-
ance radiative losses. However, only for a (continuous) resonant
driver is there a significant Poynting flux into the numerical
domain. As such, nonresonant drivers cannot maintain the
plasma temperature within the loop. Even for resonant driving,
wave heating is not sufficiently efficient to balance the stronger
radiative losses in a higher-density loop model (where the loop
core has a density of ~5x 1072 kgm ™). In this optimal
scenario of lower density and a tuned driver, the heating mainly
occurs in the shell, rather than the core, region of the loop and
hence heating will only spread through the entire volume of the
loop if the KHI is able to disrupt the full cross section of the
loop. We also note here that we have only included (optically
thin) radiative losses whereas in reality, there will be additional
losses from thermal conduction. Although the value of magnetic

diffusivity used in these simulations might result in a larger
diffusion than would be expected in the corona, this implies that
our results can be considered a best case scenario. For lower
resistivity, we would get even less heating.

In our setup, the resonant simulation showed velocities at the
apex of the loop up to 70 kms™'. Estimates of coronal velo-
cities based on observed nonthermal line broadening are typi-
cally somewhat smaller, with maximum values up to about
50 kms™! reported in the literature (e.g., McIntosh & De Pontieu
2012; Brooks & Warren 2016). The large amplification of the
velocity we find at the apex of the loop is a direct consequence
of the idealized setup in this study where the footpoint motions
are driven at the resonant frequency, in a consistent direction.
Relaxing these restrictions, for example by considering ran-
domly directed footpoint motions and/or a broadband spectrum,
might lead to lower apex velocities but potentially, also, to less
efficient heating. In that sense, the model presented here is again
a “best case” scenario. However, it is also possible that obser-
vations at higher spatial resolution than is currently achievable
will lead to higher nonthermal line widths (e.g., Testa et al.
2016) and as such, based on the current upper estimate of
50 kms ', the value of about 70 kms™' at the apex of our
model loop is not inconsistent with observations either. .

Finally, in Figure 12, we present snapshots of the AIA 171 A
intensity, normalized for each case to the maximum intensity at
the start of the relevant simulation. For the higher-density case
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(middle panel), we see that due to the strong cooling, the
initially bright loop (due to the higher density inside the loop)
is no longer distinguishable from the environment in this
passband. For the lower-density, tuned case, we see clear evi-
dence in the intensity of the filamentary structure due to the
deformation of the loop cross section by the KHI. We see
slightly increased density at the footpoints where the loop
structure is more coherent. Perhaps somewhat surprisingly, we
see a relatively bright loop for the low-density, detuned case.
Here, the loop structure has remained very coherent due to the
lack of strong KHI, which due to the line-of-sight integration,
enhances the intensity. In addition, due to the low-density,
cooling at this time in the simulation is relatively weak and has
not affected the temperature of the loop sufficiently for it to be
no longer visible in this passband. The combination of the
weak cooling and the coherent structure implies the intensity in
this passband, and at this time, is actually higher than in the
low-density, tuned case, which has stronger heating. This
example provides a reminder that bright structures in intensity
can signal an absence of cooling, as much as the presence of
(ongoing) heating.
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