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The ground state of metamagnetic materials can be controlled by magnetic field, promising
new functionalities for spintronics applications. Yet, a microscopic understanding of the interplay
of the electronic structure with the susceptibility to emergent orders is often missing, but would
greatly facilitate optimization of the properties of metamagnetic materials. Here, we use low
temperature scanning tunneling microscopy (STM) and spectroscopy to study the metamagnetism
in the trilayer ruthenate Sr4Ru3O10, combining STM-based magnetostriction measurements
with quasiparticle-interference imaging (QPI) to elucidate the role of the microscopic electronic
structure in the macroscopic metamagnetic properties. Our results highlight the importance of
the orthorhombicity of the material for its metamagnetic properties, confirmed by magnetization
measurements. Our QPI results show clear signatures of the minority spin bands crossing the
Fermi energy, and provide a link between the ferromagnetic properties, spin-orbit coupling and the
orthorhombicity of the crystal structure.

Controlling electronic properties through small stimuli
is at the heart of modern electronics. Currently, gat-
ing is used to induce a linear response of a material
to externally applied fields. Using correlation effects to
boost the response promises potentially huge increases
in efficiency, as significantly smaller stimuli may pro-
duce a comparable or even larger response. A class of
materials that promises new opportunities for spintron-
ics devices are metamagnetic materials, whose properties
can be controlled through an applied magnetic field and
which can be used, for example, for magnetic informa-
tion storage.[1, 2] However, in many cases we do not have
microscopic models for this behaviour, due to a lack of
knowledge of the electronic structure in the relevant low
energy regime – preventing tuning of these properties.
QPI imaging has the energy resolution and capability to
image the electronic structure as a function of magnetic
field, promising understanding of macroscopic properties
based on microscopic models.

The Ruddlesden-Popper series of the ruthenates with
the chemical formula Srn+1RunO3n+1, where n is the
number of RuO layers within a structural unit, host
metamagnetic properties in several of their members.
The triple layer compound, Sr4Ru3O10 has an or-
thorhombic crystal structure with a unit cell of the space
group Pbam with in-plane unit cell vectors a = b =
3.9001Å, and a unit cell height of c = 28.573Å.[3] It is a
ferromagnet with a Curie temperature TC = 105K.[3] Be-
low TC, the magnetic moment is oriented along the c-axis
with evidence for canted magnetism[4, 5]. As the tem-
perature is lowered, a metamagnetic transition occurs at
TM = 50K [6]. Below TM, a field-induced metamagnetic
transition is found for an in-plane field of ∼ 2T[6–8],
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FIG. 1: (a) Schematic phase diagram of Sr4Ru3O10 as a
function magnetic field µ0H and temperature T with para-
magnetic (PM), ferromagnetic (FM), lowly polarized (LP),
and mixed (MIX) phases. (b) TEM image with the atomic
structure superimposed (blue spheres: Sr, green spheres: Ru,
red spheres: O). On the right, we show the atomic structure
for one unit cell of Sr4Ru3O10 with RuO6 octahedra shown
in grey. (c) Atomically resolved STM topography (10 nm ×
10 nm, T = 1.8K). The surface is terminated by a Sr-O plane,
showing the Sr square lattice. The crystal structure is shown
as an overlay (colors as in b). Black arrows indicate the crys-
tallographic axes [1 0 0] and [0 1 0] in the orthorhombic unit
cell (V = 30mV, I = 50pA).

with evidence for a coexistence region in the phase dia-
gram at the transition between the low-field phase and
the high-field forced ferromagnetic phase (Fig. 1(a))[9].
Magnetoresistance suggests that in the forced ferromag-
netic phase with the moments oriented in the plane, the
Ru-O direction is the hard axis, with the easy axis at
45◦[10].

Here, by a combination of QPI imaging using atomic-
scale scanning tunneling spectroscopy with magnetiza-
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tion and magnetostriction measurements in vector mag-
netic fields, we establish the role of spin-orbit coupling for
the metamagnetic properties in Sr4Ru3O10. Comparison
of our QPI measurements with ab-initio calculations fa-
cilitates determination of the low energy electronic struc-
ture and shows that the electronic states at the Fermi
energy are predominantly of spin minority character. In-
situ bulk-sensitive magnetostriction measurements on the
same sample allow us to directly relate the electronic
structure to features of the bulk physical properties.

Sr4Ru3O10 exhibits a natural cleavage plane between
the SrO-layers on either side of the RuO trilayers, as can
be seen in the cross-sectional TEM image in Fig. 1(b).
Typical topographic STM images obtained at low tem-
peratures (see section S1A of [11] for details) follow-
ing sample cleavage and obtained at low temperatures
show atomic resolution of the Sr lattice, Fig. 1(c),
similar to what is observed on Sr2RuO4[12, 13] and
Sr3Ru2O7[14, 15].

To elucidate the role of the electronic structure of
Sr4Ru3O10 for the metamagnetic properties, we have
measured QPI by recording spatial maps of the dif-
ferential conductance g(r, V ). Comparison with con-
tinuum LDOS (cLDOS) calculations based on a DFT-
derived electronic structure with realistic modelling of
the wave function overlap[11, 16–18] allows us to estab-
lish the low energy electronic structure. Fig. 2(a) shows
the Fermi surface of Sr4Ru3O10 obtained from a spin-
polarized DFT calculation after inclusion of spin-orbit
coupling. The Fermi surface is consistent with previ-
ous reports[19, 20]. It is dominated by bands of spin-
minority character (Fig. S9(a) in [11]), with only a small
hole-like pocket of spin-majority character crossing the
Fermi energy at the Γ point. The exchange splitting ob-
tained from the DFT calculation is approximately 1.1eV
(Fig. S10 in [11]). Fig. 2(b, c) show the experimen-
tal QPI extracted from g(r, V )-maps in comparison with
the calculation. The most intense features arise from
the large square-like Fermi surface sheets with minority
spin character and exhibit excellent agreement between
the calculations and experiment. The dispersion of this
band, Fig. 2(c) and (d), is captured accurately once a
band renormalization of 2.5 is accounted for. The domi-
nant scattering vector appears split, which can be traced
back to the double-square-like features in the Fermi sur-
face with dominant dxz/dyz-character of the inner Fermi
surface, and dxy-character of the outer one. These QPI
features show very little dependence on magnetic field,
Fig. 2(d).
While the orthorhombicity of the crystal structure does
not lead to clear C4 symmetry breaking features in the
QPI, it does result in an anisotropic field-dependence in
spectroscopic maps. The most notable change in the
momentum-dependent differential conductance, g(q, V ),
with in-plane fields occurs at the structural peaks, qat =
(1, 0) and (0, 1) (Fig. 3(a)). The energy-dependence of
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FIG. 2: (a) Fermi surface from a DFT-derived tight-binding
model with magnetization along [0 0 1] [11]. The extended
Brillouin zone corresponding to the Sr lattice is shown, dashed
red square indicates the first Brillouin zone. (b) Left: Fourier
transform of g(r, V ) map for V = −2mV (Vs = 30mV,
Is = 300pA, T = 1.8K). Right: Simulated QPI at the Fermi
energy. (c) Left: Cross-section of the map in (b) along the
red dotted line. Two distinct bands are indicated by red and
orange arrows. Right: Cross-section of the simulated QPI. (d)
Dispersion in zero-field (black) and in-plane field along ⟨1 1 0⟩
and ⟨1 1 0⟩. The main QPI signal exhibits a small splitting.
The scattering signal with the smaller q-vector is visible at all
energies, while the one with larger q disappears for V > 0mV
consistent with the calculations in (c). Red and orange lines
indicate calculated bands from (c).

the intensity of the structural peaks carries signatures of
the van-Hove singularities.[13] Figs. 3b,c show line cuts
through the atomic peaks for field along the [1 1 0] and
[1 1 0] directions. We observe a shift in intensity g(qat, V )
when the magnetic field is rotated from the [1 1 0] to the
[1 1 0] direction, with the dominant intensity shifting from
−2mV to 2mV. This behaviour is consistent with strong
spin-orbit coupling. Due to the interplay of spin-orbit
coupling, ferromagnetism and the orthorhombicity of the
crystal structure, the band structure depends on the di-
rection of the magnetization.[21, 22]. An in-plane mag-
netic field forces the magnetization into the direction of
the field, resulting in changes of the electronic structure.
The band structure in the vicinity of the Fermi energy
shows changes close to the S point dependent on the mag-
netization direction (Fig. 3(d)). The spectral weight shift
which we observe around the structural peaks is likely
a consequence of these changes of the electronic struc-
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FIG. 3: (a) Fourier transform of topography. The black arrow
indicates the direction of a cut across the atomic peak. (b), (c)
cuts across the atomic peak at [1 1 0] from the experimental
g(q, V ) map for magnetic field µ0H = 5T along [1 1 0] (b) and
[1 1 0] (c). There is a clear shift of spectral weight dependent
on the direction of H. (d) Band structure close to the Fermi
energy including spin-orbit coupling with magnetization along
[1 1 0] and [1 1 0], plotted in red and blue, respectively. Black
dashed lines indicate the band structure without spin-orbit
coupling.

ture. Not all experimental features match those of the
model, as shown in Fig. S12(e), (f)[11]. We attribute
the differences to the complexity of the band structure
and because details on a millielectronvolt energy scale
will sensitively depend on the magnitudes of exchange
splitting, spin-orbit coupling strength and the renormal-
isations, which from the data presented here cannot be
determined independently.

We see clear spectroscopic evidence that the elec-
tronic properties exhibit a reduced symmetry that fol-
lows the applied in-plane magnetic field, even though the
structural anisotropy due to the orthorhombicity is tiny.
We demonstrate in the following that this anisotropy
is also reflected in the macroscopic physical properties
of Sr4Ru3O10. We use STM-based magnetostriction by
measuring the field-dependence of the z-position of the
STM tip while locking on a defect and ramping the
field[23] on the same sample as used in the QPI measure-
ments. This enables us to track the dimensions of the
sample with sub-picometer resolution. Fig. 4(a) shows
the normalized c-axis magnetostriction

∆l(µ0H, 2K)

l(0, 300K)
=

l(µ0H, 2K)− l(0T, 2K)

l(0T, 300K)
(1)

for magnetic fields µ0H along [0 0 1] as well as for the
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FIG. 4: (a) Field dependence of magnetostriction ∆l/l at T =
1.8K. Black arrow indicates the metamagnetic transitions
for H ∥ [0 0 1]. The inset shows directions of the field in the
(0 0 1)-plane and definition of the angle φ. (b) Phase diagram
as a function of field µ0H and φ showing the field derivative
of the magnetostriction λ. A pronounced anisotropy can be
seen between the [1 1 0] and [1 1 0] directions. (c) Isothermal
magnetization as a function of µ0H at T = 1.8K for field
in the (0 0 1)-plane. The inset shows dM/dH, showing clear
differences between [1 1 0] (red) and [1 1 0] (blue). (d) Phase
diagram in the µ0H-φ plane showing the derivative of the
magnetization with respect to field, dM/dH. See Fig. S2
in ref. 11 for the full angular dependence of the magnetic
susceptibility.

same in-plane directions, [1 1 0] and [1 1 0]. For field
µ0H ∥ [0 0 1], a kink at ∼ 6T is observed, indicated
by a black arrow in Fig. 4(a). For fields µ0H in the
(0 0 1) plane, we find a more complex behavior, Fig. 4(a,
b): For µ0H ∥ [1 1 0], the magnetostriction shows a two-
hump behavior (blue curve in Fig. 4(a)). The first max-
imum is at ∼ 2.4T and the second at ∼ 3.2T. For
µ0H ∥ [1 1 0] (red curve in Fig. 4(a)), the magnetostric-
tion exhibits a radically different behaviour, showing a
monotonous increase with a kink at ∼ 3.5T and no mini-
mum. This two-fold symmetric behavior is confirmed by
the detailed dependence of the magnetostriction on the
angle φ. In Fig. 4(b), we plot the H − φ dependence of
the linear magnetostriction coefficient λ = ∂

∂H
∆l
l . The

significant in-plane anisotropy is confirmed in magneti-
zation in vector magnetic fields, Fig. 4(c, d). Measure-
ments of the magnetization as a function of field µ0H
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for H ∥ [1 1 0] or [1 1 0] confirm significant differences:
the field at which the magnetization saturates is signifi-
cantly higher for field along [1 1 0] compared to field along
[1 1 0] (Fig. 4(c)). Fig. 4(d) shows the detailed angular
dependence of the magnetization. For a tetragonal crys-
tal structure, one would expect a four-fold symmetry of
the angular dependence, however we again see a clear
two-fold symmetry.

Our results demonstrate the interplay between mag-
netism, spin-orbit coupling and orthorhombicity for the
metamagnetic properties of Sr4Ru3O10. While the differ-
ence in lattice constants between the a and b directions is
only about 0.04%, it leaves clearly measurable traces in
the response to magnetic field. Our QPI measurements
allow us to link the physical properties to characteristics
of the electronic structure. From the comparison of the
calculated and measured QPI, we can determine the low
energy electronic structure. The Fermi surface obtained
from QPI is dominated by bands with minority spin char-
acter and in close agreement with previous ARPES mea-
surements [20]. A good description of the QPI is obtained
with a renormalization of the DFT band structure by
∼ 2.5. We can estimate from our model an electronic
contribution to the specific heat of 31 mJ

mol(Ru)K2 , close to

the experimental value of (19± 4) mJ
mol(Ru)K2 [24].

In STM-based dilatometric measurements, we observe
a double metamagnetic transition through a two-fold
hump feature similar to what has been reported in re-
cent magnetization measurements[7]. The origin of this
feature has been suggested to be either due to mag-
netic order in two inequivalent Ru sites in the trilayered
Sr4Ru3O10 or the splitting of van Hove singularities due
to interactions between adjacent layers within a trilayer
[7]. The most notable result of our measurements is the
significant difference between the response to field along
the crystallographic [1 1 0] and [1 1 0] directions. The ob-
served non-monotonic behaviour and the field at which
the transition occurs is consistent with previous dilato-
metric measurements [25], whereas a previous study of
the unit cell parameters as a function of field by neutron
scattering[26] shows the transition in the c-axis lattice
constant at a lower in-plane field compared to magne-
tostriction. One possible origin for this difference may
be the precise in-plane direction of the field, which is not
known in the neutron scattering experiment.

Our results uncover the importance of orthorhombic-
ity for the metamagnetism in Sr4Ru3O10, despite the
tiny anisotropy in the lattice constants. Through real-
istic modelling of the quasiparticle interference, we can
determine the electronic structure in the vicinity of the
Fermi energy. We show that spin-orbit coupling leads
to an anisotropic response of the electronic structure to
in-plane magnetic fields.
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