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Abstract: We investigate the box-counting dimension of the image of a set E ⊂ R

under a random multiplicative cascade function f . The corresponding result for Haus-
dorff dimension was established by Benjamini and Schramm in the context of random
geometry, and for sufficiently regular sets, the same formula holds for the box-counting
dimension. However, we show that this is far from true in general, and we compute
explicitly a formula of a very different nature that gives the almost sure box-counting
dimension of the random image f (E)when the set E comprises a convergent sequence.
In particular, the box-counting dimension of f (E) dependsmore subtly on E than just on
its dimensions. We also obtain lower and upper bounds for the box-counting dimension
of the random images for general sets E .

1. Introduction

The randommultiplicative cascade is a well-studied randommeasure on the unit cube in
d-dimensional Euclidean space. It originally arose in Mandelbrot’s study of turbulence
[22] but has since been investigated in its own right, see e.g. [3–6,14,17,19,23]. In
one dimension the measure may be constructed iteratively by subdividing the unit line
into dyadic intervals, multiplying the length of each subdivision by an i.i.d. copy of a
common positive random variable W with mean E(W ) = 1. The resulting measure μ

can alternatively be thought of in terms of its cumulative distribution function f (x) =
μ([0, x))whichmay also be interpreted as a randommetric by setting d(x, y) = | f (x)−
f (y)|. The latter approach was picked up as a model for quantum gravity by Benjamini
and Schramm [8], who analysed the change in Hausdorff dimension of deterministic
subsets E ⊂ [0, 1] under the random metric, or equivalently, its image under f with
the Euclidean metric. They obtained an elegant formula for the almost sure Hausdorff
dimension s of F with respect to the randommetric in terms of the Hausdorff dimension
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d of F in the Euclidean metric and the moments of W :

2d = 2s

E(Ws)
. (1.1)

Further, whenW has a log-normal distribution, they showed that the formula reduces to
the famous KPZ equation, first established by Knizhnik, Polyakov, and Zamolodchikov
[20], that links the dimensions of an object in deterministic and quantum gravity metrics.
Barral et al. [5] removed some of the assumptions of Benjamini and Schramm, and
Duplantier and Sheffield [11] studied the same phenomenon in another popular model
of quantumgravity, Liouville quantumgravity. Duplantier and Sheffield show that aKPZ
formula holds for theEuclidean expectation dimension, an “averaged” box-counting type
dimension.

Using dimensions to study random geometry has a fruitful history, see e.g. [1,8,
10,15,21,25], which use dimension theory in their methodology. Whilst much of the
literature in random geometry considers Hausdorff dimension or other ‘regular’ scaling
dimensions, box-counting dimensions have not been explored as thoroughly. In part this
may be due to the more complicated geometrical properties of box-counting dimension
of a set, manifested, for instance, in its projection properties, see [13].

Onemight hope that a formula analogous to (1.1)would also hold for the box-counting
dimension of images of sets under the cascade function f . We investigate this question
and find that this need not be the case for sets that are not sufficiently homogeneous.
We give bounds that are valid for the box-counting dimensions of f (E) for general sets
E , and then in Theorems 1.11 and 1.12 give an exact formula for the box dimension of
f (E) for a large family of sets of a very different form from (1.1).

We remark that the study of dimensions of the images of sets under various random
functions goes back a considerable time. For example, with Bα : R → R as index-alpha
fractional Brownianmotion, dimH Bα(E) = min{1, 1

α
dimH E}, see Kahane [18]. On the

other hand, the corresponding result for packing and box-counting dimensions is more
subtle, depending on ‘dimension profiles’, as demonstrated by Xiao [26].

1.1. Notation and definitions. This section introduces random multiplicative cascade
functions and dimensions along with the notation that we shall use. We will use finite
and infinite words from the alphabet {0, 1} throughout. We write finite words as i =
i1i2 . . . ik ∈ {0, 1}k for k ∈ N with ∅ as the empty word, with {0, 1}∗ = ⋃∞

0 {0, 1}k ,
and i = i1i2 . . . ∈ {0, 1}N for the infinite words. We combine words by juxtaposition,
and write |i| for the length of a finite word.

For i = i1i2 . . . ik ∈ {0, 1}k let Ii denote the dyadic interval

Ii =
[ k∑

j=1

2− j i j ,
k∑

j=1

2− j i j + 2−k
)
,

taking the rightmost intervals [1− 2k, 1] to be closed. We denote the set of such dyadic
intervals of lengths 2−k by Ik . Note that every interval of Ik is the union of exactly two
disjoint intervals in Ik+1.

Underlying the random cascade construction is a random variable W , with {Wi :
i ∈ {0, 1}∗} a tree of independent random variables with the distribution of W . We will
assume throughout that W is positive, not almost-surely constant and that

E(W ) = 1 and E(W log2 W ) ≤ 1. (1.2)
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Note E(W log2 W ) ≤ 1 implies E(Wt ) < ∞ for t ∈ [0, 1].
We differentiate between the subcritical regime whenE(W log2 W ) < 1 and the crit-

ical regime when E(W log2 W ) = 1. Unless otherwise noted, we assume the subcritical
regime. Here, the length of the random image f ([0, 1]) is given by

L := | f ([0, 1])| = μ[0, 1] = lim
k→∞

∑

i∈{0,1}k
2−kWi1 . . .Wi1...ik ,

where |A| denotes the diameter of a set A, and with μ the (subcritical) random cascade
measure. Comprehensive accounts of the properties of L can be found in [8] and [19], in
particular the assumption that E(W log2 W ) < 1 implies that L exists and 0 < L < ∞
almost surely and E(L) = 1. Similarly, the length of the random image of the interval
Ii ∈ Ik is given by

| f (Ii)| = μ(Ii) = 2−kWi1 . . .Wi1...ik L i where L i := lim
n→∞

∑

j∈{0,1}n
2−nWi j1 . . .Wi j1... jn

has the distribution of L , independently for i ∈ {0, 1}k for each fixed k. The random
multiplicative cascade measure μ on [0, 1] is obtained by extension from the μ(Ii).
Almost surely, μ has no atoms and μ(I ) > 0 for every interval I , so the associated
random multiplicative cascade function f : [0, 1] → R

≥0 given by f (x) = μ([0, x))
is almost surely strictly increasing and continuous. We do not need to refer to μ further
and will work entirely with f .

In the critical regime a similar measure exists. In particular, normalising with
√
k

gives

L = | f ([0, 1])| = μ[0, 1] = lim
k→∞

√
k

∑

i∈{0,1}k
2−kWi1 . . .Wi1...ik ,

where the convergence is in probability. The random limit L exists and 0 < L < ∞
almost surely under the additional assumption that E(W log2 W ) < ∞, see [9]. Here
E(L) = ∞, unlike the subcritical case. The associated measure μ is therefore finite
almost surely, and it was shown in [5] that this measure almost surely has no atoms.
We refer the reader to [5] for a detailed account of critical Mandelbrot cascades. Note
further that the length of the random image of the interval Ii is given by

| f (Ii)| = μ(Ii) = √
k · 2−kWi1 . . .Wi1...ik L i,

where L i is a random variable that is equal to L in distribution (and hence has infinite
mean).

Note that while we will consider image sets f (E) as subsets of R with the Euclidean
metric, equivalently one could define a randommetric dW by setting dW (x, y) = | f (x)−
f (y)| = μ([x, y]) and investigate (E, dW ) instead. For more details on such alternative
interpretations, see [8].

The Hausdorff dimension dimH is the most commonly considered form of fractal
dimension. The Hausdorff dimension of a subset E of a metric space (X, d) may be
defined as
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dimH E = inf
{
α > 0 : for all ε > 0, there is a cover (Ui )

∞
i=1 of E such that

∞∑

i=1

diam(Ui )
α < ε

}
.

Perhaps more intuitive are the box-counting dimensions. Let (X, d) be a metric space
and E ⊂ X be non-empty and bounded. Write Nr (E) for the minimal number of sets of
diameter atmost r > 0 needed to cover E . The upper and lower box-counting dimensions
(or box dimensions) are given by

dimB E = lim inf
r→0

log Nr (E)

− log r
, dimB E = lim sup

r→0

log Nr (E)

− log r
.

If this limit exists, we speak of the box-counting dimension dimBE of E . Note that whilst
many ‘regular’ sets (such asAhlfors regular sets) have equal Hausdorff and box-counting
dimension this is not true in general.

1.2. Statement of results. Our aim is to find or estimate the dimensions of f (E) where
f is the random cascade function and E ⊂ [0, 1]. Note that these dimensions are tail
events, since changing {Wi : |i ≤ k} for a fixed k results in just a bi-Lipschitz distortion
of the set f (E). This implies that the Hausdorff and upper and lower box-counting
dimensions of f (E) each take an almost sure value.

Benjamini and Schramm established the formula for the Hausdorff dimension.

Theorem 1.1 (Benjamini, Schramm [8]). Let f be the distribution of a subcritical ran-
dom cascade. Suppose that E(W−t ) < ∞ for all t ∈ [0, 1) in addition to the standard
assumptions (1.2). Let E ⊂ [0, 1] and write dE = dimH E. Then the almost sure Haus-
dorff dimension dimH f (E) of the random image of E is the unique value s that satisfies

2dE = 2s

E(Ws)
. (1.3)

Note that the expression on the right in (1.3) is continuous in s and strictly increasing,
mapping [0, 1] onto [1, 2], see [8, Lemma 3.2].

This result was improved upon by Barral et al. who also proved the result for the
critical cascade measure.

Theorem 1.2 (Barral, Kupiainen, Nikula, Saksman,Webb [5]). Let f be the distribution
of a subcritical or critical random cascade. Assume thatE(W−t ) < ∞ for all t ∈ (0, 1

2 )

and E(W 1+ε) < ∞ for some ε > 0. Let E ⊂ [0, 1] be some Borel set with Hausdorff
dimension dE = dimH E. Then the almost sure Hausdorff dimension dimH f (E) of the
random image of E is the unique value s that satisfies

2dE = 2s

E(Ws)
.

1.2.1. General bounds for box-counting dimensions of images Our first result is that
the upper box-counting dimension of E is bounded above by a value analogous to that
in (1.3), though the assumption that E(W−t ) < ∞ for t > 0 is not required here for
subcritical cascades.
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Theorem 1.3 (General upper bound). Let f be the distribution of a subcritical random
cascade or the distribution of a critical random cascade with the additional assumption
thatE(W−t ) < ∞ for some t > 0 and E(W log2 W ) < ∞. Let E ⊂ [0, 1] be non-empty
and compact and let dE = dimB E. Then almost surely dimB f (E) ≤ s where s is the
unique non-negative number satisfying

2dE = 2s

E(Ws)
. (1.4)

Combining this result with Theorem 1.2 we get the immediate corollary for sets with
equal Hausdorff and (upper) box-counting dimension, such as Ahlfors regular sets.

Corollary 1.4 Let f be the distribution of a subcritical or critical random cascade.
Suppose additionally that E(W−t ) < ∞ for all t ∈ (0, 1

2 ) and in the critical case
assume also that E(W log2 W ) < ∞. If E ⊂ [0, 1] is non-empty and compact, and
dimH E = dimB E = dE , then almost surely dimH f (E) = dimB f (E) = s where s is
given by (1.4).

We can also apply Theorem 1.3 to the packing dimension.

Corollary 1.5 Let f be the distribution of a subcritical cascade. If E ⊂ [0, 1] is non-
empty and compact and dE = dimP E, then almost surely dimP f (E) ≤ s where s
satisfies

2dE = 2s

E(Ws)
.

Proof Recall that the packing dimension of a set E equals its modified upper box-
countingdimension, that is dimP (E) = dimMB(E) = inf{supi Ei : E ⊂ ∪∞

i=1dimB Ei },
where the Ei may be taken to be compact. The conclusion follows by applying Theorem
1.3 to countable coverings of E . ��

We also derive general lower bounds.

Theorem 1.6 (General lower bound). Let f be the distribution of a subcritical random
cascade. Let E ⊂ [0, 1] be non-empty and compact. Then almost surely

dimB f (E) ≥ dimB E

1 − E(log2 W )
, (1.5)

and, provided that additionally E(W p) < ∞ for some p > 2, then

dimB f (E) ≥ dimB E

1 − E(log2 W )
. (1.6)

Further, the same inequalities hold for critical random cascades under the additional
assumptions that E(W−t ) < ∞ for some t > 0 and E(W log2 W ) < ∞.

It should be noted that these upper and lower bounds are asymptotically equivalent
for small dimensions.
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Proposition 1.7 Let d ∈ (0, 1) and let s1 be the unique solution to

2d = 2s1

E(Ws1)
⇐⇒ d = s1 − log2 E(Ws1). (1.7)

Further, let

s2 = d

1 − E(log2 W )
⇐⇒ d = s2 − E(log2 W

s2). (1.8)

Then s1/s2 → 1 as d → 0.

Theorems 1.3 and 1.6, as well as Proposition 1.7 will be proved in Sect. 2.1.

1.2.2. Decreasing sequences with decreasing gaps To show that neither the expressions
in (1.4) nor (1.5)–(1.6) give the actual box dimensions of f (E) for many sets E , and
that the box dimension of the random image f (E) depends more subtly on E than just
on its dimension, we will consider sets formed by decreasing sequences that accumulate
at 0, and obtain the almost sure box dimensions of their images in our main Theorems
1.11 and 1.12. Let a = (an)n∈N be a sequence of positive reals that converge to 0. We
write Ea = {an : n ∈ N} ∪ {0}.

Given two sequences a and b of positive reals that are eventually decreasing and
convergent to 0 we say that b eventually separates a if there is some n0 ∈ N such that
for all n ≥ n0 there exists m ∈ N such that an+1 ≤ bm ≤ an . We will need this property,
which is preserved under strictly increasing functions, when comparing dimensions of
the images of sequences under the random function f . However,wefirst use it to compare
the box-counting dimensions of deterministic sets. The simple proofs of the following
two lemmas are given in Sect. 2.3.

Lemma 1.8 Let a = (an)n and b = (bn)n be strictly decreasing sequences convergent
to 0 such that b eventually separates a. Then

dimB Ea ≤ dimB Eb and dimB Ea ≤ dimB Eb.

We write Sp (p > 0) for the set of sequences a = (an)n convergent to 0 such that
− log an
log n → p. We say that the sequence a = (an)n is decreasing with decreasing gaps

if an ↘ 0 and an − an+1 is (not necessarily strictly) decreasing.

Lemma 1.9 Let a = (an)n ∈ Sp and b = (bm)m ∈ Sq be decreasing sequences with
decreasing gaps with 0 < q < p. Then b eventually separates a.

Of course, the most basic example of such sequences are the powers of reciprocals.
For p > 0 let a(p) = (n−1/p)n ∈ Sp and let

Ea(p) = {
0, 1, 1

2p ,
1
3p , . . .

} ∪ {0}.
We may compare a(p) with other sequences in Sp.

Corollary 1.10 Let a = (an)n ∈ Sp be a strictly decreasing sequence with decreasing
gaps such that (an)n ∈ Sp, where p > 0. Then

dimBEa = 1

p + 1
.
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Proof of Corollary 1.10 Clearlya(q) ∈ Sq forq > 0 and it iswell-known that dimBEa(q) =
1/(1 + q), see [12, Example 2.7]. If q1 < p < q2 then a(q1) eventually separates a and
a eventually separates a(q2), by Lemma 1.9, so by Lemma 1.8,

1

1 + q2
= dimB (Ea(q2)) ≤ dimB (Ea) ≤ dimB (Ea(q1)) = 1

1 + q1
,

with similar inequalities for upper box dimension. Sincewemay takeq1 andq2 arbitrarily
close to p, the conclusion follows. ��

1.2.3. Random images of decreasing sequences with decreasing gaps We aim to find
the almost sure dimension of f (Ea) for sequences Ea ∈ Sp (p > 0). To achieve this we
work with special sequences Eα ∈ S1/α for which dimB f (Eα) is more tractable, and
then extend these conclusions across the Sp using the eventual separation property.

Let α > 0 be a real parameter and let Eα ⊂ [0, 1] be the set given in terms of binary
expansions by

Eα = {
0.0k−11j000 · · · , for all k ∈ N, j ∈ {0, 1}�αk�} ∪ {0},

where 0m denotes m consecutive 0s and {0, 1}m represents all digit sets of length m of
0s and 1s. Equivalently, letting �α be the set of infinite strings

�α = {
0k−11j00 · · · ∈ {0, 1}N, for all k ∈ N, j ∈ {0, 1}�αk�} ∪ {000 . . . },

then Eα is the image of �α under the natural bijection π(i) = ∑∞
n=1 in/2

n where
i = i1i2 . . ., and we will identify such strings with binary numbers in the obvious way
throughout. Clearly, Eα consists of a decreasing sequence of numbers with decreasing
gaps, together with 0.

If the nth term in this sequence is αn = 0.0k−11j00 · · · ∈ Eα with j ∈ {0, 1}�αk�,
then 2−(k+1) < αn ≤ 2−k . Moreover,

2�(k−1)α� ≤ 2�α� + · · · + 2�(k−1)α� ≤ n ≤ 2�α� + · · · + 2�kα� ≤ 2(k+1)α.

Hence

k

(k + 1)α
≤ − log2 αn

log2 n
<

k + 1

�(k − 1)α� . (1.9)

k = 1

k = 2

k = 3

...

...
...

...

Fig. 1. The coding tree of Eα for α = 1. At every left-most level k node a full binary tree of height k branches
off
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Letting n → ∞ and thus k → ∞, it follows that (αn)n ∈ S1/α , so by Corollary 1.10
dimBEα = α/(1 + α).

We may think of the structure of a set E ⊂ [0, 1] as a tree formed by the hierarchy of
binary intervals that overlap E . The structure of Eα , with a ‘stem’ at 0 and a sequence
of full trees branching off this stem, see Fig. 1, makes it convenient for analysing the
box dimension of the random image f (Eα). To obtain the lower bound, we will require
a result on large deviations in binary trees that requires the additional assumptions that

E(Wt ) < ∞ for all t > 0 and E(W−u) < ∞ for some u > 0. (1.10)

The first condition implies that E(Wt logn W ) < ∞ for all t > 0, and in particular that
E(Wt ) is smooth for all t > 0. Applying the dominated convergence theorem, we can
compute the derivatives of the t-moments of W :

∂
∂t E(Wt ) = E

(
∂
∂t W

t) = E(Wt logW ) and ∂2

∂t2
E(Wt ) = E(Wt log2 W ) > 0.

We also note that

∂

∂t

(
E(Wt logW )

E(Wt )

)

= E(Wt log2 W )E(Wt ) − E(Wt logW )2

E(Wt )2
> 0, (1.11)

so in particularE(Wt logW )/E(Wt ) is strictly increasing in t ≥ 0, since, by the Cauchy-
Schwarz inequality, E(Wt log(W ))2 = E(Wt/2Wt/2 logW )2 < E(Wt )E(Wt log2 W ).

We can now state our main results.

Theorem 1.11 Let W be a positive random variable that is not almost surely constant
and satisfies (1.2) and (1.10). Let f be the randomhomeomorphism given by the (subcrit-
ical) multiplicative cascade with random variable W. Then, almost surely, the random
image f (Eα) has box-counting dimension

dimB f (Eα) = sup
x>0

1 + inf t>0
(
xt + log2 E(Wt )

)

1 + x + (1 − E(log2 W ))/α
(1.12)

for all α > 0. We note that we only require (1.10) for the lower bound in (1.12).

Thedimension formula is expressed in termsof theLegendre transformof the logarithmic
moment log2 E(Wt ). Figure 2 shows the logarithmicmoment and its Legendre transform
for a log-normally distributed W that satisfies our assumptions.

Fig. 2. A plot of the moments log2 E(Wt ) (left) along with its Legendre transform (right) for W having
log-normal distribution with variation σ 2 = 1
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The right hand side of (1.12) is strictly increasing and continuous in α, as we verify in
Lemma 2.3. Using this, and noting that the ‘eventually separated’ condition is preserved
under monotonic increasing functions, we may compare f (E1/p) with f (Ea), where
a ∈ Sp, to transfer this conclusion to more general sequences.

Theorem 1.12 Let W be a positive random variable that is not almost surely constant
and satisfies (1.2) and (1.10). Let f be the randomhomeomorphism given by the (subcrit-
ical) multiplicative cascade with random variable W. Then, almost surely, the random
images f (Ea) have box-counting dimension

dimB f (Ea) = sup
x>0

1 + inf t>0
(
xt + log2 E(Wt )

)

1 + x + (1 − E(log2 W ))p
, (1.13)

for all decreasing sequences with decreasing gaps a = (an) ∈ Sp and p > 0 simulta-
neously.

The formula in (1.13) clearly does not coincide with (1.3) which gives the Haus-
dorff dimension in [8] or the average box-counting dimension in [11]. In particular,
unlike Hausdorff dimension, the almost sure box-counting dimension of f (E) cannot
be found simply in terms of the box-counting dimension of E and the random variable
W underlying the f . One can easily construct a Cantor-like set E of box and Hausdorff
dimensions 1/(1 + p) with the almost sure box dimension of f (E) as the solution in
(1.3), see Corollary 1.4. But the set Ea(p) with a = (n−p)n also has box dimension
1/(1 + p) with the box dimension of f (Ea(p)) given by (1.13), so E and Ea(p) have
the same box dimension but with their random images having different box dimensions.
Thus the structure of the set and not just its box-counting dimension determine the image
dimension.

We obtain different dimension results for sets accumulating at 0 because we seek a
balance between the behaviour of products of the Wi along the ‘stem’ {0k}k∈N, which
grows like expE(logW ) (a ‘geometric’ mean), and that of the trees that branch off
this stem and grow like E(W ) (an ‘arithmetic’ mean). These different large deviation
behaviours are exploited in the proofs. The stark difference in these two behaviours was
analysed in detail in [24] in a different context.

On the other hand, homogeneous, or regular sets, have a structure resembling that of a
tree that grows geometrically and there is no ‘stem’ that distorts this uniform behaviour.

Finally we remark that Theorems 1.11 and 1.12 can be extended to critical cascades
in a similar fashion to our general bounds. We ommit details to avoid unneccesary
technicalities.

1.3. Specific W distributions The expressions for the box-counting dimension in
(1.13) and the lower and upper bounds above can be simplified or numerically estimated
for particular distributions of W . Most often considered is a log-normal distribution,
and we also examine a two-point discrete distribution, as was done for the Hausdorff
dimension of images in [8].

1.3.1. Log-normal W Let Ea be the set formed by the sequence a = a(p) ∈ Sp, and
let W be log-normally distributed with parameters μ, σ , that is W = exp X where
X = N (μ, σ 2). The condition that E(W ) = 1 requires μ = −σ 2/2 and we can
compute γ = −E(log2 W ) = −μ/ log 2 = σ 2/ log 4. The standing condition that
E(W log2 W ) < 1 can be shown to be equivalent to σ 2 < log 4. Further, the conditions
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in (1.2) and (1.10) can easily be checked. Let S1(p) and S2(p) be the general lower and
upper bound given by Theorems 1.6 and 1.3, respectively, for these W . Then,

S1(p) = 1

(1 + p)(1 + σ 2

log 4 )
.

Noting that

E(Wt ) = exp
(

σ 2

2 t (t − 1)
)
,

we can calculate the upper bound since (1.4) becomes the quadratic

dimBEa − S2(p) = σ 2

log 4
S2(p)(1 − S2(p)).

To compute the almost sure dimension of f (Ea), first note that for x ≥ γ the infimum
in the numerator of the dimension formula (1.13) is zero. For x ∈ (0, γ ) the infimum
occurs at t0 where

0 = ∂
∂t

∣
∣
∣
t=t0

xt + log2 E(Wt ) = x + (2t0 − 1)
σ 2

log 4
giving t0 = 1

2

(

1 − x

γ

)

giving

inf
t>0

(xt + log2 E(Wt )) = x

2

(

1 − x

γ

)

− γ

4

(

1 − x

γ

) (

1 +
x

γ

)

= x

2
− x2

4γ
− γ

4

= − (x − γ )2

4γ

for x < γ and 0 otherwise. Notice in particular that the infimum is clearly continuous
at x = γ . We obtain

dimB f (Ea) = sup
0<x<γ

1 − (x − γ )2/(4γ )

1 + x + (1 + γ )p

Differentiating the right hand side with respect to x gives

γ (γ + 2p (1 + γ ) − 2) − x2 − 2x (1 + p + pγ )

4γ (1 + p + x + pγ )2
.

Equating thiswith 0 and solving for x gives two solutions since the numerator is quadratic
and the denominator is non-zero for 0 < x < γ . Only one solution of the quadratic is
positive so

dimB f (Ea) = 1 − (x0 − γ )2/(4γ )

1 + x0 + (1 + γ )p
,

where

x0 =
√

(1 + p + pγ )2 + 2pγ + γ 2 + 2pγ 2 − 2γ − pγ − p − 1.

Figure 3 contains a plot of the almost sure dimension of f (Ea(p)) with W being log-
normally distributed for parameter σ = log 4 − 1

100 , chosen to give clearly visible
separation between the dimension and the general bounds.
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Fig. 3. A plot of S1(p) ≤ dimB f (Ea) ≤ S2(p) for 0 < p < 3 and 3 < p < 5, where W is a log-normal
random variable with parameters σ = log 4 − 1/100

0.5 1.0 1.5 2.0 2.5 3.0

0.2

0.4

0.6

0.8

1.0

3.5 4.0 4.5 5.0

0.045

0.050

0.055

0.060

0.065

0.070

Fig. 4. A plot of S1(p) ≤ dimB f (Ea) ≤ S2(p) for 0 < p < 3 and 3 < p < 5, whereW is a discrete random
variable with W = 1

100 and W = 199
100 occurring with equal probability

1.3.2. Discrete W Again, Ea be the set formed by the sequence a = a(p) ∈ Sp. Fix a
parameter ξ ∈ (0, 1) and letW be the randomvariable satisfyingP(W = 1−ξ) = 1/2 =
P(W = 1 + ξ). Clearly, E(W ) = 1 and our assumptions follow by the boundedness of
W . The geometric mean is γ = −E(log2 W ) = − log2

√
1 − ξ2 and Theorem 1.6 gives

the lower bound

S1(p) := 1

(1 + p)(1 − log2
√
1 − ξ2)

.

The upper bound S2(p) from Theorem 1.3 is implicitly given by

21/(1+p) = 2S2(p)

1
2 (1 − σ)S2(p) + 1

2 (1 − σ)S2(p)
.

The functions S1(p) ≤ dimB f (Ea) ≤ S2(p) for ξ = 99
100 are plotted in Fig. 4.

We were unable to find a closed form for dimB f (Ea) from (1.13) and the figure was
produced computationally.

2. Proofs

2.1. General bounds In this section we prove Theorems 1.3 and 1.6 giving almost
sure bounds for dimB f (E) and dimB f (E) for a general set E ⊂ [0, 1].
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2.1.1. General upper bound We establish Theorem 1.3 by estimating the expected num-
ber of intervals Ii such that f (Ii) intersects f (E) and | f (Ii)| ≥ r , to provide an almost
sure bound for this number which we relate to the upper box-counting dimension of
f (E).

Proof of Theorem 1.3 First consider μ to be a subcritical cascade measure. Let d >

dimB E and let 0 < t ≤ 1 satisfy

2−t2dE(Wt ) < 1. (2.14)

Let k ≥ 0 and 0 < r ≤ 1. For each Ii ∈ Ik , Markov’s inequality gives

P{| f (Ii)| ≥ r} = P{2−kWi1Wi1,i2 · · ·WiL i ≥ r}
≤ E(2−ktW t

i1W
t
i1,i2 · · ·Wt

i L
t
ir

−t )

= 2−kt
E(Wt )k E(Lt )r−t . (2.15)

We estimate the expected number of dyadic intervals with image of length at least r . For
each k ∈ N, let Jk be the set of intervals in Ik that intersect E and let N2−k (E) = #(Jk)

be the number of such intervals, so N2−k (E) ≤ 2dk for all sufficiently large k. Let

Ar
k = {i : Ii ∈ Jk : | f (Ii)| ≥ r}.

From (2.15), the fact that E(Lt ) ≤ E(L) = 1, and that P{| f (Ii)| ≥ r} ≤ 1,

E(#Ar
k) ≤ 2dk min

{
1, 2−kt

E(Wt )kr−t}.

Let k0 be the least integer such that

2−t
E(Wt ) ≤ 2−k0tE(Wt )k0r−t < 1. (2.16)

Then

E

( ∞∑

k=0

#Ar
k

)
≤

∞∑

k=0

2dk min
{
1, 2−kt

E(Wt )kr−t}

≤
k0∑

k=0

2dk +
∞∑

k=k0+1

2dk2−kt
E(Wt )kr−t

≤ c1 2
dk0

≤ c1 (2tE(Wt )−1)k0

≤ c1 r
−t , (2.17)

where we have used (2.14) and (2.16), and where c1 does not depend on k ≥ 0 or
0 < r ≤ 1.

Note that, for 0 < r < 1, the image set f (E) is covered by the disjoint intervals
{ f (Ii)}i∈Sr where Sr = {Ii ∈ Jk : | f (Ii)| < r, | f (Ii−)| ≥ r}, with i− = i1, . . . , ik−1 if
i = i1, . . . , ik . We denote by N ′

r (F) the minimal number of intervals of lengths at most
r that intersect the set F . Then

N ′
r ( f (E)) ≤ #Sr ≤ 2

∞∑

k=0

#Ar
k, (2.18)
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since each interval f (Ii) with i ∈ Sr has a parent interval f (Ii−) with | f (Ii−)| ≥ r with
at most two such f (Ii) having a common parent interval.

We now sum over a geometric sequence of r = 2−n . Let ε > 0. From (2.18) and
(2.17)

E
(
N ′
2−n ( f (E))

)
2−nt−nε ≤ 2c32

−nε,

so

E

( ∞∑

n=1

N ′
2−n ( f (E))2−nt−nε

)
≤ 2c3

∞∑

n=1

2−nε < ∞.

Hence, almost surely, N ′
2−n ( f (E))2−nt−nε is bounded in n, so from the definition of

box-counting dimension, noting that it is enough to take the limit through a geometric
sequence r = 2−n → 0, we conclude that dimB f (E) ≤ t + ε for all ε > 0. Since ε

is arbitrary dimB f (E) ≤ t . We may let d ↘ dE = dimB E and correspondingly let
t ↗ s with t satisfying (2.14), where s is given by (1.4), recalling that t �→ 2tE(Wt )−1

is increasing and continuous. Thus almost surely dimB f (E) ≤ s where s satisfies (1.4).
Ifμ is the critical cascade measure, the proof follows similarly. We can first estimate

P{| f (Ii)| ≥ r} = P{√k · 2−kWi1Wi1,i2 · · ·WiL i ≥ r}
≤ E(kt/2 · 2−ktW t

i1W
t
i1,i2 · · ·Wt

i L
t
ir

−t )

= kt/22−kt
E(Wt )k E(Lt )r−t .

Noting that E(Lt ) < ∞ for t ∈ [0, 1), see [16, Theorem 1.5] or [5, Equation (26)],
gives

E(#Ar
k) ≤ C2dk min

{
1, kt/22−kt

E(Wt )kr−t} ≤ Ckt/22dk min
{
1, 2−kt

E(Wt )kr−t}

for some constant C > 0 and one obtains an additional subexponential contribution to
the expected covering number. The rest of the proof follows in much the same way and
details are left to the reader. ��

2.1.2. General lower bound For the lower bound, Theorem 1.6, we note that, by the
strong law of large numbers,

1

k
log(W
1W
2 · · ·W
k ) → E(logW )

almost surely, where the W
i are independent with the distribution of W . This enables
us to deduce that a significant proportion of the intervals f (Ii) that intersect f (E)

must be reasonably large. Further, since we are taking logarithms we can ignore any
subexponential growth which in particular means that also

1

k
log(

√
kW
1W
2 · · ·W
k ) → E(logW )

almost surely.
We will use the following two lemmas.
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Lemma 2.1 Let 0 < p ≤ 1 and let X1, . . . , Xn be events such that P(Xi ) ≥ p for all
1 ≤ i ≤ n. Let 0 < λ < p. Then

P{at least λn of the Xi occur} ≥ p − λ

1 − λ
. (2.19)

Note that there is no independence requirement on the Xi .

Proof Let Y be the event {at least λ n of the Xi occur} and let P(Y ) = ρ. By the law of
total expectation

pn ≤ E(#i : Xi occurs) = E(#i : Xi occurs|Y )ρ + E(#i : Xi occurs|Y c)(1 − ρ)

≤ nρ + λn(1 − ρ).

Hence p ≤ ρ + λ(1 − ρ) giving (2.19). ��
The following lemma can be derived from Hoeffding’s inequality.

Lemma 2.2 Let (Xi ) be a sequence of i.i.d. binomial random variables with P(Xi =
1) = p and P(Xi = 0) = 1 − p. Then,

P

( N∑

i=1

Xi ≥ 1
2 pN

)

≥ 1 − exp
(
1
2 p

2N
)

and

P

( N∑

i=1

(1 − Xi ) ≥ (1 − 1
2 p)N

)

≤ exp
(
− 1

2 p
2N

)
.

Proof Hoeffding’s inequality states that for any sequence of independent random vari-
ables Yi with ai ≤ Yi ≤ bi and for t > 0,

P

( N∑

i=1

(Yi − E(Yi )) ≥ t

)

≤ exp

(

− 2t2
∑N

i=1(bi − ai )2

)

.

Thus,

P

( N∑

i=1

Xi ≥ 1
2 pN

)

≥ P

( N∑

i=1

(Xi − p) > 1
2 pN − pN

)

= P

( N∑

i=1

(Xi − E(Xi )) > − 1
2 pN

)

= 1 − P

( N∑

i=1

(−Xi − E(−Xi )) ≥ 1
2 pN

)

≥ 1 − exp

(

− 2((1/2)pN )2

∑N
i=1 1

)

= 1 − exp
( − 1

2 p
2N

)
,

where we have applied Hoeffding’s inequality with Yi = −Xi ,t = 1
2 pN ,ai = −1 and

bi = 0.
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For the second inequality we similarly obtain

P

( N∑

i=1

(1 − Xi ) ≥ (1 − 1
2 p)N

)

= P

(

(1 − p)N +
N∑

i=1

(−Xi ) − E(−Xi ) ≥ (1 − 1
2 p)N

)

= P

( N∑

i=1

(−Xi ) − E(−Xi ) ≥ 1
2 pN

)

≤ exp
(
− 1

2 p
2N

)
.

��
Proof of Theorem 1.6 Write d = dimB E and let ε > 0. Then, for each i = i1, i2, . . . ∈
{0, 1}N, by the strong lawof largenumbers, 1k log(2

−kWi1Wi1,i2 · · ·Wi1,...ik ) → E(logW )−
log 2 almost surely, so there is some k0 ∈ N such that

P
{
2−kWi1Wi1,i2 · · ·Wi1,...ik ≥ 2−k(1−E(log2 W )+ε)

} ≥ 3
4

for all k ≥ k0. As L i has the distribution of L , there exists τ > 0 such that P{L i ≥ τ } =
P{L ≥ τ } ≥ 3

4 . Since | f (Ii)| = 2−kWi1Wi1,i2 · · ·Wi1,...ik L i, and L i is independent of
{Wi1 , . . . ,Wi1,...ik },

P
{| f (Ii)| ≥ τ2−k(1−E(log2 W )+ε)

} ≥ 1
2 (2.20)

for each i ∈ {0, 1}k if k ≥ k0.
The same argument can be repeated for the critical case. Here, the strong law of large

numbers gives 1
k log(

√
k2−kWi1Wi1,i2 · · ·Wi1,...ik ) → E(logW ) − log 2 almost surely

and so for k large enough,

P
{√

k2−kWi1Wi1,i2 · · ·Wi1,...ik ≥ 2−k(1−E(log2 W )+ε)
} ≥ 3

4 .

Again Li is equal to L in distribution and there exists τ > 0 such that P{L ≥ τ } ≥ 3
4 .

We can now conclude that (2.20) also holds in the critical case.
For each k ∈ N, let Jk be the set of intervals in Ik that intersect E , and let #(Jk)

be the number of such intervals. By the definition of upper box-counting dimension
#(Jk) ≥ 2k(d−ε) for infinitely many k; write K for this infinite set of k ≥ k0. Applying
Lemma 2.1 to the intervals Ii ∈ Jk , taking p = 1

2 and λ = 1
4 ,

P
{| f (Ii)| ≥ τ2−k(1−E(log2 W )+ε) for at least 1

42
k(d−ε) of the Ii ∈ Jk

} ≥ 1
3 , (2.21)

for all k ∈ K .
Let N ′

r (F) be the maximum number of disjoint intervals of lengths at least r that in-
tersect a set F .Write rk = 2−k(1−E(log2 W )+ε) for each k ∈ N. From (2.21), N ′

rk ( f (E)) ≥
1
42

k(d−ε) with probability at least 13 for each k ∈ K , so with probability at least 13 it holds
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for infinitely many k ∈ K . It is easy to see that an equivalent definition of upper box-
counting dimension is given by dimB F = limr→0 log2 N

′
r (F)/ log2(1/r). It is enough

to evaluate this limit along the geometric sequence r = rk , so

dimB f (E) = lim
k→∞

log2 N
′
rk (F)

− log2 rk
≥ (d − ε)

(1 − E(log2 W ) + ε)
,

with probability at least 1
3 , and therefore with probability 1, since dimB f (E) ≥ s is a

tail event for all s. Since ε > 0 is arbitrary, (1.5) follows.
For the lower box dimensions for subcritical cascades, we let d = dimB E , which

we may assume to be positive, and 0 < ε < d. We need an estimate on the rate of
convergence in the laws of large numbers: if E(|X |p) < ∞ for some p > 2 then

∞∑

k=1

P

{∣
∣
∣

k∑

i=1

Xi − kμ
∣
∣
∣ > kε

}
< ∞; (2.22)

this follows, for example, from estimates of Baum and Katz (taking t = p and r = 2 in
[7, Theorem 3(b)]). For i = i1, i2, . . . ∈ {0, 1}N write

Pk = P
{
2−kWi1Wi1,i2 · · ·Wi1,...ik < 2−k(1−E(log2 W )+ε)

}

= P

{ k∑

i=1

log2 Wi|k − kE(log2 W ) < −kε
}
;

noting that Pk is independent of i. By (2.22)
∑∞

k=1 Pk < ∞. For each i ∈ {0, 1}k let Ei
be the event

Ei = {
2−kWi1Wi1,i2 · · ·Wi1,...,ik ≥ 2−k(1−E(log2 W )+ε)

}
,

so P(Ei) = 1 − Pk .
For each k ∈ N, letJk be the set of intervals in Ik that intersect E , so there is a number

k0 such that if k ≥ k0 then #(Jk) ≥ 2k(d−ε). Fixing k ≥ k0, letEk = {i ∈ Jk : Ei occurs},
which depends only on {Wi : |i| ≤ k}. By Lemma 2.1,

P
{
#(Ek) ≥ 1

22
k(d−ε)

} ≥ 1 − Pk − 1
2

1 − 1
2

= 1 − 2Pk .

The random variables {L i : i ∈ Ik} are independent of {Wi : |i| ≤ k} and of each
other. Let P{L i ≥ 1} = P{L ≥ 1} = p > 0. Conditional on

{
#(Ek) ≥ 1

22
k(d−ε)

}
, a

standard binomial distribution estimate, which follows from Hoeffding’s inequality (see
Lemma 2.2), gives that

P
{
#(i ∈ Ek : L i ≥ 1) ≥ 1

2 p #(Ek)
} ≥ 1 − exp

( − 1
2 p

2#(Ek)
) ≥ 1 − exp

( − 1
4 p

22k(d−ε)
)
.

Hence, unconditionally, for each k,

P

{
#
(
i ∈ Ik : | f (Ii)| ≥ 2−k(1−E(log2 W )+ε)

) ≥ 1
4 p2

k(d−ε)
}

≥ P

{
#
(
i ∈ Ik : 2−kWi1Wi1,i2 · · ·Wi ≥ 2−k(1−E(log2 W )+ε) and L i ≥ 1

) ≥ 1
4 p2

k(d−ε)
}

≥ (1 − 2Pk)
(
1 − exp

( − 1
4 p

22k(d−ε)
))

≥ 1 − 2Pk − exp
( − 1

4 p
22k(d−ε)

)
.
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Since
∑∞

k=1 2Pk < ∞ and
∑∞

k=1 exp
( − 1

4 p
22k(d−ε)

)
< ∞, the Borel-Cantelli lemma

implies that, with probability one,

#
{
i ∈ Ik : | f (Ii)| ≥ 2−k(1−E(log2 W )+ε)

} ≥ 1
4 p2

k(d−ε)

for all sufficiently large k. As in the upper dimension part, but taking lower limits, it
follows that dimB f (E) ≥ (d − ε)(1 − E(log2 W ) + ε) for all ε > 0, giving (1.6).

For the lower box dimensions and critical cascades we note that

Pk = P
{√

k · 2−kWi1Wi1,i2 · · ·Wi1,...ik <
√
k · 2−k(1−E(log2 W )+ε)

}
.

Following the same argument as above with the additional
√
k term we conclude that

#
{
i ∈ Ik : | f (Ii)| ≥ √

k · 2−k(1−E(log2 W )+ε)
} ≥ 1

4 p2
k(d−ε)

for sufficiently large k. Again, taking lower limits and noting that 1
k log

√
k → 0 we get

the required lower bound for critical cascades. ��

2.1.3. Asymptotic behaviour

Proof of Proposition 1.7 Solving (1.8) for d and substituting in (1.7) gives

s2(1 − E(log2 W )) = s1 − log2 E(Ws1).

Rearranging gives

s1
s2

= 1 − E(log2 W )

1 − log2 E(Ws1)1/s1
= log 2 − E(logW )

log 2 − logE(Ws1)1/s1
.

Note that s1, s2 → 0 as d → 0. Recall that our assumptions imply E(logW ) < log 2
and E(Wt ) < ∞ for all t ∈ [0, 1]. It is well-known that the power means converge to
the geometric mean, i.e. E(Ws1)1/s1 → expE(logW ). Combining this with the above
means that s1/s2 → 1 as required. ��
2.2. Box dimension of images of decreasing sequences We now proceed to the sub-
stantial proof of Theorems 1.11 from which we easily deduce Theorem 1.12. First, the
following lemma notes some properties of the expressions that occur in (1.12) and (1.13),
in particular it follows that they are continuous in α and p respectively (for example, the
right hand side of (1.12) is φ

(
(1 + γ )/α)

)
with φ as in (2.23)).

Lemma 2.3 (a) For x ≥ 0 let

ψ(x) := inf
t≥0

(
xt + log2 E(Wt )

)
.

If x ≥ γ this infimum is attained at t = 0. If x ∈ (0, γ ) the infimium is attained at
t ∈ (0, 1). Furthermore ψ(x) is continuous for x ≥ 0.

(b) For β ≥ 0 let

φ(β) = sup
x>0

1 + inf t>0
(
xt + log2 E(Wt )

)

1 + x + β
. (2.23)

Then φ is strictly decreasing and continuous in β.
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Proof (a) Let gx (t) = xt +log2 E(Wt ) for x ≥ 0 and t ≥ 0. Then g′′
x (t) > 0 by (1.11) so

gx is a strictly convex function. Also g′
x (t) = x + E(Wt log2 W )

E(Wt )
, so in particular, g′

x (0) =
x +E(log2 W ) = x−γ and g′

x (1) = x +E(W log2 W ) > x +E(W ) log2 E(W ) = x > 0,
by Jensen’s inequality and thatW is not almost surely constant, so the conclusions in (a)
on the infimum follows. The function ψ is continuous for x ≥ 0 since it is the Legendre
transform of the twice continuously differentiable strictly convex function log2 E(Wt ).

(b) Now consider the function

η(x, β) = 1 + ψ(x)

1 + x + β
, (x ∈ [0, γ ], β ≥ 0),

which is continuous for (x, β) ∈ [0,∞)×[0, γ ], andnote thatφ(β) = supx∈[0,γ ] η(x, β).
Since the supremum in φ(β) is over a bounded interval, it is an exercise in basic analysis
to see that φ is continuous in β and that, since η(x, β) is strictly decreasing in β for each
x , φ is strictly decreasing. ��

2.2.1. Upper bound for dimB f (Eα) Throughout this section, the distribution of W ,
and so γ = −E(log2 W ), are fixed, as is α > 0.

First we bound the expected number of intervals of length at most r needed to cover
the part of f (Eα ∩ [2−k, 2−k+1]) by bounding the expected number of dyadic intervals
Ii in [2−k, 2−k+1] that intersect E such that | f (Ii)| ≥ r .

Lemma 2.4 Let 0 < ε < γ . Let k ∈ N and suppose that W0W00 . . .W0k−1 ≤
a2−(k−1)(γ−ε) for some a > 0. Then for all 0 < t < 1, there exists ct > 0 such
that

E
(
Nr ( f (E

α ∩ [2−k, 2−k+1]))) ≤ ctr
−t2−kt (1+γ−ε)

(
21−t

E(Wt )
)αk + k (2.24)

for all 0 < r < 1. The numbers ct may be taken to vary continuously in t ∈ (0, 1) and
do not depend on ε, k or r .

Proof We bound from above the expected number of dyadic intervals Ii which intersect
Eα ∩ [2−k, 2−k+1] such that | f (Ii)| ≥ r . We split these intervals into three types.

(a) There are k intervals I∅, I0, I00, . . . , I0k−1 which cover Eα ∩[2−k, 2−k+1] to give the
right-hand term of (2.24).

(b) Consider Ii of the form i = 0k−11j where j ∈ {0, 1} j and 0 ≤ j = |j| ≤ �αk�. Then
P
(| f (Ii)| ≥ r

) = P
(
2−(k+ j)W0W00 . . .W0k−1W0k−11W0k−11 j1 . . .W0k−11 j1... j j L i ≥ r

)

≤ P
(
2−(k+ j)a2−(k−1)(γ−ε)W0k−11W0k−11 j1 . . .W0k−11 j1... j j L i ≥ r

)

≤ atr−t2−(k+ j)t2−(k−1)(γ−ε)t
E

(
Wt

0k−11W
t
0k−11 j1

. . .Wt
0k−11 j1... j j

Lt
i

)
(2.25)

= (
at2(γ−ε)t

E(Wt )E(Lt )
)
r−t2−kt (1+γ−ε)

(
2−t

E
(
Wt )

) j (2.26)

where we have raised the condition to power t and used Markov’s inequality and the
independence of the W s and L i. Hence for each 0 < j ≤ �αk�,

E
(
#i : i = 0k−11j, |j| = j and | f (Ii)| ≥ r

) = 2 j
P
(| f (Ii)| ≥ r

)

≤ bt r
−t2−kt (1+γ−ε)

(
21−t

E
(
Wt )

) j

(2.27)
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using (2.26), where bt = at2γ t
E(Wt )E(Lt ). Since 1 < 21−t

E
(
Wt ) < 2 for t ∈

(0, 1), we can sum (2.27) over 0 ≤ j ≤ �αk� to get

E
(
#i : i = 0k−11j, 0 ≤ |j| ≤ �αk� and | f (Ii)| ≥ r

)

≤ b′
t r

−t2−kt (1+γ−ε)
(
21−t

E
(
Wt )

)�αk�
, (2.28)

where b′
t = bt/

(
1 − (2t−1

E(Wt )−1)
)
. Note that b′

t is continuous on (0, 1).
(c) Now consider Ii of the form i = 0k−11j0
 where j ∈ {0, 1}�αk� and 1 ≤ 
 < ∞.

Then, as in case (b) but including the terms for levels k + �αk� + 
, we get, just as in
(2.25),

P
(| f (Ii)| ≥ r

)

≤ atr−t2−(k+�αk�+
)t2−(k−1)(γ−ε)t

· E
(
Wt

0k−11W
t
0k−11 j1

. . .Wt
0k−11jW

t
0k−11j0W

t
0k−11j00 . . .Wt

0k−11j0
L
t
i

)

= (
at2(γ−ε)t

E(Wt )E(Lt )
)
r−t2−kt (1+γ−ε)

(
2−t

E
(
Wt )

)�αk�+

. (2.29)

Hence for each 1 ≤ 
 < ∞,

E
(
#i : i = 0k−11j0
, |j| = �αk� and | f (Ii)| ≥ r

) = 2�αk�
P
(| f (Ii)| ≥ r

)

≤ bt r
−t2�αk�2−kt (1+γ−ε)

(
2−t

E
(
Wt )

)�αk�+
 (2.30)

using (2.29), where bt = at2γ t
E(Wt )E(Lt ) as above. Since 1

2 ≤ 2−t
E

(
Wt ) < 1 we

can sum (2.30) over 1 ≤ 
 < ∞ to get

E
(
#i : i = 0k−11j0
, |j| = �αk�, 
 ≥ 1 and | f (Ii)| ≥ r

)

≤ bt r
−t2�αk�2−kt (1+γ−ε)

(
2−t

E
(
Wt )

)�αk�+1/(
1 − 2−t

E
(
Wt )

)

≤ b
′′
t r

−t2−kt (1+γ−ε)
(
21−t

E
(
Wt )

)�αk� (2.31)

where b
′′
t = bt (2−t

E
(
Wt ))/

(
1 − 2−t

E
(
Wt )

)
is continuous in t .

For 0 < r < 1, let J (r) be the collection of all intervals Ii of the form considered in
(a),(b),(c) above that intersect Eα and such that | f (Ii−)| ≥ r and | f (Ii)| < r , where if
i = i1i2 . . . i j then i− = i1i2 . . . i j−1, so the intervals f (Ii) with i ∈ J (r) have length at
most r and cover f (Eα ∩[2−k, 2−k+1]). Each Ii ∈ J (r) has a ‘parent’ interval I−

i with at
most two intervals inJ (r) having a common parent interval. These parent intervals have
| f (Ii−)| ≥ r and are included in those counted in (a),(b),(c) so Nr ( f (Eα∩[2−k, 2−k+1]))
is bounded above by twice this number of intervals.

Hence, combining (a), (2.28) and (2.31) we obtain (2.24), where ct = 2max{b′
t , b

′′
t }

is continuous on (0, 1) and we can replace �αk� by αk. ��
By writing r in an appropriate form relative to 2−k , we can bound the expectation in

the previous lemma by r raised to a suitable exponent. Note that in the following lemma
we have to work with the infimum over [t1, t2] where 0 < t1 < t2 < 1 in order to get a
uniform constant c(t1, t2). At the end of the proof of Proposition 2.6 we show that the
infimum can be taken over t > 0.
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Lemma 2.5 Let0 < ε < γ . Let k ∈ Nand suppose thatW0W00 . . .W0k−1 ≤ a2−(k−1)(γ−ε)

for some a > 0. Then for all 0 < t1 < t2 < 1, there exists c(t1, t2) > 0, independent of
k, r and ε, such that, provided that t2(ε) := 1/(1 + (1 + γ − ε)/α) < t2 < 1,

E
(
Nr ( f (E

α ∩ [2−k, 2−k+1]))) ≤ c(t1, t2)r
−φ(t1,t2,ε) + k (2.32)

for all 0 < r < 1, where

φ(t1, t2, ε) = sup
x>0

1 + inf t∈[t1,t2]
(
xt + log2 E(Wt )

)

1 + x + (1 + γ − ε)/α
.

Proof In Lemma 2.4 ct is continuous and positive on (0, 1), so let c(t1, t2) =
supt∈[t1,t2] ct > 0. For 0 < r < 1 and k ∈ N define xk(r) > −1 − (1 + γ − ε)/α

by

r = 2−k(α(1+xk (r))+(1+γ−ε)). (2.33)

We bound the right hand side of (2.24) using (2.33). For t ∈ [t1, t2],
log2

(
r−t2−kt (1+γ−ε)

(
21−t

E(Wt )
)αk)

= log2(r
−t ) − kt (1 + γ − ε) + αk(1 − t + log2 E(Wt ))

= kt
(
α(1 + xk(r)) + (1 + γ − ε)

) − kt
(
1 + γ − ε

)
+ αk

(
1 − t + log2 E(Wt )

)

= αk
(
1 + xk(r)t + log2 E(Wt )

)

Changing the base of logarithms to 1/r and taking the infimum over t ∈ [t1, t2],
log1/r

(
inf

t∈[t1,t2]
(
r−t2−kt (1+γ−ε)

(
21−t

E(Wt )
)αk)

)

≤ αk
(
1 + inf

t∈[t1,t2]
(xk(r)t + log2 E(Wt ))

)/(
k(α(1 + xk(r)) + (1 + γ − ε))

)

= (
1 + inf

t∈[t1,t2]
(xk(r)t + log2 E(Wt ))

)/(
1 + xk(r) + (1 + γ − ε)/α

)

≤ φ(t1, t2, ε).

Inequality (2.32) now follows from (2.24) by taking the supremum over x ≡ xk(r) >

−1 − (1 + γ − ε)/α. If x ≤ 0,

1 + inf t∈[t1,t2](xt + log2 E(Wt ))

1 + x + (1 + γ − ε)/α
≤ 1 + xt2 + log2 E(Wt2)

1 + x + (1 + γ − ε)/α
≤ 1 + 0t2 + log2 E(Wt2)

1 + 0 + (1 + γ − ε)/α
,

since, by calculus, the middle term is increasing in x for −1 − (1 + γ − ε)/α < x ≤ 0,
provided that t2(ε) < t2 < 1, so it is enough to take the supremum over x > 0. ��

It remains to sum the estimates in Lemma 2.5 over 1 ≤ k ≤ K for an appropriate K
and make a basic estimate to cover f (Eα ∩ [0, 2−K ])). The Borel-Cantelli lemma leads
to a suitable bound for Nr ( f (Eα)) for all sufficiently small r , and finally we note that
the infimum can be taken over t > 0.

Proposition 2.6 Let α > 0. Under the assumptions in Theorem 1.11, but without the
need for (1.10), almost surely,

dimB( f (Eα)) ≤ sup
x>0

1 + inf t>0
(
xt + log2 E(Wt )

)

1 + x + (1 + γ )/α
. (2.34)
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Proof Let 0 < ε < γ and let 0 < t1 < t2 < 1with t2(ε) < t2,where t2(ε) is as inLemma
2.5.By the strong lawof large numbers, (W0W00 . . .W0k )

1/k → 2γ as k → ∞, so almost
surely there exists a random number A > 0 such that W0W00 . . .W0k ≤ A 2−k(γ−ε) for
all k ∈ N. We condition on {W0 j : j ∈ N} and let A be this number.

Given 0 < r < 1/2, set K = �log2(1/r)�. Then, covering by intervals of lengths
1/r ,

E
(
Nr ( f (E

α ∩ [0, 2−K ]))) ≤ E
(
r−12−KW0W00 . . .W0K L0K

)

≤ r−12−K A 2−K (γ−ε)
E(L0K )

≤ A r−121+γ−εr1+γ−ε
E(L)

= A 21+γ−ε
E(L) rγ−ε.

Thus, using Lemma 2.5, taking a as this random A and the same ε,

E
(
Nr ( f (E

α ∩ [0, 1])))

≤ E
(
Nr ( f (E

α ∩ [0, 2−K ]))) +
K∑

k=1

E
(
Nr ( f (E

α ∩ [2−k, 2−k+1])))

≤ A 21+γ−ε
E(L) rγ−ε + Kc(t1, t2)r

−φ(t1,t2,ε) + K 2

≤ A 21+γ−ε
E(L) rγ−ε + log2(1/r)c(t1, t2)r

−φ(t1,t2,ε) + (log2(1/r))
2

= O
(
r−φ(t1,t2,ε) log2(1/r)

)

for small r . Hence, conditional on {W j
0 : j ∈ N}, almost surely,

P
(
Nr ( f (E

α ∩ [0, 1])) ≥ r−φ(t1,t2,ε)−δ
) ≤ r δ/2

for r sufficiently small, using Markov’s inequality, so the Borel-Cantelli lemma taking
r = 2−n gives that Nr ( f (Eα ∩ [0, 1])) ≤ r−φ(t1,t2,ε)−δ for all sufficiently small r ,
almost surely.

We conclude that, almost surely, for all 0 < t1 < t2 < 1 with t2(ε) < t2,

dimB( f (Eα)) ≤ sup
x>0

1 + inf t∈[t1,t2]
(
xt + log2 E(Wt )

)

1 + x + (1 + γ − ε)/α
+ δ (2.35)

for all δ > 0. For 0 < τ < min{1/2, 1 − t2(ε)},

inf
t∈[τ,1−τ ](xt + log2 E(Wt )) ≤ inf

t∈[0,1](xt + log2 E(Wt )) + (x + M)τ,

where M is the maximum of the derivative of E(Wt ) over [0, 1]. Substituting this in the
numerator of (2.35) with t1 = τ and t2 = 1 − τ , and noting that (x + M)/

(
1 + x + (1 +

γ − ε)/α
)
is bounded for x > 0, we may let τ ↘ 0, so that we may take the infima

over t ∈ [0, 1] in (2.35) and thus over t > 0 using Lemma 2.3(a). We may then let
δ ↘ 0 in (2.35) and finally let ε ↘ 0, using the continuity in ε from Lemma 2.3(b), to
get (2.34). ��
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2.2.2. Lower bound for dimB f (Eα) To obtain the lower bound of Theorem 1.11 we
establish a bound on the distribution of the products Wi1 . . .Wi1...in of independent
random variables on a binary tree. We will use a well-known relationship between the
free energy of the Mandelbrot measure that goes back to Mandelbrot [22] and has been
proved in a very general setting in Attia and Barral [2].

Proposition 2.7 (Attia andBarral [2])Let X be a randomvariablewith finite logarithmic
moment function �(q) = logE(eqX ) for all q ≥ 0. Write R(x) = infq∈R(�(q) − xq)

for the rate function and assume that �(q) is twice differentiable for q > 0. If {X i :
i ∈ ∪∞

j=1{0, 1} j } are independent and identically distributed with the distribution of X,
then,

lim
ε→0

lim
n→∞

1

n
log2 #

{
i ∈ {0, 1}n :

n∑

j=1

Xi1...i j ∈ [n(x − ε), n(x + ε)]
}

= 1 +
R(x)

log 2
.

We refer the reader to the well-written account of the history of this statement in [2],
where Proposition 2.7 is a special case of their Theorem 1.3(1), see in particular (1.1)
and situation (1) discussed in [2, page 142]. Note that the application of this theorem
requires the strongest assumptions thus far on the random variable W .

We derive a version of this Proposition suited to our setting.

Lemma 2.8 Let ε, δ > 0 and 0 < q0 < 1, and choose 0 < x < γ such that
inf t>0

(
21+xtE(Wt )

)
> 1. Then there exists n0 ∈ N such that

P

(

#
{
i ∈ {0, 1}n : Wi1 . . .Wi1...in ≥ 2−(x+δ)n

}

≥ 2− ε n
(
inf
t>0

(
21+xtE(Wt )

))n
for all n ≥ n0

)

≥ q0. (2.36)

Proof Using Proposition 2.7 with X = log2 W , �(t) = logE(et log2 W ) = log2 E(Wt ),
R(x) = inf t∈R

(
log2 E(Wt ) − xt

)
, and replacing x by −x , we see that almost surely,

lim
δ→0

lim
n→∞

1

n
log2 #

{
i ∈ {0, 1}n : Wi1 . . .Wi1...in ∈ [

2−(x+δ)n, 2−(x−δ)n]
}

= 1 + inf
t∈R

(
xt + log2 E(Wt )

) = log2 inf
t∈R 2

1+xt
E(Wt ).

Since we are, for the moment, restricting to 0 < x < γ , we can assume that the infimum
occurs when t > 0 by Lemma 2.3

Since the event Wi1 . . .Wi1...in ∈ [2−(x+δ)n, 2−(x−δ)n] decreases as δ → 0, for all
δ > 0, almost surely,

lim
n→∞

1

n
log2 #

{
i ∈ {0, 1}n : Wi1 . . .Wi1...in ∈ [

2−(x+δ)n, 2−(x−δ)n]
}

≥ log2 inf
t∈R 2

1+xt
E(Wt ).

By Egorov’s theorem, there exists n0 such that with probability at least q0,

1

n
log2 #

{
i ∈ {0, 1}n : Wi1 . . .Wi1...in ∈ [

2−(x+δ)n, 2−(x−δ)n]
}

≥ log2 inf
t∈R 2

1+xt
E(Wt ) − ε.

for all n ≥ n0, from which (2.36) follows. ��
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We now develop Lemma 2.8 to consider the independent subtrees with nodes a little
way down the main binary tree to get the probabilities to converge to 1 at a geometric
rate. When we apply the following lemma, we will take ε, δ to be small and λ close to 1.

Lemma 2.9 Assume that E(W−u) < ∞ for some u > 0. Let 0 < x < γ be such that
inf t>0

(
21+xtE(Wt )

)
> 1, and let ε > 0 be sufficiently small so that 2− ε inf t>0(21+xt

E(Wt )
)

> 1. Let δ > 0 and 0 < λ < 1. Then there exists η > 0, 0 < θ < 1 and k0 ∈ N,
such that for all k ≥ k0,

P

(

#
{
i ∈ {0, 1}k : Wi1 . . .Wi1...ik Li1...ik ≥ 2−(x+δ)�λk�−η�(1−λ)k�}

≥ (1 − p/2)2− ε�λk�( inf
t>0

(
21+xtE(Wt )

))�λk�) ≥ 1 − θk, (2.37)

where p = P(L ≥ 1) > 0.

Proof Fix some 0 < q0 < 1 and let k ≥ k0 where �λk0� ≥ n0, with n0 given by Lemma
2.8. At level �(1 − λ)k� of the binary tree there are 2�(1−λ)k� nodes of subtrees which
have depth �λk�. By Lemma 2.8, for each node j ∈ {0, 1}�(1−λ)k�, there is a probability
of at least q0 such that its subtree of depth �λk� has ‘sufficiently many paths with a large
W product’, that is with

#
{
i′ ∈ {0, 1}�λk� : Wji ′1 . . .Wji ′1...i ′�λk� ≥ 2−(x+δ)�λk�} (2.38)

≥ 2− ε�λk�( inf
t>0

(
21+xtE(Wt )

))�λk�
. (2.39)

Since these subtrees are independent, the probability that none of them satisfy (2.39)
is at most (1 − q0)2

�(1−λ)k� ≤ θk0 for some 0 < θ0 < 1. Otherwise, at least one subtree
satisfies (2.39), say one with node j for some j ∈ {0, 1}�(1−λ)k�, choosing the one with
minimal binary string if there are more than one. We condition on this j existing, which
depends only on {Wi : �(1 − λ)k� < |i| ≤ k}.

Choose η > 0 such that 2−ηu
E(W−u) < 1. Using Markov’s inequality,

P

(
Wj1 . . .Wj < 2−η�(1−λ)k�) <

(
2−ηu

E(W−u)
)�(1−λ)k�

.

Let M ≥ 2− ε�λk�( inf t>0
(
21+xtE(Wt )

))�λk�
> 1 be the (random) number in (2.38).

Recalling that P(L i ≥ 1) = p > 0 for all i, and using a standard binomial distribution
estimate coming from Hoeffding’s inequality (see Lemma 2.2),

P

({
#i′ ∈ {0, 1}�λk� satisfying (2.38) with L ji′ < 1

} ≥ M(1 − p/2)
)

≤ exp
( − 1

2 p
2M

)

≤ exp
(

− 2−1(2− ε inf
t>0

(21+xtE(Wt )
)�λk�

p2
))

.

Hence, conditional on j,

#
{
i′ ∈ {0, 1}�λk� : Wj1 . . .WjWji ′1 . . .Wji′L ji′ ≥ 2−(x+δ)�λk�−η�(1−λ)k�}

≥ (1 − p/2)2− ε�λk�( inf
t>0

(
21+xtE(Wt )

))�λk�
(2.40)
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with probability at least

1 − (
2−ηu

E(W−u)
)�(1−λ)k� − exp

(
− 2−1(2− ε inf

t>0
(21+xtE(Wt )

)�λk�
pL

)) ≥ 1 − c1θ
k
1 ,

for some 0 < θ1 < 1 and c1 > 0, for all k ≥ k0.
The conclusion (2.37) now follows, since the unconditional probability of (2.40) is

at least 1 − θk0 − c1θk1 ≥ 1 − θk , on choosing max{θ0, θ1} < θ < 1, and increasing k0
if necessary to ensure that θk ≥ θk0 + c1θk1 for all k ≥ k0. ��
Using Lemma 2.9 we can obtain the lower bound for Theorem 1.11.

Proposition 2.10 Let α > 0. Under the assumptions in Theorem 1.11, almost surely,

dimB f (Eα) ≥ sup
x>0

1 + inf t>0
(
xt + log2 E(Wt )

)

1 + x + (1 + γ )/α
.

Proof Fix 0 < x < γ and let ε, δ, η, λ, θ be as in Lemma 2.9. For k ∈ N let lk :=
0k−11 ∈ {0, 1}k . Replacing k by �αk� in (2.37) and noting that

∑∞
1 θ�αk� < ∞, it

follows from the Borel-Cantelli lemma that almost surely there exists a random K1 < ∞
such that for all k ≥ K1,

#
{
i ∈ {0, 1}�αk� : Wlk i1 . . .Wlk iL lk i ≥ a2−(λ(x+δ)+η(1−λ))�αk�}

≥ b2− ε λ�αk�( inf
t>0

(
21+xtE(Wt )

))λ�αk�
. (2.41)

Here the numbers a, b > 0, which are introduced for notational convenience so we can
replace �λk� by λk and �(1− λ)k� by (1− λ)k in (2.37), depend on x, ε, δ, η, λ but not
on k.

By the strong law of large numbers, (W0W00 . . .W0k−1Wlk )
1/k → 2−γ almost surely,

so almost surely there exists K2 ∈ N such that W0W00 . . .W0k−1Wlk ≥ 2−(γ−ε)k for all
k ≥ K2.

For k ∈ N let

rk = 2−(k+�αk�) · 2−(γ−ε)k · a2−(λ(x+δ)+η(1−λ))�αk�.

Then

Nrk ( f (E
α)) ≥ #

{
j = lk i0 · · · ∈ �α : i ∈ {0, 1}�αk�, | f (Ij)| ≥ rk

}

≥ #
{
j = lk i : i ∈ {0, 1}�αk�, 2−(k+�αk�)Wj1Wj1 j2 . . .WjL j ≥ rk

}

≥ #
{
i ∈ {0, 1}�αk� : W0W00 . . .W0k−1Wlk ≥ 2−(γ−ε)k

and Wlk i1 . . .Wlk iL lk i ≥ a2−(λ(x+δ)+η(1−λ))�αk�}

≥ b2− ε λ�αk�( inf
t>0

(
21+xtE(Wt )

))λ�αk�
,

provided that k ≥ max{K1, K2}, using (2.41).
Since rk ↘ 0 no faster than geometrically, it suffices to compute the (lower) box-

counting dimension along the sequence rk . Hence

dimB f (Eα) ≥ lim inf
k→∞

log2 Nrk ( f (π�α))

− log2 rk
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≥ lim inf
k→∞

log2 b − ε λ�αk� + λ�αk� log2 inf t>0
(
21+xtE(Wt )

)

(k + �αk�) + (γ − ε)k + (λ(x + δ) + η(1 − λ))�αk� − log2 a

= − ε λα + λα
(
1 + inf t>0(xt + log2 E(Wt ))

)

1 + α + γ − ε +α(λ(x + δ) + η(1 − λ))

= λ(1 − ε) + λ
(
inf t>0(xt + log2 E(Wt ))

)

1 + (1 + γ − ε)/α + λ(x + δ) + η(1 − λ)

almost surely, on letting k → ∞ and dividing through by α. This is valid for all ε, δ > 0
and 0 < λ < 1, so we obtain

dimB f (Eα) ≥ 1 + inf t>0(xt + log2 E(Wt ))

1 + x + (γ + 1)/α
(2.42)

for all 0 < x < γ . However, for x ≥ γ the infimum in (2.42) is 0 by Lemma 2.3, whereas
the denominator is increasing in x . Thus the supremum is achieved taking 0 < x < γ ,
as required. ��
Proof of Theorem 1.11 For fixed α, Theorem 1.11 follows immediately from Propo-
sitions 2.6 and 2.10. Further, with probability 1, (1.13) holds simultaneously for all
countable subsets A ⊂ (0,∞) and so in particular for Q

+. Since (1.13) is continuous in
p, it must hold for all p > 0 simultaneously and so Theorem 1.11 holds. ��

2.2.3. Box dimension of f (Ea) for a ∈ Sp It remains to extend Theorem 1.11 to
Theorem 1.12 which we do using the ‘eventually separating’ notion.

Proof of Theorem 1.12 For α > 0 let

φ(α) = sup
x>0

1 + inf t>0
(
xt + log2 E(Wt )

)

1 + x + (1 + γ )/α
.

Let a ∈ Sp for p > 0 and let 0 < p1 < p < p2. Then E1/p1 ∈ Sp1 and E1/p2 ∈ Sp2 , see
(1.9). By Lemma 1.9, E1/p1 eventually separates a, and a eventually separates E1/p2 .
Since f is almost surely monotonic, it preserves ‘eventual separation’ for all pairs
of sequences, so f (E1/p1) eventually separates f (a) and f (a) eventually separates
f (E1/p2). By Lemma 1.8,

φ(1/p2) ≤ dimB f (E1/p2) ≤ dimB f (Ea) ≤ dimB f (Ea) ≤ dimB f (E1/p1) ≤ φ(1/p1).

By Lemma 2.3 φ is continuous in α, so taking p1, p2 arbitrarily close to p, we conclude
that dimB f (Ea) = φ(1/p).

Further, since ‘eventual separation’ is preserved almost surely for all pairs of se-
quences a and a′, the box-counting dimension of Ea is constant for all a ∈ Sp. Applying
Theorem 1.11 we get that dimB f (Ea) = φ(1/p) for all a ∈ Sp and p > 0 simultane-
ously with probability 1. ��
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2.3. Decreasing sequences We now prove the statements in Sect. 1.2.2.

Proof of Lemma 1.8 We may assume that n0 = 1 in the definition of b eventually
separating a, since removing a finite number of points from a sequence does not affect
its box-counting dimensions. For r > 0 and E a bounded subset of R let Nr (E) be
the maximal number of points in an r -separated subset of E , and let {ani }Nr (A)

i=1 be a
maximal r -separated subset of a (with ni increasing). Then for each 1 ≤ i ≤ Nr (A)−1
there exists bmi ∈ b such that ani+1 ≤ bmi ≤ ani . Then {bm1 , bm3 , bm5 , . . . , bmN } is
an r -separated set, where N is the largest odd number less than Nr (a). It follows that
Nr (b) ≥ 1

2 (N + 1) ≥ 1
2 (Nr (a) − 2). The inequalities now follow from the definition of

the lower box-counting dimension dimB E = limr→0 log Nr (E)/− log r , and similarly
for upper box-counting dimension. ��
Proof of Theorem 1.9 Given ε > 0 there is n0 ∈ N such that if n ≥ n0 then

n−p−ε ≤ an+1 ≤ an ≤ n−p+ε.

Since that gaps of a are decreasing, by comparing an − an+1 with the n − �n1−ε� gaps
between an and a�n1−ε�, we see that

an − an+1 ≤ a�n1−ε� − an
n − �n1−ε� ≤ �n1−ε�(−p+ε)

n − �n1−ε� ≤ 2n−p−1+ε+ε2 ≤ 2x (p+1−ε−ε2)/(p+ε),

for all x ∈ [an+1, an], for all sufficiently large n, equivalently all sufficiently small x > 0.
Hence by redefining ε, given ε > 0 the right-hand inequality of

x1+1/p+ε ≤ an − an+1 ≤ x1+1/p−ε (x ∈ [an+1, an]) (2.43)

holds for all sufficiently large n; the left-hand inequality following from a similar esti-
mate. For the sequence b

x1+1/q+ε ≤ bm − bm+1 ≤ x1+1/q−ε (x ∈ [bm+1, bm]).
Choose 0 < ε < 1

2 (
1
q − 1

p ), and take x small enough, that is n,m large enough, for
(2.43) and (2.43) to hold. For such an n, choose x ∈ [an+1, an]. Taking m such that
x ∈ [bm+1, bm],

bm − bm+1 ≤ x1+1/q−ε < x1+1/p+ε ≤ an − an+1.

Thus the interval [an+1, an] intersects the shorter interval [bm+1, bm], so either bm ∈
[an+1, an] or bm+1 ∈ [an+1, an], so b eventually separates a. ��
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