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A B S T R A C T 

To push the radial velocity (RV) exoplanet detection threshold, it is crucial to find more reliable RV extraction methods. The 
least-squares deconvolution (LSD) technique has been used to infer the stellar magnetic flux from spectropolarimetric data for 
the past two decades. It relies on the assumption that stellar absorption lines are similar in shape. Although this assumption is 
simplistic, LSD provides a good model for intensity spectra and likewise an estimate for their Doppler shift. We present the 
multi-mask least-squares deconvolution (MM-LSD) RV extraction pipeline that extracts the RV from two-dimensional echelle- 
order spectra using LSD with multiple tailored masks after continuum normalization and telluric absorption line correction. The 
flexibility of LSD allows to exclude spectral lines or pixels at will, providing a means to exclude variable lines or pixels affected 

by instrumental problems. The MM-LSD pipeline was tested on HARPS-N data for the Sun and selected well-observed stars 
with 5.7 < V mag < 12.6. For FGK-type stars with median signal-to-noise ratio abo v e 100, the pipeline delivered RV time series 
with on average 12 per cent lower scatter as compared to the HARPS-N RV extraction pipeline based on the cross-correlation 

function technique. The MM-LSD pipeline may be used as a standalone RV code, or modified and extended to extract a proxy 

for the magnetic field strength. 

Key words: line: profiles – techniques: radial velocities – planets and satellites: detection – stars: magnetic field. 
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 I N T RO D U C T I O N  

ince the disco v ery of the first planet orbiting a solar-type star, 51 Peg
 (Mayor & Queloz 1995 ), the radial velocity (RV) community has
ade significant progress in instrumentation and data processing.

n the past years, it became apparent that the data processing
nd modelling techniques are lagging behind the impro v ements in
nstrument design. At the current state, the instrumental precision
nd stability of instruments such as ESPRESSO (Pepe et al. 2021 ),
ARPS-N (Cosentino et al. 2012 ), or EXPRES (Jurgenson et al.
016 ; Blackman et al. 2020 ) are about or below 1 m s −1 . The
etection of RV signals of this magnitude remains very challenging
o the extent that the detection or characterization of an Earth twin
10 cm s −1 RV semi-amplitude) is out of reach. New RV extraction
r post-processing techniques are therefore key to the detection of
arth-like exoplanets and more accurate mass determinations of
nown planets. 
 E-mail: fl386@cam.ac.uk 
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The main obstacle to detecting RV signals of smaller planets is
tellar activity. The latter encompasses a multitude of phenomena
n stellar surfaces, such as starspots, faculae, plages, or granules.
ne effect in this context is the suppression of convective blueshift

Meunier, Desort & Lagrange 2010a ) which significantly impacts the
V measurements for solar-like stars, as described in the following.
he stellar photosphere is co v ered with granules, where hot gas is
oving upwards, and intergranular lanes, where the cooler gas is

inking back downwards (for a review see Stein 2012 ). Due to the
emperature difference and the granules occupying more space, the
pwards moving gas dominates the emission causing a net blueshift
or the observer measuring the integrated spectrum (e.g. Dravins,
indegren & Nordlund 1981 ; Dravins 1982 ). Since the magnetic
eld inhibits con vection (e.g. Hanslmeier , Nesis & Mattig 1991 )
nd evolves in time, the time-dependent and locally inhomogeneous
uppression of conv ectiv e motion induces RV signals. Strong local
agnetic fields can similarly produce starspots. 
There are two factors causing the light emanating from a starspot

o differ from the light emitted from quiet surface regions. First,
he Doppler shift of the light emitted from a starspot differs from the
ight emitted from quiet surface regions due to the reduced conv ectiv e
© 2022 The Author(s) 
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ow . Secondly , the starspot’s temperature is lower, making it appear
immer. These two factors significantly contribute to the spectrums 
ariability since a star is rotating and typically not seen perfectly 
ole-on and thus the brightness inhomogeneity travels from the 
lue-shifted to the red-shifted side of the star. In fact, the Doppler
maging technique takes advantage of this fact to map the brightness
istribution on the stellar surface (e.g. Vogt & Penrod 1983 ; Vogt,
enrod & Hatzes 1987 ; Collier Cameron & Unruh 1994 ; Donati &
ollier Cameron 1997 ; Crossfield et al. 2014 ). In the RV context,

he variation of the rotationally broadened absorption lines can 
nduce spurious RV signals (e.g. Queloz et al. 2001 ). The impact
f starspots on RV measurements was studied in Saar & Donahue 
 1997 ), Desort et al. ( 2007 ), and Lagrange, Desort & Meunier 
 2010 ). 

There are a number of other sources of astrophysical noise, 
ncluding granulation (Dravins 1982 ; Dumusque et al. 2011 ; Meunier 
t al. 2015 ; Cegla et al. 2018 ), supergranulation (Rieutord et al.
010 ; Rincon & Rieutord 2018 ; Meunier & Lagrange 2019 ), p-mode
scillations (Mayor et al. 2003 ; Chaplin et al. 2019 ), and surface
agnetic activity features such as faculae and plages (Meunier et al. 

010a ; Meunier, Lagrange & Desort 2010b ) that all operate on
ifferent time-scales and magnitudes. 
A promising way forwards to disentangle stellar and planetary 

ignals in RV data is the unsigned hemispherically averaged stellar 
agnetic flux which is known to correlate with solar RV variations 

Haywood et al. 2016 , 2020 ). This flux can be measured by account-
ng for Zeeman splitting of spectral lines. 

Multiple authors have de veloped ne w RV extraction techniques 
e.g. Anglada-Escud ́e & Butler 2012 ; Dumusque 2018 ; Zechmeister 
t al. 2018 ; Bedell et al. 2019 ; Holzer et al. 2020 ; Rajpaul, Aigrain &
uchhave 2020 ) with varying advantages and disadvantages. Nev- 
rtheless, the Cross-Correlation Function (CCF) technique (Baranne 
t al. 1996 ; Pepe et al. 2002 ) is still the standard method employed to
educe a star’s RV from its spectrum. The HARPS-N spectrograph, 
or instance, routinely applies the CCF technique on the extracted 
wo-dimensional echelle order spectra (S2D). In this work, we 
resent the multi-mask least-squares deconvolution (MM-LSD) RV 

xtraction pipeline 1 based on least-squares deconvolution (LSD), 
roviding a precise estimate of the stellar RV, average profiles of
he absorption lines within each echelle order, and a simple model 
or the spectrum. We show that the RV scatter is generally lower
or MM-LSD compared to the CCF technique, while the planetary 
ignal is more prominent. The MM-LSD technique is flexible with 
egards to the used line mask and spectral model. In this paper, we
escribe the basic usage of our for extracting radial velocities. We 
ill extend the pipeline to account for Zeeman splitting in a future

teration of this work. 
In Section 2 , we present the used data, such as the spectra and

he input used for the mask generation. The theoretical framework 
mployed to extract the RV from the spectra is described in Section 3 .
he estimation and correction of the stellar continuum for the echelle 
rder spectra is outlined in Section 4 . The detailed workings of the
V extraction is presented in Section 5 . In Section 6 , we describe
ow the hyperparameters for the LSD procedure are set. Next, we 
how and analyse the performance of the LSD RV extraction pipeline 
n Section 7 . We conclude in Section 8 and discuss future work as
ell as potential applications of the code. 
 https:// github.com/florian-lienhard/ MM-LSD (available upon publication). 
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n this work, we use HARPS-N data, but the described code
s applicable to all high-resolution spectra. Additionally to the 
ARPS-N data, we need some information about the stellar and 

elluric absorption lines’ position and depth. These three sources of 
nformation are described in the following subsections. 

.1 HARPS-N spectroscopy 

ARPS-N (Cosentino et al. 2012 ) is a pressure and temperature stabi-
ized cross-dispersed echelle spectrograph installed at the Telescopio 
azionale Galileo in the Canary Islands. The instrument has been 
perational since 2012 producing spectra with a resolving power of 
 = 115 000 in the visible range from 383 to 690 nm o v er 69 spectral
rders. Since 2015, the HARPS-N solar telescope has additionally 
een observing the Sun for several hours on most days, producing
isc-integrated spectra at a 5 min cadence (Cosentino et al. 2014 ;
umusque et al. 2015 ; Phillips et al. 2016 ; Collier Cameron et al.
019 ; Dumusque et al. 2021 ). Here, we use the ESPRESSO pipeline
roducts applied on HARPS-N spectra as described in Dumusque 
t al. ( 2021 ). More specifically, we mak e use of the tw o-dimensional
chelle order spectra (S2D) and the one-dimensional spectra merged 
n to grid of wavelengths with uniform logarithmic spacing (S1D) 
roduced by the DRS pipeline version 2.3.1 for the stellar spectra
nd version 2.2.2 for the solar spectra (public data). Note that both
ata products have been corrected for the blaze function and their
avelength solutions have been corrected for instrumental drift. The 

ested stars are listed in Table 1 . These stars were selected for their
i verse observ ational and intrinsic properties, such as the brightness,
irmass, and the number of planets orbiting the respective star. 

.2 VALD3 

he mask used in the LSD procedure is based on a priori absorption
ine information. For this work, we only require the absorption line
avelength and central depth. These can be, like is the case in the
RS pipeline, extracted from high SNR spectra of well-known stars 

imilar to the target at hand. Since we want to retain the physics of
he absorption lines without depending on the quality of a specific

ask, we opt for retrieving the absorption line wavelength and depth
rom the Vienna Atomic Line Database (VALD3; Ryabchikova et al. 
015 ). 
MM-LSD reads the standard VALD3 output from ‘Extract Stellar’ 

n the ‘Long format’. VALD3 needs the minimum depth of the
bsorption lines that we want to retrieve (1 per cent), the wavelength
ange of the instrument, as well as the stellar microturbulence, 
f fecti ve temperature ( T eff ), and surface gravity (log g ) as input
arameters. The chemical composition was set to solar values for 
ll stars in this study, while the other parameters were obtained as
utlined in Section 7 and are listed in Table 1 . The depth threshold
f 1 per cent was chosen for computational efficiency and as a
onsequence of the marginal impact of shallower lines on the LSD
odel and the resulting RV. 

.3 Stellar parameters 

n Table 1 , we provide information about the test stars for this
tudy, the included HARPS-N spectra, and the properties used to 
et the VALD3 line list: ef fecti ve temperature, surface gravity, and
icroturbulence. These properties were derived using a co-added 
ARPS-N spectrum for each star. We employed a curve-of-growth 
MNRAS 513, 5328–5343 (2022) 
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Table 1. Test targets for this study. Spectral types ( Sp type ) were retrieved from SIMBAD and stellar properties calculated 
as described in Section 2.3 . The apparent magnitudes in the V band (Sun: Engelke, Price & Kraemer ( 2010 ), other stars: 
ExoFOP-TESS) are shown in the V mag row. The #Obs row indicates the number of included spectra, while we list the median 
airmass for the included spectra next to Med(Airmass) , the median SNR at 550 nm next to Med(SNR) , the distance in time 
between the first and the last observation in the Time span row, the number of observing seasons in the row denoted by 
#Seasons , and the number of clusters used to compute the cRMS in row #Clusters . 

Sun HD 127334 HD 62613 HD 4628 Kepler-20 Kepler-21 

Sp type G2 G5 G9 K2.5 G5 F6 
V mag −26.72 6.36 6.55 5.74 12.61 8.25 
T eff (K) 5833 ± 71 5758 ± 76 5551 ± 68 4986 ± 83 5582 ± 82 6400 ± 94 
log g (cgs) 4.44 ± 0.13 4.37 ± 0.13 4.57 ± 0.12 4.88 ± 0.16 4.59 ± 0.13 4.04 ± 0.12 
Microturbulence 1.10 ± 0.05 1.13 ± 0.07 1.02 ± 0.06 0.81 ± 0.13 0.90 ± 0.10 1.78 ± 0.10 
[Fe/H] 0 0.24 ± 0.06 -0.11 ± 0.05 -0.35 ± 0.05 0.09 ± 0.06 0.01 ± 0.06 
#Obs 300 176 205 200 131 98 
Med(Airmass) 1.1 1.07 1.64 1.19 1.08 1.19 
Airmass range 1.06–2.53 1.03–1.51 1.61–1.99 1.09–3.1 1.03–1.68 1.02–1.63 
Med(SNR) 433 207 147 224 28 177 
SNR range 367–450 58–275 32–282 58–363 13–47 45–307 
Time span (d) 1003 405 628 405 1980 1972 
#Seasons - 2 3 2 2 4 
#Clusters used 3 3 3 3 3 3 
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ethod using a set of neutral and ionized iron lines. This method,
RES + MOOG, 2 is fully described in Sousa ( 2014 ). Surface
ravities were corrected for accuracy following Mortier et al. ( 2014 )
nd systematic errors were added in quadrature following Mortier
t al. ( 2018 ). 

.4 TAPAS 

he Transmissions of the AtmosPhere for AStromomical data service
TAPAS; Bertaux et al. 2014 ) takes the time and location of an
bservation and the position of the observed star as input and provides
 transmission spectrum of the Earth’s atmosphere. For now, we use
nly one arbitrarily chosen transmittance spectrum (La Palma Roque
e los Muchachos Canarias Spain, 2018/3/30, 01:45:07, airmass
.03) to identify and exclude spectral regions affected by deep telluric
bsorption lines. More information regarding the telluric correction
s provided in Section 5.3 . 

 LEAST-SQUARES  D E C O N VO L U T I O N :  
 AC K G R  O U N D  

he LSD technique was proposed by Donati et al. ( 1997 ) to measure
eak magnetic signatures in noisy spectropolarimetric data. LSD
as since been employed numerous times to estimate the integrated
tellar longitudinal magnetic field (e.g. Grunhut et al. 2013 ; Ram ́ırez
 ́elez 2020 ) or to extract stellar parameters (e.g. Rainer et al. 2016 ).

n the original application of LSD, Donati et al. ( 1997 ) showed that
n the weak-field regime for weak lines, a Stokes V spectrum can
e modelled via the convolution M c ∗Z, where M c is a sum of delta
unctions centred at the absorption lines’ wavelength weighted by
he individual lines’ central depths while Z is the LSD common
rofile to which all weak lines are similar. In this work, we use
he same technique to model intensity (Stokes I) spectra. A Stokes
 RV extraction via LSD is also mentioned in e.g. Barnes et al.
 2012 ) and Heitzmann et al. ( 2021 ). In Barnes et al. ( 2012 ), the
SD technique was applied on M dwarf spectra obtained with the
NRAS 513, 5328–5343 (2022) 

 ARESv2: http:// www.astro.up.pt/ ∼sousasag/ ares/ ; MOOG 2017: http:// ww 

.as.utexas.edu/ ∼chris/moog.html . 

e

agellan Inamori Kyocera Echelle Spectrograph (Bernstein et al.
003 ) at R ∼ 35 000. Utilizing the 620–900 nm re gion, the y
eached 10 m s −1 precision RVs using telluric absorption lines as
eference fiducial. Barnes et al. ( 2012 ) cross-correlated against the
elluric lines due to the lack of a sufficiently precise wavelength
olution, but relying on the tellurics as wavelength reference can only
rovide limited accuracy due to unknown wind speeds in the Earth’s
tmosphere along the line of sight. In this study, we analyse spectra
ith a high-fidelity wavelength solution obtained with pressure and

emperature stabilised spectrographs. Also, in contrast to Heitzmann
t al. ( 2021 ), we focus specifically on LSD as a tool to extract high-
recision RVs from high-resolution intensity spectra. 

.1 Stokes I LSD 

y nature of the convolution, the LSD technique relies on the
ssumption that the profiles of o v erlapping absorption lines add
p linearly. This assumption is valid for absorption lines blended
ue to e.g. rotational broadening, but not for the blending caused
y intrinsic o v erlap of the lines (e.g. Kochukho v, Makaganiuk &
iskunov 2010 ). Because the spectra of M-dwarfs are dominated
y blended molecular absorption lines, LSD RV extraction is not
ell suited for those stars. A-type and earlier stars are unsuitable

or precision-RV studies in general because of their high rotation
ates (e.g. of order 100–200 km s −1 for A-type stars, Galland et al.
005 ), and the relative scarcity of absorption lines due to the higher
urface temperature. We therefore apply the LSD method only to
ain sequence FGK-type stars in this study. 
To mitigate model insufficiencies, we e xclude wav elength re gions

here the convolution does not match the spectrum very well, as
xplained in Section 5.1 . This excludes blended absorption lines for
hich the assumption of linear addition is clearly not met. 
As outlined abo v e, we assume that the spectrum can be modelled

y the convolution product I = M c ∗Z , where the LSD common profile
 is to be determined and carries the RV information. The method
escribed in the following paragraphs is also explained in Donati
t al. ( 1997 ). To extract Z , we first define the following quantities: 

(i) λi : wavelength of pixel i. 
(ii) λl : central rest-frame wavelength of absorption line l . 

http://www.astro.up.pt/~sousasag/ares/
http://www.as.utexas.edu/~chris/moog.html
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(iii) w l : weight of absorption line l , set to its central depth. 
(iv) v il = c λi −λl 

λl 
: RV v il which shifts λl to λi . 

(v) v j : velocity grid point j of LSD common profile Z. 

With these definitions, the convolution product I = M c ∗Z can be
xpressed as the matrix multiplication I = M · Z using 

M ij = 

∑ 

l 

w l � 

(
v j − v il 

�v 

)
, (1) 

here l is the index of the absorption line in the line list, i stands for
he pixel number, j is the index of the respective LSD common profile
oint, �v is the velocity increment between two adjacent points of
he LSD common profile, and the function � is defined as 

 ( x ) = 

{
0 | x | ≥ 1 
1 − | x | | x | < 1 . 

(2) 

f v il is exactly equal to v j , then the central wavelength of absorption
ine l in the rest frame and the wavelength associated with pixel i are
 j apart in velocity space and thus Z j is added to the LSD model for
ixel i . If the value of v il is between two velocity grid values of Z ,
e interpolate linearly and add a fraction of Z j to the LSD model for
ixel i . 
To find the best-fitting LSD model to the data, we minimize 

2 = ( Y − M Z ) T S ( Y − M Z ) , (3) 

here Y is the deblazed and normalized spectrum, and S is a diagonal
atrix with the diagonal entry in row i containing the inverse 

quare of the uncertainty of Y i . By applying some linear algebra
cf. Appendix A ), an analytic expression for the common profile Z
inimizing the residuals χ can be found: 

 = ( M T

 S M ) −1 M T

 S Y . (4) 

n this work, we use the described framework on the individual orders
f the Stokes I spectra setting the weight w l to the absorption line
entral depth d l from VALD3. The diagonal entries of ( M T

 SM ) −1 

epresent the variances of the resulting common profile as a standard 
esult of weighted least-squares fitting (cf. Hogg, Bovy & Lang 
010 ). 
To get a high-SNR master common profile, we compute a 

eighted sum of the order common profiles (cf. Section 5.5 ) and we
ropagate the uncertainties of the individual order common profiles, 
s calculated abo v e, to the master LSD common profile. 

Lastly, we fit a Gaussian to the master LSD common profile, using
he propagated inverse associated variances as weights, to extract 
he RV estimate. For the stars analysed in this study, fitting a Voigt
rofile did not yield lower scatter time series as compared to fitting
 Gaussian. Since the pseudo-continuum and the outer wings can 
e noisy, we progressively cut the outer parts of the LSD common
rofile at steps of a quarter half width at half maximum (HWHM)
f the first LSD common profile until the time series RV root mean
quare (RMS) reaches a minimum. The same cut is used for all
pectra for the same star. For the stars in this study, the cut never
emo v es LSD common profile points within the initial HWHM. The
ncertainty associated with an RV estimate can be computed from 

he common profile uncertainties following equations A.2 and A.3 
n Boisse et al. ( 2010 ): 

RV = 

⎛ 

⎝ 

∑ 

j 

(
∂CP ( j ) 

∂v( j ) 

)2 1 

σ 2 
CP ( j ) 

N scale 

⎞ 

⎠ 

−0 . 5 

, (5) 
here CP is the LSD common profile, σ CP its uncertainty, v the
elocity grid, and N scale the velocity step in detector pixel units,
hich is 1 in our case (cf. Section 5.2 ). 

 STELLAR  C O N T I N U U M  C O R R E C T I O N  

tellar absorption lines are embedded in the stellar continuum 

esembling the black-body radiation spectrum at the star’s ef fecti ve
emperature. For spectra measured with ground-based instruments, 
he shape of the continuum is altered due to atmospheric extinction
educing the photon flux, most notably at shorter wavelengths. 

e absorb the smooth, slo wly v arying component of atmospheric
xtinction into the continuum estimate since this is equi v alent to
reating them separately. 

A continuum estimate is necessary because the non-flat continuum 

istorts the shape of the absorption lines and we need the absorption
ines to be normalized to model them using the relative line depth
rom VALD3. Thus, we divide each spectrum by its corresponding 
ontinuum, as done in all RV pipelines that we have investigated.
ince an individual pixel measures photons with wavelength between 
1 and λ2 ( λ2 > λ1 ), a background function that is increasing 

owards longer wavelengths (blaze and continuum) leads to the pixel 
easuring more photons closer to λ2 than to λ1 . This o v erweighs

he part of the stellar spectrum closer to λ2 . Dividing by a binned
ontinuum does not take this into account. Our simulations show 

his approximately results in a residual RV error per absorption line
f about 10 cm s −1 for HARPS-N depending on the local curvature 
f the continuum and the blaze function, and the wavelength range
easured by a pix el. We leav e the further investigation or correction

f this effect to future work. 
A multitude of different continuum estimation techniques has been 

pplied in the literature (e.g. Rainer et al. 2016 ; Dumusque 2018 ;
edell et al. 2019 ). While most techniques rely on iteratively masking
bsorption lines and fitting a polynomial to the remaining parts of
he spectrum, the RASSINE code (Cretignier et al. 2020b ), which we
mploy in this analysis, uses alpha shape algorithms to find the upper
nvelope of a spectrum spanned by the local maxima in the spectrum.
n the two-dimensional case, the alpha shape can be thought of as
olling a disc of radius α o v er the giv en points and connecting each
wo points touched by the disc. Smaller values of α reveal more
avities (Edelsbrunner & M ̈ucke 1994 ). The assumption that this
nvelope corresponds to the continuum is well satisfied for solar- 
ike stars, except where many absorption lines overlap, such as in
he bluest part of the visible range (Cretignier et al. 2020b ). This is
ot worrisome in our case because most RV information is extracted
rom the higher echelle orders as the signal-to-noise ratio is low in the
ery blue (i.e. from 383 nm up to about 410 nm, cf. Section 5.4 ), and
any absorption lines in this wavelength region are masked due to

igh model deviations (cf. Section 5.1.1 ). Moreo v er, Cretignier et al.
 2020b ) showed that this method still provides more precise results
ompared to the classical continuum-normalization techniques. 

RASSINE is meant to be used on merged blaze-corrected echelle 
rder spectra (1D/S1D). Since we intend to continuum-normalize 
nmerged (2D/S2D) spectra, an extra step is needed. Applying 
ASSINE on every single order is not a viable option since this yields
issatisfactory results if there are wide absorption lines present. 

.1 2D RASSINE 

y emulating some of the steps taken to generate the S1D spectra,
he echelle order spectra can be brought on to the same flux level as
he S1D spectra. The S2D spectra can then be normalized with the
MNRAS 513, 5328–5343 (2022) 



5332 F. Lienhard et al. 

M

0

1

2

×105

S1D

S2D

RASSINE continuum

5200 5220 5240 5260 5280 5300 5320 5340

Wavelength [Å]
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ASSINE continuum computed for the S1D spectra by interpolating
he continuum to the wavelength solution of the S2D spectra. By this
rocedure, we a v oid interpolating the echelle order spectra and any
istortion to the absorption lines which can result from this step, but
e can still use RASSINE as intended by the authors without any

lterations to the code. For now, we assume that the blaze-corrected
uxes of overlapping wavelength parts do not differ by much. This
ssumption is justified and analysed in Section 4.2 . 

To create an S1D spectrum, the DRS (versions 2.2.2 and 2.3.1)
eads in the S2D spectra and stitches the 69 blaze-corrected echelle
rder spectra together. Thereafter, it reinterpolates the fluxes on
 grid with constant velocity increment (0.82 km s −1 ). During the
nterpolation process, the DRS pipeline indirectly takes into account
hat each pixel sees a different wavelength range. The wavelength
rid is then shifted to the barycentric frame of reference. To emulate
hese steps, we first read these data: 

(i) Deblazed S2D spectra (spectra extracted from CCD divided by
laze function). 
(ii) Wavelengths λ in barycentric frame of reference. 
(iii) Wavelength steps between two adjacent pixels d λi 

. 

The deblazed pix el flux es are multiplied by f corr to linearly scale
he pix el flux es from the wav elength range that a pix el measures to
he wavelength step used in the S1D spectrum. More specifically,
his correction factor f corr is equal to 0 . 82 λi 

c d λi 

, where c is the speed of

ight in km s −1 and d λi 
is the wavelength step between two pixels in

nits of Å. This factor arises due to the wavelength range associated
ith a given S1D data point being equal to 0 . 82 λi 

c 
. 3 

Some original deblazed S2D orders and their wavelength step
djusted version are displayed in Fig. 1 . For now, this procedure
orks for any spectrograph producing S1D spectra in the same
NRAS 513, 5328–5343 (2022) 

 The earlier version of the DRS (see https:// eso.org/ pub/ dfs/ pipelines/ inst 
uments/espr esso/espdr - pipeline- manual- 2.3.3.pdf) reinterpolates the fluxes 
n a grid with a constant wavelength increment of 0.01 Å. The correction 
 actor f corr w ould then simply be 0 . 01 

d λi 
, with d λi 

being again the wavelength 

tep between two pixels in units of Å. 
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ashion as HARPS. If 1D merged spectra were not be available, they
ould be straightforwardly produced following the abo v e procedures.

.2 Overlap discrepancy 

s mentioned in Section 4.1 , we assume that the RASSINE contin-
um computed for the S1D spectrum is suitable for the individual
rders if these are adjusted to match the S1D flux level. Since adjacent
pectral orders o v erlap in wav elength, these parts of the spectrum are
ssentially measured with two different sets of pixels. To create
n S1D spectrum, the weighted average of the o v erlapping parts is
omputed after deblazing, which is what we called ‘stitching’ in
ection 4.1 . If the flux for the same wavelength noticeably differs
etween two orders, the S1D flux will not match either of them.
onsequently, the RASSINE continuum will not be perfectly suitable

or the o v erlapping part of these orders. 
To quantify the discrepancy between the fluxes of overlapping

rders, we compute 

 = med orders ( med λ ( | f o ( λ) − f o+1 ( λ) | ) ) , (6) 

hich is the median o v er all orders of the median absolute difference
etween the fluxes within the overlapping region. The discrepancy
 is al w ays greater than zero since we compute the absolute value

f the flux differences to a v oid cancellation effects. 
Until October 2021, the HARPS-N spectrograph had a small leak

n the cryostat (Dumusque et al. 2021 ). This meant that o v er time
he humidity increased, subsequently increasing the reflectivity of the
etector. This issue was resolved by warming up the detector roughly
very 6 months. As visible in Fig. 2 , the o v erlap flux discrepancy
ncreased towards these detector warm-ups as the humidity and
he reflectivity of the detector increased. Most spectra were not
ignificantly affected by this effect and resemble the spectrum on
he left in Fig. 3 . 

To correct for the larger discrepancies, we divide the o v erlapping
art of each order by the smoothed ratio between its flux values and
he S1D flux values. This brings the fluxes of both orders on to the
ux level of the S1D spectrum, as depicted in the bottom panels of
ig. 3 . In other words, the continua of both orders now lie on top of

he s1d continuum and thus we can use the RASSINE continuum to
ormalize these spectra. The RVs of the individual spectra are only
arginally affected by this procedure. Near the detector warm-ups,

he o v erlap correction altered the solar RVs by less than 10 cm s −1 and
ypically o v erall by less than 1 cm s −1 . 
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 C O R E  LSD  A L G O R I T H M  

n this section, we describe the application of LSD to our normalized
rdered spectra and the steps that are taken to exclude data that
dversely impact the RVs. There are several effects other than 
tellar activity altering the estimated Doppler shift of a spectrum or
ndividual absorption line. For instance, a curved continuum or the 
 v erlap with a neighbouring absorption line wing can shift the RV of
 single line. Other effects include telluric lines and insufficiencies 
n the model which are incorrectly compensated for in the least-
quares minimization by altering the shape of the LSD common 
rofile. To mitigate this effect, we may remo v e the data that is
ikely to be af fected. Ho we v er, e xcluding problematic wav elength
egions too vigorously also increases the RV scatter. This is due 
o the reduction in the number of included absorption lines, which 
iscard the RV information in distorted lines. Including distorted 
ines can be beneficial since the RV errors cancel out across the
pectrum. Excluding data thus has to be performed carefully. In 
his section, we identify several effects and denote the associated 
arameters using bold Greek letters (see the list in Section 6 ). 

.1 Absorption line selection 

.1.1 Data driven line selection 

o get a first LSD model, we run the LSD code on the first spectrum of
he time series without masking any data points except telluric lines
eeper than 10 per cent relative to the continuum. The convolution 
f the resulting LSD common profile with the line list provides 
s with a first model of the spectrum. This model can be directly
ompared to the spectrum to identify spectral regions where the LSD
ssumptions are not valid or where there is a discrepancy between 
he estimated and the actual depth of the absorption lines. To mitigate
he impact of these lines, we flag all pixels for which the absolute
eviation between the model and the spectrum is greater than 
.
ny flux within half the velocity grid width of a flagged pixel is

hen excluded. The effect is star dependent and thus a suitable 
 is
ifferent for each star, but it is typically about 0.5. The percentage
f fluxes with model-spectrum de viation belo w a given value are
hown in Fig. 4 . About 99 per cent of the normalized fluxes differ by
ess than 0.5 from the convolution model, while the model-spectrum 

eviation is below 1 for about 99.95 per cent of the fluxes. 

.1.2 A priori line selection 

or this analysis, we include all VALD3 absorption lines deeper 
han 0.01 (1 per cent relative to the normalized continuum, see
ection 2.2 ) for the deconv olution, b ut we only include spectral
egions that contain a line with relative depth deeper than 0.1 and no
ine deeper than � . The first threshold can be varied in the code, but no
onsistent significant RV impro v ement for lines below the accepted 
epth range of 0.1 was noticed. Neither did we find a consistent
mpro v ement from only including lines deeper than 0.2 which is
he global threshold in Heitzmann et al. ( 2021 ). Excluding spectral
egions with no prominent absorption lines is beneficial since the RV
nformation content in weak absorption lines is marginal compared 
o deeper lines and weak lines are more easily perturbed by telluric
ines, instrumental systematics, and stellar activity (e.g. Cretignier 
t al. 2020a ). 

By setting an upper depth threshold � , we exclude all fluxes with
ssociated wavelength closer than half the width of the velocity 
rid window (i.e. half the velocity span co v ered by the common
rofile) to a line deeper than � . The optimal value for this threshold
epends primarily on whether a good fit to the absorption lines or
 precise RV is preferred. Kochukhov et al. ( 2010 ) found that the
ine similarity assumption intrinsic to LSD is only well satisfied for
pectral lines weaker than 0.4 in intensity spectra. A � in this regime
s thus expected to be beneficial for analyses that rely on a good
t of the convolution model to the spectrum. In this study, we set a
igh upper threshold � to include the RV information in the deep
ines and extract precise R Vs. T o a v oid RV scatter due to a lack of
ine similarity or insufficiencies in the model, we vary the maximum
epth � to exclude the very deepest lines if they induce additional
catter as outlined in Section 6.2 . 

Another potential issue is that wide absorption wings distort the 
hape of the adjacent absorption lines. These distorted lines cannot 
e properly modelled by a single convolution and thus introduce RV
rrors. We tested identifying lines with wide wings a priori from the
MNRAS 513, 5328–5343 (2022) 
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Figure 5. Pixel quality map for all orders of the S2D spectra, showing which 
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pixels are included for this spectrum. 
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ALD3 parameters and also fitting Gaussian profiles to each single
bsorption line to identify the deep wider lines such as H-alpha or the
odium D lines. Excluding these lines only marginally changed the
V scatter (less than 5 cm s −1 ) and is thus not included by default.
ince these wide lines can distort the shape of the common profile,
hich might be used for other purposes than RV extraction, an option

s provided to exclude wide lines. 
The same wavelengths in the barycentric reference frame are

xcluded for the other spectra of the same star. 

.2 Velocity grid window width 

e only include data that is within reach of the line list convolved
ith the LSD common profile, i.e. fluxes that are less than half the
elocity window width apart from at least one absorption line in
he VALD3 line list. While the velocity step of the velocity grid is
et to match the typical wavelength step between two pixels, i.e.
.82 km s −1 , and the central velocity point can be set to the RV of
he star in the first spectrum, determining the window width of the
elocity grid on which the LSD common profile is computed is less
traightforward. The width of the velocity grid window is set to �
imes the FWHM from the first LSD run conducted as described in
ection 5.1.1 . 

.3 Telluric absorption line correction and masking 

he Earth’ s atmosphere’ s absorption lines (telluric lines) are super-
mposed on the stellar absorption lines. While the stellar absorption
ines shift in wavelength as measured in the observatory rest frame,
he telluric absorption lines practically remain at the same wave-
engths. Telluric lines vary in width and depth, however. Cunha et al.
 2014 ) showed that even micro-tellurics can induce RV errors of up
o 1 m s −1 in HARPS spectra using the CCF technique. 

In this code, we take one telluric transmission spectrum from
APAS with relatively weak telluric lines, which means that dividing
y this model will reduce the depth of the tellurics in the spectrum
ithout putting the corrected fluxes above the continuum level. Using

he same transmittance spectrum for all spectra is clearly not ideal.
he code is set-up to ingest (and normalize if necessary) a user-
rovided telluric transmittance model as a matrix or in the TAPAS
ts format. 
Since the step abo v e is not sufficient, we additionally remo v e

avelengths affected by deep tellurics. More specifically, we first
ag all wavelengths with telluric line depth abo v e 
 ( telluric map
1 ). This mask is then shifted to the barycentric frame of reference
or each spectrum. From these masks, we create a master telluric
ask ( telluric map v2 ) which flags any flux value if its corresponding

arycentric w avelength w as mask ed in any of the spectra. This means
hat the mask is essentially fixed in the barycentric frame of reference
nd the same stellar and telluric absorption lines are excluded for all
pectra. This is to ensure that the same stellar absorption lines are
ncluded for all spectra while consistently excluding all absorption
ines affected by deep telluric lines. It is important to al w ays include
he same absorption lines because the theoretical absorption line
avelengths’ uncertainties are of the order of 100 m s −1 . This

ranslates to varying RV shifts if lines are not consistently included
r excluded. 
An example for the excluded and included pixels is shown in

ig. 5 . The pixels marked in blue in Fig. 5 are excluded for the given
pectrum because there is either no absorption line present or the
eviation between the spectrum and the convolution model is too
igh. 
NRAS 513, 5328–5343 (2022) 
Absorption lines are shifted due to the Earths orbital motion
hich can carry absorption lines off the edge of an order for some

pectra. The pixels for which this is the case are marked in black and
xcluded for all spectra, as in Donati et al. ( 1997 ), since including
he respective absorption lines can lead to systematics, as outlined
bo v e. The pix els marked in red are affected by telluric absorption
ines and thus excluded too. Note that we consistently exclude the
ame wavelengths in the barycentric reference frame for all spectra
nd consequently the pixel mask shifts slightly with the observatory’s
otion relative to the Solar system’s barycentre. 

.4 Weight matrix 

he weight matrix S (cf. equation 3 ) is used to account for
he uncertainty of the flux values in the deconvolution process.
ssentially, in the least-squares minimization, the deviation of the
SD convolution model from the flux values is weighted by the

espective diagonal entry in the weight matrix. For these weights, we
ested the inverse square of the flux uncertainty estimate (hereafter
ux weights ), the inverse square of the upper envelope of the flux
ncertainty estimate except where there are uncertainty outliers due
o e.g. cosmic rays ( envelope weights ), and the inverse square of the
edian flux uncertainty estimate ( uniform weights ). The underlying

rror estimates for one order are displayed in Fig. 6 . There are three
nterconnected reasons for testing weighting schemes that differ from
he standard flux weighting scheme: 

Firstly, using the flux uncertainties assigns a high weight to the
eeper lines while almost ignoring the RV information in the weaker
ines. This can lead to problems if these highly weighted absorption
ines are contaminated by tellurics, stellar activity, or instrumental
roblems. 
Secondly, each absorption line has its own impact on the LSD

ommon profile shape and shift. As there is necessarily a slight
iscrepancy between the true and the listed absorption line wave-
ength, the RV measured from a single line has a slight RV offset
cf. Section 5.3 ). This is negligible if the weight, and thus the RV
ontribution of an individual line, is constant throughout the time
eries. An individual absorption line’s weight varies in time, however,
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Figure 6. Uncertainty estimate of one echelle order for HD 4628. The 
uncertainties are scaled by a factor 100 and the fluxes are normalized and 
shifted to 0. The curved shape of the uncertainty is mainly caused by the 
blaze function. 
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Table 2. RMS, MAD, and cRMS (the weighted mean of the RMS of 
observation clusters close together in time) of the 6 HARPS-N targets. Line 
(a) shows the scatter measures for the DRS-CCF time series. Line (b) refers 
to the RVs resulting from the parameter combination ( 
 = ∞ , � = 1, � 

= 3, 
 = ∞ ) using flux weights and no telluric line correction. In line (c), 
we list the scatter of the time series if we apply LSD with only one parameter 
combination, without excluding lines with high model-spectrum deviation, 
masking tellurics deeper than 0.5 using telluric map v1 . In lines (d), (e), and 
(f), we list the scatter measures of the RV time series computed from the 
better half of the parameter combinations for different weighting schemes. 

Sun RMS MAD cRMS 
m s −1 m s −1 m s −1 

(a) DRS-CCF 2 .07 1 .25 1 .71 
(b) LSD All lines 8 .71 7 .23 8 .53 
(c) LSD All lines ( v1 , 
 = 0.5) 1 .68 1 .09 1 .60 
(d) LSD 16/32-mean flux weights 1 .67 1 .12 1 .50 
(e) LSD 16/32-mean envelope weights 1 .90 1 .29 1 .61 
(f) LSD 16/32-mean uniform weights 1 .78 1 .16 1 .61 

HD 127334 RMS MAD cRMS 
m s −1 m s −1 m s −1 

(a) DRS-CCF 2 .09 0 .92 1 .93 
(b) LSD All lines 23 .80 14 .16 19 .72 
(c) LSD All lines ( v1 , 
 = 0.5) 2 .23 1 .18 2 .15 
(d) LSD 16/32-mean flux weights 1 .76 0 .90 1 .65 
(e) LSD 16/32-mean envelope weights 1 .71 0 .88 1 .61 
(f) LSD 16/32-mean uniform weights 1 .71 0 .81 1 .62 

HD 62613 RMS MAD cRMS 
m s −1 m s −1 m s −1 

(a) DRS-CCF 1 .69 1 .15 1 .67 
(b) LSD All lines 26 .87 22 .20 24 .92 
(c) LSD All lines ( v1 , 
 = 0.5) 2 .19 1 .31 2 .17 
(d) LSD 16/32-mean flux weights 1 .75 1 .08 1 .73 
(e) LSD 16/32-mean envelope weights 1 .56 1 .05 1 .55 
(f) LSD 16/32-mean uniform weights 1 .84 1 .25 1 .82 

HD 4628 RMS MAD cRMS 
m s −1 m s −1 m s −1 

(a) DRS-CCF 2 .99 2 .44 2 .64 
(b) LSD All lines 19 .33 9 .16 18 .97 
(c) LSD All lines ( v1 , 
 = 0.5) 3 .21 1 .86 2 .97 
(d) LSD 16/32-mean flux weights 2 .69 1 .96 2 .41 
(e) LSD 16/32-mean envelope weights 2 .80 1 .87 2 .47 
(f) LSD 16/32-mean uniform weights 2 .54 1 .82 2 .21 

Kepler-20 RMS MAD cRMS 
m s −1 m s −1 m s −1 

(a) DRS-CCF 6 .94 5 .02 6 .79 
(b) LSD All lines 12 .59 7 .90 13 .07 
(c) LSD All lines ( v1 , 
 = 0.5) 8 .31 5 .84 8 .08 
(d) LSD 16/32-mean flux weights 6 .87 4 .75 6 .79 
(e) LSD 16/32-mean envelope weights 7 .07 4 .92 6 .99 
(f) LSD 16/32-mean uniform weights 7 .23 5 .38 7 .18 

Kepler-21 RMS MAD cRMS 
m s −1 m s −1 m s −1 

(a) DRS-CCF 6 .10 4 .05 4 .72 
(b) LSD All lines 6 .35 4 .38 5 .96 
(c) LSD All lines ( v1 , 
 = 0.5) 5 .19 3 .70 4 .50 
(d) LSD 16/32-mean flux weights 5 .03 3 .48 4 .37 
(e) LSD 16/32-mean envelope weights 5 .20 3 .23 4 .52 
(f) LSD 16/32-mean uniform weights 5 .29 3 .55 4 .80 
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ue to the varying airmass and the Earth’s motion. The induced RV
rrors cancel out better if there are no lines with very high weight.
his RV effect due to the varying weight of an individual line is most
ronounced near the edges of an order, where the gradient of the
laze function is highest. 
Thirdly, a simple analysis shows that the centroid of a Gaussian 

bsorption line with a minor other absorption line at slightly different 
avelength is better fit by one Gaussian with constant weight 

pplied rather than one Gaussian with the inverse photon errors 
s weights. Since there are stellar absorption lines missing in the 
ine list, unaccounted micro-tellurics in the telluric model, and the 
onvolution-intrinsic line addition can lead to problems for blended 
and thus often deeper) lines, setting the weights to the inverse 
quared uncertainty is not optimal. 

For the three reasons listed abo v e, we tested the inverse square of
he envelope of the flux uncertainty estimate. This weighting scheme 
s supposed to a v oid o v erweighing potentially variable deep lines,
hile also giving less weight to more variable parts of the spectrum
ear the order edges. Furthermore, we tested uniform weights by 
etting the uncertainty of all fluxes within an order to the median
ncertainty of the given order. Using uniform weights per order has 
he advantage that the weight of an absorption line is independent 
f the observatory’s motion relative to the star, which is desirable as
 xplained abo v e. Ho we ver, noisy data points at the edge of an echelle
rder are weighted the same as high-quality data in the centre of the
ame order, which can adversely impact the RV estimate. 

We also tested updating the uncertainty estimate based on the flux 
ariance of a wavelength bin in the stellar frame of reference adjusted
or the photon noise. This procedure did not decrease the scatter in
he considered RV time series and is thus not included in this study. 

The final results for all three weighting schemes are shown in 
able 2 . 

.5 Order weighting 

fter running the deconvolution on each order, we are left with 69
ommon profiles. To combine these to one master LSD common 
rofile with higher signal-to-noise ratio, we compute the weighted 
ean of the individual LSD common profiles. Suitable weights can 

e computed by summing the weights of all included pixels within 
 given order given by the entries in the weight matrix as described
n Section 5.4 . Orders with only few absorption lines or only very
MNRAS 513, 5328–5343 (2022) 
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oisy flux values therefore get a comparatively lower weight. By
efault, this is e x ecuted for all spectra in the time series. A typical
xample of the order weight can be seen in Fig. 7 . To assess the
ariability of the order weights in time, we computed the standard
eviation of the individual normalized order weights. Unsurprisingly,
he weights of orders with low weight are more variable than the
igh-weighted orders since the low-weighted orders include fewer
ixels (cf. Fig. 5 ) and more variable parts of the spectrum. The
eights of the highest-weighted orders vary by about 3 per cent,
hile the median standard deviation is typically about 5–10 per cent.

f deemed advantageous, the weighting scheme can easily be changed
o keep the weights constant throughout the time series. We noticed
o significant difference in RV scatter in our test cases. Note that the
rder weights are also used to propagate the uncertainty estimates of
he order common profiles to the master LSD common profile. 

 PAR A M ETER  OPTIMIZATION  

he RV scatter of the resulting time series depends on how the
arameters listed below are set: 


 Absolute difference between spectrum and convolution model
Y- M · Z). 

� Maximum depth of included VALD3 absorption lines. 

� Velocity window size o v er which LSD is carried out, in units
f LSD line FWHM. 


 Depth threshold for the telluric mask. Any part of the stellar
pectrum that is ever touched by a telluric line deeper than 
 is
xcluded for the entire time series. A depth threshold 
 of 0.1
s equi v alent to excluding telluric lines with transmission belo w
0 per cent. 
o quantify the suitability of an individual parameter combination
or LSD RV extraction, we can compute the RMS of the resulting
 V time series. W e note, ho we ver, that the RMS may not be an
ptimal measure for RV purposes. For example, a planetary signal
ncreases the RMS. Consequently, minimizing the RMS can lead to
he undesirable suppression of the planetary signal in very flexible

odels. Also, the RMS can be inflated due to a trend in the RV
ime series. Such a trend or an RV offset between two observing
easons can arise due to e.g. a magnetic cycle. The effect of the latter
n the absorption lines is wavelength-dependent (e.g. Reiners et al.
010 ) and thus different masks can lead to different long-term trends
NRAS 513, 5328–5343 (2022) 
ncreasing the RMS without deteriorating the detection probability
f short-period planets. To have a fair and meaningful comparison
easure, we divide the RV time series in separate clusters using

he KMeans algorithm as implemented in the PYTHON library scikit-
earn and compute the weighted average of the RMS of each cluster
cRMS). The weight of an individual cluster is set to the number
f spectra therein. For the target stars used in this study, the RMS
nd the cRMS are very well correlated with Pearson correlation
oefficient greater than 0.87 for all stars. We therefore use the RMS
or optimization purposes of the LSD procedure. Whenever the final
r components of the final LSD RV time series are displayed, we use
he cRMS such that the results can be compared with the cRMS of
he DRS-CCF method. 

.1 Single-mask approach 

iven that about half a second is required to deconvolve a single spec-
rum, an e xtensiv e hyperparameter grid search is computationally
 ery e xpensiv e. We thus tested whether suitable hyperparameters can
e established based on a grid search on a subset of spectra. Ideally,
his looks like Fig. 8 , where we depict the RMS of the RV time
eries consisting of 5 spectra and 30 spectra for different parameter
ombinations. For the star at hand, a given parameter combination
 
, � , � , 
 ) is fa v ourable (unfa v ourable) for 30 spectra if it is
lso fa v ourable (unfa v ourable) for 5 spectra. We could therefore
onclude from only 5 spectra that a narrower velocity window
 is preferable for all spectra of this star. It turns out, ho we ver,

hat finding a representative subset exhibiting such a correlation is
ot straightforward. We tested several different strategies such as
electing spectra that are close in time, equally spread out o v er
ime, very low or high in SNR, or equally distributed in SNR.
one of these strategies consistently resulted in a clear RMS–
MS correlation, such as in Fig. 8 , for all tested time series.
here is tentative evidence that if there is a RMS–RMS correlation

or about 10 hyperparameter combinations, the correlation persists
or all hyperparameter combinations. Ho we ver, in some cases, this
orrelation might be spurious and two subsets of spectra can have
ifferent optimal hyperparameters. In combination with the fact that
he RMS is not an ideal quality measure, the single-best-combination
pproach can lead to various problems. 
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.2 Multi-mask approach 

or the reasons listed above, we opted to not rely on a single parame-
er combination but instead on several combinations simultaneously. 

e run the deconvolution code on all spectra for a coarse grid of 32
arameter combinations, which gives us 32 RV time series. We set
he values of the individual parameters to any combination of 
 ∈
 0.5, 1.0 } , � ∈ { 0.8, 1.0 } , � ∈ { 2.5, 3.0, 3.5, 4.0 } , 
 ∈ { 0.1, 0.2 } .
he rationale for setting the parameters to these values is presented 
elow. 

.2.1 Hyperparameter grid 

he cut-off for the model-spectrum deviation 
 was set to the values
n { 0.5, 1.0 } . As apparent in Fig. 4 , only about 0.05 per cent of
he fluxes deviate by more than 1.0 from the convolution model, 
hereas 1 per cent deviate by more than 0.5. This means that fluxes

hat strongly deviate (i.e. by more than 1.0) are al w ays excluded,
hile we explore the impact of a slightly more rigorous cut-off with
 set to 0.5. 
For the reasons outlined in Section 5.1.2 , we also explore how

ncluding or excluding the strongest lines in the VALD list impacts 
he RVs. First, we include all deep lines by setting � to 1.0, then
e run the RV extraction code again with � set to 0.8 to exclude

bsorption lines with relative depth greater than 0.8. 
As explained in Section 5.2 , setting � to 2.0 means that the

elocity grid will be set to (RV 0 -2.0 ·HWHM, RV 0 -HWHM + 0.82,...,
V 0 + 2.0 ·HWHM), where RV 0 is the RV of the first spectrum in
nits of km s −1 and HWHM is the half width at half-maximum of
he first spectrum. Setting the parameter � is not straightforward 
ince it indirectly go v erns a few aspects. For instance, the grid width
etermines the fluxes that are excluded close to a pixel with high
odel-spectrum deviation (cf. Section 5.1.1 ). If we had complete and 

ccurate line information and absorption line blends were perfectly 
odelled by an additive model, the velocity grid width could be 

eglected. Since this is not the case and the LSD convolution model
s essentially a superposition of scaled and shifted LSD common 
rofiles, the least-squares minimization can offset insufficiencies in 
he model by spuriously distorting the LSD common profile. The 
ider the velocity grid, the stronger neighbouring lines interfere 
ith the convolution model of an individual line. Consequently, we 
pted for a more fine-grained scan of � by testing the values in { 2.5,
.0, 3.5, 4.0 } . 
Lastly, we chose to restrict the telluric depth cut 
 to { 0.1,

.2 } . This choice was determined by testing the dependence of
he RV time series scatter on 
 . To illustrate the importance of
onsistently including the same stellar absorption lines, we ran this 
est with both the telluric removal versions v1 and v2 . As outlined
n Section 5.3 , v1 remo v es the same wavelengths in the observer’s
est frame, whereas v2 consistently flags the same wavelengths in 
he barycentric reference frame. We chose the three stars without 
ny currently known planets (HD 127334, HD 62613, HD 4628) 
or this analysis and computed their RV time series for the 16
ombinations of 
 ∈ { 0.5, 1.0 } , � ∈ { 0.8, 1.0 } , � ∈ { 2.5, 3.0,
.5, 4.0 } . Running this test for a number of parameter combinations
s crucial to minimize the dependence of the RMS on the specific
hoice of the other hyperparameters. For each star, we computed the 
tandard deviation of the 16 RV time series as well as the standard
eviation of the time series resulting from mean-combining these 16 
ime series. In Fig. 9 , we show the mean of the former (triangles)
nd compare with the latter (stars) for both v1 and v2 . Firstly, we
ote that mean-combining the 16 individual RV time series al w ays
eads to a new RV time series with a lower RMS compared to the
verage time series. Secondly, we can see from Fig. 9 , that setting a
estricti ve v alue for 
 leads to very high scatter for v1 , while v2 still
erforms well. This corroborates the explanation for the necessity of 
2 given in Section 5.3 . We note, however, that setting 
 to a very
o w v alue leads to the exclusion of valuable data and can increase
he scatter for v2 as well, as visible in Fig. 9 for 
 set to 0.05. 

Given that 
 = 0.1 leads to the lowest scatter for all three stars,
e include 
 = 0.1 in the parameter grid. To further explore the

mpact of a less restrictive telluric line removal approach, we also
nclude 
 = 0.2. 

.2.2 Final RVs 

e subsequently compute the final LSD RV time series by mean-
ombining the time series that have an RMS below the median RMS
f all time series (i.e. 16 out of 32 RV time series). This ensures
hat unsuitable parameter combinations leading to the inclusion of 
ariable lines are excluded, while not relying on a single parameter
ombination. The reasons for averaging 16 out of 32 RV time series
s further explained in the following. 
MNRAS 513, 5328–5343 (2022) 

art/stac1098_f9.eps


5338 F. Lienhard et al. 

M

1.5 1.6 1.7
0

5

10
Sun

2.0 2.5
0

5

10

15
HD 127334

1.75 2.00 2.25
0

5

HD 62613

2.50 2.75
0

5

10
HD 4628

7 8

RV cRMS [m s−1]

0

5

10
Kepler-20

4.5 5.0
0

5

10
Kepler-21

C
ou

n
t

C
ou

n
t

Figure 10. Histogram of the cRMS of the 32 time series produced using 
the 32 different parameter combinations using flux weights. The blue vertical 
line indicates the cRMS of the DRS CCF RVs while the pink line shows the 
cRMS of the RV time series computed by mean-combining the 16 RV time 
series with RMS below the median. 

 

d  

b  

S  

s  

l
 

1  

t  

1  

m  

r  

p
 

p  

S  

s  

h  

i  

t
 

I  

t  

o
 

h  

a  

w  

o  

s  

t
 

r  

m  

i  

a  

a  

s  

R

0.5 1.0
Γ

2.6

2.8

0.8 1.0
Ξ

2.5 3.0 3.5 4.0
Φ

2.6

2.8

0.1 0.2
Θ

HD 4628 (flux weights)

cR
M

S
(c

lu
st

er
s)

[m
s−

1 ]

0.5 1.0
Γ

2.4

2.5

2.6

0.8 1.0
Ξ

2.5 3.0 3.5 4.0
Φ

2.4

2.5

2.6

0.1 0.2
Θ

HD 4628 (envelope weights)

cR
M

S
(c

lu
st

er
s)

[m
s−

1 ]

Figure 11. Violin plot showing the RMS distribution (weighted mean cluster 
RMS, cRMS) of the 32 LSD RV time series split by the varied parameters 
(cf. definitions in Section 6 ) for HD 4628. The horizontal line shows the 
equi v alent scatter measure for the DRS CCF time series. The top four panels 
show the RMS distribution for flux weights, while the bottom four panels 
show the same for envelope weights. 

 

(  

a  

w  

1  

t  

s
 

c  

p  

t  

d  

d  

a  

s  

a  

p
 

o  

s  

a  

r  

t  

a  

i  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/513/4/5328/6575031 by U
niversity of St Andrew

s Library user on 12 July 2022
Fluxes that deviate significantly from the convolution model can
istort the common profile because we minimize the deviation
etween the model and the spectrum to find the common profile.
ince the convolution model cannot reproduce these regions of the
pectrum, it can only track the time-evolution of these regions to a
imited degree. Consequently, these regions can induce RV scatter. 

Data points with extreme model-spectrum deviation greater than
 are excluded for all hyperparameter combinations. This leads to
he removal of a marginal number of data points. However, about
 per cent of all fluxes deviate between 0.5 and 1 from the convolution
odel, as shown in Fig. 4 . By removing these data points, we

isk discarding valuable RV information. The multi-mask approach
rovides us with the necessary flexibility to tackle this issue. 
Only half of all hyperparameter combinations include these

roblematic regions of the spectrum (any combination with 
 = 1.0).
ince we select the 16 time series with the lowest scatter, all the time
eries computed with 
 = 1.0 get discarded if they lead to very
igh scatter independent of the other hyperparameters. Conversely,
f excluding these regions removes RV information and thus increases
he scatter, the other 16 time series are discarded. 

We do not expect either of these cases to be the standard outcome.
nstead, we expect that the extent of the problem depends equally on
he depth of the included lines � or, to a lesser degree, on the width
f the velocity grid � . 
Spectral regions with deep lines are likely to get an undeservedly

igh weight since we expect a deep spectral line. These flux values
re only included in 8 out of the 32 RV time series (any combination
ith 
 = 1.0 and � = 1). By computing the RV time series
n a parameter grid, we thus probe the impact of a more or less
trict quality cut-off using various parameters and the combinations
hereof. 

As mentioned in Section 6.1 , there is often no single hyperpa-
ameter combination that is optimal for all subsets of spectra. By
ean-combining 16 time series, we mitigate this problem since

f a specific parameter combinations leads to increased scatter for
 subset of spectra, the RVs from the other included time series
ct as a counterweight. As a further advantage, the 16/32-mean is
ignificantly less prone to being artificially distorted to reduce the
MS as compared to the time series with the lowest RMS. 
NRAS 513, 5328–5343 (2022) 
Fig. 10 shows how the cRMS for all 32 parameter combinations
grey histogram) compares with the cRMS of the DRS CCF method
nd the mean-combination of the 16 RV time series (16/32-mean)
ith lowest scatter. In line with the abo v e arguments, we find that the
6/32-mean time series is significantly less marked by scatter than
he average time series and al w ays comparable or better than the best
ingle parameter combination. 

To characterize the RV variation due to the hyperparameter
hoice, we analysed the distribution of the RVs resulting from the
arameter combinations for each spectrum. From the Shapiro–Wilk
est (Shapiro & Wilk 1965 ), we conclude that these RVs are normally
istributed for about 85 per cent of the spectra with a typical standard
eviation per spectrum of about 0.5 m s −1 for HD 127334, HD 62613,
nd HD 4628. The standard deviation of these RVs (for the same
pectrum) can thus serve as an additional RV uncertainty component
nd shows whether the extracted RV is highly dependent on the
arameter combination. 
Fig. 11 shows how the RMS of the LSD RV time series depends

n the individual parameters. The top left subplot of both panels
hows that excluding areas with high model-spectrum deviation is
dvantageous reducing the scatter in the RV time series. Setting the
elative depth threshold to 0.8 (top right subplot) and thus excluding
he deepest lines is beneficial if we use flux weights but it hardly has
n y positiv e impact if we use env elope weights. The same behaviour
s present for other stars as visible in Figs B1 and B2 in Appendix B .
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his indicates that in the context of a time series, using flux weights
s putting too much weight on deep lines (cf. Section 5.4 ). 

 RESULTS  

e tested the LSD pipeline on both the Sun and a diverse set
f FGK-type stars to assess its performance. As a measure of the
erformance of our LSD extraction pipeline, we compute the RMS, 
AD, and cRMS (as defined in Section 6 ) of the full RV time series.

urthermore, we compute the periodograms for a star with a single-
nown planet and a known multiplanet system (cf. Section 7.3 ). The
esults can be found in Table 2 . For each star, we list the scatter
easures for the DRS CCF time series in line (a). The results in line

b) refer to the RVs resulting from only one parameter combination 
 
 = ∞ , � = 1, � = 3, 
 = ∞ ) with flux weights and no
elluric line correction. Most of this scatter is remo v ed by dividing
y the static telluric model and by masking telluric lines deeper than
.5 (c). Further impro v ements through the use of multiple tailored
asks and telluric map v2 lead to the results in line (d), (e), and (f).
he approximate impro v ement due to the LSD method itself with
ome minor enhancements such as using RASSINE (Section 4 ) and 
uitable order weights (Section 5.5 ) can be estimated by comparing 
ines (c) and (a). The impro v ement due to the multi-mask approach
an be deduced by comparing lines (c) and (d). 

We regard the RV results using flux weights (printed in bold) as
ur main results and all additional analysis is based on these time
eries. Note that the MAD of the final LSD time series is lower for
he LSD RVs (d) as compared to the CCF RVs (a) for all stars, while
he RMS and the cRMS are lower or equal for all stars except HD
2613 and significantly lower for the Sun, HD 127334, HD 4628, 
nd Kepler-21. We further investigate the individual RV time series 
n the following subsections. 

.1 Sun 

he LSD pipeline was tested on 300 solar spectra from the set of
bservations presented in Dumusque et al. ( 2021 ). The three scatter
easures described abo v e are computed in the heliocentric frame of

eference (cf. Table 2 ). The heliocentric correction was assumed to be
nknown throughout the computation of the RV time series, ho we ver.
he RMS of the time series in the heliocentric frame only captures

he scatter due to stellar activity and e.g. photon noise without the RV
ffect of any planets and is thus a unique tool for the analysis of an RV
xtraction code. As apparent in Table 2 , the LSD pipeline produces
V time series that show less scatter compared to the DRS CCF

echnique for all three weighting schemes. The model assumptions 
re well met by the high-quality solar spectra, hence flux weights are
learly fa v oured. 

.2 HARPS-N standard stars without known planets 

he solar data set consists of very high signal-to-noise spectra at high
adence of a star that is resolved in the sky, which sets it apart from
ightly HARPS-N observations of other stars. We thus ran the code 
n some standard HARPS-N targets without any known planets and 
omputed the same quality measures as for the Sun. The results in
able 2 show that the different weighting schemes (cf. Fig. 6 ), do not

mpro v e the scatter measures homogeneously for all stars. The RVs
 xtracted using env elope weights hav e a lower cRMS than the DRS
CF RVs for all three stars. Using uniform weights, on the other
and, reduces the cRMS for two out of the three targets. The RV
ime series of HD 62613 computed using flux weights has a slightly
igher RMS of 1.75 m s −1 as compared to the RMS of 1.69 m s −1 of
he DRS-CCF RV time series. This is due to one spectrum with very
ow SNR of 32 at 550 nm (median SNR: 147) leading to a slight
utlier. Without this low-quality spectrum, the RMS of the LSD RVs
s 1.62 m s −1 , while the RMS of the DRS CCF RVs is 1.68 m s −1 .
he same spectrum does not lead to a deviating RV if we use envelope
rrors or uniform errors which indicates that these weightings can 
utperform the standard flux weights when the model assumptions, 
uch as the underlying noise being Gaussian, are not met. Since the
irmass of the HD 62613 observations is high (median: 1.64), we
xpect residual scatter due to tellurics and thus a more sophisticated
elluric transmittance model is expected to reduce the RV RMS. 

.3 Transiting planet hosts 

astly, we tested the LSD pipeline on stars with published planets.
e chose two Kepler targets, Kepler-20, and Kepler -21. For Kepler -

0, two spectra were excluded from the analysis as they led to outlier
Vs for both the DRS CCF and the LSD method. 
Kepler-20 hosts a multiplanet system (Borucki et al. 2011 ; Fressin

t al. 2012 ; Gautier et al. 2012 ), which means that a periodogram
s not an ideal analysis tool since many Keplerian signals are
uperimposed, but it can still serve to compare the dominant signals
n the two time series. In Fig. 12 , we show the Bayesian Generalized
omb-Scargle (BGLS) Periodogram (Mortier et al. 2015 ) for Kepler- 
0. The BGLS periodogram was first computed for the original RVs
or both the LSD and the CCF RVs (left-hand panel). The transiting
lanets b (3.7 d), c (10.9 d), and d (77.6 d) are clearly visible for both
echniques, while planets e (6.1 d) and f (19.6 d) show no prominent
eaks. To impro v e the visibility of other signals, we then modelled
he three transiting planets b, c, and d and subtracted them from the
riginal R Vs. T o generate this model, we used the PyORBIT software
Mala v olta 2016 ) with the MultiNest sampler (Feroz & Hobson
008 ; Feroz, Hobson & Bridges 2009 ; Feroz et al. 2019 ), with 1000
ive points. We assumed circular orbits for all three included planets,
nd constrained the periods and transit timings to the values listed
n Buchhave et al. ( 2016 ). After subtracting these sinusoids from
he original RVs, we generate another BGLS periodogram displayed 
n the right in Fig. 12 . Without the dominant sinusoidal signals of
lanets b, c, and d, we see another periodogram peak emerging (LSD
 Vs: 34.7 d, CCF R Vs: 34.0 d), which agrees with the period of
lanet g (34.9 d) predicted in Buchhave et al. ( 2016 ). Ho we ver, we
ote that this signal could still be generated or amplified by magnetic
ctivity (see Nava et al. 2020 for a review). 

Fig. 13 shows the BGLS periodograms for Kepler-21 which has a
ingle known transiting planet (Howell et al. 2012 ; L ́opez-Morales
t al. 2016 ). This planet’s signal is clearer in the LSD periodogram,
hile the forest of longer period peaks around 15 d, attributed

o stellar activity in L ́opez-Morales et al. ( 2016 ), is clearly less
rominent as compared to the CCF periodogram. 

 C O N C L U S I O N  A N D  O U T L O O K  

e have built and tested an RV extraction pipeline applying LSD
o high-resolution stellar intensity spectra of FGK-type stars using 

ultiple tailored masks. This pipeline normalizes S2D echelle order 
pectra, masks telluric absorption lines, and computes the RV o v er a
ange of parameters. During this process, special care is taken to a v oid
ntroducing spurious RV shifts due to intrinsic model insufficiencies 
r incomplete knowledge. 
As shown in this study, the multitude of instrumental, atmospher- 

cal, and stellar effects on the RV measurement can be balanced 
MNRAS 513, 5328–5343 (2022) 
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ut better by using multiple tailored masks instead of one single
ask. We also show that it can be detrimental to assume that the
ux uncertainty for an assumed stellar spectrum model is given by
hoton and instrumental errors of the recorded spectrum. The latter
s due to the presence of imperfectly corrected telluric absorption
ines, potentially unknown instrumental effects, and stellar activity
arying the profile of an absorption line o v er time (cf. Section 5.4 ).
hese factors do not impact all stars equally, hence we recommend

o test envelope weights as well as the standard flux weights for a
iven target. 
The pipeline outputs R Vs, R V uncertainties, and common profiles

ith uncertainties for each spectrum. The LSD pipeline has been
hown to produce RV time series with generally lower scatter
NRAS 513, 5328–5343 (2022) 
ompared to the CCF method, while retaining the planetary RV
ignal at a comparable or better level. In its current state, the
ipeline masks and partly corrects telluric absorption lines using
 static transmittance spectrum. This approach is robust and fast,
ut disregards the atmospheric conditions and the target’s airmass
t the time of the indi vidual observ ations. Providing tailored telluric
ransmittance spectra to the pipeline is thus expected to further reduce
he RV scatter. 

.1 Application 

he common profiles produced by the LSD pipeline can be fed to
odes such as SCALPELS (Collier Cameron et al. 2021 ) or machine
earning techniques such as presented in de Beurs et al. ( 2020 )
o further correct for stellar activity. Furthermore, the convolution
odel of the stellar spectrum allows to easily measure the variability

f stellar absorption lines and identify stellar or instrumental effects
sing post-processing techniques such as those applied in YARARA
Cretignier et al. 2021 ). We thus see the presented code as a
tandalone RV extraction code as well as a base for other codes
nd extensions. 

In addition to HARPS-N data, we have also tested the LSD pipeline
n ESPRESSO and EXPRES data, yielding comparable results to
he standard pipelines. For EXPRES data, minor adjustments to the
ode’s data read-in are necessary. We only include the HARPS-N
esults for the in-depth performance analysis in this work. 

.2 Future work 

he presented core LSD algorithm can be expanded to include further
mpro v ements in the RV extraction. As a next step, we will include
 standard telluric line correction within the code. As it stands, deep
elluric absorption lines are excluded and partly divided out. Using
he WOBBLE code (Bedell et al. 2019 ) is likely to yield a good data-
riven telluric transmittance model. 
Furthermore, the variability of each line with respect to the LSD
odel can be used as an indicator for unsuitable lines, but also to

etect instrumental effects. 
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Finally, in our upcoming work, the code will be extended to extract
he magnetic flux from the individual lines via Zeeman broadening 
r Zeeman intensification (Kochukhov et al. 2020 ). This is a very
romising avenue to mitigating stellar activity as shown with solar 
bservations (Haywood et al. 2016 , 2020 ). Having direct access to
agnetic flux variation derived from intensity spectra can open the 

oor to extract the small signals of Earth-like planets orbiting solar-
ype stars. 
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PPENDIX  A :  A NA LY T I C  EXPRESSION  F O R  

O M M O N  PROFILE  

o find the best-fitting LSD common profile (cf. Section 3.1 ,
quations 3 and 4 ), we minimize the expression below. The matrix
 is generated from the wavelength and depth information for the

bsorption lines from VALD3. The number of rows in M is equal to
he number of flux measurements, while the number of columns is
qual the number of velocity grid points of the LSD common profile
. The quadratic matrix S contains the inverse squared uncertainties
f the flux measurements on the diagonal and zeros off the diagonal.
irst, we expand the minimization expression: 

2 = ( Y − M Z ) T S ( Y − M Z ) , (A1) 

= ( Y T

 − Z T

 M T

 ) S ( Y − M Z ) , (A2) 

= Y T

 S Y − Y T

 S M Z − Z T

 M T

 S Y + Z T

 M T

 S M Z , (A3) 

= Y T

 S Y − 2 Y T

 S M Z + Z T

 M T

 S M Z , (A4) 
here we used that Z T

 M T

 S Y is symmetric and thus Z T

 M T

 S Y =
 Z T

 M T

 S Y ) T = Y T

 SM Z in the last step ( S is diagonal and thus S T

 =
 ). 
Therefore, we must minimize the abo v e term: 

 = ∇ Z ( Y T

 S Y − 2 Y T

 S M Z + Z T

 M T

 S M Z ) , (A5) 

= −2 Y T

 S M + Z T

 M T

 S M + Z T

 M T

 S M , (A6) 

n the last step, we used that Z T

 M T

 SM Z is a quadratic form. If α is
 quadratic form 

= x T  A x , (A7) 

t holds that 
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∂α

∂ x 
= x T  ( A + A T

 ) . (A8) 

onsequently, we must solve the following equation: 

 T

 S M = Z T

 M T

 S M , (A9) 

r 

M T

 S Y = M T

 S M Z . (A10) 

e can solve equation ( A10 ) directly via Z = ( M T

 SM ) −1 M T

 S Y . 

PPENDI X  B:  R M S  D E P E N D E N C E  O N  
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Figure B2. Violin plot showing the cRMS distribution for HD62613. 
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