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Abstract

We demonstrate that the intrinsic aqueous solubility of crystalline druglike molecules can be

estimated with reasonable accuracy from sublimation free energies calculated using crystal

lattice simulations and hydration free energies calculated using the 3D Reference Interaction

Site Model (3DRISM) of the Integral Equation Theory of Molecular Liquids (IET). The sol-

ubilities of 25 crystalline druglike molecules are predicted by the model withR = 0.85 and

RMSE = 1.45 log10 S units, which is significantly more accurate than results obtained us-

ing implicit continuum solvent models. The method is unique in that it is not parameterized

against experimental solubility data and it offers a full computational characterization of the

thermodynamics of transfer of drug molecule from crystal phase to gas phase to dilute aqueous

solution.
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1 Introduction

The intrinsic aqueous solubility of an ionizable molecule is defined as the concentration of the

unionized molecule in saturated aqueous solution at thermodynamic equilibrium at a given tem-

perature.1,2 It is related to both pH-dependent solubility and dissolution rate by models such as

the Henderson-Hasselbalch equation3,4 and Noyes-Whitney equation,5 respectively. Prediction of

the intrinsic aqueous solubility of bioactive molecules isof great importance in the biochemical

sciences because it is a key determinant in the bioavailability of novel pharmaceuticals6–11and the

environmental fate of potential pollutants.12,13

Over the last two decades, more than 100 different computational methods to predict the solu-

bility of organic molecules in water have been published.14–16The vast majority of these are Quan-

titative Structure-Property Relationships (QSPR), which use experimental data to learn a statistical

relationship between the physical property of interest (e.g., solubility) and molecular descriptors

calculable from a simple computational representation of the molecule.6 QSPRs have been widely

used because they are computationally inexpensive and may offer reasonably accurate predictions

for molecules similar to those in the training set.17 It is well known, however, that QSPR models

are unreliable for molecules dissimilar to those in the training set. Furthermore, since QSPRs are

not based on any fundamental physical theory, they provide little information about the underlying

physical chemistry. In all but a few cases,18–20 QSPR models predict solubility from molecu-

lar rather than crystal structure, which means they are not able to rationalise or predict different

solubilities for different polymorphs of a molecule.

A more satisfactory approach to predicting intrinsic aqueous solubility would be to calculate

it directly from molecular simulation. Up until now, however, few such approaches have been

published, even though a large number of similar methods have been proposed to calculate other

pharmacokinetic properties, such as octanol-water partition coefficients,21 acid-base dissociation

coefficients22 and protein-ligand binding free energies.23,24One reason for this observation is that

the crystalline polymorphic form of organic molecules has traditionally been difficult to predict

from moleular structure. However, there has been significant progress in this field in recent years.
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The current state of the art allows the polymorphic landscape of rigid and semi-flexible organic

molecules to be calculated with reasonable confidence,25–29 with some recent successes also re-

ported for crystal structure prediction of molecules with multiple rotatable bonds.30

The aim of this work is to propose and test several methods to calculate the intrinsic aqueous

solubility of druglike molecules starting from a known crystal structure, which we here take from

experiment, but which might in future work be obtained by crystal structure prediction. Since satu-

rated aqueous solutions of druglike molecules are difficultto simulate from crystalline molecules,

the most tractable approach to calculating intrinsic aqueous solubility from molecular simulation is

via computation of the free energy of solution (∆Gsol), which is the free energy change associated

with transfer of the molecule from the crystalline phase to aqueous solution under standardized

conditions (See Figure X). Although the solution free energy cannot easily be calculated from a

single simulation, it may in principle be decomposed into terms that can be computed in separate

simulations, via a thermodynamic cycle.

The thermodynamic cycle of crystal to supercooled liquid tosolution is problematic because

the Gibbs free energy change for transfer from crystal to supercooled liquid is not easily accessible

by either experiment or computation. Luder et al. have developed Monte Carlo simulations to pre-

dict ∆Gliq−water. However, Monte Carlo simulations are computationally expensive and, hence, the

method is not applicable to high-throughput drug discovery. Also, the supercooled liquid state of

most drugs at room temperature is not accessible and so it is necessary to carry out simulations at

elevated temperatures. The most successful method for prediction of solubility from this thermo-

dynamic cycle is the general solubility equation (GSE), which relates log S to melting point and the

logarithm of the octanol-water partition coefficient (log P). It can be derived (if some assumptions

are made about the entropy of melting) from the thermodynamic cycle of gas to supercooled liquid

to solution. Dannenfelser et al. have provided models for the prediction of∆Sm, and Wassvik et al.

have demonstrated that the GSE is more accurate if experimental values of∆Sm are used. However,

the best models for predicting melting point still give 40-50 degrees centigrade predictive errors

and so the GSE is not usually applicable to as yet unsynthesized molecules.
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The thermodynamic cycle for transfer from crystal to vapor to solution has been the subject of

both experimental and computational studies. Reinwald et al. predicted aqueous solubility of drugs

from experimental enthalpies of sublimation and calculated hydration energies. Unfortunately, this

method was only accurate for one molecule from a data set of 12, and no computational procedure

was suggested for the calculation of∆Hsub. Perlovich et al. have published a series of papers that

investigate the thermodynamic properties of drugs by experiment and computation, but they have

not provided any methods for the prediction of solubility from structure alone without empirical

parameterization. The most successful application of a thermodynamic cycle via the vapor has

been the prediction of the solubility of liquids (and a smallnumber of low molecular weight solids)

from both experimental and calculated vaporisation and hydration energies by Thompson et al. The

authors report predictive mean unsigned errors in the rangeof 0.4-0.6 in log solubility for a data

set comprising simple low molecular weight compounds.

In previous work, some of the current authors (DSP and JBOM) attempted to predict solubility

from calculation of sublimation and hydration free energies.18 In this work, where∆Gsol was calcu-

lated using an implicit solvent model based upon the Poisson-Boltzmann equation, ab initio results

were not found to deliver the required accuracy, but after the introduction of a small number of em-

pirical corrections, accurate predictions of a druglike test set were obtained. Since then, however,

there has been significant progress in the development of methods to calculate sublimation31 and

hydration free energies. Moreover, additional experimental data to benchmark these calculations

has become available.32 In particular, motivated by our earlier results, some of thecurrent authors

(DSP, MVF) have developed a set of free energy functionals that allow hydration free energies

to be calculated accurately using the 3D Reference Interaction Site Model (3D RISM).33–37This

3D-RISM/UC solvation free energy functional is easily implemented using existing computational

software and allows in silico screening of druglike molecules at significantly lower computational

expense than explicit solvent simulations. Furthermore, new improved continuum solvent models

for quantum mechanics calculations have recently been developed. In the current work, we assess

how accurately the intrinsic aqueous solubility of crystalline druglike molecules can be calculated
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without empirical parameterization of the computational methods against experimental solubil-

ity data. In particular, we consider three different model-potentials used to calculate sublimation

free energies, and four different methods for calculating hydration free energies, taken from both

implicit continuum theory and the integral equation theoryof molecular liquids.

2 Theory

2.1 Calculation of Intrinsic Aqueous Solubility from Sublimation and Hy-

dration Free Energies

The intrinsic aqueous solubility of a crystalline solute ismeasured at thermodynamic equilibrium

between the undissolved crystalline form of the molecule and the neutral form of the molecule in

solution, which can be writtenXs ⇀↽ Xaq. If the activity coefficient for the solute in solution is

assumed to be unity, then the relationship between intrinsic solubility (So) and the overall change

in Gibbs free energy is

∆G∗
sol = ∆G∗

sub +∆G∗
hyd = −RT ln(SoVm) (1)

where∆G∗
sol is the Gibbs free energy for solution,∆G∗

sub is the Gibbs free energy for sublimation,

∆G∗
hyd is the Gibbs free energy for hydration,R is the molar gas constant,T is the temperature (298

K), Vm is the molar volume of the crystal,So is the intrinsic solubility in moles per liter, and the

superscript * denotes that we are using the Ben-Naim terminology, which refers to the Gibbs free

energy for transfer of a molecule between two phases at a fixedcenter of mass in each phase (see

Figure 1).
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Figure 1: Thermodynamic cycle for transfer from crystal to gas and then to aqueous solution. This
figure is based on Figure 1 from our earlier work.18

Figure 2: Correlation functions in the 3D RISM approach. (a) Site-site intramolecular (ωsolv
γξ (r))

and intermolecular (hsolv
αξ (r)) correlation functions between sites of solvent molecules. The inset

shows the radial projections of water solvent site-site density correlation functions: oxygen-oxygen
(OO, red solid), oxygen-hydrogen (OH, green dashed) and hydrogen-hydrogen (HH, blue dash-
dotted); (b) Three-dimensional intermolecular solute-solvent correlation functionhα(r) around a
model solute. This figure is based on Figure 1 from our earlierwork.34
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2.2 Calculation of Hydration Free Energy using 3DRISM-UC

2.2.1 Background

The 3D Reference Interaction Site Model (3D RISM)38–41 is a theoretical method for modelling

solution phase systems based on classical statistical mechanics. The 3D RISM equations relate

3D intermolecularsolvent site - solute total correlation functions(hα(r)), and direct correlation

functions(cα(r)) (indexα corresponds to the solvent sites):38,40

hα(r) =
Nsolvent

∑
ξ=1

∫

R3

cξ (r− r′)χξ α(|r′|)dr′, (2)

whereχξ α(r) is the bulk solvent susceptibility function, andNsolvent is the number of sites in a

solvent molecule (see Figure 2). The solvent susceptibility function χξ α(r) describes the mutual

correlations of sitesξ andα in solvent molecules in the bulk solvent. It can be obtained from the

solvent intramolecular correlation function(ωsolv
ξ α (r)), site-site radial total correlation functions

(hsolv
ξ α (r)) and the solvent site number density(ρα): χξ α(r) = ωsolv

ξ α (r)+ρhsolv
ξ α (r).40 In this work,

these functions were obtained by solution of the RISM equations of the pure solvent.40,42

To make Eq. (2) complete,Nsolvent closure relations are introduced:

hα(r) = exp(−βuα(r)+hα(r)− cα(r)+Bα(r))−1

α = 1, . . . ,Nsolvent

(3)

whereuα(r) is the 3D interaction potential between the solute moleculeandα solvent site,Bα(r)

are bridge functionals,β = 1/kBT , kB is the Boltzmann constant, andT is the temperature.

In general, the exact bridge functionsBα(r) in Eq. (3) are represented as an infinite series of

integrals over high order correlation functions and are therefore practically incomputable, which

makes it necessary to incorporate some approximations.40,43,44In the current work, we use a clo-

sure relationship proposed by Kovalenko and Hirata (the KH closure),45 which was designed to

improve convergence rates and to prevent possible divergence of the numerical solution of the

RISM equations:45

8



hα(r) =











exp(Ξα(r))−1 when Ξα(r) < 0

Ξα(r) when Ξα(r) > 0
(4)

whereΞα(r) = −βuα(r)+hα(r)− cα(r).

The 3D interaction potential between the solute molecule and α site of solvent (uα(r), Eq. (3))

is estimated as a superposition of the site-site interaction potentials between solute sites and the

particular solvent site, which depend only on the absolute distance between the two sites. We use

the common form of the site-site interaction potential represented by the long-range electrostatic

interaction term and the short-range term (Lennard-Jones potential).33

Within the framework of the RISM theory there exist several approximate functionals that allow

one to analytically obtain values of the HFE from the totalhα(r) and directcα(r) correlation func-

tions.24,46,47Although these functionals have been extensively used toqualitatively model ther-

modynamics of different chemical systems24,48,49they generally give HFE values that are strongly

biased from experimental data with a large standard deviation error.24,33,46,47,50,51In recent work,

DSP and MVF have developed a new free energy functional (3D RISM/UC) that allows the hy-

dration free energies (HFE) of molecules ranging from simple alkanes to pharmaceuticals to be

calculated accurately in the scope of the 3D RISM.

2.3 3D RISM/UC functional

The Gaussian fluctuations (GF) HFE functional was initiallydeveloped for by Chandler, Singh and

Richardson, for 1D RISM, and adopted by Kovalenko and Hirata for the 3D RISM case:40,52

∆GGF
hyd = kBT

Nsolvent

∑
α=1

ρα

∫

R3

[

−cα(r)−
1
2

cα(r)hα(r)
]

dr (5)

whereρα is the number density of a solvent sitesα. Unfortunately, HFEs calculated using GF

free energy functional have only aqualitative agreement with experiment. We (DSP and MVF)

have recently shown that the error in hydration free energies calculated by the GF functional in 3D
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RISM is strongly correlated with the partial molar volume calculated by 3D RISM.34–36 The 3D

RISM/UC free energy functional developed from this observation is a linear combination of the

∆GGF
hyd, the dimensionless partial molar contribution,ρV , and a bias correction,b (intercept):34

∆G3D−RISM/UC
hyd = ∆GGF

hyd +a(ρV )+b, (6)

where the scaling coefficienta and interceptb values are obtained by linear regression against the

experimental data for the simple organic molecule dataset.For the combination of methods used

here (e.g. KH closure, GF free energy functional, moleculargeometries optimized at the AM1

level of theory, AM1-BCC partial charges, and Lennard-Jones parameters taken from the AMBER

GAFF forcefield), the coefficients have the valuesa =−3.2217 kcal/mol andb = 0.5783 kcal/mol.

We estimate the solute partial molar volume viasolute-solvent site correlation functions using

the standard 3D RISM theory expression:53,54

V = kBT η

(

1−ρα

Nsolvent

∑
α=1

∫

R3
cα(r)dr

)

(7)

whereη is the pure solvent isothermal compressibility,ρα is the number density of solute sitesα.

The 3D RISM/UC method has been shown to give accurate calculations of hydration free

energies for both simple organic molecules and bioactive (druglike) molecules).34–36

3 Methods

3.1 Datasets

The dataset used in this work contains 25 druglike moleculeswith experimental data taken from the

published literature. The chemical structures and common names of these molecules are illustrated

in Figure 3, along with the Cambridge Structural Database (CSD) refcode of the polymorph used in

the calculations . The experimental solubility, sublimation and hydration data including references

are given in Table 1, Table 3, and Table 4, respectively. Sublimation free energy data could only be
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found in the published literature for four molecules in the dataset. For this reason, the sublimation

free energy calculations were also benchmarked against sublimation free energy data obtained

from experimental intrinsic aqueous solubility and hydration free energy data using Eq. (1). The

benefit of this approach is that it ensures that both sublimation free energy and solubility are given

for the same polymorph, but it may also cause an amplificationof the experimental error. The

lack of accurate and well-documented experimental thermodynamic data for druglike molecules in

the published literature has previously been recognized byother authors as a significant stumbling

block in the development of new computational models.55,56(By "well-documented" we mean that

both the methodology and the experimental conditions must be clearly reported)
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Figure 3: The chemical structures, common names and selected crystalline polymorphic form (as
Cambridge Structural Database refcodes) for the 25 molecules in the dataset
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3.2 Calculation of ∆Ghyd using 3D RISM/UC

3.2.1 RISM calculations

RISM calculations were performed assuming infinitely diluted solution. We used the Lue and

Blankshtein version of the SPC/E model of water (MSPC/E).57 This differs from the original

SPC/E water model58 by the addition of modified LJ potential parameters for the water hydrogen,

which were altered to prevent possible divergence of the algorithm.59–62 The Lorentz-Berthelot

mixing rules were used to generate the solute-water LJ potential parameters.63 The following LJ

parameters (for water hydrogen) were used to calculate the interactions between solute sites and

water hydrogens:σLJ
Hw

= 1.1657Å andεLJ
Hw

= 0.0155 kcal/mol.

3.2.2 3D RISM calculations

The 3D RISM calculations were performed using the NAB simulation package42 in the Amber-

Tools 1.4 set of routines.64 The 3D-grid around a solute was generated such that the minimum

distance between any solute atom and the edge of solvent box (bu f f er in NAB notation) was

equal to 30 Å. The linear grid spacing in each of the three directions was 0.3 Å. We employed

the MDIIS iterative scheme,65 where we used 5 MDIIS vectors, MDIIS step size - 0.7, residual

tolerance - 10−10. The KH closure was used for solution of the 3D RISM equations.Solvent

susceptibility functions were taken from the 1D RISM calculations.

3.2.3 Solvent susceptibility functions

Solvent susceptibility functions were calculated with the1D RISM method present in AmberTools

1.4. The dielectrically consistent RISM was employed,66 using the KH closure. The grid size

for 1D-functions was 0.025 Å, which gave a total of 16384 gridpoints. We employed the MDIIS

iterative scheme, where we used 20 MDIIS vectors, MDIIS stepsize - 0.3, and residual tolerance -

10−12. The solvent was considered to be pure water with a number density 0.0333 Å−3, a dielectric

constant of 78.497. The final susceptibility solvent site-site functions were stored and then used as
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input for the 3D RISM calculations. The solvent isothermal compressibility evaluated from the 1D

RISM calculation waskBT η = 1.949459 Å3.

3.2.4 Input Structures and potential parameters

The following data are needed for 3D RISM calculations in the NAB simulation package: 1) atomic

coordinates, 2) partial charges of atoms, and 3) atom-atom potential parameters representing the

Van der Waals interactions. These parameters were assignedto each molecule using programs

distributed with the AmberTools 1.4 package.64,67,68

(1) The coordinates of each molecule were optimized using the AM1 Hamiltonian69 via the

antechamber70 suite, which uses thesqm64 program for semiempirical QM calculations. The

input coordinates of each solute were taken from the crystalstructure used in the sublimation free

energy calculation.

(2) Atomic partial charges were calculated using the AM1-BCC method,71–73 where BCC

stands for bond charge correction, as implemented in Antechamber from the AmberTools 1.4 pack-

age.64 The BCC parameters were taken from Jakalian et al.72

(3) For all compounds, the LJ parameters from the General Amber Force Field (GAFF)73 were

assigned to solute atoms with theantechamber andtleap programs.70

3.3 Calculation of ∆Ghyd using Implicit Continuum Models

HFEs were calculated using three commonly used continuum solvent models in the scope of quan-

tum mechanics: (1) HF/6-31G(d) PCM - Hartree-Fock theory with the 6-31G(d) basis set and the

polarizable continuum model, as implemented in Gaussian03. UAHF atomic radii were used to

define the molecular cavity; (2) HF/6-31G(d) SMD - Hartree-Fock theory with the 6-31G(d) basis

set and the SMD solvent model, as implemented in Gaussian09;(3) HF/6-31G(d) SMD - the M06-

2X density functional with the 6-31G(d) basis set and the SMDsolvent model, as implemented

in Gaussian09. These combinations of QM theory and solvent model were selected because they

performed well in a recent blind challenge for HFE calculation.74–76 We note that these are also
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the recommended methods for HFE calculation in Gaussian03 and Gaussian09, respectively. The

calculations assume infinite dilution of the solute in pure aqueous solvent at 298K.

3.4 Calculation of ∆Gsub

The Gibbs free energy for sublimation was calculated assuming a 1 atm standard state in the gas

(denoted by the superscripto). The Gibbs-Helmholtz equation was used to calculate∆Go
sub, where

∆Hsub was computed from a calculated lattice energy and∆Ssub was considered to be the difference

between the entropy of an ideal gas and the entropy of the crystal at 298 K (where the latter was

estimated from the calculated phonon modes of the crystal).∆Go
sub can be converted to∆G∗

sub using

the following equation, which is derived considering the work for isothermal expansion of an ideal

gas:

∆G∗
sub = ∆Go

sub −RT ln

(

Vm po

RT

)

(8)

Vm is the molar volume of the crystal andpo is standard atmospheric pressure (1atm=101.325kPa).

By substituting Eq. (8) into Eq. (1), solubility can be definedin terms of∆Go
sub and∆G∗

hyd, so as to

eliminateVm:

S =
po

RT
exp

(∆Go
sub +∆G∗

hyd

−RT

)

(9)

This convention is useful because sublimation free energies are almost exclusively given as∆Go
sub

in the literature, while hydration free energies are more commonly given as∆G∗
hyd. (We note

that converting experimental values of∆Go
sub to ∆G∗

sub requires knowledge ofVm, which is not

always available if the polymorphic form is not accurately reported). It is also convenient because

by default all of the computational methods to calculate sublimation and hydration free energies

tested here produce values in these standard states. Therefore, in what follows, thermodynamic

data will be tabulated as∆Go
sub and∆G∗

hyd, and Eq. (9) will be used to calculate solubility.
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3.4.1 Calculation of ∆Hsub

The enthalpy of sublimation∆Hsub can be approximated from the crystal lattice energy,Ulatt , by

∆Ho
sub = −Ulatt −2RT . The -2RT term arises because the lattice energy does not include lattice

vibrational energies (which can be approximated by 6RT for crystals of rigid molecules oscillating

in a harmonic potential) the energy of the vapor is 3RT and a PV= RT correction is necessary to

change energies into enthalpies, thus yielding -6RT + 3RT + RT = -2RT

Crystal lattice energies were calculated with DMACRYS from the energy-minimized crystal

structures. The repulsion-dispersion contributions to the intermolecular potential were evaluated

as

Urep−disp =
Nmol

∑
M,N

(

∑
i∈M<k∈N

Uik

)

=
Nmol

∑
M,N

(

∑
i∈M<k∈N

(

Aικe−Bικ Rik −
Cικ

R6
ik

))

(10)

where atoms i and k in molecules M and N are of typesι andκ, respectively, and the parameters

Aικ , Bικ , andCικ are characteristic of the atom types. The atom-atom potential parameters were

taken from Williams and Houpt (C-C, Hc-Hc, N-N, O-O, F-F), Coombes et al. (Hp-Hp), Hsu

and Williams (Cl-Cl), and Filippini and Gavezzotti (S-S); here, Hc are hydrogen atoms bonded

to carbon and Hp are polar hydrogen atoms (bonded to either oxygen or nitrogen). Potential

parameters for interactions between different atoms were constructed as geometric averages for

parameters A and C and arithmetic averages for parameter B. Repulsion-dispersion interactions

were evaluated up to a 15 Åcutoff.

Electrostatic contributions to the intermolecular potential were calculated from a distributed

multipole representation of the electron distribution, which was evaluated by single point calcu-

lation, using MP2 and the 6-31G(d,p) basis set in Gaussian03, including multipoles up to the

hexadecapole. Ewald summation was used for charge-charge,charge-dipole, and dipole-dipole

interactions, while all higher order electrostatic terms (up to R−5) were summed to a 15 Åcutoff

between molecular centers of mass.
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3.4.2 Calculation of ∆Ssub

The molar entropy change for sublimation was calculated as∆So
sub = Srot,gas +Strans,gas−Sext,cryst ,

whereSrot,gas andStrans,gas are the rotational and translational contributions to the entropy of the

gas at 298 K, respectively, andSext,cryst is the intermolecular vibrational contribution to the entropy

of the crystal at 298 K. The change in electronic entropy was assumed to be zero. The intra- and

intermolecular contributions to the entropy of the crystalwere considered to be decoupled, such

that the change in intramolecular vibrational entropy for transfer from crystal to gas was taken to

be zero. The gain in conformational entropy for flexible molecules was initially set to zero. The

use of a correction of between 1/2RT and 3/2RT per rotatable bond was also tested.

Srot,gas and Strans,gas. The rotational and translational entropies of the gas werecalculated from

statistical thermodynamics, assuming an ideal gas at 298 K.

Sext,crystal. From the Third Law of Thermodynamics, the entropy of all perfect crystalline sub-

stances is zero atT = 0 K. At 298 K, it is necessary to consider intermolecular and intramolecular

vibrations. Translational and rotational entropies are assumed to be negligible, and the crystal lat-

tice is considered to be infinite and perfect. The vibrational terms arise from the intramolecular

vibrations and from the phonon modes of the crystal. The latter were calculated using the rigid

molecule lattice dynamics implemented in DMACRYS, with the same model potential used for

the lattice energy minimizations. Only the 6N - 3 (where N is the number of molecules in the

unit cell) optical zone-center (k = 0) phonons were calculated; the remaining three acoustic modes

have zero frequency atk = 0. The density of states was calculated using a hybrid Debye-Einstein

approximation fork 6= 0, where the frequencies of the optical phonons were assumedto be inde-

pendent of k and the acoustic contribution was modeled by theDebye approximation, with the

Debye cutoff frequency estimated by extrapolating the acoustic modes to the zone boundary, using

sound velocities calculated from the elastic stiffness tensor. The resulting free energy expression is

given in.77 In these calculations, it is assumed that vibrations are harmonic and coupling between

inter and intramolecular vibrations is ignored.
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3.4.3 Selection of a crystal polymorph

For the lattice energy calculations, a single crystal structure for each solute was selected for anal-

ysis from the Cambridge Structural Database (CSD) using the following algorithm:

1. Extract all entries from the Cambridge Structural Database (CSD) that have 3D coordinates

for the single molecule (no salts, solvates, cocrystals, etc)

2. Calculate the lattice energy for each entry

3. Select the crystal structure that has the lowest calculated lattice energy

The majority of experimental data in the published literature is reported without characteri-

zation of the crystalline polymorphic form that is observedat thermodynamic equilibrium in the

solubility experiment, which makes it difficult to compile an accurate database of polymorph sol-

ubility. For the four molecules in the dataset for which polymorph information was available,

the crystalline form used in the calculations was the same asthat observed in experiment. This

is not unexpected since both the experimental and computational methodologies will on average

select more thermodynamically stable polymorphs. In the case of the computations, it is clear that

the algorithm discussed above will explicitly select the most thermodynamically stable polymorph

(as defined by the model-potential). In the case of the experiments, the repeated dissolution and

reprecipitation of the solute that occurs during a single solubility measurement often promotes

changes in crystal polymorph, from less to more thermodynamically stable forms in accordance

with Ostwald’s law of stages.78–80For those molecules in the dataset for which the solubility data

is reported without characterization of the polymorphic form of the precipitate, it is not possible

to assess whether the polymorphic form used in the computations is the same as that used in the

experiment. Nevertheless, as has previously been suggested by other authors, a simulated crystal

structure may be sufficient to improve models to predict solubility, even if small errors exist in the

simulated polymorphic landscape.,18,19 since the average differences in experimental molar solu-

bilities between polymorphs ( 2-fold)81 are considerably lower than the average errors in models

to predict solubility (6- to 10-fold molar solubility),.14–16
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3.5 Statistical Analysis

To compare calculated and experimental results for different computational models, a correlation

coefficient and the root mean squared deviation (RMSD) were evaluated:

R2 = 1−
∑n

i=1(y
i − yi

exp)
2

∑n
i=1(y

i
exp −M(yi

exp))
2 , (11)

RMSD(y,yexp) =

√

1
N ∑

i

(

yi − yi
exp

)2
(12)

where indexi runs through the set ofN selected molecules, andyi andyi
exp are the calculated and

the experimental values, respectively, for moleculei for a given property (i.e.∆Gsub, ∆Ghyd or

log10S). The total deviation can be split into the two parts: bias (or mean displacement,M) and

standard deviation (SD), which are calculated by the formulae:

bias = M(y− yexp) =
1
N ∑

i∈S

(

yi − yi
exp

)

(13)

σ(y− yexp) =

√

1
N ∑

i∈S

(

y(i)− y(i)
exp −M(y− yexp)

)2
(14)

The bias gives the systematic error, which can be corrected by a simple constant term. The

standard deviation gives the random error that is not explained by the model. One can see the

connection between these three formulae:

RMSD(y, yexp)
2 = M(y− yexp)

2 +σ(y− yexp)
2 (15)

From inspection of Eq. (14) and Eq. (15), it is clear that models reportingRMSE greater than

the standard deviation of the experimental data (1.79 log S units) offer less accurate predictions

of solubility than the null model provided by the mean of the experimental data. Here the stan-

dard error of theRMSE is estimated using 1000 bootstrap samples of 25 molecules taken with
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replacement from the 25 molecules in the original dataset.

The statistics defined previously give measures of the prediction error for the complete dataset.

To further validate our results, the predicted solubility data is analysed in terms of three different

categories, some of which have previously been adopted by other authors:16 (i) accurate predictions

- molecules whose solubilities are calculated with an absolute error of less than 0.5 log S units;

(ii) satisfactory predictions - molecules whose solubilities are calculated with an absolute error

of less than 1 log S units; (iii) outliers - molecules for which the absolute error in the calculated

solubility is more than two times the standard deviation of the experimental data (1.79·2 = 3.58

log10S, referred to units of mol/l).

Statistical analyses were carried out in the R Statistical Computing Environment.82 Python

scripts were used to manipulate raw data files.

3.6 Computational Expense

The calculations discussed in this paper were performed in duplicate on different computing clus-

ters, at the University of Strathclyde (by JM) and at the Max Planck Institute (MPI) for Mathe-

matics in the Sciences (by DSP). Here, we report timings for computations performed on a single

machine at the MPI, an Intel(R) Core (TM)2 Duo CPU E8600 3.33 GHz processor. The mean

time required to calculate the hydration free energy of a single solute using 3D RISM/UC was∼

45 min, while the minimum and maximum values were∼ 30 min and∼ 75 min, respectively.

The time required for a single calculation could be significantly reduced by using advanced nu-

merical algorithms83 or by performing the simulations using parallel computation.42 The most

time-consuming step in the sublimation free energy calculations is the single-point calculation at

the MP2/6-31G(d,p) level, which required between 1 and 11 hours on a single CPU depending on

the size of the molecule. The remaining steps in the calculation of sublimation free energy require

minimal computational expense ( 10 to 20 mins on a single CPU).
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4 Results

The aim of the current work is to assess how accurately the intrinsic aqueous solubility of crys-

talline druglike molecules can be estimated from calculated sublimation and hydration free en-

ergies based on a thermodynamic cycle via the vapour (Eq. (1)). We begin by comparing the

calculated and experimental data for sublimation and hydration free energies.

4.1 Sublimation Free Energy

The model potential used to calculate sublimation free energies comprises two terms: a repulsion-

dispersion term and an electrostatic term. The repulsion-dispersion term was evaluated using the

Buckingham potential and empirical parameters obtained from the FIT potential. The electrostatic

term was calculated using a distributed multipole representation of the charge distribution using

multipoles up to the hexadecapole, which were computed at three different levels of theory: (i)

MP2/6-31G(d,p); (ii) B3LYP/6-31G(d,p); (iii) HF/6-31G(d,p). The sublimation free energies cal-

culated by these methods will be referred to as∆GMP2
sub , ∆GB3LY P

sub and∆GHF
sub , respectively, with

∆Gexp
sub used to refer to the experimental sublimation free energy data

A significantly better correlation was observed between∆Gexp
sub and either∆GMP2

sub or ∆GB3LY P
sub ,

than between∆Gexp
sub and∆GHF

sub . The statistics reported in Table 1 indicate that both∆GMP2
sub and

∆GB3LY P
sub explain much of the variance in the experimental sublimation free energy data (RMP2 =

0.87 andRB3LY P = 0.87) without a significant systematic error (biasMP2 = 0.16 kJ/mol andbiasB3LY P =

0.70 kJ/mol). Both models provided a better estimate of the datathan its mean since the root-

mean-square errors (RMSEMP2 = 5.64 kJ/mol andRMSEB3LY P = 5.67 kJ/mol) were lower than

the standard deviation of the experimental sublimation free energy data (σ = 10.34 kJ/mol). By

contrast,∆GHF
sub does not provide a good estimate of∆Gexp

sub (RHF = 0.82,RMSEHF = 11.50 kJ/mol,

biasB3LY P =−8.90 kJ/mol). The correlation between∆Gexp
sub and∆GMP2

sub is plotted in Figure 4 (sim-

ilar graphs for∆GB3LY P
sub and∆GHF

sub are provided in the supporting information). The large outlier

in this graph is ibuprofen for which∆Gexp
sub = 42.06 kJ/mol and∆GMP2

sub = 54.89 kJ/mol.
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Table 1: Sublimation free energies at 298K from experiment and calculated using the FIT potential
parameters and distributed multipoles evaluated at different levels of theory using the 6-31G(d,p)
basis set

Molecule ∆Gexp
sub ∆Gcalc

sub ∆Gcalc
sub ∆Gcalc

sub
kJ/mol kJ/mol kJ/mol kJ/mol

(MP2) (B3LYP) (HF)

BENZAC02 34.23 35.08 34.59 48.91
BZAMID02 43.14 36.41 36.98 48.76
COCAIN10 54.90 56.23 56.55 61.07
COYRUD11 61.06 65.62 64.84 77.84
HXACAN04 59.95 54.91 53.93 69.13
IBPRAC01 42.06 54.89 54.60 65.80
JODTUR01 59.45 60.15 59.75 68.22
NAPHOL01 35.38 35.82 33.23 39.73
PYRENE07 46.25 41.88 41.77 43.81
SALIAC 40.31 34.04 33.40 42.41
R 0.87 0.87 0.82
RMSE 5.63 5.66 11.64
σ 5.63 5.62 7.00
bias 0.17 0.71 -9.30
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Figure 4: Correlation between experimental and calculated sublimation free energy, where the cal-
culations were performed using the FIT potential parameters and distributed multipoles evaluated
at the B3LYP/6-31G(d,p) level of theory

The sublimation free energy data calculated by the three model potentials may be further val-

idated against experimental intrinsic aqueous solubilitydata by using the experimental hydration

free energy data to complete the thermodynamic cycle. Solubility is predicted more accurately

when MP2/6-31G(d,p) or B3LYP/6-31G(d,p) multipoles are used in the model potential (see Ta-

ble 1RMP2 = 0.90, RMSEMP2 = 0.99 log S units,σMP2 = 0.99 log S units andbiasMP2 = −0.03

log S units. RB3LY P = 0.90, RMSEB3LY P = 0.99 log S units,σB3LY P = 0.99 log S units and

biasB3LY P = −0.12 log S units), than when HF/6-31G(d,p) multipoles are used(RHF = 0.78,

RMSEHF = 2.04 log S units,σHF = 1.23 log S units andbiasHF = 1.63 log S units). For the

calculations using HF/6-31G(d,p) multipoles, the value ofthe RMSE is larger than the standard

deviation of the experimental solubility data (1.79 log S units referred to units of mol/l), which in-

dicates that the model gives less accurate predictions thanthe mean of the experimental data. The

correlation between experimental and calculated solubility obtained using multipoles evaluated at

the MP2/6-31G(d,p) level of theory is plotted in Figure 4 (similar graphs for∆GB3LY P
sub and∆GHF

sub
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Table 2: Sublimation thermodynamics (n=25) calculated using the FIT potential parameters and
distributed multipoles evaluated at the B3LYP/6-31G(d,p) level of theory.

Molecule Ulatt ∆Hsub Strans Srot Sext ∆Ssub ∆Gsub

kJ/mol kJ/mol J/(mol K) J/(mol K) J/(mol K) J/(mol K) kJ/mol
ALOPUR -129.58 124.62 170.02 120.90 95.30 195.61 66.33
AMBNAC04 -115.42 110.46 170.11 123.11 89.11 204.11 49.64
AMXBPM10 -176.85 171.89 179.46 144.23 99.83 223.87 105.18
BENZAC02 -95.68 90.72 168.67 119.80 100.10 188.36 34.59
BZAMID02 -98.09 93.13 168.56 119.90 100.02 188.44 36.98
COCAIN10 -124.18 119.23 180.01 144.39 114.09 210.32 56.55
COYRUD11 -131.73 126.78 176.57 138.31 107.05 207.83 64.84
DHANQU06 -127.69 122.73 177.10 137.08 111.52 202.66 62.34
EPHPMO -136.95 132.00 175.91 133.82 106.57 203.16 71.46
ESTRON14 -142.34 137.39 178.58 141.18 107.77 211.99 74.21
HXACAN04 -118.76 113.80 171.33 126.29 96.72 200.89 53.93
IBPRAC01 -121.14 116.19 175.20 136.11 104.64 206.68 54.60
IVUQOF -155.62 150.67 180.13 144.13 107.11 217.15 85.95
JODTUR01 -125.78 120.83 175.20 135.93 106.17 204.96 59.75
LABJON01 -158.23 153.26 177.00 139.31 107.26 209.05 90.97
NAPHOL01 -95.41 90.45 170.73 124.12 102.84 192.01 33.23
NDNHCL01 -142.56 137.61 180.92 147.57 115.62 212.87 74.17
NICOAC02 -102.07 97.12 168.77 119.57 93.97 194.37 39.20
NIFLUM10 -142.58 137.62 179.11 142.94 124.28 197.77 78.69
PINDOL -156.18 151.23 177.51 142.14 97.92 221.74 85.15
PTERID11 -83.93 78.97 169.65 119.86 118.12 171.39 27.90
PYRENE07 -104.77 99.81 174.95 132.69 112.88 194.77 41.77
SALIAC -96.16 91.21 170.20 122.57 98.77 194.00 33.40
SIKLIH01 -137.15 132.19 179.67 142.37 112.19 209.85 69.66
XYANAC -137.05 132.09 177.15 139.27 104.08 212.35 68.81

are provided in the supporting information).

The results show that distributed multipoles calculated atthe MP2/6-31G(d,p) or B3LYP/6-

31G(d,p) level of theory provide a more accurate description of the electrostatic interaction energy

in the crystal than do multipoles calculated at the HF/6-31G(d,p). Furthermore, the observed

correlation between∆GMP2
sub and∆GB3LY P

sub (R = 0.998, σ = 0.863 kJ/mol,bias = 0.539 kJ/mol)

suggests that the density functional method is a useful alternative to MP2 for the molecules and

calculations considered here.
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Figure 5: Correlation between experimental and calculated solubility, where the latter was com-
puted from experimental hydration free energies and calculated sublimation free energies, and the
calculations were performed using the FIT potential parameters and distributed multipoles evalu-
ated at the B3LYP/6-31G(d,p) level of theory

4.2 Enthalpy-entropy compensation

A linear correlation is observed between the calculated enthalpy and entropy of sublimation, which

is illustrated in Figure 6, where∆Hsub is plotted against−T ∆Ssub with both quantities given in

units of kJ/mol. The line of best fit is∆Hsub = 0.13T ∆Ssub −44.61 with R = −0.88. The idea of

enthalpy-entropy compensation has been used to describe phenomena observed in a wide variety

of different chemical systems including proteins,84 protein-ligand complexes,,85 etc. It is normally

invoked to model relationships between enthalpy and entropy of homologous series of compounds,

or of measurements on a small number of chemical systems carried out at a range of different

temperatures. In our opinion, the results presented here donot imply a mechanism for enthalpy-

entropy compensation in the sublimation of real organic crystals, since we work with a simplified

computational model (infinite, perfect crystal and simplified entropy expression). Nevertheless, it

is interesting to note that, of the terms comprising∆Ssub (see??), ∆Hsub is more strongly correlated
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Figure 6: Correlation between sublimation enthalpies and entropies calculated using the FIT po-
tential parameters and distributed multipoles evaluated at the B3LYP/6-31G(d,p) level of theory

with bothStrans(gas) andSrot(gas) (R = 0.7 andR = 0.7, respectively), than withSext(cryst) (R =

0.04), which might suggest that the observed correlation between∆Hsub and∆Ssub is not simply an

artifact due to use of the same model-potential in the calculation of these quantities. The outlier in

Figure 6 is pteridine (PTERID11), which is heterocycle containing two ring systems, four nitrogens

and no rotatable bonds.
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4.3 Hydration Free Energy

Four different methods were used to calculate hydration free energies: (1) 3DRISM/UC; (2) HF/6-

31G(d) with the PCM - Hartree-Fock theory with the 6-31G(d) basis set and the polarizable con-

tinuum model; (3) HF/6-31G(d) SMD - Hartree-Fock theory with the 6-31G(d) basis set and the

SMD solvent model, as implemented in Gaussian09; (4) HF/6-31G(d) SMD - the M06-2X density

functional with the 6-31G(d) basis set and the SMD solvent model. The hydration free energies

calculated using these methods will be referred to as∆G3DRISM/UC
hyd , ∆GPCM

hyd , ∆GSMD(HF)
hyd , and

∆GSMD(M06−2X)
hyd . The calculated hydration free energy data are presented inTable 3 and plotted in

Figure 7. It is clear that for this dataset the 3DRISM/UC and HF/6-31G(d) SMD methods provide

significantly more accurate estimates of hydration free energies than the other four methods tested

here.

The correlation statistics for the 3DRISM/UC method areR = 0.929, σ = 4.491 kJ/mol,

RMSE = 4.896 andbias = 1.821 kJ/mol, whereas for the HF/6-31G(d) SMD method they are

R = 0.973,σ = 2.815 kJ/mol,RMSE = 2.906 andbias =−0.721 kJ/mol. It is noteworthy that the

root-mean-square-errors for both of these methods are below the value of 5.7 kJ/mol that would

equate to a 1log10 unit error in the related equilibrium property (e.g. intrinsic aqueous solubility).

The root-mean-square errors for the other four methods are all above 8 kJ/mol.
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Table 3: Hydration free energies (n=25) from experiment andcalculated using four different com-
putational methods: (1) 3DRISM/UC; (2) HF/6-31G(d) with the PCM - Hartree-Fock theory with
the 6-31G(d) basis set and the polarizable continuum model;(3) HF/6-31G(d) SMD - Hartree-
Fock theory with the 6-31G(d) basis set and the SMD solvent model; (4) HF/6-31G(d) SMD - the
M06-2X density functional with the 6-31G(d) basis set and the SMD solvent model.ρV 3D−RISM

is the unit-less partial molar volume of the solute in infinitely dilute solution as calculated by 3D
RISM theory.

Molecule ∆Gexp
hyd ρV 3D−RISM ∆G3D−RISM/UC

hyd ∆GSMD(M06−2X)
hyd ∆GSMD(HF)

hyd ∆GPCM
hyd

kJ/mol kJ/mol kJ/mol kJ/mol kJ/mol
ALOPUR 4.36 -73.88 -63.96 -76.63 -68.32
AMBNAC04 5.21 -56.29 -46.01 -51.70 -44.18
AMXBPM10 11.21 -92.41 -69.63 -79.84 -53.47
BENZAC02 -33.14a 4.80 -36.67 -25.10 -31.66 -27.95
BZAMID02 -45.64a 5.15 -49.86 -37.66 -44.33 -35.73
COCAIN10 -49.98a 11.83 -59.30 -40.59 -52.52 -27.87
COYRUD11 -43.30b 9.23 -44.44 -36.04 -45.42 -36.61
DHANQU06 8.18 -39.47 -26.68 -38.26 -21.42
EPHPMO 8.40 -70.40 -63.67 -73.65 -64.39
ESTRON14 11.66 -42.51 -42.78 -52.89 -47.40
HXACAN04 -62.05b 5.97 -60.31 -55.53 -63.63 -53.35
IBPRAC01 -29.33b 9.83 -31.74 -23.02 -30.56 -18.24
IVUQOF 10.63 -70.75 -78.77 -93.96 -52.13
JODTUR01 -47.58a 9.07 -48.01 -33.09 -40.51 -28.79
LABJON01 7.55 -92.77 -75.46 -100.63 -96.48
NAPHOL01 -32.01a 5.81 -24.70 -28.15 -30.64 -28.24
NDNHCL01 12.21 -49.05 -53.04 -55.02 -36.99
NICOAC02 4.65 -43.74 -35.98 -44.28 -38.16
NIFLUM10 9.60 -65.73 -25.72 -34.33 -22.43
PINDOL 10.31 -67.78 -52.92 -57.67 -45.73
PTERID11 4.74 -52.06 -55.90 -64.98 -37.49
PYRENE07 -18.91 8.01 -26.18 -15.72 -19.15 -11.30
SALIAC -37.21a 5.02 -36.13 -27.12 -33.49 -29.62
SIKLIH01 10.31 -41.77 -33.80 -42.77 -19.79
XYANAC 9.76 -35.80 -23.63 -26.65 -16.65
R 0.93 0.97 0.97 0.88
RMSE 4.85 8.3 2.91 11.58
σ 4.49 3.06 2.81 5.58
bias 1.82 -7.71 -0.72 -10.15

aRef.86

bRef.36
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Figure 7: Calculation of hydration free energy made using four different solvation models plotted
against experimental data for 10 solutes
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4.4 Solubility

Twelve different predictions of intrinsic aqueous solubility can be made from the calculated ther-

modynamic data by considering a thermodynamic cycle via thevapour (three different methods

for calculating sublimation free energies combined with four different methods for calculating

hydration free energies).

Since the intrinsic solubility is clearly defined in terms ofthe sublimation and hydration free en-

ergies (see Eq. (1)), it is reasonable to assume that the accuracy of the calculated solubilities can be

inferred directly for different methods from the accuracy with which these methods calculate sub-

limation and hydration free energies, as discussed in Section 4.1 and Section 4.3. However, some

caution must be excercised in making these inferences. Firstly, the experimental errors associated

with measurements of sublimation and hydration free energies are significantly larger than those

with intrinsic aqueous solubilities (because for druglikemolecules partial vapour pressures near

room temperature are more difficult to measure than saturated solution concentrations). Secondly,

experimental sublimation and hydration free energy data are only available for lower molecular

weight, less drug-like molecules (again due to the problemsof measuring partial vapour pressures

for druglike molecules near room temperature). Thus, the 10molecules considered in Section 4.1

and Section 4.3 are a biased sample of the chemical space represented by the full dataset of 25

molecules. Thirdly, since the hydration free energy data for the 10 molecule dataset are freely

available in the published literature, they may have been used in the parameterization of some of

the implicit continuum methods used to calculate hydrationfree energies (they werenot used in

the development of the 3D RISM/UC free energy functional).

Despite these caveats, the majority of the trends observed for the calculation of sublimation and

hydration free energies in Section 4.1 and Section 4.3 hold true for the calculation of solubility.

For example, the predictions of solubility made using∆GMP2
sub or ∆GB3LY P

sub are significantly more

accurate than those made using∆GHF
sub , regardless of which estimate of∆Ghyd is used. For each of

the four different estimates of hydration free energy considered here,∆GB3LY P
sub gives slightly more

accurate predictions of solubility than∆GMP2
sub , but only by relatively small margins (∆ RMSE <
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0.25 , referred to units of mol/l).

For the complete dataset of 25 molecules, the most accurate predictions of solubility were

made using∆G3DRISM/UC
hyd and∆GB3LY P

sub , whereR = 0.85, RMSE = 1.45 log S,σ = 1.43 log S

andbias = −0.23 log S (units referred to mol/l). The solubilities of 5 molecules were predicted

with absolute errors < 0.5 log S units, while 12 molecules were predicted with absolute errors

< 1 log S units; there were no outliers (based on the categories defined earlier). It is perhaps

surprising that the most accurate prediction of solubilitywas not obtained using∆GSMD(HF)
hyd , since

this method gave the most accurate estimates of hydration free energies for the 10 molecules for

which experimental data were available (RMSE = 2.91 kJ/mol compared toRMSE = 4.85 kJ/mol

for ∆G3DRISM/UC
hyd . See Figure 7). The accuracy of the predictions of solubility obtained with

∆GSMD(HF)
hyd (RMSE = 2.14 log S, referred to units of mol/l) are relatively poor, which is in part

due to two large outliers: NIFLUM10,∆log S = 4.58 ; PTERID11∆log S = -5.09. NIFLUM

contains 3 flourine atoms which may be a contributing factor to the prediction errors (IVUQOF is

the only other molecular crystal that contains fluorine atoms).
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Table 4: Prediction of solubility (logS) for a dataset of 25 molecules using sublimation free energies calculated usingthe FIT poten-
tial parameters and distributed multipoles evaluated at the B3LYP/6-31G(d,p) level of theory, combined with hydrationfree energies
calculated by different methods

Molecule logS Polymorph logS Error logS Error logS Error logS Error
(Exp.) (Exp.) (3D RISM/UC) (SMD-M062X) (SMD-HF) (PCM)

NDNHCL01 -3.24e NDNHCL01 -5.79 2.55 -5.09 1.85 -4.75 1.51 -7.91 4.67
IVUQOF -1.80a -4.05 2.25 -2.65 0.85 0.02 -1.82 -7.32 5.52
IBPRAC01 -3.62a -5.40 1.78 -6.92 3.30 -5.60 1.98 -7.76 4.14
ESTRON14 -5.32b -6.94 1.62 -6.90 1.58 -5.13 -0.19 -6.09 0.77
NAPHOL01 -1.98c NAPHOL01 -2.88 0.90 -2.28 0.30 -1.84 -0.14 -2.26 0.28
SIKLIH01 -5.46c SIKLIH01 -6.28 0.82 -7.67 2.21 -6.10 0.64 -10.13 4.67
AMXBPM10 -2.95c AMXBPM10 -3.63 0.68 -7.62 4.67 -5.83 2.88 -10.45 7.50
PINDOL -3.79c -4.43 0.64 -7.04 3.25 -6.21 2.42 -8.30 4.51
COYRUD11 -4.50c COYRUD -4.96 0.46 -6.44 1.94 -4.79 0.29 -6.34 1.84
XYANAC -6.74 c XYANAC -7.17 0.43 -9.31 2.57 -8.78 2.04 -10.53 3.79
DHANQU06 -5.19d -5.40 0.21 -7.64 2.45 -5.61 0.42 -8.56 3.37
JODTUR01 -3.47d -3.45 -0.02 -6.06 2.59 -4.76 1.29 -6.82 3.35
NICOAC02 -0.85d -0.59 -0.26 -1.95 1.10 -0.50 -0.35 -1.57 0.72
BENZAC02 -1.58a -1.02 -0.56 -3.05 1.47 -1.90 0.32 -2.55 0.97
HXACAN04 -1.02c HXACAN01 -0.27 -0.75 -1.11 0.09 0.31 -1.33 -1.49 0.47
NIFLUM10 -4.58c -3.66 -0.92 -10.67 6.09 -9.16 4.58 -11.25 6.67
SALIAC -1.93 c SALIAC03 -0.91 -1.02 -2.49 0.56 -1.37 -0.56 -2.05 0.12
EPHPMO -2.64d -1.57 -1.07 -2.75 0.11 -1.00 -1.64 -2.63 -0.01
AMBNAC04 -1.37d -0.22 -1.15 -2.02 0.65 -1.03 -0.34 -2.34 0.97
COCAIN10 -2.25a -0.91 -1.34 -4.19 1.94 -2.10 -0.15 -6.42 4.17
BZAMID02 -0.95d 0.87 -1.82 -1.27 0.32 -0.10 -0.85 -1.61 0.66
PYRENE07 -6.18d -4.12 -2.06 -5.95 -0.23 -5.35 -0.83 -6.73 0.55
LABJON01 -3.26c -1.07 -2.19 -4.11 0.85 0.31 -3.57 -0.42 -2.84
ALOPUR -2.26a -0.06 -2.20 -1.80 -0.46 0.42 -2.68 -1.04 -1.22
PTERID11 0.02c 2.85 -2.83 3.52 -3.50 5.11 -5.09 0.29 -0.27

eRef.16

aRef.87

bRef.88

cRef.32

dRef.89
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Table 5: Calculation of intrinsic aqueous solubility (S) fora dataset of 25 molecules (Figure 3)
using sublimation and hydration free energies calculated by different methods. Solubilities are
expressed as log10S with units referred to mol/l.

∆Ghyd ∆Gsub R RMSE σ bias |error| < 0.5 |error| < 1 outliers
3DRISM/UC MP2 0.81 1.58 1.58 -0.05 5 (20%) 10 (40%) 0 (0%)

B3LYP 0.85 1.45 1.43 -0.23 5 (20%) 12 (48%) 0 (0%)
HF 0.75 2.51 1.64 1.90 1 (4%) 2 (8%) 5 (20%)

SMD MP2 0.81 2.14 2.13 0.14 8 (32%) 12 (48%) 4 (16%)
(HF) B3LYP 0.84 2.03 2.03 -0.05 8 (32%) 12 (48%) 2 (8%)

HF 0.75 3.02 2.19 2.08 2 (8%) 5 (20%) 6 (24%)
SMD MP2 0.84 2.49 1.87 1.65 6 (24%) 8 (32%) 3 (12%)
(M062X) B3LYP 0.86 2.33 1.82 1.46 6 (24%) 10 (40%) 2 (8%)

HF 0.74 4.2 2.17 3.59 1 (4%) 1 (4%) 13 (52%)
PCM MP2 0.71 3.57 2.65 2.40 3 (12%) 9 (36%) 9 (36%)

B3LYP 0.74 3.37 2.54 2.21 5 (20%) 11 (44%) 9 (36%)
HF 0.65 5.11 2.69 4.35 0 (0%) 2 (8%) 13 (52%)
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Figure 8: Prediction of solubility (logS) for a dataset of 25molecules using sublimation free
energies calculated using the FIT potential parameters anddistributed multipoles evaluated at the
B3LYP/6-31G(d,p) level of theory, combined with hydration free energies calculated by different
methods
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5 Discussion

Prediction of the solubility of bioactive molecules is of great importance in the biochemical sci-

ences because solubility is a key physicochemical propertyin estimating the bioavailability of

novel pharmaceuticals and the environmental fate of potential pollutants. Over the last two decades,

more than 100 different methods to predict the solubility oforganic molecules in water have been

published. The vast majority of these computational methods are Quantitative Structure-Property

Relationships (QSPR), which use experimental data to learn a statistical relationship between the

physical property of interest (solubility) and molecular descriptors calculable from a simple com-

putational representation of the molecule. Up until now, very few theoretical approaches to calcu-

late solublity have been published, even though a large number of similar methods have been pro-

posed to calculate other pharmacokinetic properties, suchas octanol-water partition coefficients,

acid-base dissociation coefficients and protein-ligand binding free energies.

The computation of intrinsic aqueous solubility from molecular simulation may be decom-

posed into two seperate steps: (i) the prediction of crystalstructure; (ii) the calculation of the

solution free energy (from which intrinsic aqueous solubility can be estimated). The aim of the

current work has been to assess how accurately step (ii) can be performed using existing com-

putational methods. Since the solution free energy is not amenable to direct computation, it has

been decomposed into sublimation and hydration free energies by a thermodynamic cycle via the

vapour. Sublimation free energies have been calculated using model-potential based crystal lat-

tice simulations (in DMACRYS), while hydration free energies have been computed using both

implicit continuum solvent approaches and molecular integral equation theory. It should be noted

that other decompositions of the solution free energy are possible.

The results presented here support a number of conclusions.Firstly, distributed multipoles

calculated at the MP2/6-31G(d,p) or B3LYP/6-31G(d,p) levelof theory provide a far more accurate

description of the electrostatic interaction energy in thecrystal than do multipoles calculated at the

HF/6-31G(d,p). The difference between the sublimation free energies (and solubilities) obtained

using the MP2 or B3LYP multipoles is small, which suggests that B3LYP can be used as a less
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computationally expensive alternative to the MP2 calculations.

The most accurate calculations of intrinsic aqueous solubility were obtained using the 3DRISM/UC

method of molecular integral equation theory. When the hydration free energies calculated by

3DRISM/UC were combined with sublimation free energies computed using multipoles evaluated

at the B3LYP/6-31G(d,p) level of theory, the intrinsic aqueous solubilities of 25 druglike molecules

could be calculated withRMSE = 1.45 log S units. Although this level of accuracy is higher than

that normally reported by QSPR models,90,91 it is still lower than the standard deviation of the

experimental solubility data (σ = 1.79 log S units), which indicates that the method provides use-

ful predictions (better than the null prediction provided by the mean of the experimental data).

Furthermore, unlike the QSPR models, the method proposed here is not parameterized on solubil-

ity data. There is clearly great scope to develop the methodspresented here. From one side, the

computational methods used to calculate sublimation and hydration free energies might be sys-

tematically improved by, for example, considering more accurate intermolecular potentials, more

advanced models from molecular integral equation theory, etc. Alternatively, a different approach

might be taken, by combining the computational calculations with QSPR methods to obtain a hy-

brid approach. Both of these approaches would benefit significantly from the measurement of new

accurate thermodynamic data for druglike molecules.

The lack of accurate and well-documented experimental sublimation and hydration free energy

data for druglike molecules in the published literature is asignficant stumbling block in the devel-

opment of new computational models.55,56(By "well-documented" we mean that both the method-

ology and the experimental conditions must be clearly reported.) Intrinisic aqueous solubility data

was recently published for a large dataset of druglike molecules. We note that the measurement

of accurate thermodynamic data (including but not limited to sublimation and hydration free ener-

gies) for these molecules would significantly benefit the development of new computational solvent

models.
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6 Conclusions

It has been commonly reported that calculation of the intrinsic aqueous solubility of crystalline

druglike molecules is not possible with standard computational methods without incorporating

specific empirical parameters. The results presented here show that, by combining model-potential

based crystal lattice simulations to calculate sublimation free energies with a statistical mechanics

approach to calculating hydration free energies, the solubility of crystalline druglike molecules

can be predicted with reasonable accuracy. Whilst these proof-of-concept results are not yet as

accurate as those reported by purely empirical approaches,there is clearly a very wide scope for

systematic improvement.
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