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During the last years, the fast evolution of computers and networks has led to the creation of a wide variety of services that have changed the way we live, like video streaming, on-line gaming and online shopping. These services are supported by complex systems, which require not only high computational power but high-speed and low-latency networks to fulfill the expected quality requirements. However, a misleading configuration in one of the thousand components that compose these systems may cause performance bottlenecks and functioning disruptions. Unfortunately, conventional testing methods are not adequate for checking these systems since, on many occasions, there does not exist a mechanism to determine if the behaviour of a system is the expected one. Fortunately, Metamorphic Testing is a valuable and promising testing technique that alleviates the two fundamental problems of testing: the oracle problem and the reliable test set problem.

In this paper, we combine Metamorphic Testing and simulation techniques for validating communication network configurations in HPC systems. For this, we rely on a catalogue of Metamorphic Relations, based on network communications knowledge, for checking its correctness. In addition, we have conducted an experimental study for analysing the communication network of HPC systems. The results show that Metamorphic Testing is appropriate for checking the correctness of communication networks supported by complex topologies in HPC systems.

CCS Concepts: • Networks → Network simulations; • Software and its engineering → Software testing and debugging.
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1 INTRODUCTION

The revolution of computers and communication networks in the last decades has led to the creation of a wide variety of services that benefit society, shape and change the world [13]. Due to globalization, these services must be distributed in such a way that they can be accessed by different demographic locations around the world. At present, there are many use cases that should be mentioned, such as, remote surgery [18], disease predictions [33], banking [30], and manufacturing [12]. All the aforementioned cases, not only require platforms...
providing a high level of computational power but also high-speed and low-latency communication networks to fulfil the rigorous requirements for their proper functioning. In addition, in some cases, these systems must handle the massive data generated by thousands of users concurrently accessing to these services.

High Performance Computing solutions (HPC) and data centres that support cloud systems, provide a suitable trade-off between performance-cost ratio and, in the major part of the cases, these are supported by high performance communication networks, which leads to achieve high throughput while maintaining low end-to-end latency. However, these systems usually consist of complex architectures that may not be allow a dedicated access to the hardware resources. In general, having a dedicated access to the system resources (i.e. communication network, computing nodes and storage nodes) to carry out an experimental study is not possible due to the multi-user nature of the target system. Thus, the deployment of different applications executed by other users may interfere in the measurements taken from the system under study. In addition, the concurrent access of multiple users may hamper the repeatability of the experiments to analyse the system.

Simulation techniques have been applied – during the last decades – by the research community to tackle these challenges [20, 31], which provides multiples advantages: (i) flexibility to design a wide spectrum of system architectures; (ii) it is not necessary to purchase specific hardware to execute the simulations since, in most cases, simulators can be executed in regular computers; (iii) simulated environments can represent scenarios with exclusive access to the system under study, which allows reproducing experiments in a controlled way.

Nowadays, there does exist a high number of simulation tools that allows to represent the behaviour of a great variety of scenarios, from individual components such as CPUs [29], and memories [16], to complete distributed system architectures [2]. These platforms enable modelling and representing the behaviour of both architecture and running applications in highly distributed environments.

Once the system under study is modelled and configured, it is necessary to check whether its behaviour corresponds to the expected one. Although it is possible to simulate the target system to analyse its overall functioning – for a few number of particular cases – by executing a reduced number of tests created manually by the tester, a large number of potential errors may remain unexplored. To face this issue, testing techniques can be applied. Testing is considered one of the most extended techniques to validate the correctness of systems [1, 5]. However, HPC and cloud systems often consist of thousands of computational elements, interconnected through complex network topologies, which hampers the applicability of traditional testing techniques. Indeed, an oracle to validate the behaviour of a system is often missing or it is computationally unaffordable. In testing, an oracle is a mechanism that determines if a test is correct, or not. Moreover, selecting a suitable test suite to validate the system in a reasonable time is also challenging. Metamorphic Testing (MeT) is a testing technique that uses expected knowledge of the system under study for results verification and for generating directed test suites [10], which can be applied to test complex systems. In the current literature we found few proposals that use MeT techniques for analysing general aspects of communication networks, and all of them address it in a superficial way. To the best of our knowledge, there does not exist any proposal that analyses – in detail – advanced topologies of HPC systems.

In this paper, we combine simulation and MeT techniques for validating network configurations in HPC and cloud systems. For this, we propose a catalogue of novel Metamorphic Relations (MRs) to analyse the communication networks of large-scale supercomputers. In particular, we focus the study in the TOR (Top-of-Rack) topology [26]. In order to check the feasibility of the proposal, we have conducted an experimental case study in which the MeT process has been carried out over this topology.

The remainder is structured as follows: First, in Section 2, we provide a preliminary background of MeT. Section 3 presents an overview of the existing approaches focusing on MeT techniques for testing communication networks. Next, we describe the contribution presented in this paper in Section 4. The experimental study to support the suitability and effectiveness of the proposal is presented in Section 5. Finally, conclusions and some lines of future work are presented in Section 6.
2 METAMORPHIC TESTING

Conventional testing methods require checking whether the output(s) returned by the system under test are the expected ones, or not. Schematically, let $S$ be a system, $I$ be the input domain and $\chi$ be a test selection strategy. Let $T = \{t_1, t_2, \ldots, t_n\} \subseteq I$ be the set of tests generated by using $\chi$. When these tests are sequentially applied to the system $S$ we obtain a sequence of outputs $S(t_1), S(t_2), \ldots, S(t_n)$. Hence, if we have an oracle, called $f$, to check whether the output of $S$ when applying any test of $T$ is the expected one, then we find an error if there exists $t_i \in T$ such that $S(t_i) \neq f(t_i)$.

Testing has to deal with two fundamental problems: the oracle problem [32] and the reliable test set problem [3]. The former concerns the availability of an oracle, that is, a mechanism to check whether the behaviour of the system under study is correct or not. However, in some situations, the oracle is not available or its application is pragmatically unattainable. The latter refers to the need of generating an appropriate test suite for determining the correctness of the system under study. Since executing all the possible test cases over a system is considered computationally unaffordable, it is necessary to prioritise test cases, creating subsets of appropriated test suites.

MeT techniques can be applied to face these problems. In essence, MeT uses expected properties of the target systems, relating multiple test inputs/observed outputs for validating its correctness. These properties are formulated as Metamorphic Relations (MRs). An MR is a property of the system under study that entail multiple inputs and their outputs. Let us present an MR as a formula: $i(MR) \rightarrow o(MR)$, where $i(MR)$ refers to the relation between the input parameters of the test cases, and $o(MR)$ refers to the relation that must be fulfilled by the outputs obtained from the test cases. Thus, MRs can be used as an oracle, to determine if a test is correct, or not, and to create quality test cases focusing on the properties reflected in the MRs, making MeT suitable to face both fundamental problems of testing [10, 35].

For the sake of clarity, let us introduce an example for checking the implementation correctness of $\cos(x)$. It is widely known that calculating specific values of this function requires considerable efforts (e.g. $\cos(0, 31) = 0.95233\ldots$). Therefore, MeT uses expected properties of the function to tackle this issue, such as $MR = \cos(x) = \cos(x + 2\pi)$, which always holds when randomly varying $x$. Hence, a failure in $\cos(x)$ is detected whether the results of the function $\cos(x)$ and its variant $\cos(x + 2\pi)$ differ.

3 RELATED WORK

This section summarises the existing proposals in the literature that are related to this work. Over the last few decades, different simulation tools focused on modelling and analyzing the network communication of distributed systems have been proposed by the research community. Among the most important ones, it is worth mentioning CloudSim [3], GreenCloud [17], CloudExp [15] and SIMCAN [24].

Considered as a de facto simulation platform for cloud computing environments, CloudSim [3] is particularly relevant. This approach is a simulation toolkit that supports modelling key aspects of cloud systems such as data centres, jobs queues, policies, and the communication between the different entities that compose the computational environment. Despite the extended functionality of CloudSim, it still has some drawbacks. As an example, it does not provide mechanisms for creating communications between VMs in several data centres, hence limiting the communication network capabilities.

GreenCloud is a simulation platform that focuses on modelling and simulating the communication network of distributed systems. Since it is built on the top of the NS2 network simulator [14], GreenCloud is able to define the intercommunication of the processes at a packet level. Moreover, GreenCloud supports plugins extensions to reproduce physical layer traces to increase the detail of the experiments. Regarding the experiments, this platform does not support heterogeneous and multi-cpu environments. In addition, it is necessary to implement them by using C++ and OTcl for a single use case. The main drawback of this simulator is the time required to perform
the simulations. Since most of the proposals carry out the simulations in the range of seconds, GreenCloud needs
from minutes to hours.

CloudExp is a CloudSim extension to model and simulate cloud computing environments. This platform relies
on its flexibility, being able to model and analyse a wide range of components, like data centres, storage systems,
communication networks, virtualisation, Service Level Agreement, Service Oriented Architectures and business
process management.

SIMCAN is a simulation platform – built on the basis of OMNeT++ and INET – for modelling and simulating large
scale systems, such as HPC clusters and cloud data centres [24]. SIMCAN supports simulating MPI applications by
providing an MPI-based API for executing them in the modelled architecture. Regarding the usability, it provides
a GUI for graphically modelling distributed systems.

Although these simulators support the modelling and simulation of communication networks for a wide variety
of systems, the validation of their models must be done manually. That is, these proposals do not provide testing
mechanisms for automatically checking the correctness of the network communications of the systems under
study.

During the last years, MeT [10, 35] has been applied in a great variety of areas such as hardware validation [4, 28],
simulation [22, 27], security [21], and machine learning [8, 34]. The versatility provided by MeT allows us to
analyse network communications in distributed systems, such as HPC clusters and cloud environments.

To the best of our knowledge, few proposals found in the current literature apply MeT for this purpose. Chen et
al. propose a conformance testing of network protocols using MeT [11]. In this approach, the authors provide a set
of MRs based on low-level properties of the network protocol to ensure that its behaviour corresponds with the
expected one. Specifically, in the experimental phase, the ad-hoc on-demand distance vector protocol is selected
for testing its conformance against the AODV protocol[9]. Although the proposal includes general MRs focused on
low-level aspects (i.e. data packets, retransmissions, and routing tables) that are applicable to network protocols,
it is not focused on the architectural components of distributed systems. This fact hampers its application in
both HPC and cloud systems, since these usually consist of thousands of interconnected components, where a
misconfiguration of any of them may cause performance issues.

Núñez and Hierons proposed a methodology – based on MeT and simulation – for validating and testing cloud
systems [25]. To that end, the authors establish the theoretical foundations for formulating MRs focused on the
architecture of the cloud, and analysing performance and energy aspects. Afterwards, as a result of improving
that methodology, the authors presented TEA-Cloud [23], a complete framework for testing cloud systems. The
proposal provides an extended collection of MRs, which focus on key aspects of the cloud, such as VMs, tenants,
cloud providers, and analyse functional and non-functional aspects of the system. The experimental phase of
these works demonstrates the applicability of MeT, in combination with simulation, to check the correctness
of cloud systems by finding different synthetic errors. However, a reduced number of MRs, from the proposed
catalogue of MRs, is focused on analysing the communication networks of the cloud. In contrast to the proposal
presented in this paper, none of these works analyses in detail specific aspects of the topologies that support
HPC systems.

Alternatively, MT-EA4Cloud [7] focuses on optimising the energy consumption of cloud computing systems.
Evolutionary algorithms, simulation and MeT techniques are combined for evolving cloud system configurations
towards energy awareness. Hence, all the proposed MRs, mutation and crossover operators are targeted at
modifying different parts of the cloud to reduce power consumption. Even though MT-EA4Cloud combines
simulation and MeT in cloud systems, it is oriented to reduce the energy consumption of the systems under study
by modifying particular elements such as disks, cpus, and memories, among others, so it differs from the main
objective of this work.

Although the previously presented works report promising results, their targets differ from the main objective
pursued in this paper. Consequently, to the best of our knowledge, there does not exist, in the literature, any
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4 SIMULATING COMMUNICATION NETWORKS IN HPC ENVIRONMENTS

High Performance Computing clusters, and the data centres that support cloud systems, consist of a large number of computational nodes, which are interconnected through communication networks. Thus, a high number of tenants are able to launch multiple applications concurrently in the system, hence sharing some resources, like the network. In this context, checking whether the correct behaviour of these systems corresponds with the expected one is complex, since the oracle and reliable test set problems hinder the applicability of traditional testing techniques. To attack these problems, we combine simulation and MeT techniques for modelling, simulating and testing the communication network of the system under study.

In this section, we provide a set of novel MRs, which are especially created to analyse the proper functioning of communication networks in a wide variety of architectures. Since the main objective of this work is to check the correctness of communication networks in HPC systems, we have considered one of the most popular topologies for building interconnection networks in large-scale supercomputers, that is, TOR (Top-of-Rack).

In order to support a flexible and accurate configuration of the topologies, we use the following notation. Let be \( s \) a test case that represents the target HPC system to be analysed, which provides details related to the underlying architecture of the system architecture. Similarly, a follow-up test case is represented by \( s' \). In essence, a follow-up is generated by applying a slight modification over the source test case. Since the behaviour of the system is analysed using simulation, let be \( S(s) \) the result of the simulation for simulating the system represented in \( s \) using the simulator \( S \). We denote an MR as a tuple \( (MR_i, MR_o) \), where \( MR_i \) represents a relation between two test cases, and \( MR_o \) denotes a relation between the results obtained from the execution of these test cases. It is worth noting that these test cases must fulfil the input relation \( MR_i \). Hence, a metamorphic relation \( MR_S \) for testing \( s \) using the simulator \( S \), can be formally represented as a set of 4-tuples:

\[
MR_S = \{((s), (s'), S(s), S(s')) | MR_i((s), (s')) \rightarrow MR_o(S(s), S(s'))\}
\]

The following notation has been used in the definitions of MRs:

- \( s_{netBan} \) denotes the maximum theoretical bandwidth of the communication network of \( s \).
- \( s_{netLat} \) denotes the theoretical latency of the communication network of \( s \).
\begin{itemize}
  \item $s_{swi}$ denotes the number of switches in $s$.
  \item $s_{proc}$ denotes the number of processes executed in $s$.
  \item $s_{link}$ denotes the number of communication links in $s$.
  \item $|s|$ denotes the number of physical machines in $s$.
  \item $\Theta(S(s))$ represents the energy consumption required to simulate $s$.
  \item $\Lambda(S(s))$ represents the data-centre load average of $s$.
  \item $\Gamma(S(s))$ denotes the network load average of $s$.
\end{itemize}

For modelling the underlying infrastructure of HPC systems we define a catalogue of MRs. Next, we discuss its intuitive meaning.

\begin{itemize}
  \item MR$_1$: $s_{swi} > s'_{swi} \land |s| = |s'| \rightarrow \Theta(S(s)) \geq \Theta(S(s')) \land \Gamma(S(s)) \leq \Gamma(S(s'))$
  \item MR$_2$: $s_{netLat} < s'_{netLat} \rightarrow \Theta(S(s)) \leq \Theta(S(s'))$
  \item MR$_3$: $s_{netBan} > s'_{netBan} \rightarrow \Theta(S(s)) \leq \Theta(S(s')) \land \Gamma(S(s)) \leq \Gamma(S(s'))$
  \item MR$_4$: $s_{proc} < s'_{proc} \rightarrow \Theta(S(s)) \leq \Theta(S(s')) \land \Lambda(S(s)) \leq \Lambda(S(s'))$
  \item MR$_5$: $s_{link} > s'_{link} \rightarrow \Gamma(S(s)) \leq \Gamma(S(s'))$
\end{itemize}

**MR$_1$**: If the number of switches that compose the network of $s$ is greater than the number of switches of the network of $s'$, and the number of nodes of $s$ and $s'$ are equals, then the energy required to simulate $s$ should be greater or equal than the energy required to simulate $s'$ and the network load average of $s$ should be lesser or equal than the network load average of $s'$.

**MR$_2$**: If the theoretical latency of the communication network of $s$ is lesser than the latency of the network of $s'$, then the energy required to simulate $s$ should be lesser or equal to the energy required to simulate $s'$.

**MR$_3$**: If the theoretical performance of the network of $s$ is greater than the performance of the network of $s'$, then the energy required to simulate $s$ should be lesser or equal to the energy required to simulate $s'$ and the network load average of $s$ should be lesser or equal than the network load average of $s'$.

**MR$_4$**: If the number of processes executed in $s$ is lesser than the number of processes executed in $s'$ then the energy required to simulate $s$ should be lesser or equal than the energy required to simulate $s'$, and the load average of $s$ should be lesser or equal than the load average of $s'$.

**MR$_5$**: If the number of links that interconnects the nodes with the switches in $s$ is greater than the number of links that interconnects the nodes with the switches of $s'$, then the network load average of $s$ should be lesser or equal than the network load average of $s'$.

5 EXPERIMENTS

This section presents an experimental study for evaluating the applicability and effectiveness of our proposal. The main goal of this study is to check the correctness of the communication network of HPC systems. For this, we have applied simulation techniques, for simulating HPC environments, in combination with MeT, for verifying the correctness of their results.

We have selected the GreenCloud platform for modelling and simulating an HPC system supported by the TOR network topology, which is widely used for building these systems. Let us remark that the main objective of this approach is to automatically check the network behaviour of the system under study. To that end, we automatically generate test cases and compare the obtained result to determine the correctness of the system under test. This approach is automatic in the sense that the testing process is carried out without the intervention of a human user. That is, once the MRs are designed, and the source model – representing the system under study – is created, the testing process can be performed automatically.

In this experimental study, we use the catalogue of MRs presented in Section 4. These experiments have been performed in a HPC cluster with 280 nodes, which are interconnected through an Infiniband fabric network.
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Each node contains two 18-core Intel(R) Xeon CPU@ 2.1 Ghz with hyper-threading, 256 GB of RAM and 406TB Lustre file system.

The modelled HPC system contains 1024 physical machines, which are interconnected through a communication network consisting of a 3-layers of switches, namely Core level, Aggregation level and Access level. Thus, as it is depicted in Figure 1, the Core level contains 2 switches, while Aggregation level and Access level contain, respectively, 4 and 8 switches. The physical machines are distributed among 64 racks. Each communication link has been configured with a latency of 0.0033 ms. However, each layer has been configured with different bandwidth. Thus, the Core level has a bandwidth of 100Gbps, while the bandwidth of the Aggregation level and Access level is 10 Gbps and 1 Gbps, respectively. For each MR, 100 different follow-up test cases have been automatically generated. From now on, we refer to source test case as the test case that represents the system under study.

Table 1 shows the results obtained from the ten most representative test cases. Let us remark that, for clarity purposes, this table shows only the most relevant output parameters obtained from the simulations. The first column shows the test case ID, the next three columns show the total energy consumption (in Wh) for the different switch layers, that is, Core level, Aggregation level and Access level. Next, the column labelled as Energy Consumption depicts the overall energy consumed by the system (in Wh), while the last two columns present the overall load (in %) of the computing resources of the data centre and the communication network. For the sake of clarity, the first row (with ID 0), represents the source test case, while the rest represent the generated follow-up test cases.

These results show how the modifications applied in the source test case – to create the follow-up test cases – have a direct impact in the obtained outputs. Specifically, the test cases 1–19 have been created by increasing the number of switches of the system (s′swi). Hence, the energy consumption of the different switch levels increases (Θ(S(s′))), while decreasing the network load average (Γ(S(s′))). The test case 29 has been created by increasing – with respect to the source test case – the theoretical latency of the system (s′netLat). However, the simulation platform – supporting this feature to represent the target system – shows almost identical results for this test case and for the source test case and, therefore, the expected behaviour of the system is not reflected in these results. The test cases 35–58 have been generated by decreasing the bandwidth (s′netBan), which is reflected in an increment over the network load average (Γ(S(s′))). Finally, test cases 74 and 77 contain a higher number of processes (s′proc) than the ones defined in the source test case, which is reflected in an increment of the data-centre and network load average.

We use these results to check if the MRs are satisfied, or not. The general results of the testing process are presented in Table 2, where we observe that the properties reflected in MR1, MR3, MR4 and MR5 properly represent the expected behaviour of the system. In these cases, 100% of the test cases satisfy these relations. On the contrary, MR2 generates the opposite scenario, that is, none of the test cases satisfies this relation. This can be caused by a wrong representation of how the communication links of the systems affect the overall load of the network.

Figure 2 shows a comparison between the overall energy consumed by the system under study (see Figure 2.a) and the energy consumed by the system represented by the follow-up test case with ID 1 (see Figure 2.b). In this case, it is clearly shown that the energy required to execute the simulation of the system represented by the follow-up test case is distributed among the servers and the switches, while the energy required to simulate the source test case is practically focused on the servers.

Alternatively, figures 3 and 4 depict different measures – taken from the source model and from the follow-up test case with ID 1 – focusing on the communication network. In this case, since the follow-up includes a greater quantity of switches (s′swi), in contrast to the source test case, the network load average is significantly lower than the one defined in the source test case. This is especially reflected on the links that interconnects the racks
Table 1. Summary of the results obtained during the testing process.

<table>
<thead>
<tr>
<th>Id</th>
<th>Core switches</th>
<th>Aggregation switches</th>
<th>Access switches</th>
<th>$\Theta(S(s))$</th>
<th>$\Lambda(S(s))$</th>
<th>$\Gamma(S(s))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>8.8</td>
<td>17.6</td>
<td>4.2</td>
<td>62.4</td>
<td>52.7</td>
<td>5.5</td>
</tr>
<tr>
<td>1</td>
<td>89.0</td>
<td>177.7</td>
<td>230.6</td>
<td>529.0</td>
<td>52.7</td>
<td>0.7</td>
</tr>
<tr>
<td>15</td>
<td>8.8</td>
<td>17.6</td>
<td>58.1</td>
<td>116.3</td>
<td>52.7</td>
<td>1.7</td>
</tr>
<tr>
<td>19</td>
<td>4.3</td>
<td>8.6</td>
<td>58.1</td>
<td>102.8</td>
<td>52.7</td>
<td>4.1</td>
</tr>
<tr>
<td>29</td>
<td>8.8</td>
<td>17.6</td>
<td>4.2</td>
<td>62.4</td>
<td>52.7</td>
<td>5.5</td>
</tr>
<tr>
<td>35</td>
<td>8.8</td>
<td>17.6</td>
<td>4.2</td>
<td>68.8</td>
<td>52.7</td>
<td>48.7</td>
</tr>
<tr>
<td>53</td>
<td>8.8</td>
<td>17.6</td>
<td>4.2</td>
<td>68.8</td>
<td>52.7</td>
<td>90.1</td>
</tr>
<tr>
<td>58</td>
<td>8.8</td>
<td>17.6</td>
<td>4.2</td>
<td>62.4</td>
<td>52.7</td>
<td>9.5</td>
</tr>
<tr>
<td>74</td>
<td>8.8</td>
<td>17.6</td>
<td>4.2</td>
<td>88.2</td>
<td>94.6</td>
<td>9.1</td>
</tr>
<tr>
<td>77</td>
<td>8.8</td>
<td>17.6</td>
<td>4.2</td>
<td>87.2</td>
<td>93.7</td>
<td>8.3</td>
</tr>
</tbody>
</table>

Table 2. Adequacy (in %) of each MR using GreenCloud simulator.

<table>
<thead>
<tr>
<th>Id</th>
<th>MR_1</th>
<th>MR_2</th>
<th>MR_3</th>
<th>MR_4</th>
<th>MR_5</th>
</tr>
</thead>
<tbody>
<tr>
<td>GreenCloud</td>
<td>100</td>
<td>0</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

![Energy consumption comparison](image)

Fig. 2. Energy consumption comparison.

in the Aggregation level (See figure 3.a and 4.a) and in the links that interconnects the Aggregation level with the Core level (See figure 3.b and 4.b).

After a careful analysis of the results obtained from the testing process, we can conclude that Metamorphic Testing is suitable for analysing the behaviour of communication networks in complex systems, like clouds and HPC environments. We notice that increasing the total number of switches, the overall energy consumption is also increased. We expected that increasing the latencies of the communication links produce a drop in the overall performance, it requiring more energy consumption. However, the results show otherwise, that is, using different parameters to represent the latency in the network links produces similar results. Further experimental analysis is required to determine if this behaviour may be caused by a bug in the simulator. Regarding the load processed
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6 CONCLUSIONS AND FUTURE WORK

In this paper we have presented an approach for validating communication network configurations in cloud and HPC systems, using simulation and MeT techniques. The main goal of this proposal is two-fold. Firstly, providing a mechanism that acts as oracle to find inconsistencies in communication networks; and secondly, designing a method for semi-automatically construct valid test cases for conducting the verification of the results. In this case, we say this method is semi-automatic in the sense that the MRs must be designed by a human. However, the rest of the testing process, which involves generating follow-up test cases, executing the simulations and check if the test cases satisfy, or not, the relations, are performed without the intervention of a human user. To that end, the underlying architecture of one of the most popular topologies for building super-computers has been used to configure the system under study. Thus, the specific behaviour of this system has been captured in form of MRs.

In order to measure the effectiveness of our proposal, we have conducted an extended experimental study where a HPC data-center – built on the basis of the TOR topology – has been modelled and tested by applying up to 100 test cases and 5 MRs. The results show that MeT, in combination with simulation, is suitable for finding unexpected behaviours in the communication networks of HPC systems.

Regarding to future work, we plan to extend the catalogue of MRs, analysing more topologies and considering different metrics (such as cost, node coverage, and average distance) that aids to determine the expected results of communication networks from different perspectives. In addition, for the sake of knowledge transfer and
repeatability of experiments, we plan to integrate both the proposed MRs and the simulation environment in the generic framework of metamorphic testing Gotten [6].
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