A characteristic optical variability timescale in astrophysical accretion disks
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Accretion disks around supermassive black holes in active galactic nuclei produce continuum radiation at ultraviolet and optical wavelengths. Physical processes in the accretion flow lead to stochastic variability of
this emission on a wide range of timescales. We measure the optical continuum variability observed in 67 active galactic nuclei and the characteristic timescale at which the variability power spectrum flattens. We find a correlation between this timescale and the black hole mass, extending over the entire mass range of supermassive black holes. This timescale is consistent with the expected thermal timescale at the ultraviolet-emitting radius in standard accretion disk theory. Accreting white dwarfs lie close to this correlation, suggesting a common process for all accretion disks.

Accretion disks are present around growing supermassive black holes (SMBHs) found in active galactic nuclei (AGNs). Standard theory of radiatively-efficient accretion disks (1) can reproduce the broad-band emission from AGNs (2, 3), but the exact structure and physical processes occurring in accretion disks remain unknown. Because AGN accretion disks are too small to resolve in direct observations, constraints on their structure have been derived from gravitational microlensing (4, 5) and time delay measurements of accretion disk echos to flux variations from the innermost region around the SMBH (6–9).

Optical emission from AGN accretion disks exhibit stochastic variability, for unknown reasons (10, 11). Optical light curves (i.e., time series of fluxes tracing the variable accretion disk emission) for large samples of AGNs can be used to measure the variability characteristics of the accretion disk emission. The power spectrum density (PSD) of AGN optical variability can be approximated by a Damped Random Walk (DRW) model (12–17), with a $f^{-2}$ power law ($f$ is the frequency) at the high-frequency end and white noise at the low-frequency end (12, 13). There are deviations from the $f^{-2}$ scaling at the highest frequencies (16, 18) in some individual AGNs. The transition frequency, correspond-
ing to a characteristic damping timescale $\tau_{\text{damping}}$, is typically several hundred days for quasars (14, 15, 17), the most luminous subset of AGNs with a bolometric luminosity $L_{\text{bol}} \gtrsim 10^{45}$ erg s$^{-1}$. There is no widely accepted physical interpretation for this damping timescale. There is tentative evidence that this damping timescale may correlate with the mass of the SMBH and/or luminosity of the AGN (12, 14, 19) but such claims have been controversial (17) and the results inconsistent (12, 14, 15). The range of SMBH mass in those studies has been limited to two orders of magnitude, and the measurements of the damping timescales are susceptible to biases due to the limited observing period (20, 21).

To address these limitations, we compiled optical light curves from the literature for AGNs with estimated SMBH masses. We excluded any light curves that did not have sufficient signal-to-noise ratio or duration to robustly constrain the damping timescale (21). Starting from an initial set of $\sim 400$ AGNs, our selection criteria lead to a final sample containing 67 AGNs that span the entire SMBH mass range of $\sim 10^4 - 10^{10}$ solar masses ($M_\odot$). Throughout this paper, all timescales were converted to the rest-frame of the AGN and all quoted uncertainties and scatter are 1$\sigma$ unless otherwise specified.

Figure 1 shows the relation between our derived damping timescales and SMBH masses. There is a correlation (Pearson correlation coefficient $r = 0.82$) over the SMBH mass range of $\sim 10^4 - 10^{10} M_\odot$. We verified that this correlation persists if we make different choices for the details in measuring the damping timescale or methods of SMBH mass estimation (21). The best-fitting model relation is:

$$\tau_{\text{damping}} = 107^{+11}_{-12} \text{ days} \left( \frac{M_{\text{BH}}}{10^8 M_\odot} \right)^{0.38^{+0.05}_{-0.04}},$$

(1)

where $M_{\text{BH}}$ is the mass of the SMBH. The data have an additional 1$\sigma$ intrinsic scatter of $0.09^{+0.05}_{-0.04}$ dex around the best-fitting model. This relation is sufficiently tight that inversion
of Eqn. (1) can predict SMBH mass given $\tau_{\text{damping}}$ with a $1\sigma$ precision of $\sim 0.3$ dex. Alternatively, fitting a linear model for $M_{\text{BH}}$ given $\tau_{\text{damping}}$ yields

$$M_{\text{BH}} = 10^{7.97^{+0.14}_{-0.14}} M_\odot \left(\frac{\tau_{\text{damping}}}{100 \text{ days}}\right)^{2.54^{+0.34}_{-0.35}},$$

with an intrinsic scatter of $0.33^{+0.11}_{-0.11}$ dex in $M_{\text{BH}}$. This intrinsic scatter in the predicted SMBH mass is similar to the systematic uncertainties in SMBH mass measurements (22, 23). Previous studies of AGN optical variability have found that the damping timescale depends weakly on wavelength $\lambda$ (14, 15) as $\tau_{\text{damping}} \propto \lambda^{0.17}$. Figure 2 utilizes the measured damping timescale in different bands (and at different redshifts) scaled using this relation to rest-frame wavelength 2500 Å. Because lower-mass systems are generally at lower redshifts than higher-mass systems in our AGN sample, due to observational biases, a positive wavelength dependence of $\tau_{\text{damping}}$ slightly flattens its observed mass dependence. However, the measured weak wavelength dependence of the damping timescale (14, 15) means the mass dependence (i.e., the slope of the $\tau_{\text{damping}} - M_{\text{BH}}$ relation) at a fixed rest-frame wavelength is still below 0.5.

The light curve duration of our dataset is generally not long enough to constrain the damping timescale in the most massive ($> 10^9 M_\odot$) or distant ($z > 1$) AGNs. By restricting our sample to AGNs with $\tau_{\text{damping}}$ shorter than one tenth of the light curve baseline (21), we potentially introduce a bias by underestimating the average damping timescale for the most massive or distant AGNs. Nevertheless, this caveat does not affect the existence of a damping timescale – mass correlation (21).

Most radiatively-efficient AGNs accrete within a narrow range of accretion rates (normalized by SMBH mass), with an average Eddington ratio (the ratio between the total luminosity $L_{\text{bol}}$ and a mass-dependent characteristic luminosity $L_{\text{Edd}} \equiv 1.3 \times 10^{38} (M_{\text{BH}}/M_\odot) \text{ erg s}^{-1}$)
$L_{\text{bol}}/L_{\text{Edd}} \sim 0.2$ and a dispersion of $\sim 0.3 \text{dex}$ (24, 25), similar to the median and dispersion of Eddington ratios in our sample (21). We find no correlation between the model residuals and $L_{\text{bol}}/L_{\text{Edd}}$, which we interpret as due to the limited dynamic range and large systematic uncertainties in the measured Eddington ratios. Any dispersion in the true $L_{\text{bol}}/L_{\text{Edd}}$ (that is, free of measurement uncertainties) can potentially contribute to the intrinsic scatter around the average relation.

To extend the $\tau_{\text{damping}}$-mass scaling relation to accretors with much smaller masses, we consider accreting white dwarfs that are non-eruptive (that is, the accretion rate is approximately stable). The $\tau_{\text{damping}}$ measurements for white dwarfs are based on optical light curves and taken directly from (26). A $\tau_{\text{damping}}$-mass scaling with a mass slope of 0.5 is consistent with measurements for accretion disks in these white dwarfs (Figure 1 and (21)). We do not consider optical variability in accretion disks around neutron stars or stellar-mass black holes because the optical accretion disk emission could be complicated by X-ray reprocessing (27), or simply overwhelmed by optical light from a companion star.

This average scaling between the damping timescale and SMBH mass can be qualitatively understood within the standard theory of accretion disks. Both the orbital time $t_{\text{orb}}$ (the time to orbit around the black hole) and the thermal time $t_{\text{th}}$ (the timescale to restore thermal equilibrium) scale with the SMBH mass and radius as (1):

$$t_{\text{orb}} = 100 \left( \frac{M_{\text{BH}}}{10^8 \, M_\odot} \right) \left( \frac{R}{100 R_S} \right)^{3/2} \text{days},$$

$$t_{\text{th}} = 1680 \left( \frac{\alpha}{0.01} \right)^{-1} \times \left( \frac{M_{\text{BH}}}{10^8 \, M_\odot} \right) \left( \frac{R}{100 R_S} \right)^{3/2} \text{days},$$

where $R_S = 2GM_{\text{BH}}/c^2$ is the Schwarzschild radius of the black hole ($G$ is the gravita-
tional constant and \( c \) is the speed of light in vacuum), and \( \alpha \) is the viscosity parameter. The relation among different timescales is: \( t_{\text{th}} \approx (2\pi\alpha)^{-1}t_{\text{orb}} = \alpha^{-1}t_{\text{dyn}} \approx (H/R)^2t_{\text{vis}}, \) where \( t_{\text{dyn}} \) is the dynamical time (an alternative to \( t_{\text{orb}} \) used in the literature), \( t_{\text{vis}} \) is the viscous time on which matter diffuses through the accretion disk due to viscosity, and \( H/R \) is the ratio between the scale height \( H \) and the radial extent \( R \) of the accretion disk.

Assuming all AGNs accrete at constant Eddington ratio \( (\dot{M}_{\text{BH}}/M_{\text{BH}} \propto L_{\text{bol}}/L_{\text{Edd}} = \text{constant}, \) where \( \dot{M}_{\text{BH}} \) is the mass accretion rate) and any dispersion in Eddington ratio leads to intrinsic scatter around the average relation, the standard theory predicts a scaling relation between the effective emitting radius (at a given rest wavelength) and the black hole mass as \( R_\lambda \propto M_{\text{BH}}^{2/3} \). We assume that the radiative efficiency \( \eta \propto L_{\text{bol}}/\dot{M}_{\text{BH}} \) is also constant. In reality, our sample contains AGNs with different accretion rates and possibly a range of black hole spins, which may lead to different values of \( \eta \), introducing additional scatter around the average relation. At a given rest-frame wavelength, the orbital and thermal timescales therefore scale with mass as \( t_{\text{orb}}, t_{\text{th}} \propto M_{\text{BH}}^{1/2} \). If the damping timescale we measure is associated with the orbital time or the thermal time, then we expect a slope of 0.5 in the \( \tau_{\text{damping}} - M_{\text{BH}} \) relation, which is consistent with the observed slope within \( 2.5\sigma \). A steeper wavelength dependence of \( \tau_{\text{damping}} \) than previously reported \((14)\), as discussed above, would improve the agreement.

The physical origin of the damping timescale could be associated with the thermal timescale at the radius where variability is driven. To compare our results to AGN disk sizes measured from microlensing, we first scale the damping timescale to rest-frame 2500 Å using its measured wavelength dependence \( \tau_{\text{damping}} \propto \lambda^{0.17} \). Assuming this ultraviolet (UV)-emitting part of the disk is where variability is driven, we derive the ef-
effective UV-emitting radius as $R_{2500\,\AA} \propto M_{\text{BH}}^{1/3} \alpha^{2/3} \tau_{\text{damping}}^{2/3}$ using Eqn. (4).

Figure 2 shows the relation between the derived physical radius $R_{2500\,\AA}$ that emits at rest-frame 2500 Å and the SMBH mass for our sample. We find a correlation that is consistent with the prediction from the standard model, $R_{2500\,\AA} \propto M_{\text{BH}}^{2/3}$. We have assumed a fiducial viscosity parameter of $\alpha = 0.05$, which leads to $t_{\text{th}} \approx 3t_{\text{orb}} \approx 20t_{\text{dyn}}$. This fiducial value of $\alpha$ is higher than the typical value of $\sim 0.01$ found in standard magneto-hydrodynamic (MHD) simulations of accretion disks (28), but is consistent with the range of $0.05 - 0.1$ in simulations of radiation-pressure-dominated AGN accretion disks (see supplementary text). Figure 2 also shows the relation derived from microlensing measurements of accretion disk sizes for luminous quasars (5).

The size-mass relation we derived from the optical variability data is consistent with the constraints from microlensing in the overlapping mass range (Figure 2), but extends to lower masses. This suggests association of the damping timescale with the thermal time at the effective UV-emitting radius. Because the normalization of our $\tau_{\text{damping}} - M_{\text{BH}}$ relation is constrained to within $\sim 10\%$ ($1\sigma$) and we consider the microlensing results reliable, $t_{\text{dyn}}$ or $t_{\text{orb}}$ is less favorable than $t_{\text{th}}$ (with $\alpha = 0.05$) as the origin for $\tau_{\text{damping}}$. If $\tau_{\text{damping}}$ is associated with $t_{\text{th}}$, $\alpha$ must be in the range $0.03 - 0.12$ to be within $\sim 1\sigma$ of the microlensing constraints. Both our analysis and the microlensing study assume the same standard accretion disk model, but differ in additional assumptions. For example, our variability approach assumes that the damping timescale is the thermal timescale with a fiducial viscosity parameter $\alpha = 0.05$, without needing to know the orientation of the disk; the microlensing analysis did not make this assumption on $\alpha$ but assumed a mean orientation of the disk. The correlation in Figure 2 is tighter (Pearson correlation coeffi-
cient $r = 0.96$) than in Figure 1 because the computation of $R_{2500 \AA}$ includes an explicit mass dependence, biasing the correlation strength. Nevertheless, the agreement with the microlensing results at the high-mass end and a different scaling than $R_{2500 \AA} \propto M_{\text{BH}}^{1/3}$ (expected from pure self-correlation) lead us to conclude that the correlation seen in Figure 2 is not due to self-correlation.

Figure 3 compares the optical damping timescale of the accretion disk to the characteristic X-ray variability timescale at different AGN SMBH masses, where the X-ray variability measurements were taken from (29). X-ray emission in AGNs mainly arises from a hot optically-thin but geometrically-thick gas (a region commonly referred to as the “corona”), much closer to the SMBH than the UV-optical part of the accretion disk, and the characteristic X-ray variability timescales are expected to be substantially shorter (e.g., Eqn. 3 and Eqn. 4). The best-fitting timescale-mass relation for X-ray variability has a slope close to unity (26, 29–31), as expected if the X-ray timescale traces the orbital or thermal time near the innermost stable circular orbit (ISCO), which has a radius that scales linearly with black hole mass. In contrast, the characteristic timescales measured from optical variability are several orders of magnitude longer than the X-ray timescale, and have a different mass dependence. The higher scatter in the X-ray relation than in the optical relation could be due to other parameters that affect the ISCO radius (such as black hole spin), or by the range of X-ray-emitting radii within the optically-thin corona. The thermal timescale described by Eqn. (4) does not apply to the corona, but we expect that any X-ray variability would operate on the orbital timescale in the corona region.

The correlation between the damping timescale of optical variability and the SMBH mass has implications for AGN accretion disk models. It implies an intrinsic origin for
AGN optical variability, as opposed to extrinsic causes such as microlensing. The difference with X-ray variability rules out simple reprocessing of X-ray emission into optical (27) as the origin of the optical variability on similar timescales as the damping timescale, requiring internal accretion disk processes that either drive the optical variability themselves or modify the X-ray reprocessing.

There is no detailed physical model that can explain the observed variability characteristics of accretion disks (see supplementary text), but the standard accretion disk model (I) provides qualitative agreement with the observed timescale-mass relation over ten orders of magnitude in accretor mass (combining AGNs and white dwarfs). The association of the characteristic variability timescale with the thermal timescale of the accretion disk explains the observed low-frequency break in the optical variability PSD. Fig. 3 and Fig. S7 show that the X-ray variability timescale is consistent with the orbital time at the ISCO, although the large scatter and the small number of stellar mass black holes (in Fig. S7) cannot rule out other timescales (such as the viscous time $t_{\text{vis}}$) as the origin for the break in the X-ray variability PSD.

It remains unclear which processes drive these accretion disk flux variations, and whether additional accretion parameters (such as accretion rate, black hole spin, etc.) are involved. The measured AGN accretion disk sizes from microlensing are larger than predicted by the standard model (32, 33). The measured wavelength dependence of the damping timescale (14) is shallower than standard model predictions ($\tau \propto \lambda^2$), implying a more complicated mapping from the damping timescales to the physical radii as a function of wavelength. We speculate that the variability is driven in the inner part of the accretion disk, emitting at rest-frame UV, which induces optical variability by rapid
outward propagation, during which the damping timescale approximately preserved (supplementary text). In other words, the damping timescale traces the thermal timescale at the UV-emitting part of the accretion disk, even when measured at longer (e.g., optical) wavelengths.

Regardless of the physical mechanism, the observed $\tau_{\text{damping}} - M_{\text{BH}}$ relation can be used to estimate the SMBH mass of an AGN using optical variability. The correlation parameters are sufficiently well-constrained to provide mass estimates that are as accurate as reverberation mapping and single-epoch methods. The method can be applied to AGNs at the low-mass end of SMBHs, where the broad-line emission is often too weak to measure a robust SMBH mass using spectral methods.
Figure 1: The optical variability damping timescale as a function of accretor mass. The region in the grey box in Panel A is shown in Panel B. The rest-frame damping timescale $\tau_{\text{damping}}$ was measured from AGN light curves and correlates with SMBH mass $M_{\text{BH}}$ for AGNs (black circles). The orange line and shaded band are the best-fitting model and $1\sigma$ uncertainty for the AGN sample. Purple crosses show equivalent measurements for white dwarfs (26), where $M_{\text{WD}}$ denotes the mass of the white dwarf; these do not fall in the orange band but are consistent with a model that has a fixed mass slope of 0.5 (blue dashed line). The typical uncertainties on $M_{\text{WD}}$ and the white dwarf damping timescale are 0.2 dex and 0.01 days respectively (26). All error bars are $1\sigma$. 
Figure 2: The accretion disk emitting radius at rest-frame 2500 Å as a function of SMBH mass. The region in the grey box in Panel A is shown in Panel B. The emitting radius is computed as $R_{2500 \AA} \propto M_{BH}^{1/3} \alpha^{2/3} \tau_{damping}^{2/3}$, assuming $\tau_{damping}$ is the thermal time and $\alpha = 0.05$. The data points (black circles) are overplotted with the best-fitting linear model (orange line) and 1σ uncertainty (orange shaded area). The relation derived from microlensing observations (5) is shown in the overlapping mass range (blue solid line and 1σ shaded region). The blue dashed line indicates an extrapolation of the microlensing results to other black hole masses. The three gray dashed lines are the corresponding radius if $\tau_{damping}$ is identified as $t_{dyn}$, $t_{orb}$, or $t_{th}$ with $\alpha = 0.01$, respectively. All error bars are 1σ.
Figure 3: Comparison of AGN variability timescales at optical and X-ray wavelengths. Red squares show measurements of the break timescale for X-ray variability (29) and the black circles are our optical measurements (same as Fig. 1), both as functions of the SMBH mass. The thick gray lines indicate the orbital timescale at ten and three times the Schwarzschild radius, which has a linear dependence on mass. The optical and X-ray data have different slopes. The correlation in the optical is tighter than the X-ray correlation. All error bars are $1\sigma$. 
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Materials and Methods

Sample and Data

We collected optical light curves of broad-line AGNs with SMBH mass measurements in the literature. These SMBH masses are either based on reverberation mapping [RM, (22)] or single-epoch (SE) virial SMBH mass methods (23), with a typical systematic uncertainty of $\sim 0.4$ dex. Many of the reported measurement uncertainties in SMBH mass for our sample are equal to or smaller than the systematic uncertainty, but we opt to use only the measurement uncertainty in SMBH mass as this provides an upper limit of the intrinsic scatter of the correlations.

To measure the optical variability of AGNs over a large dynamic range in SMBH mass, we selected our sample to include both distant quasars with decade-long photometric light curves, as well as nearby AGNs targeted for reverberation mapping. The parent AGN sample includes reverberation mapping AGNs (mostly at $z < 0.3$) from the AGN Black Hole Mass Database (35), and $z > 0.3$ quasars with light curves from ground-based monitoring (12, 36–39). These objects mostly populate the $> 10^7 M_\odot$ mass range. To improve the statistics in the low-mass regime ($M_{BH} < 10^7 M_\odot$), we supplement our sample with broad-line dwarf AGNs with SMBH masses measured using single-epoch methods (40–43). Finally, we include the SMBH in the dwarf AGN NGC 4395, which has the lowest mass in our sample of $\sim 10^4 M_\odot$ (44) and high-cadence optical light curves from the Transiting Exoplanet Survey Satellite [TESS, (45, 46)]. All these objects are broad-line AGNs (non-blazars) for which the optical continuum mainly probes the accretion disk emission.

The optical light curves for our AGN sample are from several surveys: the compiled
20-year-long photometric light curves for quasars in the Sloan Digital Sky Survey (SDSS) Stripe 82 region (25, 37) (restricting to those with densely sampled seasonal light curves), light curves for individual AGN from various reverberation mapping programs (39, 47–65), and light curves from wide-area time-domain imaging surveys (66–69). Some of the optical light curves were combined by (37) from multiple facilities to extend the baseline, incorporating calibration coefficients to account for small differences in bandpasses. These optical light curves sample different rest-frame wavelengths for objects at different redshifts. These wavelength differences are taken into account when computing the accretion disk size below. Because the wavelength correction is mild (14, 15), this particular detail about wavelength in these light curves will not affect our results.

Our initial sample includes \( \sim 400 \) AGNs with long-duration (up to \( \sim 20 \) year-long) light curves and more than 5 orders of magnitude in SMBH mass, from which we select a final sample with robust measurements of the damping timescale. The final sample is listed in Table S1, and the initial sample in Data S1, including basic AGN properties collected from the literature and our timing analysis results (see below). When not available from the primary sources, we collected the measurements of the continuum luminosity at rest-frame 5100 Å \( L_{5100} \) from other publications (70–72, 92). Bolometric luminosities are computed from \( L_{5100} \) assuming a constant bolometric correction (25) of 9.26. For our final sample, the distribution of Eddington ratios has a median of 0.15 and a dispersion of \( \sim 0.3\text{ dex} \).
Timing Analysis

The Damped Random Walk (also known as the Ornstein–Uhlenbeck process) models the stochastic optical AGN variability which traces the accretion disk emission (12–15), although there have been reported deviations in the high-frequency end (16, 18) such that the slope of the PSD becomes steeper than −2. This does not affect our results because we measure the transition to a white noise spectrum at the low-frequency end. Some optical variability measurements also found a low-frequency slope close to −1 instead of a white noise slope (17). However, this may be due to insufficient duration of the light curves, biasing the slope measurements in the low-frequency regime. As we demonstrate below, a forced fit of a DRW model can still recover the damping (transition) timescale in such cases.

The DRW model is the simplest case of a family of continuous autoregressive with moving average (CARMA) models (73) for Gaussian processes. Unlike most of the higher-order CARMA models, the DRW model provides an interpretation of the curvature in the PSD as being due to the damping of power beyond a characteristic timescale. For this reason, we adopt the DRW model as our fiducial model to measure the characteristic break timescale/frequency in the PSD, but we acknowledge that the actual variability process can be more complicated than a DRW. In our DRW analysis, the conversion between timescale $\tau$ and frequency $f$ is $\tau = 1/(2\pi f)$. For convenience of the discussion, we use damping timescale or characteristic timescale to refer to the inflection in the PSD, which is often referred to as the break or bend timescale/frequency in X-ray timing studies.

We use Gaussian process (GP) regression to fit a DRW model to the light curves as implemented in the CELERITE package (74), which produces consistent results as those
using alternative packages such as the CARMA_PACK (73). A GP model is defined completely by its covariance function (or kernel function). The covariance function for a DRW is

\[ k(t_{nm}) = 2\sigma_{\text{DRW}}^2 \exp \left( -\frac{t_{nm}}{\tau_{\text{DRW}}} \right), \]  

(S1)

where \( t_{nm} = |t_n - t_m| \) is the time lag between measurements \( m \) and \( n \), \( \sigma_{\text{DRW}} \) is the amplitude term, and \( \tau_{\text{DRW}} \) is the damping timescale. This has an exact correspondence to the structure function (SF) definition,

\[ \text{SF}^2 = \text{SF}_\infty^2 (1 - \text{ACF}(t_{nm})) \]  

(S2)

\[ = 2\sigma_{\text{DRW}}^2 (1 - \exp \left( -\frac{t_{nm}}{\tau_{\text{DRW}}} \right)), \]  

(S3)

where the asymptotic variability amplitude \( \text{SF}_\infty = \sqrt{2}\sigma_{\text{DRW}} \) and the autocorrelation function \( \text{ACF}(t_{nm}) = \exp \left( -\frac{t_{nm}}{\tau_{\text{DRW}}} \right) \).

Light curves often include white noise in excess of the quoted measurement errors. We performed simulations to test whether excess white noise can bias \( \tau_{\text{DRW}} \) to smaller values. To address this, we add an excess white noise term and derive the final kernel function as:

\[ k(t_{nm}) = 2\sigma_{\text{DRW}}^2 \exp \left( -\frac{t_{nm}}{\tau_{\text{DRW}}} \right) + \sigma_n^2 \delta_{nm}, \]  

(S4)

where \( \sigma_n \) is the excess white noise amplitude, and \( \delta_{nm} \) is the Kronecker \( \delta \) function. Therefore, we have three free parameters to fit in the model: \( \sigma_{\text{DRW}}, \tau_{\text{DRW}}, \) and \( \sigma_n \). We use Markov chain Monte Carlo (MCMC) implemented in the EMCEE package (75) to sample the joint posterior probability density, with uniform priors for all parameters. We take the 16th and 84th percentiles of the marginalized posterior distributions for each parameter.
to estimate the $1\sigma$ uncertainties. To ensure the chains have sufficiently converged, we check that the auto-correlation function of the $\chi^2$ (model−data) residuals are consistent with white noise. We also performed model fitting using a generalization of Equation (S4) to a higher-order CARMA model [e.g. (73), their equation 1] that allows more features in the PSD. We found in each case that the ACFs of the $\chi^2$ residuals were consistent within $3\sigma$ with Gaussian white noise for both the DRW and higher-order CARMA models, and the PSDs from both models overlap within $1\sigma$. The quality of the available light curves does not justify more complicated models beyond the DRW model. Even if a higher-order CARMA model provides a better fit to the data, it is more difficult to physically interpret the multiple features (characteristic timescales) associated with those models.

The recoverability of the damping timescale depends on the duration and signal-to-noise ratio (SNR) of the light curve. Previous work demonstrated that light curves of insufficient length (shorter than about 10 times the true value of $\tau_{\text{DRW}}$) lead to a biased posterior probability distribution for $\tau_{\text{DRW}}$, which typically saturates at 20 – 30% of the light curve length (20). We verify this behavior using simulated DRW light curves to test the recoverability of varying input $\tau_{\text{DRW}}$. The simulations are similar to earlier work (12, 13), and the code to generate stochastic light curves is included in the python notebook at https://github.com/burke86/taufit/tree/master/paper. We find that when the true value of $\tau_{\text{DRW}}$ is less than the cadence, the recovered $\tau_{\text{DRW}}$ is close to the typical cadence of the light curve (regardless of larger seasonal gaps). If the uncertainties are larger than the amplitude of variability $\sigma_{\text{DRW}}$, in the case of low signal-to-noise variability, the recovered $\tau_{\text{DRW}}$ is larger than the true value. Figure S1 shows these effects in our simulations. We also require that the variability is AGN-like (i.e., red
noise) by rejecting noisy light curves which are dominated by white noise. We compute the ACF of each light curve and reject those light curves that have ACF consistent with Gaussian white noise within the predicted 3\(\sigma\) confidence bands. Our final criteria to select a subsample with reliable measurements of the damping timescale are:

1. **Baseline:** \(\tau_{\text{DRW}} < 0.1 \times \text{baseline}\),

2. **Sampling:** \(\tau_{\text{DRW}} > \text{cadence}\),

3. **Signal-to-noise:** \(\sigma_{\text{DRW}}^2 > \sigma_n^2 + \overline{dy}^2\),

4. **AGN-like variability:** ACF inconsistent (3\(\sigma\)) with white noise,

where baseline is the light curve length, cadence is the mean cadence, and \(\overline{dy}\) is the mean size of the quoted light curve uncertainties.

Figure 1 shows our results for the final sample of ~ 60 AGNs that pass our selection criteria. Figure S2 shows the results for the larger initial sample. As expected, the scatter in Figure S2 is substantially larger than that in Figure 1 due to low-quality measurements from light curves that do not pass our criteria. Most of the systems in our initial sample only slightly missed the duration requirement, hence the measured \(\tau_{\text{damping}}\) is not severely biased on average. We find that the correlation between SMBH mass and damping timescale also appears in this larger but lower quality sample. We find a mass slope closer to 0.5 than in Figure 1. This best-fitting relation is \(\tau_{\text{damping}} = 199^{+11}_{-11} \text{ days} \left( \frac{M_{\text{BH}}}{10^8 M_\odot} \right)^{0.44^{+0.02}_{-0.02}}\) with an intrinsic 1\(\sigma\) scatter of 0.35^{+0.02}_{-0.02} dex. However, the association of the damping timescale with the thermal timescale of the UV disk remains.

Our timing analysis has fitted the light curves with Gaussian process models in the time domain. Traditional PSD analysis performed in the frequency domain is much more
demanding on the quality of the time series data. For our AGN sample, the optical light curves are irregularly sampled (except for the TESS light curve for NGC 4395), and there are seasonal gaps in multi-year light curves. These windowing effects severely impact PSD analysis in the frequency domain, making it much more challenging to recover the damping timescale than fitting with CARMA models \((12, 46)\). To demonstrate this point, we generated random light curves using DRW model parameters for our final sample, with the same cadence, duration and signal-to-noise ratio as the real data, and fitted DRW models to the simulated light curves in the time domain and used PSD analysis to retrieve the input break timescale.

For the PSD analysis, we use the Lomb–Scargle periodogram \((76, 77)\), with PSD uncertainties estimated using the bootstrap technique. We resample each light curve and take the 16th and 84th percentiles to estimate the 1\(\sigma\) uncertainties of the measured PSD. Then, we bin the PSD (median and errors) in equal \(\log_{10} f\) spacing. The resulting binned PSD is fitted with a broken power law model of the form \(P \propto 1/(f/f_{br})^a + (f/f_{br})^b\) using the Levenberg–Marquardt method for nonlinear least-squares minimization, where \(P\) is the PSD amplitude, \(f_{br}\) is the break frequency, and \(a\) \((b)\) is the slope of the power law at the high-\((\text{low-})\)frequency end. We discard fits which are unable to constrain \(f_{br}\) due to PSD noise and artifacts. The fitted PSD slopes can deviate from the DRW model due to well-known effects such as red noise leakage, sampling and windowing effects \((78)\).

Figure \[S3\] compares the recoverability of the input break timescale using the DRW method and the periodogram analysis. As we expected, fitting the light curve in the time domain can recover the input break timescale more accurately than periodogram analysis, given the typical quality of the light curves. The periodogram analysis often cannot re-
cover the correct PSD form, due to windowing effects such as noise leakage and aliasing, which is a worse problem for multi-season light curves. We also find that even if the low-frequency slope differs from a DRW with a slope of $-1$, similar to what is observed in some X-ray PSDs (79), forced fitting of a DRW model can still recover the correct input break timescale (Fig. S3C).

We also performed PSD analysis for the real light curves in our final high-quality sample, and present the results in Figure S4. The scatter is substantially larger, but a correlation is still present, which is roughly consistent (within $2\sigma$) with our fiducial result based on the DRW method. The PSD analysis shows a flattening of the PSD towards the low-frequency end in most objects, although the location of the break frequency/timescale often cannot be accurately determined, especially for the multi-year light curves with seasonal gaps.

Even if some AGN light curves in our sample deviate from the DRW model, forced fitting of a DRW model provides a sufficient approximation, because the resulting damping timescale correlates with the SMBH mass. We were unable to identify any selection effects or modeling systematics that can artificially induce such a correlation.

We present the timing analysis for all AGNs in our sample. An example light curve, DRW model, and PSD analysis is shown in Figure S5. The full figure set for the initial sample is available at (34).

We focus on the physical dependences of the damping timescale. The asymptotic variability amplitude $\sigma_{\text{DRW}}$ in the DRW model has been demonstrated to correlate with wavelength, luminosity and SMBH mass of the AGN (12, 14). We do not examine the wavelength dependence of the damping timescales directly, because most of our light curves from reverberation mapping samples cover only one band. The wavelength dependence of
the damping timescale has been taken from previous work (14).

**Regression Analysis**

We perform linear regression between two physical quantities incorporating measurement uncertainties of both quantities. These measurement uncertainties are slightly asymmetric in general, therefore we symmetrize them by taking the mean. We use a hierarchical Bayesian model for fitting a line to data with measurement errors (80).

In addition to the regression fits shown in Figure 1 and Figure 2, we show additional correlation analyses in Figure S6. These best-fitting model relations and 1σ intrinsic scatter (shown in the parentheses at the end) are:

\[
\tau_{\text{damping}} = 10^{1.92^{+0.05}_{-0.05}} \text{ days} \left( \frac{L_{5100} \text{ Å}}{10^{44} \text{ erg s}^{-1}} \right)^{0.33^{+0.04}_{-0.04}} (0.11), \quad \text{(S5)}
\]

\[
L_{5100} \text{ Å} = 10^{44.31^{+0.15}_{-0.15}} \text{ erg s}^{-1} \left( \frac{\tau_{\text{damping}}}{100 \text{ days}} \right)^{2.83^{+0.36}_{-0.37}} (0.40), \quad \text{(S6)}
\]

\[
R_{2500} \text{ Å} = 10^{14.95^{+0.05}_{-0.05}} \text{ cm} \left( \frac{L_{5100} \text{ Å}}{10^{44} \text{ erg s}^{-1}} \right)^{0.53^{+0.04}_{-0.04}} (0.10), \quad \text{(S7)}
\]

\[
M_{\text{BH}} = 10^{7.97^{+0.14}_{-0.14}} M_{\odot} \left( \frac{\tau_{\text{damping}}}{100 \text{ days}} \right)^{2.54^{+0.34}_{-0.35}} (0.33). \quad \text{(S8)}
\]

In all these correlations, we have verified that the residuals do not depend on the Eddington ratio, which could be due to the limited range of \(L_{\text{bol}}/L_{\text{Edd}}\) probed by our sample. The correlations between AGN luminosity/SMBH mass and observed (rest-frame) damping timescale provide empirical estimators for luminosity and SMBH mass, and the 1σ intrinsic scatter is \(\sim 0.3 - 0.4\) dex in both cases.
As in the radius-mass relation, there is a correlation between the disk radius and the continuum luminosity $R_{2500\AA} \propto L^{0.53}$. Under the standard accretion disk model, the continuum luminosity at a given rest-frame wavelength can be derived by integrating over different radii ($8I$) such that $L_\nu \propto \nu^{1/3} \dot{M}_{\text{BH}}^{2/3} M_{\text{BH}}^{2/3} \cos i$, where $i$ is the inclination angle of the disk relative to the line-of-sight. Again if we assume constant Eddington ratio and radiative efficiency, we have $\dot{M}_{\text{BH}} \propto M_{\text{BH}}$ and $M_{\text{BH}} \propto L_\nu^{3/4}$. Because we have an observed relation $R_{2500\AA} \propto M_{\text{BH}}^{2/3}$ we expect a disk radius-luminosity relation $R_{2500\AA} \propto L_\nu^{0.5}$. The observed relation shown in Figure S6 has a slope of $0.53 \pm 0.04$.

We have visually inspected the timing analysis results for outliers from the average correlations, in particular the two most massive SMBHs shown in Fig. 1. The damping timescale appears to be well constrained in these two systems. However, because there might be other processes that affect the shape of the PSD at different timescales, it is possible that the damping timescale we measure in the two most massive SMBHs is not the correct characteristic variability timescale that we are searching for. Nevertheless, these two objects are still consistent with the average relation given the large uncertainties in both axes. Excluding these two objects in the regression does not substantially change the results.

Our adopted SMBH mass measurement (44) of NGC 4395 differs from previous measurements by an order of magnitude (82, 83). If we instead adopt a SMBH mass (82) of $3.6 \times 10^9 M_\odot$ for NGC 4395, we derive a nearly identical correlation between the damping timescale and BH mass: $\tau_{\text{damping}} = 105^{+11}_{-12}$ days $\left(\frac{M_{\text{BH}}}{10^8 M_\odot}\right)^{0.39^{+0.05}_{-0.05}}$. If we exclude NGC 4395 entirely from the sample, we also derive a nearly identical correlation:

$\tau_{\text{damping}} = 106^{+11}_{-13}$ days $\left(\frac{M_{\text{BH}}}{10^8 M_\odot}\right)^{0.38^{+0.05}_{-0.05}}$. 
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Unifying accretion variability timescales

We extend our timing analysis to other accreting systems using published measurements (26), which include optical variability for accreting white dwarfs (WDs) of the nova-like class and X-ray variability for stellar-mass black holes and AGNs. Because the X-ray AGNs and WDs may accrete at very different $L/L_{\text{Edd}}$ from our optical AGNs, we scale their measured variability timescales to the mean $L/L_{\text{Edd}} = 0.15$ of our AGN sample using the published relation (26). Figure 1 shows the variability timescale as a function of accretor mass, and the locations of the WDs are consistent with the extrapolation from AGNs assuming a mass slope of 0.5 expected from the standard accretion disk model. Accretion disks in binary stars may follow a similar relation (84).

We further compare the measured variability timescale with the orbital or thermal timescale at the effective emitting radius in Figure S7. To estimate the effective 2500 Å radius for AGN accretion disks, we use the disk size–mass relation at rest-frame 2500 Å measured from microlensing (5). For the effective emitting radius of WDs, we use three different estimates to enclose the possible range: (i) extrapolation from the disk size–mass relation measured from microlensing of AGNs; (ii) the theoretical radius from the standard accretion disk theory [e.g. (4), their equation 2]; (iii) the WD surface radius compiled in previous work (26). For the X-ray emitting radius in stellar-mass black holes and AGNs, we adopt the published estimates (26), which are the ISCO radii ($3R_S$) assuming a BH spin parameter of 0.8. Despite the large range of timescales probed by these different accretors, the measured characteristic variability timescale lies close to the local orbital timescale for X-ray corona emission, and the local thermal timescale for optical accretion disk emission. For the X-ray timescales this agreement is within a factor of $\sim 5$ (1σ) of
the orbital time, given the large dispersion in individual X-ray AGN and the small number of stellar-mass black holes.

Because the emitting radius of nova-like accreting WDs likely extends close to the WD surface (26), Fig. S7 implies $\alpha \sim 0.01$, smaller than $\alpha \sim 0.05$ for AGN accretion disks from our analysis. We interpret this as due to nova-like WD accretion disks being gas-pressure-dominated and lacking the high opacities that might drive convection, which would be consistent with magnetorotational instability (MRI) simulations that predict $\alpha \sim 0.01$ (28, 88). The association of the optical variability damping timescale with the local thermal timescale therefore seems the same for both AGN and accreting WD accretion disks despite different disk structures.

**Supplementary Text**

**Comparison with earlier observations**

Previous observational studies examined the potential correlation between a characteristic optical variability timescale with the SMBH mass of the AGN. A structure function analysis of 13 AGNs in the UV/optical found evidence of increasing characteristic timescale with SMBH mass (19). However, the statistics were poor and the correlation was not well constrained. Previous work using DRW model fitting to optical light curves of 70 AGNs found a correlation between the damping timescale and the SMBH mass with a slope $(0.56 \pm 0.14)$ (12) consistent with our results $(0.38 \pm 0.04)$ within $\sim 1\sigma$, but the uncertainties of the slope and normalization are substantially larger than ours. However, most of the light curves in their sample do not pass the duration criterion, and the inferred damping timescale is likely biased to some extent (20). Similarly, DRW model fitting to $\sim 9000$
quasars in the SDSS Stripe 82 region (14) revealed a correlation between the damping timescale and the SMBH mass with a slope much shallower (0.21 ± 0.07) than ours. Many of the light curves in this sample also do not pass our duration criterion and the individual damping timescales have large uncertainties. Another study (17) of optical light curves of a large quasar sample with multi-year light curves found no correlation between the break timescale and the SMBH mass of the quasar.

Those previous studies were limited by the dynamic range in mass. Measurements of individual damping timescales have large uncertainties, given the typical quality of these light curves and the difficulty to precisely measure the curvature of the PSD. Vetting of the light curves is necessary to ensure the robustness of the measured damping timescale, especially requiring sufficiently long duration of the light curve to constrain the damping of variability on long timescales. Our sample spans the entire mass range of SMBHs and has sufficiently long optical light curves to robustly measure the damping timescale (21). The longest duration of our light curves is ~ 20 years with hundreds of epochs, sufficient to constrain the damping timescale in the ~ 100 – 300 day range. The slope and normalization of this correlation are both necessary for interpretation of the nature of AGN optical variability and accretion models. For example, although (12) reported a similar correlation, the uncertainty in the normalization is more than a factor of ten, too large to distinguish between the thermal and orbital/dynamical timescales.
Theoretical implications

MHD turbulence in hot, ionized accretion disks can drive variability at all radii in the disk, with variations in the turbulent heating rate resulting in luminosity variations at or longer than the local thermal time of the accretion disk. In standard accretion disk models, different photon wavelengths originate from different radii in the disk, and one might then expect that the luminosity at different wavelengths would vary with different characteristic time scales that match their local thermal times. This is not what is observed in AGNs (14, 15), instead, only the UV emission varies with characteristic timescales equal to the thermal time (assuming $\alpha = 0.05$). The timescales at optical wavelengths are nearly the same as the ultraviolet thermal time, which is not consistent with the thermal times at optically emitting radii.

This suggests that the dominant variability originates within the disk at UV emitting radii, and that variability is then communicated in some way to other radii in the disk. We suggest several possible explanations for why variability might originate in the UV emitting radii. These radii may reach interior temperatures near $10^5$ K where the Rosseland mean opacity of the material is enhanced by iron (85). In the radiation pressure dominated conditions of an AGN accretion disk, this can drive convective motions that in turn interact with the MHD turbulence to drive surface density and luminosity fluctuations (85). This convection can also enhance the viscosity parameter $\alpha$ to values in the range $0.05 - 0.1$, which would then be consistent with our chosen value of 0.05 needed to match the thermal time at UV emitting radii with our measured damping time (85–87). (Simulations of MHD turbulence in accretion disks without imposing external vertical magnetic field find $\alpha \sim 0.01$ (28, 88).) Radiation pressure from UV photons acting on spectral lines could
also drive variable outflows from these radii, resulting in time-dependent mass loss (89).

It is unclear what mechanisms might enable this variability to induce similar variability timescale at other radii. It has previously been suggested that different radii in an AGN accretion disk might be coupled together by large-scale magnetic fields, and variability at one radius might launch Alfvén waves into other radii to drive dissipative heating there at similar variability timescales to those at the launching radius (33). A similar proposal has been suggested in nova-like white dwarf accretion disks: these long-lived disks might build up large-scale magnetic fields that could enable mass exchange between different radii (90). Regardless of the physical mechanism, our results suggest that it is a ubiquitous process in accretion disks.
Figure S1: **Recovered $\tau_{DRW}$ for simulated light curves.** The recoverability of $\rho_{DRW} = \tau_{DRW}/\text{baseline}$ is plotted for varying input $\rho_{DRW}$ at constant SNR (A) and varying SNR at constant $\rho_{DRW}$ (B). The pair of (vertical or horizontal) grey lines in panel A correspond to the cadence and $0.1 \times$ the light curve length. The horizontal grey line in panel B corresponds to the input $\tau_{DRW}$. Input light curves are 6 years in length with typical 100-day seasonal gaps and a 5 day cadence. Better sampling with smaller gaps in the cadence improves the recoverability of the input parameters.
Figure S2: **Optical variability damping timescale as a function of SMBH mass for the initial sample.** \(\tau_{\text{damping}}\) is plotted as a function of SMBH mass for all \(\sim 400\) AGNs in our initial sample. The large black circles are light curves of any length which satisfy the SNR, cadence, and ACF quality requirements. The small grey points are the remaining light curves of poor quality, regardless of SNR, cadence, or ACF (most of the extreme outliers). The typical 1\(\sigma\) uncertainty is shown with the error bar at the bottom-right. The best-fitting linear model from the final sample (as in Fig. 1) is shown as the grey line. The orange line and shaded band are the best fitting model and 1\(\sigma\) uncertainty for the large data points regardless of duration. This best-fitting relation is \(\tau_{\text{damping}} = 199^{+11}_{-11} \text{ days} \left(\frac{M_{\text{BH}}}{10^8 M_\odot}\right)^{0.44^{+0.02}_{-0.02}}\) with an intrinsic 1\(\sigma\) scatter of 0.35^{+0.02}_{-0.02} dex. The correlation is similar for the initial and final samples, but the initial sample has larger scatter.
Figure S3: Recovered $\tau_{\text{DRW}}$ and $\tau_{\text{br}}$ for simulated light curves. The recoverability of $\tau_{\text{DRW}}$ from fitting DRW models and $\tau_{\text{br}}$ from PSD analysis are shown for simulated light curves. Panels A and B are the results from DRW light curve simulations, and panels C and D are the results from forced DRW model fits to a non-DRW input light curve with a low-frequency PSD slope of $-1$ (91). Forced DRW fits to non-DRW input light curves can still recover the damping timescale, albeit with larger dispersion. Simulated input light curves are generated with the same cadence/sampling, length, flux uncertainty, and DRW parameters as the real light curves in our final sample of $\sim 60$ AGNs. The PSD analysis cannot recover the input break timescale to the same precision as the DRW fits. All error bars are 1$\sigma$. 
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Figure S4: **Optical variability from the PSD analysis in the frequency domain.** The black circles with 1σ error bars are the measured break timescales for our final sample from the PSD analysis. There is a correlation between the rest-frame break timescale $\tau_{\text{br}}$ measured from a broken power law fit to AGN PSDs and SMBH mass. The orange line and shaded band are the best fitting model and 1σ uncertainty. The grey line is the best-fitting $\tau_{\text{damping}} - M_{\text{BH}}$ relation from Fig. 1. The two methods are broadly consistent.
Figure S5: Example DRW modeling of Arp 151. Panel A shows the $r$-band light curve of Arp 151 ($M_{\text{BH}} = 10^{6.67 \pm 0.05} M_\odot$) and the best-fitting DRW model with 1$\sigma$ uncertainty (orange shaded area). Panel B shows the posterior probability distributions for the fitted DRW parameters and their covariance. In the covariance panels, the contours trace the 1, 2, 3$\sigma$ levels overplotted on the sample density map (black being higher density) with individual samples in the lowest-density regions shown as black points. Panel C shows the normalized PSD and binned PSD with 1$\sigma$ uncertainties. The best-fitting broken power-law model is shown as a red line. The 1$\sigma$ range of the DRW PSD from the posterior prediction is the orange shaded area. The corresponding break frequency $f_{\text{br}}$ (from the broken power law fit) and $1/(2\pi\tau_{\text{DRW}})$ (from the DRW fitting) are shown as equivalently colored arrows with the line segment below indicating the 1$\sigma$ uncertainty. The red shaded regions correspond to periods greater than 20% the light curve length (in panels B and C) and less than the mean cadence (panel C), where the PSD is not well sampled.
Figure S6: Correlations in other parameters. Panels ABCD show the correlations among AGN luminosity $L_{5100\,\text{Å}}$, UV-emitting accretion disk size $R_{2500\,\text{Å}}$ and the damping timescale $\tau_{\text{damping}}$. The characteristic emission radius is computed as $R \propto M_{\text{BH}}^{1/3} \tau_{\text{damping}}^{2/3}$, scaled to rest-frame 2500 Å according to the observed wavelength dependence of the damping timescale ($I4$), assuming $\tau_{\text{damping}}$ is the local thermal timescale with $\alpha = 0.05$. We overplot the best-fitting model relation (orange line) and $1\sigma$ uncertainty (orange shaded area) in each panel. All error bars are $1\sigma$. 

21
Figure S7: Variability timescales as a function of the orbital time. The variability timescale is measured for different types of accreting systems and at both optical and X-ray wavelengths (black filled circles: AGNs at optical wavelengths; red open circles: AGNs at X-rays; filled triangles: WDs; open triangles: stellar-mass black holes). The thermal and orbital timescales for optical AGNs are calculated at the rest-frame 2500 Å emitting radius, estimated using the accretion disk sizes measured from microlensing (5). The timescales for X-ray AGNs and stellar-mass black holes are calculated at the ISCO radius ($3R_S$). The timescales for nova-like accreting white dwarfs are calculated at the emitting radius estimated with three different methods (Materials and Methods). The optical variability timescales for the accretion disk are consistent with the thermal timescale, with $\alpha = 0.05$ for AGNs and $\alpha = 0.01 - 0.05$ for WDs. The X-ray variability timescales are consistent with either the orbital timescale or the thermal timescale, given the large scatter.
Table S1: Summary data for the final AGN sample. We list the J2000 right ascension (RA), declination (DEC), redshift (z), and light curve (LC) reference, along with other parameters. The "Used Name" column lists the source name in the original LC reference. SNR = $\sigma_{\text{DRW}} / \sqrt{\text{R}}$, and $\Delta L_{5100}$ uncertainties are not given in the primary sources, we assume a fractional uncertainty of 20% (typical of AGN variability). For a few objects, there are multiple light curves available, and we only include the best light curve in the final sample. An equivalent table for the ~400 AGNs in the initial sample is provided in Data S1. Pivot values are used for filters different than the TEB and TEB+ filters (T=TESS band).

<table>
<thead>
<tr>
<th>Object Designation</th>
<th>Used Name</th>
<th>RA (deg.)</th>
<th>DEC (deg.)</th>
<th>z</th>
<th>$\log M_{\text{BH}}$ (log [M$_\odot$])</th>
<th>$\log L_{5100}$ (log [L$_\odot$])</th>
<th>Method</th>
<th>LC Ref.</th>
<th>$\Delta L_{5100}$ (log [L$_\odot$])</th>
<th>$\Delta M_{\text{BH}}$ (log [M$_\odot$])</th>
<th>baseline</th>
<th>cadence</th>
<th>F$_{\text{TWG,rest}}$ (log [days])</th>
<th>SNR</th>
<th>ACP</th>
<th>valid</th>
</tr>
</thead>
<tbody>
<tr>
<td>NGC 4395</td>
<td>NGC 4395</td>
<td>186.436</td>
<td>33.549</td>
<td>0.011</td>
<td>0.66 ± 0.08</td>
<td>39.76 ± 0.07</td>
<td>TESS</td>
<td>RM</td>
<td>46.01 ± 0.48</td>
<td>39.64 ± 0.48</td>
<td>2.01</td>
<td>0.04</td>
<td>3.0 ± 0.4</td>
<td>1.97 True</td>
<td>1.97 True</td>
<td></td>
</tr>
<tr>
<td>M33</td>
<td>M33</td>
<td>74.0451</td>
<td>67.630</td>
<td>0.066</td>
<td>7.99 ± 0.01</td>
<td>40.04 ± 0.26</td>
<td>TESS</td>
<td>RM</td>
<td>48.65 ± 0.21</td>
<td>37.64 ± 0.12</td>
<td>1.78</td>
<td>0.04</td>
<td>3.0 ± 0.4</td>
<td>1.97 True</td>
<td>1.97 True</td>
<td></td>
</tr>
<tr>
<td>M79</td>
<td>M79</td>
<td>208.2643</td>
<td>69.201</td>
<td>0.001</td>
<td>7.54 ± 0.11</td>
<td>44.03 ± 0.24</td>
<td>TESS</td>
<td>RM</td>
<td>48.65 ± 0.21</td>
<td>37.64 ± 0.12</td>
<td>1.78</td>
<td>0.04</td>
<td>3.0 ± 0.4</td>
<td>1.97 True</td>
<td>1.97 True</td>
<td></td>
</tr>
<tr>
<td>M56</td>
<td>M56</td>
<td>214.4584</td>
<td>25.1168</td>
<td>0.017</td>
<td>7.82 ± 0.01</td>
<td>45.31 ± 0.10</td>
<td>TESS</td>
<td>RM</td>
<td>46.25 ± 0.20</td>
<td>37.64 ± 0.12</td>
<td>1.78</td>
<td>0.04</td>
<td>3.0 ± 0.4</td>
<td>1.97 True</td>
<td>1.97 True</td>
<td></td>
</tr>
<tr>
<td>NGC 7473</td>
<td>NGC 7473</td>
<td>35.7733</td>
<td>70.073</td>
<td>0.026</td>
<td>7.47 ± 0.01</td>
<td>43.26 ± 0.06</td>
<td>TESS</td>
<td>RM</td>
<td>44.03 ± 0.24</td>
<td>37.64 ± 0.12</td>
<td>1.78</td>
<td>0.04</td>
<td>3.0 ± 0.4</td>
<td>1.97 True</td>
<td>1.97 True</td>
<td></td>
</tr>
<tr>
<td>DES J0218.22+0530.36</td>
<td>DES J0218.22+0530.36</td>
<td>34.5938</td>
<td>-5.4101</td>
<td>0.020</td>
<td>6.60 ± 0.14</td>
<td>44.52 ± 0.05</td>
<td>TESS</td>
<td>SE</td>
<td>42.42 ± 0.20</td>
<td>37.64 ± 0.12</td>
<td>1.78</td>
<td>0.04</td>
<td>3.0 ± 0.4</td>
<td>1.97 True</td>
<td>1.97 True</td>
<td></td>
</tr>
</tbody>
</table>

... (table continues with more rows)
Caption for Data S1: **Summary data for the full AGN sample.** Same format as Table S1 but for all objects in the full AGN sample. A few objects with duplicate light curves were included in the full sample.