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Abstract 
This thesis contributes to the interdisciplinary debate about the extent of shared 

and separable neurocognitive mechanisms between language and music processing. To 

achieve this, ERP (event-related potential) correlates of expectancy violations for major 

processes in each domain were investigated. The results of Chapter 3 support the 

distinctness of ERP effects elicited by semantic, grammar and harmonic expectancy 

violations (a centroparietal N400, central P600 and frontal P300, respectively). These 

findings support the hypothesis that these processes rely on separable neurocognitive 

substrates. In Chapter 4, meter violations elicit an N1 effect in the music domain, but the 

evidence for an N1 effect in the language domain was inconclusive. There was a P2 

effect in both language and music domains, providing novel support for the hypothesis 

that some substrates involved in meter processing are domain-general. Finally, in 

Chapter 5, meter violations were presented simultaneously with semantic, grammar and 

harmonic violations. All aforementioned ERP effects were replicated. Crucially, there 

were no interactions in any ERP effects, signalling that their associated processes rely 

on distinct substrates. Overall, this thesis provides valuable contributions to the literature, 

indicating that at least some neurocognitive substrates involved in semantic, grammar 

and harmony processing are domain-specialised, while those involved in meter 

processing could be domain-general.
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1.1. Introduction to the debate: To what extent do language and music 

processing rely on shared or separable neurocognitive substrates?  

For centuries, there have been complex interdisciplinary discussions debating 

potential links between language and music domains. The debate's origins can be dated 

to over two thousand years ago when Plato claimed that music’s ability to “uplift the spirit” 

is due to its similarity to language (Neubauer, 1986). Since then, numerous theorists 

have hypothesised about connections between language and music. In 1781, Rosseau 

suggested that the first language was a type of song (Scott, 2000), and in 1848, 

Longfellow wrote that “music is the universal language of mankind” (Longfellow, 1848). 

Indeed, language and music exist in every known human society (Nettl, 2000). 

The debate was advanced in 1871, when Darwin proposed that language and 

music share a single evolutionary precursor (Darwin, 1871), thus, suggesting a tangible 

theory to explain apparent links between language and music domains. Some academics 

have since hypothesised that roughly 200,000 years ago in hominids, a single 

communication-based system split into two systems: language and music (Mithen, 

2007). Others suggest that music was an evolutionary precursor to language (Lynch, 

1996). Although the specifics of this idea are debated, see Ross (2009) for a review, it 

provides foundations for hypothesising about links between language and music 

processing. Shared neurocognitive mechanisms could be due to their shared 

evolutionary past. Likewise, separation could perhaps reflect 200,000 years of 

independent evolution. The debate is ongoing. What Peretz et al. (2015) wrote remains 

true – the question of overlap of neural mechanisms between language and music 

domains “must still be considered as an open question” (p. 15). 

There are clear distinctions between language and music. Language is primarily 

an everyday communication system, whereas music mainly functions as a source of 

entertainment or personal expression. Therefore, language is more precise in its use and 

meanings than music and tends to have more standardised interpretations. Moreover, 

there are components of language, such as nouns and verbs that have no musical 
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counterparts. Likewise, music relies more on melodies, timbres and intricate rhythmic 

patterns compared to language. People tend to be more proficient in language 

production than music production. However, perhaps this is because language is more 

important for functioning in everyday life, resulting in increased training of language skills. 

Therefore, the tendency for differences in proficiency between language and music do 

not necessarily imply differences in underlying neurocognitive mechanisms. Indeed, 

evidence suggests that, in infancy, the speed of learning and production in language and 

music domains match (Brandt et al., 2012) 

There are striking similarities between language and music. As mentioned above, 

they are both suggested to be human universals (Nettl, 2000), and all known societies 

put their words to music to create songs (Mehr et al., 2019). Both unfold over time and 

are structured hierarchically, using smaller elements to form more complex structures. 

In language, phonemes form words, which form sentences. Likewise, in music, notes 

form tones and chords which form melodies and harmonic progressions. Implicit learning 

in both domains appears to be hierarchical, too (Ettlinger et al., 2011). In language, 

infants first discriminate between vowel sounds, then phonemes and then words. They 

learn vocabulary passively and, gradually, language is understood. Similarly, in the 

music domain, infants first discriminate between timbres and notes, then melodies and 

then establish a sense of harmony (Cohrdes et al., 2016). Like language, music plays a 

crucial role in children's cognitive, emotional, and social development (Trehub, 2003).  

Early theories of neural comparisons between language and music domains 

emphasised their differences. For example, Bever and Chiarello (1974) suggested that 

the brain's left hemisphere specialises in language and the right hemisphere specialises 

in music. Fodor (1983) proposed a modular approach, suggesting that the brain regions 

involved in language and music processing are entirely distinct. In hindsight, these 

models are over-simplistic. As discussed below, there appear to be closely related 

neurocognitive substrates involved in language and music domains, with intricate 

arrangements of sub-mechanisms, some which could be domain-specialised, and others 

which could be domain-general.  
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1.1.1. Insights from case studies 

To begin considering whether there are shared or separable neurocognitive 

mechanisms between language and music domains, it is useful to look at case studies. 

If language and music shared all neural networks, loss of musical ability would be an 

automatic consequence of loss of language ability and vice versa. Alternatively, if 

language and music shared no neural networks, there would be no cross-domain transfer 

of specific impairments between language and music domains.  

Case studies show that language impairments do not necessarily lead to music 

impairments. Shebalin (1902–63) was an accomplished 20th-century composer who 

retained his musical abilities despite experiencing a substantial loss of language abilities 

after a left temporoparietal lesion caused by two strokes in his fifties (Luria et al., 1965). 

He had severe difficulties comprehending language and could not follow simple 

instructions like “point to your nose.” Nevertheless, he continued to analyse and correct 

his students’ compositions successfully and to compose orchestral works of high quality. 

In fact, Shostakovich (1906–75; another prominent Russian composer at the time) 

described Shebalin’s fifth symphony, written five years after his second stroke, as “a 

brilliant creative work, filled with highest emotions […] optimistic and full of life” 

(Mazzucchi et al., 2017). A similar case is that of MM, a 74-year-old professional 

composer who, after a stroke that caused enlargement of the sulci of the two temporal 

lobes, was unable to provide the names of animals and other non-musical objects. Still, 

he could name musical instruments (Tzortzis et al., 2000).  

Since Shebalin and MM were professional musicians and had spent many years 

in musical training, they might have developed neural networks devoted to music that 

are not present in the general population. However, there is also evidence of musical 

abilities remaining intact despite the loss of language abilities in people who are not 

professional musicians. Patient NS was not a trained musician and had limited musical 

experience. After a right temporal stroke, Patient NS's aphasia meant that he could not 

understand the meaning of lyrics or recognise voices. However, he could distinguish 
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between musical instruments based on their sounds and recognise melodies (Mendez, 

2001).  

Further case studies demonstrate a double dissociation between language and 

music abilities, signifying neural, developmental and evolutionary independence of 

functions (Plaut, 1995). As well as music abilities remaining intact despite the loss of 

language abilities, language abilities can also remain unchanged despite the loss of 

musical skills. For example, Patient HJ developed severe amusia after a stroke, which 

meant that he could identify choruses from songs by their lyrics but could not identify 

popular melodies that did not have associations with lyrics (Wilson et al., 2002). 

Meanwhile, his abilities for language and reasoning remained unaffected. Similarly, 

Patient CN suffered bilateral temporal lobe damage at the age of 35 that caused amusia. 

She could not identify or experience a sense of familiarity with music that was once very 

familiar to her. However, she recognised their lyrics and could identify non-musical 

sounds, such as animal noises (Peretz, 1996). Additionally, Peretz (1993) presents 

Patient GL's case, who had a specific deficit in implicit tonal knowledge. Patient GL could 

not recognise when a chord or tone did not fit within a harmonic context. This deficit 

affected his ability to recognise melodies and severely decreased his enjoyment of 

music. Nevertheless, he had no reported language deficits. Together, these case studies 

provide evidence of separable mechanisms for language and music processes.  

On the other hand, other case studies reveal cross-domain deficits in language 

and music abilities, potentially indicating neurocognitive links between domains. For 

example, Hofman et al. (1993) present the case of a 73–year–old amateur musician who 

had an ischemic stroke in the lateral part of the parietal-occipital region of the left 

hemisphere. In his speech, he would get stuck and repeat particular words and 

sentences. Similarly, in his musical productions, he would get stuck on certain melodies 

and phrases. Midorikawa et al. (2003) report the case of a patient with Wernicke’s 

aphasia, a syndrome that creates difficulties in understanding language, who also had 

deficits in understanding rhythm in musical contexts. Furthermore, Peretz et al. (1997) 

present the case of 40-year-old Patient IR who had damage to her temporal lobes and 
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right frontal lobe after surgery, leading to short-term and long-term memory deficits in 

language processing. At the same time, in the music domain, she could no longer 

memorise novel melodies and could not identify melodies that were once very familiar to 

her. Together, these case studies suggest that there could be shared mechanisms for 

language and music processes.  

1.1.2. Insights from cross-domain expertise transfer effects 

In addition to case studies, another type of evidence that informs the debate is 

the cross-domain transfer of expertise effects. Multiple studies report associations 

between musical training and improvements in language performance. Such studies 

could indicate shared neurocognitive mechanisms between language and music 

domains. Even without formal training, musical aptitude positively correlates with 

improved phonological awareness and better reading skills (Anvari et al., 2002). In 

healthy childhood development, active musical training appears to improve literacy 

acquisition, phonological skills, speech perception and speech segmentation (Besson et 

al., 2011; Butzlaff, 2000; Chobert et al., 2012; Degé & Schwarzer, 2011; François et al., 

2013; Gordon, Fehd, et al., 2015; Kraus et al., 2014; Moritz et al., 2013; Saffran et al., 

1996). Musical training also appears to aid second language learning (Lowe, 1998; 

Patscheke et al., 2016; Talamini et al., 2018). For example, professional musicians are 

faster at learning artificial languages than non-musicians (Dittinger et al., 2017; Francois 

& Schön, 2011). Based on such findings, second language learning tools are increasingly 

incorporating music (Sundberg & Cardoso, 2019).  

Similarly, musical therapies have been designed to improve language skills 

(Albert et al., 1973; Vines et al., 2011). For example, melodic intonation therapy has been 

found to be an effective intervention in Broca’s aphasia, a disorder of language 

production (Albert et al., 1973). In melodic intonation therapy, patients are taught to sing 

short phrases such as “How are you today?” The musical elements are gradually 

removed, and the patient’s speech improves. Musical activities have been found to 

promote language and speech processing in several groups, including in older adults 
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who do not have dementia (Fu et al., 2018), as well as those who do have dementia 

(Vink et al., 2013), stroke patients (Grau-Sánchez et al., 2018), children with autistic 

spectrum disorder (Wan et al., 2010) and children with reading difficulties (Cogo-Moreira 

et al., 2013).  

A limitation in interpreting cross-domain expertise effects is that most 

experiments in this field are cross-sectional. Therefore, results might be explained by 

mediating factors, e.g. people who engage in musical training may have a predisposed 

higher motivation to learn. Yet, studies also observe cross-over effects when the 

provision of musical training is experimentally manipulated. Using a longitudinal design, 

Moreno et al. (2011) conducted a randomised-controlled experiment in which children 

received computer-based musical training or computer-based painting training. Post-

intervention, children in the musical training condition had significantly improved reading 

performance than children in the painting condition. This result shows two crucial things. 

First, children’s initial motivation to participate in musical training did not explain the 

improvement (the children did not choose whether they took part in musical training or 

painting training). Second, it suggests something special about the relationship between 

language and music, compared to the relationship between language and painting. In a 

similar study, Tierney et al. (2013) concluded that high school students had enhanced 

neural processing of speech after two years of group-based musical training than peers 

in a fitness-based training programme. Longitudinal studies in this field are unfortunately 

few, as providing musical training is time-consuming and expensive. Having said this, all 

together, the current evidence compellingly suggests that musical training can improve 

performance in the language domain. 

The association between musical training and language improvements could be 

explained by shared neurocognitive mechanisms between the two domains. Patel (2011) 

proposes the OPERA hypothesis that provides a theoretical framework to explain why 

musical training might benefit language functions. It is an acronym, standing for Overlap 

(anatomical overlap), Precision (music relies more on the regions of anatomical overlap 

than language), Emotion (musical training is associated with positive emotions that can 
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reinforce learning), Repetition (musical training involves repetition) and Attention 

(musical training activities usually require focused attention). Patel (2011) proposes that 

it is through these conditions that musical training may also be beneficial for language 

skills. If some neurocognitive substrates involved in music processing are required in 

both language and music domains, this could explain why musical training might lead to 

more efficient language processing. Therefore, cross-domain expertise effects could 

indicate shared mechanisms between language and music domains.  

Identifying which processes might share neurocognitive substrates in language 

and music domains could guide effective musical interventions for language skills. In 

turn, this could lead to improved quality of life, learning and general cognitive functioning, 

and could protect against cognitive decline (Bird et al., 2019; Blom et al., 2017; Digard 

et al., 2020; Habib & Besson, 2009; Haukedal et al., 2018; Hilari et al., 2015; Markham 

et al., 2009). 

1.2. Expectancy violations 

In the present thesis, expectancy violations are used to investigate which 

processes might rely on shared or separable neurocognitive substrates between the 

language and music domains. Through everyday exposure to language and music, 

individuals learn their rules implicitly and form implicit expectations for events to follow 

these rules. Violations of these rules result in low-probability sentences or musical 

phrases, and individuals experience these as expectancy violations. Expectancy 

violations have been widely studied in the language domain and, to a lesser extent, in 

the music domain using brain imaging methods with high temporal resolution such as 

event-related potentials (ERPs). However, very few studies have made active 

comparisons of ERP effects between the two domains. Such comparisons could provide 

novel insights into what processes rely on shared or separable neurocognitive substrates 

between domains.  

ERPs can be detected at the scalp and calculated from EEG 

(electroencephalogram) data. ERPs are the average of EEG waves that are time-locked 
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to specific events, such as the onset of a stimulus or response. A benefit of the EEG 

method is that it has a high temporal resolution, in the order of milliseconds, which means 

that ERPs can show electrical activity associated with neurocognitive processes in real-

time. This high temporal resolution is beneficial when studying fast neurocognitive 

responses, such as those to expectancy violations. ERPs are relatively small and occur 

within a large amount of noise. However, by averaging measurements over several trials, 

it is possible to increase the signal-to-noise ratio and identify robust ERPs. These ERPs 

can be used to compare neurocognitive events between different tasks or stimuli 

presentations, such as expected and unexpected events.  

It is important to note the limitations of the ERP methodology. The inverse 

problem means that similar ERP effects do not unambiguously reflect the same 

neurocognitive substrates (Poldrack, 2006; Tarantola, 2004). EEG has a low spatial 

resolution. Electrical potentials are measured at the scalp, and the number, location and 

magnitude of the generating sources in the brain are unknown. There is a mathematically 

infinite number of solutions to this inverse problem. Therefore, ERP effects with similar 

scalp topographies do not necessarily suggest that there are shared underlying 

neurocognitive substrates. However, with targeted stimulus and task designs, 

differences in scalp topography, latency, and amplitude of ERP effects can together shed 

light on differences in neurocognitive substrates (Luck, 2014).  

The current literature hosts a fierce debate about which processes in language 

and music domains might rely on domain-specialised or domain-general neurocognitive 

substrates (Koelsch, 2011a; Patel, 2008). Amongst the leading candidates are 

semantics, grammar, harmony and meter. These processes are the focus of this thesis. 

The following sections introduce their current positions within the debate, focusing on 

the ERP correlates of their expectancy violations. 

Other processes are involved in the debate, but they are not the focus of the 

current thesis. One of these processes is pitch. It is perhaps more suitable to compare 

pitch processing between language and music domains using tonal languages, such as 
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Mandarin, to facilitate cognitive rather than only acoustic comparisons between domains, 

see Gandour (2012). The experiments presented in this thesis present the language 

stimuli in the English language. Likewise, comparisons between phonemes and timbres 

are a valuable part of the debate. Koelsch (2011a) points out that there is no clear 

difference in the definition of the words “phoneme” (used in language contexts) and 

“timbre” (used in music), and suggests that these acoustic features may be directly 

comparable between language and music domains. Although a valuable direction for 

future study, phonemes and timbres were not the focus of the current thesis due to their 

primarily auditory nature.  

1.2.1. Expectancy violations in language 

1.2.1.1. Semantic expectancy violations 

First, semantic processing, and typical ERP effects associated with semantic 

ERP effects are introduced. In this thesis, semantics is defined in terms of meaning. 

Some words have similar meanings. For example, the words “common”, “usual”, 

“ordinary”, “familiar”, and “regular” have similar meanings. The meaning of a word can 

be inappropriate in some contexts. Therefore, it is possible to violate semantic 

expectancy. For example, the sentence “The pizza was too hot to eat.” is semantically 

expected. On the other hand, in the sentence “The pizza was too hot to cry.”, the final 

word is a semantic violation (Kutas & Hillyard, 1983). Methods of creating semantic 

expectancy violations are discussed in more detail in section 2.1.1. 

Kutas and Hillyard (1980) conducted the classic semantic expectancy violation 

ERP study. They presented three types of sentences which varied in end type: a 

standard end type, e.g., “It was his first day at work.”, a semantic expectancy violation 

end type, e.g., “He spread the warm bread with socks.”, and a physical violation end 

type, e.g., “She put on her high-heeled SHOES.” They predicted that both semantic and 

physical violations would elicit a P300–type ERP effect, as such a response had been 

found for unexpected letters in words in a previous study by Shelburne (1972). As 

predicted, the physical violation words elicited a P300–type response (an increase in 
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amplitude positivity peaking around 300 ms for the physical violations compared to the 

standard end type). However, to their surprise, the semantic violations elicited an N400 

effect – increased negativity around 400 ms after stimulus onset for semantic violations 

compared to the standard sentences (Kutas & Hillyard, 1980). Since this classic study, 

several studies have investigated ERP effects associated with semantic violations. 

Together, they demonstrate that semantic violations robustly elicit an N400 effect 

(Gutierrez et al., 2012; Kamp et al., 2015; Kutas & Federmeier, 2010; Kutas & Hillyard, 

1983; Moreno & Vázquez, 2011; Nigam et al., 1992; Rommers et al., 2013; Tiedt et al., 

2020).  

The N400 effect is characterised by a centroparietal increase in negative 

amplitude elicited by semantic violations compared to semantically congruent stimuli. It 

peaks around 400 ms after the onset of semantic violations (Kutas & Federmeier, 2010). 

More severe semantic violations elicit a larger N400 effect than less severe violations. 

For example, Kutas and Hillyard (1983) report that the N400 effect was larger for more 

severe semantic violations, e.g., “The pizza was too hot to cry.” compared to less severe 

violations, e.g., “The pizza was too hot to drink.”. The finding that the N400 occurs, but 

weaker, for less severe semantic violations supports the hypothesis that it is elicited by 

neurocognitive substrates that are specialised for semantic processing, rather than 

general expectancy violation processing.  

The N400 occurs for various presentation types of semantic violations. For 

example, it occurs for semantic violations presented in American Sign Language 

(Gutierrez et al., 2012) and those that are semantically incongruent relative to their local 

contexts, such as neutral emotion words presented within either positive or negative 

word lists (Kamp et al., 2015). When the context makes semantic violations less crucial 

for stimulus interpretation, the amplitude of the N400 can be reduced (Rommers et al., 

2013). Generally, reduced attention can reduce the amplitude of the N400 (Erlbeck et 

al., 2014). However, warnings that semantic violations are about to occur do not appear 

to affect the amplitude of the N400 (Moreno & Vázquez, 2011). Additionally, there is 

some evidence that language expertise may affect the N400 effect. Anurova and 
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Immonen (2017) report that there were larger N400 amplitudes for semantic violations in 

native speakers compared to non-native speakers. 

The N400 is a robust ERP effect elicited by semantic violations, motivating 

research to investigate whether it can shed light on whether neurocognitive substrates 

for semantic processing are shared between language and music domains. This 

approach will be considered further in section 1.3.1.  

1.2.1.2. Grammar expectancy violations 

Grammar is another processes relevant to the debate between shared or 

separable neurocognitive mechanisms between language and music domains. It 

includes the rules with which types of words (e.g., tenses, verbs, nouns, singulars, 

plurals) and punctuation are used to form sentences. Each language has its own 

grammar rules. In English, “The dog chased the cat.” is a sentence with acceptable 

grammar. On the other hand, “Dog the cat the chased” includes the same words but 

violates the grammar rules that English speakers have learned. Arguments for and 

against links between grammar and harmony processing are complex and are discussed 

in more detail in section 1.3.2. First, in the current section, ERP effects associated with 

grammar expectancy violations are introduced.  

A common way to create a grammar expectancy violation is to present a word 

that does not fit with the sentence structure, e.g., due to unexplained mixtures of tenses, 

a verb instead of a noun, or using a singular word where the sentence creates 

expectancy for a plural word. An example comes from Patel et al. (2008), “The sailors 

call for the captain and demands a fine bottle of rum.”. The word “demands” is used 

(which would be correct if the verb were attached to a singular “sailor”) instead of 

“demand” (which is the correct verb match for current sentence, with the plural “sailors”). 

Methods of creating grammar expectancy violations are discussed in more detail in 

section 2.1.1. 



Chapter 1 – Introduction 
_____________________________________________________________________ 

Page | 13  
 

The P600 is the most commonly reported ERP effect associated with grammar 

ex violations (Gunter et al., 2000; Hagoort et al., 2003; Kaan et al., 2000; Liao et al., 

2020; Mehravari et al., 2015; Osterhout & Holcomb, 1992). Ill-formed sentences provoke 

a P600 effect – an increased positive amplitude peaking at around 600 ms for grammar 

violations compared to grammatically correct stimuli (Mancini et al., 2011)(Osterhout & 

Holcomb, 1992). The P600 tends to be more pronounced over the scalp's central or 

posterior areas (Palolahti et al., 2005).  

The P600 is elicited by different types of sentence structure violations (Kaan et 

al., 2000; Loerts et al., 2013; Patel et al., 1998). For example, missing out crucial words, 

as in “The sheep should grazing in the pasture.”, compared to “The sheep should be 

grazing in the pasture.” (Mehravari et al., 2015). It is a reliable ERP effect for grammar 

violations, although some studies suggest it is not robust. For example, Hahne et al. 

(2012) found that while healthy control participants elicited the P600 effect for grammar 

violations, cochlear implant users did not. This finding could be interpreted alongside 

findings that suggest the P600 can be affected by language expertise. One study found 

larger P600 effects for grammar violations for people who were more proficient with a 

novel artificial language than those who were less proficient (Batterink & Neville, 2013). 

Furthermore, the P600 tends to be larger when the grammar violations are task-relevant, 

and it tends to decrease in amplitude or not to occur when grammar violations are task-

irrelevant (Hahne & Friederici, 2002; Haupt et al., 2008; Lemhofer et al., 2020; Osterhout 

et al., 2002). 

In addition to the P600, other ERP effects are associated with grammar violations 

in the language domain, although these are reported less often. These additional effects 

are typically either an early left anterior negativity (ELAN, 100–300 ms) (Molinaro et al., 

2011; Palolahti et al., 2005) or late anterior negativity (LAN, 300–500 ms) (Friederici et 

al., 1993; Gunter et al., 2000; Hagoort et al., 2003) which sometimes accompany the 

P600. These earlier components are thought to be associated with automatic processing, 

while the P600 could indicate a cognitive process of grammar reanalysis (Hahne & 

Friederici, 1999).  
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Sometimes, there is also a “late positive potential (LPP)” reported for grammar 

violations (Baetens et al., 2011). At this point, it is apt to mention that the ERP literature 

is, at times, challenging to interpret due to its naming conventions. Different authors call 

similar components different names and some authors call components with different 

characteristics the same name. For example, a P600 could be a frontally distributed or 

posteriorly distributed effect. These differences in scalp topography may indicate 

different neurocognitive substrates. Still, the term “P600” gets assigned to both effects 

because of how ERP effects are named. In ERP naming practices, the “N” stands for 

“negativity”, and “P” stands for “positivity”. The polarity depends on the neurons' spatial 

arrangement that gives rise to the signal at that moment in time. The numbers following 

the “N” or “P” either denote the order of the components (e.g., the N2 follows the N1) or 

the time at which the effect peaks (usually given in ms, e.g., the N400 is a negative 

component, peaking around 400 ms). Earlier-onset components are usually named with 

the first (order) method and later-onset components with the second (ms). However, 

some components do not follow either of these naming methods, such as the LPP. The 

common characteristics of these components are even vaguer, allowing for increased 

flexible use of their terms. This flexibility leads to difficulties in cross-study interpretations. 

For example, in the grammar violation literature, it is unclear whether some reported 

LPPs would be named P600s if different authors presented them. An example of the 

challenges brought by ERP naming practices is that Patel et al. (1998) present a “P600” 

peaking around 1100 ms after the onset of grammar violations – it is unclear whether 

other authors would also call this effect a “P600”, or an “LPP”, or something else.  

1.2.1.3. Comparing semantic and grammar processing 

This thesis's primary focus is to investigate evidence of shared or separable 

neurocognitive substrates between language and music domains. To do so, it was also 

necessary to consider overlaps in semantic and grammar processing. If these processes 

rely on distinct neurocognitive mechanisms, then to make valuable conclusions about 

whether there are domain-specialised or domain-general mechanisms in language and 
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music domains, it would be essential to compare each individually to processes in the 

music domain. 

Hauser et al. (2002) propose a Faculty of Language model, suggesting a clear 

separation between the “faculty of language in the broad sense” (involved in grammar 

processing), and the “faculty of language in the narrow sense” (involved in semantic 

processing). Behavioural evidence further supports the separation of semantic and 

grammar processing. For example, while Ottl et al. (2017) predicted that including 

semantic information would facilitate learning the grammar of an artificial language, their 

two experiments showed no difference in grammar learning performance between with-

semantics and without–semantics conditions.  

In non-artificial languages, comparisons between semantic and grammar 

processes are less straightforward, as they are typically interlinked in the interpretation 

of a sentence. This idea can be demonstrated by expectancy violations, as grammar 

violations often also contain a semantic violation. For example, if the expected word is a 

noun, but participants receive a verb or an adjective (perhaps intended to be a grammar 

violation), the target contains both a grammar violation and a semantic violation. 

Therefore, sentences that experimenters intend to be a grammar violation may be 

interpreted as a semantic violation, and vice versa.  

Consistent with this idea, Kim and Osterhout (2005) found a “semantic P600” 

effect in sentences that had correct grammar but were semantically obscure. For 

example, “The hearty meal was devouring the kids.” As the P600 effect is typically 

associated with grammar violations, it could be interpreted that this “semantic P600” 

suggests a link between semantic and grammar processing. However, it is perhaps more 

likely that these sentences were processed as grammar violations. In the example given, 

the word “devouring” could be exchanged for the word “devoured”, which could be 

simpler (and therefore be processed with less effort) than switching the subject-object 

order (“The kids were devouring the hearty meal”). This finding demonstrates the 

difficulties of creating semantic and grammar violation stimuli. Crucially, it also supports 
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the notion of separable neurocognitive substrates for semantic and grammar processing, 

as there was no N400 effect elicited by the sentences. This finding suggests that 

sentences with ambiguous semantics and grammar might be processed either as a 

grammar violation (as it seems has occurred in this case, reflected by the typical ERP 

effect for grammar violations - a P600 effect), or a semantic violation (which one would 

predict to be accompanied by an N400 effect). 

Languages with gender-based articles for words provide a unique opportunity to 

separate semantic and grammar content. A gender article can be presented that is either 

congruent or incongruent with a target word (a manipulation of grammar), before a target 

word that is either semantically congruent or incongruent with the rest of the sentence. 

For example, the grammatical correctness of the gender article changes between “la 

escoba” (expected, meaning “the broom” in English) and “el escoba” (unexpected). 

However, by itself, the word “escoba” is semantically the same in both presentations 

(Wicha et al., 2004). Studies using such paradigms report that both the N400 and P600 

occur, and have increased amplitudes for simultaneously presented semantic and 

grammar violations (Gunter et al., 2000; Loerts et al., 2013; Wicha et al., 2004). Such 

findings have been interpreted to suggest overlap in the neurocognitive substrates 

underlying semantic and grammar processing. However, these increased amplitudes 

could also be explained by other factors, such as increased attention to the target words. 

This alternative interpretation is supported, as other studies find that both N400s and 

P600s are larger when attention is drawn to the violations (Erlbeck et al., 2014; Hahne 

& Friederici, 2002; Haupt et al., 2008; Lemhofer et al., 2020).  

Currently, perhaps the most compelling evidence of distinct neurocognitive 

substrates involved in semantic and grammar processing is that the main ERP effects 

associated with them, the N400 for semantic violations and the P600 for grammar 

violations, are different. Chapter 3 of the current thesis aims to test the case for their 

distinctness further. As the current evidence suggests separable semantic and grammar 

processing mechanisms, these processes are separately compared with harmony and 

meter processing in this thesis.  
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1.2.2. Expectancy violations in music 

1.2.2.1. Harmonic expectancy violations 

While semantics and grammar are critical processes in the language domain, 

harmony is an integral process in the music domain. In this thesis, harmony is defined in 

terms of its organisation in harmonic progressions, following Western traditional music 

theory rules. Patient GL, mentioned in section 1.1.1, could not recognise when a chord 

or tone did not fit within a harmonic context, but they had no language deficits (Peretz, 

1993). This case study suggests that there are domain-specialised neurocognitive 

mechanisms for harmony processing. While there is no direct counterpart to harmony in 

language, it is possible that its processing shares some neurocognitive substrates with 

grammar, due to similarities in their hierarchical structures and rules. There is evidence 

for and against harmony processing sharing neurocognitive mechanisms with semantic 

and grammar processing. This evidence is discussed later in this chapter – see 

subsection 1.3.1 and subsection 1.3.2. Before that, harmonic expectancy violations, and 

their typical ERP correlates, are introduced.  

Harmonic expectancies are learned implicitly through music listening (Bigand & 

Poulin-Charronnat, 2006; Ettlinger et al., 2011). Indeed, one study investigated whether 

children aged between 6- and 11-years-old from France, Australia, and Canada who had 

not received formal musical training had an implicit understanding of harmony. The 

children responded to whether a target chord was “good” or “bad” within a chord 

progression (Schellenberg et al., 2005). They responded faster and more consistently 

said that it was “good” when the target chord was a tonic (I) chord (which is the root of 

the key) compared to when the target chord was any other type of chord. This result 

suggests that, through passive music listening, Western children have implicit knowledge 

for Western tonal harmony, even without formal musical training. The implicit learning of 

harmonic rules is perhaps comparable (although not strictly equivalent) to grammar rules 

in language. While native speakers might not be able to explain grammar rules explicitly, 
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they have an implicit understanding of them and know when they are being used 

incorrectly. 

To describe how harmonic expectancy violations are created in Western tonal 

music, it is first necessary to cover some fundamental aspects of Western music theory. 

Traditional Western music has 12 standard notes (see Figure 1.1). These 12 notes are 

distinguishable by differences in pitch (frequencies of sound).  

 

Figure 1.1 – The twelve notes in Western music, here demonstrated on a keyboard.  

The distance between two adjacent notes (e.g., C and C#, or E and F) is a 

semitone, and the distance between two notes that are two notes apart is a tone (e.g., C 

and D, or E and F#). Each of the twelve notes has a major and a minor scale (which are 

set sequences of tones and semitones), which make up its key signature. Any of the 12 

notes can be used as the first note of a major or minor scale. Often in Western tonal 

music, pieces or phrases of music are based on the notes of a chosen scale. These are 

referred to as “key signatures”. For example, if a piece of music is based on the notes of 

C major and has a tonal root of C, it is in the key signature of C major. Each key signature 

includes seven triads (chords made up of three notes), one starting on each note of the 

scale. Each triad involves the root note and, relative to that root note, the third and fifth 
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notes of the scale. These triads are commonly referred to in Roman numerals (I–viio 1), 

see Figure 1.2.  

 

Figure 1.2 – The triads of C  I–viio. 

The rules of Western music theory provide methods to create harmonic 

expectancy violations. In Western tonal music, some chord progression endings are 

more common (and therefore more expected) than others (Rohrmeier & Cross, 2008). 

The most common, and consequently the most expected, ending in Western tonal music 

is the perfect cadence. A perfect cadence is often found at the end of a piece or phrase 

and involves the dominant (V) chord with the dominant (V) note played in the bass, 

followed by the tonic (I) chord with the tonic (I) note played in the bass, see Figure 1.3.  

At the end of a phrase, the dominant (V) chord creates an expectation of the tonic (I). A 

harmonic expectancy violation can occur when a different chord follows the dominant (V) 

at the end of a progression. Ways to create harmonic expectancy violations are 

discussed in more detail in section 2.1.2. 

 
1 The ͦ denotes that vii  ͦis a diminished chord. Diminished chords are minor triads with a lowered 

fifth (e.g., C, E♭, G♭). 
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Figure 1.3 – An example of a perfect cadence (V-I) in C major shown alongside the famous 

melody of Somewhere Over the Rainbow (Arlen & Harburg, 1939). The scoring is original, created 

for this example. It is hoped that this example helps the reader to imagine the sound of a perfect 

cadence and its feeling of being expected. 

The most commonly reported ERP effects for these types of harmonic violations 

are P300 effects (Koelsch, 2011a). In the context of harmonic violations, P300 effects 

tend to be characterised by an increase in positive amplitude peaking at around 300 ms 

after harmonic violations compared to harmonically expected stimuli (Beisteiner et al., 

1999; Carrión & Bly, 2008; Janata, 1995; Loehr et al., 2013; Pei et al., 2004). P300 

effects are more likely to occur when the task makes the harmonic violations explicit 

(Friedman et al., 2001).  

Interpreting the P300 literature for harmonic violations is challenging, primarily 

due to ERP component naming conventions. First, P300 effects are sometimes, although 

not always, separated into “P3a” and the classic P300 or “P3b” (James et al., 2017; 

Janata, 1995; Polich, 2007; Steinbeis et al., 2006). The P3a is linked to working memory 

and attention, and the classic P300 (or P3b, from now on in this thesis referred to as a 

P300) is related to long term memory processing (Polich, 2007). In the context of 

harmony processing, the P3a is associated with dissonant chords presented individually, 

and it decreases in size with greater exposure to them. In contrast, the classic P300 is 

associated with incongruent harmony within a local context, and its characteristics are 

not affected by repeated presentations (Polich, 2007). The P3a and classic P300 do not 

tend to co-occur and appear to indicate different neurocognitive substrates. 
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Second, P300 effects are not only found for harmonic violations. They also occur 

for other types of expectancy violation, such as physical incongruities, sometimes termed 

“oddball” stimuli (e.g., a word presented in capital letters (Kutas & Hillyard, 1980), 

uncommon words (Polich & Donchin, 1988) and lies (Gao et al., 2014). While distinctions 

are not clear between P300 effects elicited by different types of stimuli, they appear to 

indicate different neurocognitive substrates as they have different scalp topographies. 

To improve the literature's clarity, direct comparisons of the characteristics of different 

P300 effects would be a valuable direction for future research.  

Two primary forms of evidence suggest that P300 effects elicited by harmonic 

violations indicate neurocognitive substrates specific to harmony processing. First, these 

P300 effects can be larger in people with more exposure to music. For example, 

Steinbeis et al. (2006) found that musicians and non-musicians both elicited a P300 in 

response to unexpected harmonies, but this was considerably larger in the musicians. 

Second, P300s are sometimes larger with increased harmonic violation severity but still 

occur at lower severity levels. Janata (1995) presented chord progressions in major keys. 

The target chord was either the anticipated tonic (I) chord, a minor chord (a harmonic 

violation) or a dissonant chord (a more severe harmonic violation). The P300 effect was 

larger for dissonant chords than minor chords. This result provides evidence that the 

neurocognitive substrates indicated by the P300 effect are associated with harmonic 

processing, rather than general expectancy violation processing, e.g. auditory deviants. 

Again, to aid distinctions between ERP effects of similar amplitude direction and temporal 

characteristics, the names given to ERP effects should perhaps include information 

about the scalp distribution and the type of stimuli that elicit them. For example, “a P300 

effect with a posterior scalp distribution elicited by lies”. 

While the P300 is the most commonly reported ERP effect for harmonic 

expectancy violations, other ERP effects are reported for specific types. An N500 effect 

tends to be elicited by chords that create harmonic tension and suspense, such as 

Neopolitan sixths (Jentschke et al., 2014; Koelsch, 2011a; Koelsch et al., 2000; Loui et 

al., 2005; Steinbeis & Koelsch, 2008; Zhang et al., 2019). A Neopolitan sixth is the first 
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inversion of a major chord on the flattened supertonic (the supertonic is chord ii). They 

are consonant and serve a unique function for modulation. They are not commonly heard 

but are popular in some composers' music, such as Scarlatti, Paisiello and Beethoven. 

The N500 tends to have a frontal distribution and is often accompanied by an ERAN 

(early right anterior negativity), peaking around 150 ms (Koelsch et al., 2000).  

Crucially, the P300, N500, and ERAN effects appear to reflect cognitive 

processing, rather than merely sensory, processing (Collins et al., 2014). Simple auditory 

deviants, such as a sudden loud tone, elicit early ERP responses, such as a mismatch 

negativity effect (MMN), but not these later-onset effects (Koelsch, 2011a).  

Like the P300, other neural correlates of harmonic violations appear to be 

affected by varied levels of exposure to music. Studies have reported a larger late 

positive potential (Jaśkiewicz et al., 2016) and a larger EANm2 (which is the MEG, 

magnetoencephalogram, equivalent of the ERAN) for musicians compared to non-

musicians (Kim et al., 2011). Furthermore, a recent study compared the harmonic 

violation ERP effects of Chinese participants who were categorised into three groups 

based on their Western music proficiency: high, medium and low (Ma et al., 2018). The 

high proficiency group, who had formal Western musical training, elicited the N500 and 

ERAN ERP effects in response to the chords that created harmonic suspense, 

comparable to those in people who grew up exposed to Western music. However, the 

low and middle proficiency groups did not show any ERP responses for the target chords. 

Therefore, there is evidence that increased exposure to Western music through musical 

training strengthens harmonic expectations which, in turn, affects the neural 

mechanisms involved in harmonic processing. 

But, could ERP effects correlated with harmonic expectancy violations provide 

evidence of separable neurocognitive substrates between language and music 

domains? In the next sections, the cases for and against domain-specialised 

neurocognitive substrates for harmony processing are discussed.  
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1.3. Cross-domain comparisons of neurocognitive substrates involved in 

language and music processing 

1.3.1. Comparing semantic and harmony processing 

There is debate about the extent to which semantics are comparable between 

language and music domains. Some authors suggest that emotional responses to music 

indicate musical meanings (Carr, 2004), and Koelsch (2011b) suggests that musical 

extracts can convey meanings such as “happy” and “light.” In support of this idea, 

Krumhansl (1997) found that participants reliably associated selected musical excerpts 

with either sadness, happiness, or fear. However, while music can perhaps convey some 

meanings, it does not seem to carry its own. This idea is reflected in that many scholars 

refer to “musico-semantics” or “extra-musical meanings”, which are musical features that 

provide metaphors for non-musical semantic meanings (Antovic, 2009; Meyer, 1956). As 

a simple example, the start- and end-points of a section of music could be a metaphor 

for the start and end-points of an event (Johnson & Larson, 2003).  

In line with the idea that music does not have its own semantic meanings, a model 

proposed by Brown et al. (2006) suggests that language has distinct mechanisms from 

music for informational processes, such as semantics. Further supporting evidence 

comes from a case study of an amateur musician who had severe semantic dementia, 

who clearly demonstrated musical knowledge. He could sightread, make appropriate 

stylistic embellishments, and showed a demonstrable understanding of musical 

structures (Weinstein et al., 2011). All things considered, it seems likely that 

neurocognitive mechanisms involved in semantic processing might not be involved in the 

independent processing of music. 

While attempts to find evidence of semantics specific to music could add valuable 

contributions to the debate, the current thesis focuses on the possibility that semantic 

processing shares neurocognitive substrates with harmony processing. There have been 

several attempts, using various methods, to test this. First, fMRI studies have attempted 

to localise semantic and harmony processing to similar brain regions. For example, one 
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study found that both types of processes are correlated with spontaneous brain activity 

in the supramarginal gyrus and left superior temporal gyrus (Yu et al., 2017). The authors 

suggest that this result supports the hypothesis that language and music share 

neurocognitive substrates involved in semantic and harmony processes. However, fMRI 

findings cannot straightforwardly provide strong evidence for shared neural networks 

between language and music domains. There are multiple networks within each brain 

region, and these are difficult to tell apart with fMRI. This limitation of the fMRI method is 

clearly demonstrated in a study from a different field, showing that mirror neurons are 

interspersed with purely motor-related neurons in the pre-motor areas of the macaque 

monkey cortex (Rizzolatti & Craighero, 2004). While these neurons are involved in 

distinct mechanisms, they create comparable patterns of activation on fMRI scans. 

Therefore, such fMRI evidence cannot easily provide strong evidence of shared 

neurocognitive substrates for semantic and harmony processing. 

Second, interactions in ERP effects for simultaneously presented semantic and 

musical stimuli have been interpreted to indicate shared neurocognitive substrates 

between language and music domains. Recent studies find that the N400 effect can be 

smaller (Du et al., 2020) and delayed (Calma-Roddin & Drury, 2020) when semantic 

violations presented simultaneously with background music. The authors suggest this 

could provide evidence of increased semantic integration difficulty due to shared 

neurocognitive resources between language and music domains. Furthermore, there 

have been reports of interactions in the N400 for simultaneously presented semantic and 

harmonic violations. Koelsch (2011b) found a reduced N400 effect when semantic 

violations were presented simultaneously with chords that created harmonic tension. 

This interaction could suggest shared resources for semantic processing and harmony 

processing. However, the N500 effect for harmonic tensions was not affected by 

simultaneous presentation with semantic violations, weakening the case for shared 

neurocognitive substrates. An alternative explanation is that, in these studies, the N400 

amplitude was affected by diverted attentional resources (and it could, therefore, also be 

affected by non-musical stimuli, e.g., background noise) rather than shared 

neurocognitive substrates for language and music processing. This explanation is 



Chapter 1 – Introduction 
_____________________________________________________________________ 

Page | 25  
 

supported, as other studies show that the N400 amplitude can be reduced with reduced 

attention (Erlbeck et al., 2014). Further doubt over shared neurocognitive resources 

between the N400 and N500 comes from comparing their scalp topographies which, 

respectively, tend to be centroparietal and frontal and thus are distinctly different 

(Koelsch, 2005). 

Third, studies using priming paradigms have attempted to shed light on shared 

neurocognitive substrates for semantic and harmony processing. A priming study found 

that a similar N400 effect was elicited when a target word was preceded either by 

semantically unrelated sentences or musical primes, compared to when they were 

preceded either by semantically related sentences or musical primes (Koelsch et al., 

2004). Examples of the stimuli include priming the words “wideness” (rather than 

narrowness) with a musical extract with expansive harmonies, and the word 

“narrowness” (rather than wideness) with a chromatic and dissonant musical extract. 

Source analysis showed that the source of the N400 showed no difference in location for 

language and music primes. The authors suggest these results could indicate a 

neurocognitive overlap between language and music domains in terms of semantic 

processing. However, in line with the idea of “extra-musical meanings” (Antovic, 2009; 

Johnson & Larson, 2003; Meyer, 1956), it is possible that harmonies could provide 

metaphors that prime semantic processing in the language domain without there being 

shared neurocognitive substrates involved in processing in each domain. To investigate 

further, future research could investigate whether musical stimuli, primed with 

incongruent semantic words, also elicit an N400 effect. 

Fourth, cross-domain expertise effects could indicate shared neural resources 

between language and music domains. Investigations of cross-domain expertise effects 

from musical expertise to semantic processing are few in number, but some notable 

findings exist. Rosslau et al. (2016) found that singers had increased late neuronal 

activity in the right temporal and left parietal areas than actors for both sung and spoken 

semantic violations. It is possible that, in line with the OPERA hypothesis (Patel, 2011), 

through their musical training, the singers had built up more efficient semantic processing 
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mechanisms compared to the actors, who are also language experts. Moreover, Dittinger 

et al. (2017) found that in children with musical training, the N400 to unexpected newly-

learned words from an artificial language was significantly larger than in children without 

musical training. One explanation of this finding could be that the children with musical 

training had improved semantic processing mechanisms, due to shared neurocognitive 

substrates with harmony processing, in line with the OPERA hypothesis (Patel, 2011). 

However, another explanation of this effect might be that the children with musical 

training built stronger expectancies for the words compared to children without musical 

training. This interpretation is supported as the children with musical training also 

performed better on a word recognition task, designed to test how well they had learned 

the artificial language. Currently, these cross-domain expertise effects provide only weak 

support for the hypothesis that semantic and harmony processes rely on shared 

neurocognitive mechanisms. Further research, controlling for factors such as language 

proficiency and general cognitive ability, is needed. Altogether, the current evidence in 

support of shared neurocognitive mechanisms for semantic and harmony processing is 

weak. 

Other evidence provides support for the separability of semantic and harmony 

processing. Kunert et al. (2016) found no difference in participants’ reaction times or 

closure judgements of harmonic stimuli when presented simultaneously with semantic 

violations. Additionally, Besson et al. (1998) asked musicians to listen to excerpts from 

operas sung acapella (without accompaniment). The target word was either semantically 

expected or unexpected and sung in or out of key. There were distinct ERP components 

for violations in the lyrics (N400) and the melodies (P300), and their expectedness did 

not appear to interact within these components. Moreover, the N400 effect is a robust 

effect for semantic violations in not only the language domain but also in other contexts, 

e.g. for smells (Sarfarazi et al., 1999) and line drawings (Nigam et al., 1992). However, 

despite several attempts, no study has reported an N400 effect for musical expectancy 

violations (Besson & Faïta, 1995; Besson & Macar, 1987; Miranda & Ullman, 2007; Paller 

et al., 1992). Thus, while the neurocognitive substrates indicated by the N400 appear to 
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be specific to semantic processing in multiple presentations, they still do not appear to 

be involved in the music domain.  

On balance, the evidence currently suggests that the neurocognitive substrates 

involved in semantic and harmony processes are likely to be separable. Chapter 3 of this 

thesis further investigates whether distinct ERP effects are associated with semantic and 

harmonic expectancy violations.  

1.3.2. Comparing grammar and harmony processing 

The case for shared neurocognitive substrates between grammar and harmony 

processing is more compelling than the case for overlaps in semantic and harmony 

processing. This debate is current and rapidly expanding.  

First, there is some evidence to support the hypothesis that neurocognitive 

substrates involved in grammar and harmony processing are separable. There are 

specific aspects of grammar that do not have musical counterparts, such as nouns and 

verbs. Additionally, recently, Faroqi-Shah et al. (2020) investigated language and music 

processing in people who had developed agrammatic aphasia after a left hemispheric 

stroke. The results of a computer-based task showed that there were no differences in 

musical structure processing for agrammatic aphasics relative to neurotypical controls. 

The authors suggest this finding supports that, at least to an extent, there are separable 

neurocognitive substrates for structural processing in language and music structures.  

Having said this, much of the literature focuses on drawing links between 

grammar and harmony processing. The theorising is mainly based on the fact that both 

grammar and harmony involve integrating smaller elements into a hierarchical system 

as sequences are processed over time. Thanks to grammar and harmony, in both 

language and music domains, phrases create structures that go beyond the sum of their 

parts, unlike most animal vocal communication systems (Hauser et al., 2002). Therefore, 

grammar and harmony might be fundamental parts of what makes language and music 

distinctly human (Nettl, 2000). 
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Different methods have been adopted to investigate links between grammar and 

harmony processing. First, the evidence suggests that both are localised to Broca’s area 

(Cheung et al., 2018; Koelsch et al., 2005; Kunert et al., 2015; Maess et al., 2001; Patel 

et al., 2008; Seger et al., 2013; Sluming et al., 2002). This evidence makes sense, as 

Broca’s area is thought to have a general role in processing and integrating sequential 

information over time (Tillmann et al., 2006). However, this evidence does not 

necessarily suggest shared neurocognitive substrates between grammar and harmony 

processing, as there can be several sub-mechanisms within one brain region, as 

discussed in section 1.3.1 (Rizzolatti & Craighero, 2004).  

Second, apparent interactions between grammar and harmony processing may 

suggest shared neurocognitive resources. Patel (2008) proposed a shared syntactic 

integration resource hypothesis (SSIRH) that suggests that language and music share 

neurocognitive substrates for structural processing. There have been direct attempts to 

find empirical support for this hypothesis. For example, studies have presented harmonic 

expectancy violations simultaneously with semantic and grammar errors. Results 

suggest that sentence closure judgements are less accurate (Kunert et al., 2016) and 

reading times are longer (Slevc et al., 2009) when harmonic violations are presented 

simultaneously with grammar violations but not when they are presented simultaneously 

with semantic violations. These studies could support two hypotheses: first, that 

semantic and harmonic processes rely on different neurocognitive substrates, and 

second that grammar and harmony might rely on shared ones. However, Perruchet and 

Poulin-Charronnat (2013) point out that the allocation of attentional resources could 

explain these interactions posited to support the SSIRH (Slevc et al., 2009). Grammar 

violations tend to cause a greater re-evaluation of the sentence than semantic errors, 

which requires more attention. The simultaneous presentation of harmonic violations is 

likely to divert attention from grammar processing. Therefore these findings might be 

explained by neurocognitive substrates involved in attention allocation rather than 

suggesting shared substrates that are specialised for grammar and harmony processing. 
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Third, a P600 effect has previously been reported to be elicited by harmonic 

violations. However, it appears that this effect has only been reported for a specific 

paradigm. The classic study by Patel et al. (1998) was the first to compare ERP effects 

associated with grammar and harmonic violations directly in a within-subjects design. 

They report a P600 effect for both grammar and harmonic stimuli that were difficult to 

integrate into the sentences or chord progressions. This effect was statistically 

indistinguishable between the two types of expectancy violation, in ANOVAs carried out 

at midline and lateral electrodes between 500–800 ms. However, the stimulus design 

complicates interpretations. Both grammar and harmonic expectancy violations were 

presented in the middle of the sentence or chord progression. In the language task, the 

target for ERP analysis (at 0 ms) was the onset of the word after the grammar incongruity. 

For example, in the sentence “Some of the senators endorsed the promoted an old idea 

of justice.”, the word “promoted” was the word that was difficult to integrate into the 

sentence, and the word “an” was the target word for analysis. Similarly, in the music task, 

the target of ERP analysis (the 0 ms point) was the onset of the chord presented after 

the harmonic expectancy violation chord (which was an out-of-key chord). Therefore, it 

is not clear that these are P600 effects, in the same sense as other reported P600 effects, 

that characteristically occur 600 ms after the onset of the violation.  

Furthermore, in Patel’s (1998) study, the language stimuli were presented in the 

timing of 4.4 syllables per second (or one syllable per 227 ms), while the chords were 

presented 500 ms apart. This design meant that there was a difference in the time 

interval between violations and targets between language and music tasks. In the 

language task, the temporal distance between the grammar expectancy violation and 

600 ms (the typical P600 peak) was 827 ms (227 ms + 600 ms). However, they report 

that their effect was maximal between 800–900 ms after the word following the grammar 

violation, which is between 1027–1127 ms (227 + 800 to 900 ms) relative to the grammar 

violation. In the same way, for the music stimuli, the “P600” effect peaked around 1100 

ms (500 ms + 600 ms) after the onset of the harmonic expectancy violation. The 

difference in temporal presentations between tasks, alongside the fact that the target 

stimuli for ERP analysis were the word or chord after the violation, affects the ability to 
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compare ERP effects directly between language and music tasks, and calls into question 

whether these effects should be considered “P600 effects”.  

Perhaps these effects could instead be considered to be P800 effects. Zioga et 

al. (2016) report a P800 effect related to both prosodic and harmonic expectancy 

violations between 850–1200 ms after violation onset. In their study, they suggest that 

the P800 is “amodal”, and associated with the auditory modality, rather than it being 

specific to the language or music domains. Patel et al. (1998) presented both language 

and music stimuli in the auditory modality. Therefore, it is possible that Patel et al.’s 

(1998) P600 effect might be better considered a type of P800 effect, which are not 

thought to be specifically associated with grammar or harmony processing, but a more 

general auditory re-evaluation effect. It is necessary to test further whether P600 effects 

might occur for harmonic violations and, if so, whether they could indicate shared 

neurocognitive substrates with grammar processing. 

Fourth, there could be similarities between the main ERP effect associated with 

grammar violations (the P600 effect) and the main ERP effect for harmonic violations 

(the P300 effect). There are for P300 effects elicited by non-musical stimuli (Bornkessel-

Schlesewsky et al., 2011; Coulson et al., 1998; Münte et al., 1998; Sassenhagen et al., 

2014), and there are some similarities between P600 and P300 effects. Both are often 

affected by task saliency (Hahne & Friederici, 2002; Osterhout et al., 1996) and do not 

occur if violations are not detected (Batterink & Neville, 2013; Sassenhagen & Fiebach, 

2019). Differences in latencies between the P600 and P300 do not necessarily indicate 

different neurocognitive substrates, as it is possible that these latencies simply depend 

on the complexity of the stimulus, or other steps of processing. A recent study found that 

it was possible to decode grammar violation trials that elicited a P600 with multivariate 

pattern analysis classifiers trained on oddball trials that elicited a P300. These classifiers 

were just as accurate at decoding P600 trials as classifiers trained on the P600 data itself 

(Sassenhagen & Fiebach, 2019). In further support of the hypothesis that these P600 

and P300 effects have shared neurocognitive substrates, both tend to have 

centroparietal scalp topographies (Sassenhagen & Fiebach, 2019). Moreover, both 
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P600s and P300s have been reported for other types of violations which supports the 

possibility that they are general indicators of structural processing, and could rely on 

shared neurocognitive substrates. P600 effects have been reported in non-language 

contexts for example in numerical sequences (Núñez-Peña & Honrubia-Serrano, 2004), 

spelling errors (van de Meerendonk et al., 2011), and double-checking processes (Kolk 

& Chwilla, 2007). Similarily, P300 effects have been elicited by several types of 

violations, including physical incongruities, sometimes termed “oddball” stimuli, e.g., a 

word being presented in capital letters (Kutas & Hillyard, 1980), uncommon words (Polich 

& Donchin, 1988) and lies (Gao et al., 2014). Therefore, P600 and P300 effects might 

both be elicited by general structural integration processes, only differing in temporal 

characteristics due to the complexity of the stimulus or other steps of processing. 

Surprisingly, previous studies do not seem to have directly compared P600 

effects for grammar processing with P300 effects for harmony processing despite the 

debate about shared neurocognitive substrates for grammar and harmony processing. 

The P300 effects that have previously been compared with P600 effects in the literature 

are within language contexts (Frisch et al., 2003; Osterhout, 1999). As mentioned 

previously, naming conventions in the ERP literature do not allow for a straightforward 

distinction between different types of P300 effects, elicited by different types of stimuli. 

Consequently, it remains unclear whether P300 effects elicited by harmonic expectancy 

violations might share neurocognitive substrates with P600 effects elicited by grammar 

violations.  

The debate about whether grammar and harmony share neurocognitive 

substrates persists. Patel et al. (1998) provide motivation to test further whether 

harmonic violations elicit a P600 effect and, if so, whether that P600 effect is comparable 

to those elicited by grammar violations. Additionally, there is a gap in the literature for 

direct comparisons between P600 effects for grammar violations and P300 effects for 

harmonic violations. Chapter 3 in the current thesis aims to investigate these questions 

further. 
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1.3.3. Meter expectancy violations 

While semantic, grammar and harmony processing might rely on distinct 

neurocognitive mechanisms, the literature currently suggests that meter processing 

might rely on domain-general ones. In this section, the roles of meter in language and 

music domains are introduced, the evidence for and against domain-general meter 

processing mechanisms is presented and ERP effects for meter expectancy violations 

are discussed. Then, interactions between meter processing and semantic, grammar 

and harmony processing are considered.  

To define meter, it is perhaps useful to distinguish it from rhythm. While rhythm 

involves irregular patterns of emphasised and non-emphasised beats over time; 

regularly repeated beats characterise meter (Lerdahl & Jackendoff, 1983). Meter is an 

essential feature in both language and music domains. In the music domain, the meter 

provides temporal regularity against which all other details of a piece of music are 

projected. Meter is organised by the regular grouping of beats into bars, and time 

signatures show how many beats are in each bar. The grouping of musical meter into 

bars means that there is typically anticipation for certain types of events occurring on 

certain beats (Benjamin, 1984). For example, a 4/4 meter is four regular beats to a bar 

with a strong beat falling on the first beat of every bar. Meter provides crucial 

contributions to the temporal organisation of music, and it aids musical perception and 

interpretation (Palmer & Krumhansl, 1990).  

Meter’s importance to the music domain is further reflected as musical training, 

even for just one year, improves children’s ability to tap to a beat (Slater et al., 2013), 

and adults with formal musical training perform better than adults without formal musical 

training on tasks where they are required to detect changes in meter (Yates et al., 2017). 

Sensitivity to different types of meter differs depending on the prominent meter present 

in the music an individual listens to. For example, in Turkish music, meter, or “usul”, is 

organised in rhythmic patterns with more or less complex inner structures of beats of 

differing duration and emphasis. Turkish listeners are more sensitive to changes in usul 
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compared to American listeners (Yates et al., 2017). Additionally, Zhao et al. (2017) 

found that musicians had larger MMNs to deviant meters compared to non-musicians 

and suggest this reflects that musicians build more accurate and efficient neural 

mechanisms for meter processing through musical training. 

Meter is, perhaps, less straightforward to conceptualise in the language domain. 

However, evidence shows that it plays a crucial part in language comprehension. As in 

music, in the language domain, meter can be thought of as regular beats in time. Cutler’s 

rhythmic segmentation hypothesis proposes that listeners use the form of meter 

prevalent in their language as a prelexical cue to word boundaries, e.g., the beat in 

English, syllable in French or mora in Japanese (Cutler & Otake, 2002). Developing an 

understanding of meter is vital for language development (Suppanen et al., 2019). Meter 

helps people to learn vocabulary (Jusczyk et al., 1999), separate words (Mattys & 

Samuel, 1997) and interpret the grammar of sentences (Schmidt-Kassow & Kotz, 2008). 

Furthermore, one study found a rhythmic priming effect on spoken sentences – when 

the priming rhythm matched the rhythm of the sentence, phoneme detection was 

enhanced (Cason et al., 2015).  

As might be predicted based on the crucial role of meter in language processing, 

there are strong relationships between meter and language abilities. In one study, 

sensitivity to meter predicted phonological awareness and reading development, 

accounting for over 60% of the variance in reading ability, when age and IQ were 

controlled for (Huss et al., 2011). Additionally, a recent study found that meter and rhythm 

perception and production were strong predictors of phonological awareness in 3- to 4-

year-old children. (Politimou et al., 2019). Furthermore, temporal perception, auditory 

rhythmic perception and tapping to a beat are all performed significantly more poorly by 

children with specific language impairments, such as dyslexia, compared to children 

without language impairments (Corriveau & Goswami, 2008; Richardson et al., 2004; 

Sallat & Jentschke, 2015; Wolff, 2002). This dysfunction in meter processing could 

contribute to the atypical development of phonological representations for spoken words 
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which is the primary cognitive characteristic of dyslexia across languages (Leong & 

Goswami, 2014). 

Similar to how music experts appear to have enhanced meter processing, 

language training might enhance meter processing. In one study, bilingual participants 

performed better on a meter change sensitivity task than monolinguals (Kalender et al., 

2013). In another study, simultaneous language interpreters were more accurate than 

people who were not language experts when deciding whether piano melodies were 

rhythmically the same or different (Elmer et al., 2010).  

Although meter is not as regular in spoken language as in the music domain 

(Jackendoff & Lerdahl, 2006), there are similarities between them. For example, like 

dancing or finger tapping along with musical beats, hand gestures that accompany 

speech often line up with strong stresses in the speech (McNeill, 1994). Additionally, an 

important cue for language interpretation is a “heavy” syllable, such as one with a long 

vowel, or that closes with a consonant (Spencer, 1995). This could be similar to how 

there are often longer and louder notes on strong musical beats (Jackendoff & Lerdahl, 

2006). Moreover, in poetry, the meter is often grouped into regular beats, as it is in music 

(Obermeier et al., 2013).  

There are further striking links between rhythm and meter in language and music 

domains. Jusczyk et al. (1999) propose that in respect to meter, at least during infancy, 

the human brain does not treat language and music as strictly separate domains. 

Additionally, Patel and Daniele (2003) compared the instrumental music of several 

composers from England and France, including Elgar, Vaughan Williams, and Holst 

(English) and Ravel, Debussy and Poulenc (French). They found that English music had 

more stressed–unstressed rhythm pairs than French music, as is characteristic of their 

spoken languages. 

 The neurocognitive substrates associated with meter processing might align with 

Dynamic Attending Theory (Jones & Boltz, 1989). According to this theory, neural 

oscillations synchronize with regular beats, enhancing temporal expectancies for 
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upcoming events. In line with this theory, Port (2003) found that there were regular neural 

pulses elicited by words spoken in English that followed a regular meter pattern (as 

though spoken in time with a metronome). They conclude that, during everyday speech, 

these metrical fields are implicit, and speakers control the degree to which they allow 

them to constrain the timing of their speech. Listeners use meter to interpret speech, as 

it increases attention towards stressed word syllables (Pitt & Samuel, 1990). Likewise, 

in music, listeners use meter to anticipate and interpret the music (Benjamin, 1984). 

Few studies directly investigate links between meter processes in language and 

music domains. As mentioned above, Midorikawa et al. (2003) report the case of a 

patient with Wernicke’s aphasia, which involves difficulties in understanding language, 

who also had deficits in understanding and following the rhythm and meter of music. 

Furthermore, there are links between musical training and improved beat and meter 

perception in people with Williams syndrome (for which musical interest is a prominent 

aspect of the phenotype) (Lense & Dykens, 2016). In the same study, those with higher 

meter perception skills also had higher adaptive communication skills. Additionally, 

domain-general mechanisms involved in meter processing could perhaps explain the 

case of the 73–year–old amateur musician, introduced in section 1.1.1. The amateur 

musician would get stuck and repeat words and sentences as well as melodies and 

phrases (Hofman et al., 1993), perhaps due to a deficit involving meter processing. 

The idea that language and music might share neurocognitive mechanisms for 

meter processing is not without debate. Vuust and Witek (2014) show that meter in the 

music domain stimulates audio-motor pathways, more so than in the language domain, 

which the authors suggest is due to links between meter in music and movement (Hickok 

& Poeppel, 2007). Additionally, Jackendoff (2009) argues that linguistic intonation 

contours are specific to the language domain, while the typical grouping of meter into 

beats in a bar is unique to the music domain. Having said this, Jackendoff (2009) still 

concludes that an underlying sense of meter might be domain-general.  
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People develop expectations for metric patterns based on temporal regularity and 

the metric patterns of previous events (Tillmann & Lebrun-Guillaud, 2006). Therefore, 

meter violations can be created by violating temporal regularity. Despite the the debate 

about whether language and music share mechanisms for meter processing, ERP 

effects for meter violations have not been directly compared between domains. Most of 

the existing literature investigating meter violations focuses on meter violations in the 

music domain.  

There are two main, and related, ways of creating meter violations in the music 

domain. The first is to present stimuli that are off the main beat or in other words, where 

the interstimulus interval is varied. These irregular interstimulus intervals tend to produce 

an N1 response (Davis et al., 1966; Foldal et al., 2020). For example, Fitzroy and 

Sanders (2015) found a frontally distributed N1 effect that was more negative for strong 

beats (on the beat) compared to weak beats (off the beat). In another study, an irregular 

interstimulus interval onset of tones produced a frontal N1 and posterior P2 effect 

compared to a regular interstimulus onset (Menceloglu et al., 2020). Furthermore, 

Besson and Faïta (1995) found that the frontal N1–P2 peak-to-peak amplitude was larger 

when the final musical notes in a familiar melody were delayed by 600 ms compared to 

notes that were presented at the anticipated times. This effect was larger for familiar 

melodies, where expectancy might have been stronger, compared to unfamiliar 

melodies. The second main method used to create meter violations is to present a “silent 

beat” compared to a sounded beat. For example, Raij et al. (1997) showed that the frontal 

N1 and posterior P2 amplitudes were both larger to tones played after a silent beat 

compared to tones played after a continuous sequence of tones played on the beat. In 

this method, the sequence of tones sounding on the regular beat creates an expectation 

of a continuation of the sequence. In contrast, the silent beat caused a break in the 

regular sequence. This break might lead the listener to expect that the sounded beats 

had ended, so a following beat might be processed as a meter violation. 

ERP effects for meter violations can be moderated by musical expertise. 

Jongsma et al. (2005) found that both N1 and P2 effects elicited by a sounded beat 
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following a silent beat, compared to a sounded beat following a sequence of other 

sounded beats were larger in musicians compared to non-musicians. Additionally, Habibi 

et al. (2014) found that the N1 effects to a delayed note were significantly larger for 

musicians compared to non-musicians. In another study, the N1 amplitude was more 

negative for meter violations after participants had been trained on a sensorimotor 

rhythm task with regular meter (Kober et al., 2015). This finding further suggests that the 

N1 amplitude is driven by learning and expectations. Perhaps differences in meter 

violation ERP effects between musicians and non-musicians could be explained by the 

musicians directing more attention to irregular meter stimuli, as they could have an 

enhanced ability to follow regular meters through their musical training. 

Few studies have attempted to investigate ERP effects associated with meter 

violations in the language domain. In one study, metrically unpredictable words elicited 

a more negative N1 amplitude than metrically predictable words (Cox et al., 2016). In 

that study, four words were presented and the fourth (target) word either had the same 

“Expected” stress pattern (trochaic or iambic) as the previous three words or the opposite 

“Unexpected” stress pattern2. Another study found that inconsistent stress patterns in 

rhyming couples that were read were associated with an increase in amplitude negativity 

between 80–155 ms (an N1–like effect), compared to consistent stress patterns (Breen 

et al., 2019). In another study, rhythmic mismatches between target words and primes 

presented in the auditory modality elicited an N1 effect (Zhang & Zhang, 2019). 

Therefore, N1 effects could be reliable ERP effects associated with meter violations in 

the language domain, for stimuli presented in both visual and auditory modalities. 

Together, the results of different studies appear to suggest that ERP effects point 

towards domain-general neurocognitive substrates for meter processing. The apparent 

existence of an N1 effect for meter violations in language and music domains (Besson 

et al., 1997; Breen et al., 2019; Cox et al., 2016; Fitzroy & Sanders, 2015; Raij et al., 

1997; Zhang & Zhang, 2019) suggests that there could be domain-general 

 
2 In a trochaic stress pattern, the first syllable is stressed, and the second syllable is unstressed. 
In an iambic stress pattern, the first syllable is unstressed, and the second syllable is stressed. 
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neurocognitive substrates. There is no previous evidence of a P2 effect for meter 

violations in the language domain, as there is in the music domain (Menceloglu et al., 

2020; Raij et al., 1997), but this could be due to differences in how the meter violations 

have been created in language and music domains. The N1 and P2 are generally thought 

of as being attention-related effects (Luck, 2014) and, therefore, their potential 

associations with meter processing in both language and music domains could be 

consistent with the Dynamic Attending Theory (Jones & Boltz, 1989), which suggests 

that meter evolved to create readiness for, and therefore more efficient processing of, 

upcoming stimuli.  

Despite the beat being the driving meter in the English language (Cutler & Otake, 

2002; Pitt & Samuel, 1990; Port, 2003), and interstimulus intervals potentially having 

robust ERP correlates in the music domain (Besson & Faïta, 1995; Raij et al., 1997), no 

previous studies seem to have investigated beat violations in the language domain. This 

was the aim of Chapter 4 of the current thesis. Additionally, the question of whether there 

are cross-domain expertise effects on ERP effects for meter violations has not been 

investigated previously. If, for example, musical training moderates meter violation ERP 

effects in both language and music domains, then the case for domain-general 

neurocognitive substrates for meter processing could be strengthened. 

1.3.4. Does meter processing rely on separable mechanisms from semantic, 

grammar and harmony processing? 

After identifying that meter processing might share domain-general 

neurocognitive substrates, it is useful to consider whether meter processing is separable 

from potentially domain-specialised processes, such as semantics, grammar and 

harmony. If so, the hypothesis that there are distinct neurocognitive substrates 

associated with semantic, grammar, harmony and meter processing could be supported.  

Some theories suggest that meter processes interact with both semantic and 

grammar processes. Gordon et al. (2015) found that rhythm perception accounted for 

48% of the variance in grammar performance, after controlling for non-verbal IQ, 
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socioeconomic status and prior musical activities. They suggest that in typical language 

comprehension, meter works in conjunction with grammar and semantics to allow the 

listener to predict when important parts of the speech signal are coming up. In line with 

this idea, some studies find interactions in ERP effects for semantic and grammar 

violations when stimuli are presented simultaneously with meter violations.  

Findings are mixed for empirical studies investigating links between semantic and 

meter processing. Rothermich et al. (2010) found that the classic ERP effect for semantic 

violations (the N400) was significantly larger for metrically irregular sentences compared 

to metrically regular sentences. The meter violations were created by presenting final 

(target) word with the “Expected” stress pattern of syllables (trochaic or iambic), based 

on the previous words in the sentence or the opposite “Unexpected” stress pattern. In 

contrast, another study found that the N400 was smaller when semantic violations were 

presented with irregular meter compared to when they were presented with regular meter 

(Li et al., 2019). The authors of both studies interpret that the interaction in the N400 

component could indicate shared neurocognitive substrates involved in meter and 

semantic processes. However, others find no interactions between meter and semantic 

expectancy violations in the N400 effect (Magne et al., 2007). Currently, the relationship 

between meter and semantic processing remains unclear.  

There is also debate about whether there are shared neurocognitive substrates 

for grammar and meter processing. Another study found that listening to regular musical 

sequences before a grammar judgement improved performance of assessing 

grammatical correctness compared to rhythmically irregular musical sequences (Chern 

et al., 2018). Crucially, in that study, there was no effect of rhythm on two non-linguistic 

control tasks which could suggest a special overlap between rhythm and grammar 

mechanisms. A recent study showed participants rhythmic stimuli that were either regular 

or irregular before showing them sentences that were either grammatically expected or 

grammatically unexpected. They found that there were reduced P600 effects when 

participants had been primed with irregular, rather than regular rhythmic stimuli (Canette 

et al., 2020). On the contrary, Schmidt-Kassow and Kotz (2009) found that when 



 Chapter 1 – Introduction  
_____________________________________________________________________ 

Page | 40  
 

grammar violations were presented simultaneously with interstimulus interval violations, 

there was a larger P600 effect, compared to when the two violation types were presented 

separately. Moreover, when analysed separately, there were similar P600 effects for 

both grammar and meter violations, perhaps providing further evidence of shared 

mechanisms. Altogether, the current evidence does not provide a clear view of whether 

there are shared or separable neurocognitive substrates for grammar and meter 

processing.  

In the music domain, most of the literature investigates links between meter 

processing and pitch processing. Peretz and Coltheart (2003) proposed a model, based 

on Fodor’s (1983) modularity of the brain approach, suggesting a modular organisation 

of music processing. In this model, they propose that pitch processing is separable from 

temporal processing (rhythm and meter). Previous empirical research supports the idea 

that meter processing is separable from other processes in the music domain such as 

meter, focussing on pitch. For example, one study reports that stroke patients with right 

hemisphere lesions can have severely disrupted melody processing but intact meter 

processing (Vignolo, 2003). People with congenital amusia have difficulties with pitch, 

but their rhythm abilities remain intact (Peretz & Hyde, 2003). For example, in one study, 

people with pitch deafness due to congenital amusia were able to interpret ambiguous 

drum rhythms and synchronise their movements to the beat of popular music (Phillips-

Silver et al., 2013). Further findings indicate a double dissociation between language and 

music abilities. Case studies report that people can experience significant difficulties 

processing and interpreting rhythm and meter but can perform well on pitch-based tasks 

(Midorikawa et al., 2003; Peretz & Zatorre, 2005). Therefore, it is possible that meter 

processing relies on neurocognitive substrates that are separable from other processes 

in the music domain.  

However, there is some contradictory evidence, suggesting links between pitch 

and meter processing, and it is currently unclear whether there are separations between 

harmony and meter processing. Pitch judgements (Jones et al., 2002) and melody 

completion judgements (Tillmann & Lebrun-Guillaud, 2006) have been found to be more 
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accurate when the meter is regular, compared to when it is irregular, suggesting links 

between pitch and meter processing. In terms of harmony, Janata et al. (2002) found 

that temporal asynchrony judgements for a target chord were less accurate when the 

chord was preceded by harmonically unrelated chords compared to when the chord was 

preceded by chords in the same key (harmonically expected). Furthermore, harmonically 

expected target chords have been judged as being better fitting (Schmuckler & Boltz, 

1994) and more complete (Tillmann & Lebrun-Guillaud, 2006) when they were played 

with a regular meter compared to an irregular meter. Likewise, Jung et al. (2015) found 

that metrically regular presentation of harmonic violations increased reaction times to 

their correctness judgements. An alternative explanation of these findings could be that 

attention distractions were compounded for unrelated harmony and irregular meter. In 

that case, these findings might not enable inferences about the neurocognitive 

substrates specifically involved in harmony and meter processing. Instead, there could 

be general attentional resources that are drawn on by meter as well as pitch and 

harmony. Therefore, the question of whether meter and harmony rely on shared 

neurocognitive mechanisms remains. 

A recent novel study investigated ERP effects for simultaneous presentation of 

harmonic and meter violations. Zhang et al. (2019) presented chord progressions where 

the target chord either provided a sense of harmonic closure (the final two chords were 

V–I, a perfect cadence), or harmonic suspense (the final two chords were I–IV). These 

target chords were either presented in a regular meter relative to the rest of the chord 

progression (one chord every 600 ms) or slightly earlier (524 ms after the penultimate 

chord). The N500 effect, characterised by an increase in negativity at around 500 ms for 

the harmonic tension chords compared to tonic (I) chords, was only found when the 

meter was regular, not when the meter was irregular. The authors suggest that this result 

indicates shared neural substrates between meter and harmony. The N500 ERP effect 

appears to indicate different neurocognitive substrates to the P300 effect. Although both 

ERP effects tend to have frontal distributions when elicited by harmonic violations, the 

N500 occurs for chords that create harmonic tension while the P300 occurs for 

harmonically incongruent stimuli. Therefore, to strengthen understanding of shared or 
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separable neurocognitive substrates between meter and harmony processing, it is 

necessary to investigate whether there are interactions between meter and harmony for 

harmonic violations that elicit the P300 effect.  

In Chapter 5, this thesis tests for interactions in ERP effects for meter violations 

and semantic, grammar and harmonic violations. If there are no interactions in these 

ERP effects, it could support the hypothesis that there are some specialised 

neurocognitive substrates for semantic, grammar, harmony and meter processing. 

1.4. This thesis: Rationale, layout and research questions 

The question of the extent to which neurocognitive substrates for processes in 

language and music domains are shared or separable is undeniably complex. ERP 

studies provide promising insights, indicating robust ERP effects for semantic, grammar 

and harmony processing. The evidence suggests that ERP effects are separable for 

semantic and harmony processing (Besson & Faïta, 1995; Besson & Macar, 1987; 

Miranda & Ullman, 2007; Paller et al., 1992). However, those involved in harmony and 

grammar processing might overlap (Patel et al., 1998; Patel et al., 2008) which could, in 

turn, indicate overlap in the neurocognitive substrates upon which they rely.  

Cross-study comparisons of ERP effects do not provide robust tests of distinct 

underlying neurocognitive substrates. In such comparisons, apparent differences in ERP 

effects could be due to differences in the stimulus or task design, acquisition methods or 

analysis protocols. With this in mind, in the current thesis, within-subject designs were 

favoured, stimuli were matched between language and music tasks where possible (e.g., 

in length and timing of presentation), task difficulty was monitored, and the scalp 

topography of ERP effects was presented in addition to their temporal characteristics. 

The semantic, grammar and harmonic violations were created in such a way that they 

were violations because they were not the strongly anticipated word or chord. Crucially, 

these methods allowed for active tests of whether ERP effects that occurred for one type 

of expectancy violation also occurred for another type. Furthermore, cluster-based 

permutation statistics were conducted in addition to the classic ANOVA methods. This 
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enabled effects that were not predicted a-priori to be identified. Therefore, the limitations 

of ANOVA methods in detecting effects that might be comparable for different violation 

types were, at least partially, overcome. Together, these methods allow for stronger 

conclusions about whether ERP effects associated with semantic, grammar and 

harmony processing could contribute to the debate about the extent of shared and 

separable neurocognitive mechanisms between language and music domains.  

Chapter 2 demonstrates how the stimuli were created for the experiments 

presented in this thesis. The aim was to create expectancy violations that allow for 

matched stimuli and task design, where possible, between language and music tasks. 

The stimuli were based on previous studies that elicit the N400 for semantic violations, 

the P600 for grammar violations and the P300 for harmonic violations. As the previous 

literature lacks systematic research investigating the relative expectancies of different 

harmonic violations, Experiment 1 was designed to test how “Expected”, or “Unexpected” 

participants rate different harmonic endings.  

Chapter 3 presents two experiments (2 and 3). They test whether the semantic, 

grammar and harmonic expectancy violations, created in Chapter 2, elicit distinct ERP 

effects. To test whether any ERP effects are robust and whether they are task-

independent, two tasks are presented: in one (Experiment 2), the violations are task-

relevant, and in the other (Experiment 3), the violations are task-irrelevant.  

Furthermore, several theories and empirical studies suggest that meter 

processing could be domain-general. Such theories appear to currently be tentatively 

supported by the ERP literature, as a few studies have reported meter violation ERP 

effects that appear to have similar characteristics in language and music domains. 

However, surprisingly, no previous study appears to have made active comparisons 

between the two domains. This literature gap motivates the current thesis to actively 

compare ERP effects for meter violations between language and music domains.  

In Chapter 4, two experiments (4 and 5) are presented. Experiment 4 is a 

behavioural experiment, designed to create meter violation stimuli with comparable 
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expectancy ratings between language and music domains. Experiment 5 is an ERP 

experiment investigating whether there are comparable ERP effects for meter violations 

In language and music domains.  

Additionally, some previous findings, discussed in section 1.3.4, suggest that 

neurocognitive mechanisms for meter processing might interact with those for semantic, 

grammar and harmony processing. Motivated by these findings, the current thesis tests 

for interactions in ERP effects when meter violations are simultaneously presented with 

semantic, grammar and harmony violations. Chapter 5 includes two experiments (6 and 

7). Experiment 6 focuses on expectancy violations in the language domain, and 

Experiment 7 focuses on the music domain. If there is evidence that there are 

interactions in ERP effects for simultaneous presentations, it could suggest that the 

neurocognitive substrates that they indicate are not specialised for one type of 

processing. In turn, this could complicate the interpretation of whether the ERP effects 

could indicate domain-specialised or domain-general neurocognitive mechanisms.  

Finally, within- and cross-domain expertise effects were investigated in all 

experiments, where sample characteristics allowed, based on participants’ English 

language experience and musical training. In line with the OPERA hypothesis (Patel, 

2011) one might predict that there will be within-domain expertise effects and cross-

domain transfer of expertise effects. Such effects could support the case for shared 

neurocognitive substrates between language and music domains. The main research 

questions were as follows: 

• Is there evidence that ERP effects for semantic, grammar and harmonic 

expectancy violations indicate separable neurocognitive substrates? (Chapter 3) 

• Are there similar ERP effects for meter violations in language and music 

domains? (Chapter 4) 

• Do ERP effects for meter violations interact with those for semantic, grammar or 

harmonic violations? (Chapter 5) 

• Are there cross-domain effects of language or musical expertise observable in 

any ERP effects? (Chapters 3, 4 and 5) 
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2. Chapter 2 – Creating expectancy 

violations
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2.1. Introduction 

To be able to investigate ERP effects associated with expectancy violations in 

language and music domains, it was first necessary to identify suitable stimuli. Chapter 

2 shows how the semantic, grammar and harmonic expectancy violation stimuli were 

created for the subsequent experiments presented in this thesis. These stimuli were 

based on experiments that had reported the N400, P600 and P300 effects in previous 

literature because these ERP effects appear to be most robust effects for semantic, 

grammar and harmony processing (respectively), and so these were the effects of 

interest for this thesis.  

The aim was to create stimuli with certain similarities between domains, e.g., in 

length, number and timing of presentation. For ERP studies, it is beneficial to present 

the target stimulus at the end of the trial so that it is possible to collect behavioural 

responses (e.g. task responses and reaction times) that can aid the interpretation of any 

ERP effects. Therefore, methods for creating violations were chosen where the 

expectancy violation would be presented at the end of each trial. Furthermore, all types 

of violation (semantic, grammar and harmonic) were violations because they are not the 

strongly anticipated word or chord. These similarities allow for attempts at analogous 

task paradigms between language and music domains, facilitating comparisons of 

expectancy violation ERP effects between domains.  

Chapter 2 is in two parts: the first part focuses on how language-based 

expectancy violations were created (both semantic and grammar violations); and the 

second part focuses on creating harmonic expectancy violations, which includes an 

experiment designed to test the expectancy of harmonic expectancy violations 

systematically.  

2.1.1. Creating semantic and grammar expectancy violations 

Semantic expectancy violations can be created in various ways, by presenting a 

word that is semantically unexpected within the context of a sentence. A simple way to 
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create a semantic violation is to write a factual statement, that is incorrect (Fischler et 

al., 1983). Semantic expectancy violations can also occur when the meaning of words 

does not fit with the rest of the sentence. This can be in the middle of a sentence, as in 

Patel (2011), “Anne scratched her name with her tomato on the wooden door.” To 

investigate behavioural correlates of ERP effects, it is often preferable to present a 

violation at the end of a sequence. For example, “Your accent is very attractive.” 

(expected) versus “Your accent is very yellow.” (unexpected) or “The make-up highlights 

your cheeks.” (expected) versus “The make-up highlights your flowers.” (unexpected) 

(Moreno et al., 2016). A classic example of this comes from Kutas and Hillyard (1983), 

who presented different levels of semantic expectancy in their sentences, e.g., “The 

pizza was too hot to eat.“ (expected), “The pizza was too hot to drink.” (unexpected), and 

“The pizza was too hot to cry.” (very unexpected).  

Grammar expectancy violations be created by presenting a word that does not fit 

within the grammatical context of the rest of the sentence. For example, grammar 

expectancy violations can be created simply by changing the tense of a word so that it 

is incongruent. In the sentence “The patient met the doctor while the nurse […] show the 

chart during the meeting”, where the word “show” is used instead of the correct tense, 

“showed” (Gouvea et al., 2010). Another example is in Patel et al. (2008), “The sailors 

call for the captain and demands a fine bottle of rum.”, where the word “demands” is 

used instead of “demand”. Another way to create grammar expectancy violations is to 

miss out words that allow the sentence to make sense. For example, the sentence “The 

sheep should grazing in the pasture.” is grammatically incorrect. It would be 

grammatically correct if the word “be” were placed immediately before “grazing” 

(Mehravari et al., 2015). In most of the previous literature, as illustrated in the examples 

given in this paragraph, grammar expectancy violations are presented in the middle of a 

sentence. For the current thesis, the aim was to create grammar expectancy violations 

that were comparable to semantic expectancy violations. To achieve this, each type of 

violation is presented in the final words of the sentences. This approach provides an 

opportunity to compare ERP effects for semantic and grammar expectancy violations, 
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and to compare them both in an equivalent way to ERP effects for harmonic expectancy 

violations. 

The ways of creating the stimuli were based on the same principles as semantic 

expectancy violations that had previously elicited the N400 effect and grammar 

expectancy violations that had previously elicited the P600 effect (Gouvea et al., 2010; 

Kutas & Hillyard, 1983). Semantic expectancy violations were created by presenting the 

final word of the sentence that had a meaning that was incongruent with the meaning of 

the rest of the sentence. Grammar expectancy violations were created by presenting 

word forms that were incongruent with the structure of the sentence – for example, 

unexplained mixtures of tenses, singular versus plural words, or verbs versus nouns. As 

the semantic and grammar expectancy violation stimuli were closely based on previous 

studies, it was not deemed necessary to conduct a separate experiment to test 

participants’ expectancy ratings of the language stimuli at this stage of the thesis (this is 

tested explicitly in section 3.2.2 Experiment 2: Behaviour results). 

As mentioned in Chapter 1, section 1.2.1.3, a complexity in creating semantic 

and grammar expectancy violations is that grammar violations are often also semantic 

violations, and semantic violations are often also grammar violations. For example, if the 

expected continuation is a noun, but participants receive a verb or adjective, the 

semantic content of the continuation will be unexpected in addition to its grammar 

content. Kim and Osterhout (2005) found that sentences containing a semantic 

expectancy violation could be processed as a grammar expectancy violation if the 

grammar expectancy violation were more salient than the semantic expectancy violation. 

Taking these findings into consideration, when creating the stimuli in the current thesis, 

it was aimed to make semantic and grammar expectancy violations that were unlikely to 

be interpreted as the other.  

To achieve this, sentences with high cloze probability endings were selected for 

the current experiments. Previous studies show that when grammar expectancy 

violations are presented with standard probability words, it is more likely that they will be 
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processed as a grammar expectancy violation, rather than a semantic expectancy 

violation (Gunter et al., 2000; Loerts et al., 2013). Therefore, for the grammar expectancy 

violations, the target word was kept close to the standard meaning, and only the word 

form was changed. For example where the standard sentence was “At night the elderly 

woman locks a door.”, for the grammar expectancy violation sentence, “doors” was 

presented as the final word, which was grammatically unexpected as the preceding word 

“a” built anticipation of a singular word.  

Cloze probability is the probability that a word is given as a sentence continuation 

in a cloze task in which participants are asked to guess the next word of a sentence. The 

sentences used in this thesis were adapted from sentences created by Block and 

Baldwin (2010). Block and Baldwin (2010) tested 498 sentences using a sample of N = 

400 participants. Participants were shown sentence stems and asked to fill in what they 

thought the final word should be. For example, 99% of participants completed the 

sentence stem “She could tell he was mad by the tone of his ____.” with the word “voice”. 

This sentence had high cloze probability. On the other hand, only 18% of participants 

completed the sentence stem “After failing, he realised he needed a new ____.” with the 

word “plan”. This sentence had low cloze probability. The sentence stems selected for 

this thesis all had high cloze probability (> 90%). This cut-off is a stringent cut-off for a 

sentence to be considered as high-cloze probability, as was recommended by Bloom 

and Fischler (1980). 

There is a further crucial benefit of using high-cloze word endings. As is 

discussed later in this chapter, to create harmonic violations, a different chord was 

presented in place of a highly anticipated tonic (I) chord. By using high-cloze probability 

words, an analogous design can be made between domains. The semantic and grammar 

violations can similarly be presented in place of the highly anticipated word. This enables 

more confident comparisons of the neurocognitive substrates indicated by any 

associated ERP effects.  
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The high cloze endings were used for the expected “standard word” end type. 

The related semantic, unrelated semantic and grammar expectancy violation end types 

were then created, based on the methods that have been used in the previous literature 

(Gouvea et al., 2010; Kutas & Hillyard, 1983). The related semantic violations were 

incongruent with the sentences but were semantically possible. It was deemed valuable 

to include this less severe related semantic violation condition, because if the same ERP 

correlates are found for these as for more severe semantic expectancy violations, the 

hypothesis that the correlates are domain-specialised for semantic processes, rather 

than general expectancy violation processes, will be supported. The unrelated semantic 

violations did not fit the sentences and were semantically impossible. The grammar 

expectancy violations were created by presenting a word that either caused an 

unexplained mixture of tenses, singular words versus plurals or verbs versus nouns. It 

was not clear how different levels of expectancy for grammar violations could be created, 

and no previous study appears to have attempted to do so. Therefore, while it would be 

theoretically valuable to include two levels of expectancy for grammar violations, as for 

semantic violations, only one level of grammar violations was included.  

A full list of the 24 sentence stems and their four ending types can be found in 

Appendix A. Seven sentences were eight words in length, and eight sentences were 

seven words in length. The lengths of the sentences were matched to the lengths of the 

chord progressions, which are described in the next section. Table 2.1 shows one 

example of a sentence stem with the four sentence end types. 

Table 2.1 – An example of one sentence stems with the four sentence end types 

Sentence stem example Sentence ending Sentence end type 

He cashed his new paycheck at the bank. Standard word 

 school. Related semantic 

 elephant. Unrelated semantic 

 banked. Grammar violation 



Chapter 2 – Creating expectancy violations 
_____________________________________________________________________ 

Page | 51  
 

  
  

2.1.2. Creating harmonic expectancy violations 

Based on the principles of Western tonal music, harmonic expectancy violations 

can be created in many ways. The focus of the current thesis is harmonic violations that 

elicit a P300 effect, as these could enable insights into whether P300 effects for harmonic 

violations share similar characteristics, such as scalp topography, with P600 effects for 

grammar violations, which could indicate shared neurocognitive substrates, as have 

been suggested for other P300 and P600 effects (Sassenhagen & Fiebach, 2019; 

Sassenhagen et al., 2014).  

To create a harmonic violation that elicits a P300 effect, one can present a chord 

that is not the anticipated chord at that particular stage within the harmonic progression. 

Therefore, it is first necessary to create strong anticipation for a different chord. The most 

common, and, therefore, the most expected, ending in Western tonal music is the perfect 

cadence. A perfect cadence is often found at the end of a piece or phrase and involves 

the dominant (V) chord in root position3, followed by the tonic (I) chord in root position. 

The dominant (V) chord creates the expectation of the tonic (I), so harmonic expectancy 

is violated when a different chord follows the dominant (V) at the end of a progression. 

Therefore, one method to create harmonic expectancy violations is to build anticipation 

of a perfect cadence (V–I) but then end the chord progression on one of the seven triads 

of the key signature (ii–vii  ͦ) that is not the tonic (I). When a chord progression creates 

anticipation of the tonic (I), any other triad within the key (ii, iii, IV, V, vi, vii  ͦ ) will be 

unexpected but is still somewhat harmonically fitting. Previous studies have used this 

method to create harmonic expectancy violations, and some report P300 effects (Janata, 

1995; Steinbeis et al., 2006). However, there is no consensus on which triads create the 

most reliable harmonic expectancy violations. Different authors use different triads to 

create expectancy violations (see Table 2.2). In the past literature, when authors have 

 
3 Root position means that the lowest note of the chord is the key–note of the chord. For example, 
a C major chord (with notes C, E, G), is in root position if C is the lowest note of the chord. The 
alternatives are E being the lowest note (first position) or G being the lowest note (second 
position). 
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previously used more than one triad to create harmonic violations, they have not 

separately analysed the expectancy for each triad type. Therefore, it is currently unclear 

how unexpected people find these violations, relative to each other.  

 

2.2. Experiment 1: Testing the expectancy of harmonic expectancy violations 

2.2.1. Experiment 1: Rationale and aims 

Experiment 1 was designed to investigate the expectancy of different chord 

progression endings, measured by whether participants report that they are “Expected” 

or “Unexpected”. The aim was to identify chord endings that participants reported as 

mostly “Expected”, those that were mostly “Unexpected”, and those that had an even 

mixture of “Expected” and “Unexpected” responses. If this were achieved, later 

experiments could investigate potential differences in ERP effects between more severe 

and less severe harmonic expectancy violations. If similar ERP effects are found for less 

and more severe harmonic expectancy violations, the hypothesis that these ERP effects 

are domain-specialised for harmony processing, rather than being an indicator of general 

expectancy violation processing, would be supported. Additionally, Experiment 1 aimed 

to systematically evaluate the relative expectancies of different triadic (ii– vii  ͦ) endings, 

as previous studies use various combinations of these triadic endings as harmonic 

Table 2.2 – Triads used by previous authors in place of the tonic (I) following the dominant (V) to 

create harmonic expectancy violations. 

Triads  Reference 

mediant (iii) Guo and Koelsch (2016)  

subdominant (IV) Poulin-Charronnat et al. (2006)  

subdominant (IV), supertonic (ii) James et al. (2008) 

submediant (vi) Janata (1995) 

submediant (vi), subdominant (IV) Steinbeis et al. (2006) 

submediant (vi), supertonic (ii) Kim et al. (2011) 
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expectancy violations, without reference to a systematic evaluation of their expectancies, 

which limits the interpretation of any related findings.  

Most people listen to music, regardless of whether they have had formal musical 

training or not. Therefore, the detection of harmonic expectancy violations should not 

necessarily require formal musical training (Bigand & Poulin-Charronnat, 2006). As 

expectations about harmony are formed through music listening, it might be predicted 

that the relative expectedness of the seven triadic endings might be associated with the 

frequencies that people have heard each triad (ii– vii  ͦ) in the music they listen to. It is 

not possible to keep track of the range and amount of music that an individual has 

listened to over their lifetime. As a result, it is not possible to estimate the empirical 

probabilities of expected chord transitions for individuals. The frequencies of harmonic 

chord progressions of Bach’s chorales are thought to be approximations of those across 

Western tonal music and are thought to be comparably familiar to both expert and non-

expert listeners (Trainor & Trehub, 1994). Therefore, several previous studies have used 

chord progressions from Bach’s chorales to represent common chord progressions in 

Western tonal music (Jaśkiewicz et al., 2016; Koelsch, 2005; Steinbeis et al., 2006). With 

this in mind, harmonic progressions were adapted from Bach’s chorales to create the 

musical stimuli in the current thesis (Bach-Gesellschaft, 1892).  

As discussed above, a reliable way to create the expectancy of the tonic (I) is to 

use a perfect cadence (that is, a dominant (V) followed by a tonic (I) chord). The perfect 

cadence is very common in Western music, and this is empirically supported, as 

Rohrmeier and Cross (2008) found that the frequency of V–I progressions in Bach’s 

chorales is high (75%). They reported that the order of the frequency of the other triads 

in the key following the dominant (V) is: submediant (vi; 11%), subdominant (IV; 5%), 

mediant (iii; 5%), supertonic (ii; 4%) and leading tone (vii  ͦ ; 0%). Jonaitis and Saffran 

(2009) suggest that expectancies for harmony are learned through statistical 

frequencies, similar to how languages are learned. In light of this, for Experiment 1, it 

was predicted that the relative expectancies of the triadic endings would follow the order 

of frequenxy reported by Rohrmeier and Cross (2008). 
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Although forming harmonic expectations does not require formal musical training 

(Bigand & Poulin-Charronnat, 2006), those with musical training might be exposed to 

more music, and have an overt understanding of musical theory, and, therefore, develop 

stronger harmonic expectations than those without musical training. Indeed, previous 

research suggests that musicians, but not non-musicians, appear to experience a 

subdominant (IV) chord as an unexpected event (James et al., 2008; Poulin-Charronnat 

et al., 2006). Furthermore, James et al. (2017) report that musicians were able to detect 

subtle harmonic expectancy violations (for example, chord endings that ended on the 

first inversion of the chord, rather than in root position), whereas non-musicians were 

not. Understanding any differences in the perception of harmonic violations between 

amateur musicians and non-musicians will aid future interpretations of any differences in 

ERP correlates between these groups. Consequently, an additional aim of Experiment 1 

was to investigate whether there are differences in how expected participants find 

different chord progression endings, based on their musical training experience.  

2.2.2. Experiment 1: Method 

Ethics 

The University Teaching and Research Ethics Committee at The University of St 

Andrews approved this study, code PS13356 (see Appendix P). 

Participants 

Eighteen university students volunteered to participate in this study. The data of 

two participants were not included in the analysis. One participant was excluded because 

they responded before the question prompt on over 40% of the trials (only trials with 

responses given from 100–5000 ms after the onset of the question prompt were 

considered for analysis). The other participant was excluded because they are a 

professional musician, with over 40,000 hours of accumulated practice time, and this 

experiment aimed to focus on people with amateur levels of musical training and non-

musicians.  
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The final N = 16 participants (2 male, Age: M = 23 years, SD = 7 years, range = 

18–49 years). In the recruitment advertisement for this experiment, people were asked 

to sign up only if they considered themselves either a “musician” or a “non-musician”. 

Participants were categorised into amateur musician and non-musician groups based on 

their view of whether they were a “musician” or a “non-musician”4. There were seven 

amateur musicians and nine non-musicians. Descriptive statistics of participants’ musical 

training experience for amateur musicians and non-musicians are in Table 2.3. The 

frequency distribution of accumulated practice times is in Appendix F. Each testing 

session took 45 minutes, and participants were reimbursed £4.  

Apparatus 

Stimuli presentation and data collection were run on Experimental Run Time 

System Version 3.32 (Beringer, 1994). The stimuli were presented at a viewing distance 

of roughly 80cm on a 17–inch cathode ray tube (CRT) monitor. Responses were 

recorded using a keypad with two keys set 10cm horizontally apart.  

 
4 Group memberships matched with the cut–off chosen after collecting data from all participants, 
of > 1000 hours of practice time for participants to be categorised as an amateur musician, and 
< 1000 hours of practice time for non-musicians (see Appendix F). 

Table 2.3 – Descriptive statistics of musical training experience for amateur musicians and non-

musicians, Experiment 1. 

 Amateur musicians (N = 7) Non-musicians (N = 9) 

Measure M (SD) Range M (SD) Range 

Number of years 11.0 (4.6) 5–18 3.4 (2.3) 1–7 

Practice time (hours) 3294 (1388) 1844–5850 198 (120) 52–446 

Overall ability rating (1–5) 3.3 (0.5) 3–4 2.3 (1.0) 1–4 

Listening hours 26.3 (15.5) 10–56 7.8 (3.7) 2–14 
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Materials  

Chord progressions  

The chord progressions were developed from passages in Bach’s chorales: BGA 

39 (BWV 253–438) selection of 185 chorales (Bach-Gesellschaft, 1892). There were 

three criteria for inclusion: the passages were required to i) end on a perfect (V–I) 

cadence, ii) not modulate, and iii) include seven or eight chords. The first two criteria 

were chosen so that they created anticipation of the tonic (I) chord, and the third criterion 

was chosen so that the length of the chord progression stimuli would match the length 

of the sentence stimuli (discussed in section 2.1.1) to support attempts at analogous task 

design between language and music tasks in future studies. A total of 72 chord 

progressions were chosen and their harmonic progressions were identified and 

transcribed. For details about the original chord progressions, such as the specific bars 

of the chorales they were based on, see Appendix B.  

In the main experiment, participants heard 216 chord progressions, all played by 

a piano sound. The 72 chord progressions were presented with three end types: tonic 

(I), related harmony, and unrelated harmony (see Figure 2.1). Due to the inclusion criteria 

mentioned above, the chord progression stems created anticipation of the tonic (I) chord. 

Therefore, the tonic (I) chord was the expected chord progression end type.  

For the related harmony chords, chords that were within the same key of the rest 

of the chord progression but, critically, not the tonic (I) chord was used. The six other 

chords within the key were used for the related harmony end type: ii-vii  ͦ . Hence, the 

related harmony chords were not the expected outcome but are not severe harmonic 

expectancy violations, as they remain within the key signature. Each of these six chord 

types related to 12 chord progression stems. For all chord progression end types, those 

same 12 chord progression stems were presented in the 12 major keys. Seven were 

eight chords in length, and five were seven chords in length (to match the characteristics 

of the sentence stimuli, discussed in section 2.1.1).  
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For the unrelated harmony chords, triads that were not in the same key as the 

rest of the chord progression were created. These chords were created by moving all 

notes from the related harmony chords up or down a semitone (for each set of 12 chord 

progression stems, half were moved up and half were moved down). Therefore, in 

isolation, the unrelated harmony chords had the same harmonic characteristics as the 

related harmony chords (e.g., major, minor or diminished) but are more severe harmonic 

expectancy violations, as they do not belong in the harmonic context created by the 

previous chords. 

 

Figure 2.1 – One of the 72 chord progressions with the three chord progression end types: tonic 

(I), related harmony (iii in this example) and unrelated harmony (iii moved up one semitone in this 

example). 

Musical Training Questionnaire A self-report demographic questionnaire 

developed by Jentzsch et al. (2014), see Appendix C. This questionnaire requires 

participants to record their accumulated practice hours for each instrument they have 
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learned5, the age they started and finished learning each instrument and the number of 

hours they spend listening to music per week. It also requires participants to rate their 

understanding of music history, music theory, music reading and overall music ability on 

the following scale: 1 = not able, 2 = limited, 3 = average, 4 = above average, 5 = very 

able.  

Procedure 

Participants sat by themselves in an isolated booth and listened to the chord 

progressions over loudspeakers. Participants were required to listen to the chord 

progressions and decide whether the final chord was expected or unexpected. For each 

chord progression, one chord was presented every 1000 ms (see Figure 2.2). 1000 ms 

after the final chord of each chord progression, a question mark appeared on the 

computer screen, and participants responded: “Expected” or “Unexpected” by pressing 

one of the two keys on the keypad. The assignment of the response buttons (left and 

right) was counterbalanced between participants.  

 

Figure 2.2 – The timing of stimuli presentation for the experimental task. One chord was presented 

every 1000 ms. The example in the illustration uses the tonic (I) chord ending. The accepted 

response window was between 100 ms and 5000 ms after question onset (shaded in grey). 

Participants completed a practice trial of eight randomly chosen progressions to 

get used to the task. Then, the 216 experimental trials were presented in six blocks of 

36 chord progressions. Participants were able to take breaks after each of the six blocks. 

 
5 Participants were asked to estimate hour many hours on average they spent practising each 
instrument per week for each year they had played it. These hours were then multiplied and 
added up to estimate overall accumulated practice time. This method was chosen in attempt to 
increase the accuracy of approximations of accumulated practice time.  
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When participants had completed the task, they were asked to fill in the Musical Training 

Questionnaire. It was deemed important that participants fill out the Musical Training 

Questionnaire after the task was completed, in case increasing the saliency of their 

musical training experience (or lack thereof) affected their responses.  

Analysis  

For all experiments presented in this thesis, SPSS v25.0 was used for behaviour 

analysis. The package ggplot2 was used for plotting bar graphs in R Studio (Wickham, 

2009). The standard deviations and standard error bars are corrected for within-subjects 

designs. They were calculated using the summarySEwithin() function in the Rmisc 

package in R. This function removes inter-subject variability, calculating the within-

subjects adjusted values as suggested by Morey (2008).  

As is the case for all ANOVA analyses presented in this thesis, if the results of 

Mauchly’s test of sphericity were significant, it is reported, and the degrees of freedom 

are corrected. If the Greenhouse-Geisser ε < 0.75, then degrees of freedom were 

corrected by the Greenhouse-Geisser method. On the other hand, if the Greenhouse-

Geisser ε > 0.75, then degrees of freedom were corrected by the Huynh-Feldt method. 

For all ANOVAs, pairwise comparisons were corrected with the Bonferroni method. 

Only trials with responses given from 100–5000 ms after the onset of the question 

prompt were considered for behaviour analysis. After the inclusion criterion was applied, 

the analysis included, on average, M = 210/216 trials (SD = 6.65) per participant. See 

Table 2.4 for summary statistics of how many trials out of a possible 72 per chord 

progression end type (tonic (I), related harmony and unrelated harmony) the analysis 

included. 



Chapter 2 – Creating expectancy violations 
_____________________________________________________________________ 

Page | 60  
 

 

2.2.3. Experiment 1: Results 

Response frequency 

The percentage of trials to which the participants responded “Expected” was used 

to calculate the frequency of “Expected” responses, as percentages. With these 

percentages, two analyses were conducted.  

The first analysis, a 3 x 2 mixed ANOVA, investigated whether chord progression 

end type (3 levels within-subject: tonic (I), related harmony and unrelated harmony) or 

musical training (2 levels between-subject: amateur musicians and non-musicians) 

affected how expected the final chords were (see Figure 2.3). Mauchly’s test indicated 

that sphericity had been violated χ2 (2) = 8.32, p = .016. Therefore, degrees of freedom 

were corrected using Greenhouse-Geisser estimates (ε = .68). The results showed an 

effect of chord progression end type on the frequency of “Expected” responses F(1.36, 

19.01) = 341.90, p < .001, ηp2 = 0.96. All pairwise comparisons were significant at the p 

< .001 level with Bonferroni correction. As predicted, the tonic (I) chords received mostly 

“Expected” responses (M = 95%, SD = 1%), the related harmony chords received a 

mixture of responses (M = 46%, SD =4%) and the unrelated harmony chords received 

the least % of “Expected” responses (M = 8%, SD = 1%). There were no main effects or 

interactions associated with musical training (ps > .05). 

Table 2.4 – Mean (SD) number of trials included in the analysis after the inclusion criteria were 

applied in Experiment 1. The maximum possible number of trials for each chord progression end 

type = 72. 

Chord progression end type Mean number of trials (SD)  

Tonic (I) 69.8 (3.1) 

Related harmony 70.9 (1.5) 

Unrelated harmony 68.9 (3.3) 
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Figure 2.3 – Mean % of trials with an “Expected” response, for the three chord progression end 

types: tonic (I), related harmony and unrelated harmony. The dashed line at 50% illustrates the 

50% (chance) level. Within-subject SE bars are included.  

The second analysis, a 6 x 2 mixed ANOVA, investigated whether triad type in 

the related harmony chord type (6 levels within-subject: ii, iii, IV, V, vi, and viio) or musical 

training (2 levels between-subject: amateur musicians and non-musicians) affected the 

frequency of “Expected” responses (see Figure 2.4). There was a main effect of triad 

type F(5, 70) = 18.55, p < .001, ηp2 = 0.57. After Bonferroni corrections, pairwise 

comparisons revealed that triad vi was significantly more expected than all other triad 

types, and vii ͦ was less expected than ii, IV and V (see Table 2.5 for p-values for pairwise 

comparisons, corrected by Bonferroni corrections). There were no main effects or 

interactions associated with musical training (ps > .05).  
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Figure 2.4 – Mean % of trials with an “Expected” response, for the six related harmony triad types: 

ii, iii, IV, V, vi and vii .ͦ The dashed line at 50% illustrates the 50% (chance) level. Within-subject 

SE bars are included.  

Table 2.5 – p-values (after Bonferroni corrections) for pairwise comparisons between triad types 

for the related harmony chord type (a “–“ indicates that the p-value was > .05). 

Triad ii iii IV V vi 

ii      

iii –     

IV – –    

V – – –   

vi <.001 .020 .027 <.001  

vii ͦ – .010 <.001 .002 <.001 
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Reaction time 

A third, 3 x 2, mixed ANOVA was carried out to investigate whether chord 

progression end type (3 levels within-subject: tonic (I), related harmony and unrelated 

harmony) or musical training (2 levels between-subject: amateur musicians and non-

musicians) affected reaction time (see Figure 2.5). Mauchly’s test indicated that 

sphericity had been violated χ2 (2) = 9.85, p = .007. Therefore, degrees of freedom were 

corrected using Greenhouse-Geisser estimates (ε = .65). There was a significant effect 

of chord progression end type on reaction time F(1.31, 18.29) = 22.77, p < .001, ηp2 = 

0.62. After Bonferroni corrections, pairwise comparisons revealed that reaction time was 

faster for both the tonic (I) chords (M = 503 ms, SD = 58 ms, p < .001) and unrelated 

harmony chords (568 ms, SD = 63 ms, p = .001) compared to the related harmony chords 

(M = 814 ms, SD = 197 ms). This effect could reflect task difficulty as the decision of 

whether the final chords were “Expected” or “Unexpected” was more ambiguous for 

related harmony chords, compared to the other two chord types. There were no main 

effects or interactions associated with musical training (ps > .05). 

 

Figure 2.5 – Mean reaction time (ms) for the three chord progression end types: tonic (I), related 

harmony and unrelated harmony. Within-subject SE bars are included. 
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2.2.4. Experiment 1: Discussion 

The main aim of Experiment 1 was to identify suitable stimuli to use as harmonic 

expectancy violations in the rest of the experiments presented in this thesis. The results 

of Experiment 1 confirm that the method used to create harmonic expectancy violations 

was successful. Participants responded mostly “Expected” to tonic (I) chords, mostly 

“Unexpected” to unrelated harmony chords and had a mixture of “Expected” and 

“Unexpected” responses to related harmony chords. Therefore, a successful method for 

creating harmonic expectancy violations was identified: using the tonic (I) for expected 

chords, a different triad in the key (ii, iii, IV, V, vi, vii  ͦ) for the related harmony chords and 

moving the related harmony chords up or down one semitone to create the unrelated 

harmony chords. 

The results also shed light on differences in expectedness for different triads 

within the key (ii, iii, IV, V, vi, vii  ͦ), which has not been systematically investigated and 

reported in previous literature (Guo & Koelsch, 2016; James et al., 2008; Janata, 1995; 

Kim et al., 2011; Poulin-Charronnat et al., 2006; Steinbeis et al., 2006). The qualitative 

order of expectancy of the related harmony chords from most expected to least expected 

was: vi, IV, V, iii, ii, vii  ͦ . As predicted, this order is consistent with the count of triads 

following a dominant (V) chord in Bach’s chorales (order = vi, IV, iii, ii vii  ͦ6) (Rohrmeier 

& Cross, 2008). This result supports two hypotheses: first, Bach’s chorales provide a 

good approximation of harmony across Western tonal music, as previously hypothesised 

by Trainor and Trehub (1994) and second, that expectations of harmony are formed 

implicitly through music listening. 

Moreover, the results demonstrate a fit between participants’ responses and 

harmonic theory, as the submediant triad (vi) was rated as significantly more “Expected” 

than all other triad types and the leading tone (vii  ͦ ) was rated as significantly less 

“Expected” than most other triads (ii, IV and V). This fits with harmonic theory as the 

 
6 Note that Rohrmeier and Cross (2008) were interested in chord changes and therefore did not 
include a dominant (V) chord following a dominant (V) chord as it was not relevant for the purpose 
of their analysis. 
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submediant (vi) is the relative minor triad, so is the most closely harmonically related 

triad to the tonic (I). On the other hand, the leading tone (vii  ͦ ) is the least closely 

harmonically related triad to the tonic (I). Therefore, the submediant triad (vi) could be 

suitable for future studies investigating subtle harmonic expectancy violations and the 

leading tone (vii  ͦ ) could be suitable for studies investigating more severe harmonic 

expectancy violations that are still in the original key.  

To identify suitable stimuli for the later experiments in this thesis, the aim was to 

identify related harmony chords that elicited an even mixture of “Expected” and 

“Unexpected” responses (with the frequencies of “Expected” responses nearest to 50%). 

This was the aim because related harmony chords were intended to investigate ERP 

effects for harmonic expectancy violations that are not severe in the later experiments. 

Experiment 1 showed that the triads with the most balanced (nearest to 50%) set of 

“Expected” and “Unexpected” responses were the mediant (iii), subdominant (IV) and 

dominant (V). As the dominant (V) is a repetition of the previous chord (all chord 

progressions originally ended on a perfect (V–I) cadence, and only the final chord (I) was 

changed), triads iii and IV are used for the related harmony chords in the subsequent 

experiments presented in this thesis.  

Crucially, there were no differences in expectancy scores between musicians and 

non-musicians, for either chord progression end type (tonic (I), related harmony and 

unrelated harmony) or chord type (ii, iii, IV, V, vi, vii  ͦ ). There were also no group 

differences in reaction time. These results reinforce that harmonic expectation is 

implicitly learned through listening to Western music and does not require formal musical 

training or expertise (Bigand & Poulin-Charronnat, 2006; Jonaitis & Saffran, 2009). As 

both musicians and non-musicians rated the expectancies of the chord progressions in 

the same way, these stimuli can be used to meaningfully compare neural responses 

between musicians and non-musicians in future studies. Any ERP differences between 

musicians and non-musicians in future studies are therefore unlikely to be confounded 

by differences in perceived expectancy of the stimuli.  
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2.3. Conclusion 

To sum up, the expectancy violation stimuli created and tested in this chapter are 

similar in length, number, and presentation timing between language and music 

domains. This facilitates attempts to present analogous task paradigms and achieve a 

comparison of ERP expectancy effects, which could provide original insights into the 

age-old debate about shared and separable neurocognitive substrates between 

language and music domains. These stimuli are used to explore ERP correlates of 

semantic, grammar and harmonic expectancy violations in Experiments 2, 3, 6 and 7. 

They are adapted in Experiment 4 to test the expectancy of different levels of meter 

violations. From these adaptations, suitable stimuli are selected to test ERP correlates 

of meter expectancy violations in Experiments 5, 6 and 7.  
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3. Chapter 3 – ERP correlates of 

semantic, grammar and harmonic 

expectancy violations 
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3.1. Introduction 

In the previous chapter, semantic, grammar and harmonic expectancy violations 

were systematically created. In this chapter, ERP effects associated with these violations 

are investigated. If the experiments provide evidence that ERP effects for semantic, 

grammar and harmonic expectancy violations are distinct, then the hypothesis that there 

are separable neurocognitive substrates involved in these processes could be 

supported. 

3.1.1. Aim 1: Is there evidence of distinct ERP effects? 

The current literature, discussed in detail in Chapter 1, suggests that the 

neurocognitive substrates underlying semantic processing might be domain-specialised 

and that a robust ERP marker of semantic expectancy violations is the N400 effect 

(Besson et al., 1998; Gutierrez et al., 2012; Kamp et al., 2015; Kutas & Federmeier, 

2010; Kutas & Hillyard, 1983; Moreno & Vázquez, 2011; Nigam et al., 1992; Rommers 

et al., 2013; Tiedt et al., 2020). On the other hand, ERP effects associated with grammar 

and harmony processing, particularly the P600 and P300 effects, might indicate domain-

general neurocognitive substrates (Patel, 2008; Patel et al., 1998; Sassenhagen & 

Fiebach, 2019). This hypothesis is logical because grammar and harmonic violations are 

violations of structure, and it follows that there might be domain-general neurocognitive 

substrates involved in structural processing. 

Experiments 2 and 3 aimed to investigate whether the semantic, grammar and 

harmonic expectancy violation stimuli, created in Chapter 2, elicit distinct ERP effects 

and, therefore, indicate domain-specialised neurocognitive substrates in language and 

music domains. These stimuli were based on previous experiments that elicit N400 

effects for semantic violations (Kutas & Hillyard, 1983), P600 effects for grammar 

violations (Gouvea et al., 2010), and P300 effects for harmonic violations (Janata, 1995). 

Therefore, it was predicted that these ERP effects would occur in the current 

experiments. 
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Several previous studies have attempted to find an N400 for harmonic 

expectancy violations, but none have found one (Besson & Faïta, 1995; Besson & Macar, 

1987; Miranda & Ullman, 2007; Paller et al., 1992). Furthermore, N400s are not elicited 

when grammar expectancy violations are more prominent than semantic expectancy 

violations (Kim & Osterhout, 2005). Therefore, for the current experiments, it was 

predicted that the N400 would only occur for semantic expectancy violations.  

It is less clear what to predict for the ERP effects typically elicited by grammar 

(P600) and harmonic (P300) violations. Notably, it has been suggested that the P600, 

found for grammar expectancy violations, might indicate the same neurocognitive 

substrates as P300 effects in the language domain (Sassenhagen & Fiebach, 2019; 

Sassenhagen et al., 2014). Despite these findings and the fierce debate about the 

potential overlap of mechanisms involved in grammar and harmony processing, there 

appear to be no previous active tests to compare P600 effects for grammar processing 

and P300 effects for harmony processing. Furthermore, although most studies do not 

report a P600 effect for harmonic expectancy violations, the classic study by Patel et al. 

(1998) reports one. The current experiments aimed to test whether there is a P600 effect 

for harmonic expectancy violations, and aim to provide insights into whether there are 

comparable scalp topographies (that could, in turn, indicate shared neurocognitive 

substrates) for ERP effects associated with grammar and harmonic expectancy 

violations. 

Comparing ERP results across studies is not sufficient to test whether they are 

process-specific, as differences between them might be due to differences in samples, 

acquisition methods, task design or analysis protocols. With this in mind, in Experiments 

2 and 3, a within-subjects design was adopted, with systematic stimuli design and an 

attempt at analogous task paradigms between language and music tasks. However, 

there was another methodological issue to overcome. When words are presented in the 

auditory modality, their onset lacks temporal precision they take some time to complete. 

This contrasts to chords in the music domain, which, immediately convey harmonic 

information when all notes in the chord are played simultaneously. The onset of language 
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stimuli is easier to control in the visual modality, compared to the auditory modality, as 

whole words can be presented at once (Chee et al., 1999). Therefore, presenting 

language stimuli in the visual modality could aid comparisons of ERP effects for language 

and music stimuli. This approach is supported, as previous research has found that the 

N400 effect for semantic violations and P600 effect for grammar expectancy violations 

are identical when presented in visual and auditory modalities, suggesting that they are 

modality-independent (Balconi & Pozzoli, 2005; Kutas & Federmeier, 2000). With these 

findings in mind, the language stimuli are presented visually in the current experiments. 

Furthermore, classic statistical techniques for analysing ERP effects are limited 

in the information they provide about temporal and spatial characteristics. They focus on 

a-priori selected single electrodes or groups of electrodes and specific time windows to 

avoid the problem of multiple comparisons (Luck, 2014). With new techniques, such as 

cluster-based permutation statistics (Fields & Kuperberg, 2020), it is possible to test all 

scalp electrodes and whole epochs for significant differences between conditions in one 

test, minimising the multiple comparisons problem. This method allows for ERP effects 

that are not predicted a-priori to be identified and could provide novel insights into shared 

ERP effects for different types of expectancy violations. Lastly, with a within-subjects 

design, it is possible to actively test whether any effects found for one type of expectancy 

violation also occur for other types of expectancy violations. Together, these methods 

enable original conclusions about the process-specificity of ERP effects for expectancy 

violations in language and music domains which could, in turn, give insights into domain-

specialised or domain-general neurocognitive substrates in language and music 

domains.  

3.1.2. Aim 2: Comparing task difficulty between language and music tasks 

Previous studies suggest that differences in task difficulty could limit the ability to 

draw conclusions about differences in ERP effects (Magne et al. 2005). With this in mind, 

in the current experiments, task difficulty will be compared between language and music 
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tasks, with longer reaction times taken to suggest greater task difficulty (Palmer et al., 

1994; Warrick et al., 1965).  

3.1.3. Aim 3: Assessing task paradigms 

In both language and music domains, it remains unclear how expectancy 

violation processing is affected by task paradigm choice. The tasks presented in the 

literature broadly fall into two categories: explicit and implicit. In explicit tasks, detection 

of the expectancy violation is task-relevant. In language tasks, for example, participants 

are required to decide, with a “Yes” or “No” answer, whether sentences are “Correct” or 

“Incorrect” (Hahne et al., 2012; Li et al., 2018) or to rate the congruence between a visual 

scene and a sentence on a Likert scale (Coco et al., 2017). Common explicit music tasks 

require participants to respond with “Yes” or “No” to the question whether the chord 

progression is “Beautiful” (Müller et al., 2010) or “Satisfactory“ (James et al., 2008). On 

the other hand, in implicit tasks, the expectancy violation is task-irrelevant. For example, 

participants can be simply asked to read sentences, without requiring participants to 

overtly respond to the expectancy violations themselves (Relander et al., 2009). 

Alternatively, participants might be told they would answer questions about the 

sentences at the end of the experiment (Goregliad Fjaellingsdal et al., 2016; Kamp et al., 

2015; Kutas & Hillyard, 1983). Indeed, this method is often adopted in attempt to 

encourage the participants to pay attention to the words. For music experiments, implicit 

tasks often involve focusing on a silent movie (rather than the musical stimuli) and, in 

some cases, participants are asked to try to ignore the auditory music violations (Krohn 

et al., 2007).  

Previous studies have suggested that the task relevance of the expectancy 

violation can have notable effects on their neural correlates. For example, Erlbeck et al. 

(2014) conducted a study in which participants were either asked to focus their attention 

on the sentences, passively listen to the sentences or ignore the sentences. The N400 

effect was smaller for the passive task compared to the focused task and was not elicited 

in the ignore task. Similarly, the P600 tends to be larger when the grammar violations 
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are task-relevant, and it tends to become small or not to occur when they are task-

irrelevant (Hahne & Friederici, 2002; Haupt et al., 2008; Lemhofer et al., 2020; Osterhout 

et al., 2002).  

ERPs elicited by harmonic violations can also be affected by choice of task 

paradigm. P300 effects have been shown to be more likely to occur when the task makes 

expectancy violations explicit (Friedman et al., 2001). Furthermore, Ellison et al. (2015) 

included two types of tasks in their experiment: participants listened to chord sequences 

that were either harmonically correct or harmonically incorrect. They reported a late 

positive ERP potential when the task was to respond to whether chord sequences were 

“Beautiful” or “Not beautiful”, but a late negative ERP potential was elicited when the task 

was to respond “Correct” or “Not correct”. It is, therefore, necessary to be aware of the 

potential impacts of the chosen task paradigm to be able to appropriately attribute ERP 

effects to the experimental manipulation at hand.  

In the current chapter, different task paradigms were designed for Experiment 2 

and Experiment 3. Experiment 2 adopted a task paradigm where the expectancy 

violations were task-relevant: participants were asked whether the final (target) word or 

chord were “Expected?” or “Unexpected?”, to which they responded “Yes” or “No”. In 

contrast, Experiment 3 adopted task paradigms where the expectancy violations were 

task-irrelevant. For the language task, participants were asked whether the sentence 

was “Green?” or “Blue?” and they answered “Yes” or “No”, and for the music task, 

participants were asked whether the chord progression was played by the “Piano?” or 

“Organ?” and they answered “Yes” or “No”. Including both tasks reveals first whether the 

ERP effects are robust and replicable, and second whether they are affected by the task-

driven saliency of the expectancy violations.  

3.1.4. Aim 4: Testing the expectancy of the language violation stimuli 

The chord progression endings identified based on how “Expected”, or 

“Unexpected” participants rated them in Experiment 1 were used as the music stimuli in 

the current experiments. It was necessary to complete Experiment 1 due to limited 
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previous research on creating expectancy violations in the music domain. The language 

stimuli were systematically created based on a rich body of prior research on creating 

semantic and grammar expectancy violations (described in section 2.1.1). As a result, 

prior to Experiment 2, it was not deemed critical to test how “Expected”, or “Unexpected” 

people find these stimuli. However, understanding the perceived expectancy of 

expectancy violation stimuli aids the interpretation of associated ERP effects. Therefore, 

Experiment 2 aimed to test how “Expected” and “Unexpected” participants rated these 

sentence endings. 

3.1.5. Aim 5: Investigating expertise effects 

There is evidence of within-domain expertise effects on ERP effects for 

expectancy violations. For example, there have been reports of larger N400s for 

semantic expectancy violations in native speakers compared to non-native speakers 

(Anurova & Immonen, 2017), larger P600 effects for grammar violations for people who 

were more proficient in a novel artificial language (Batterink & Neville, 2013), and larger 

P300 effects for harmonic violations for musicians compared to nonmusicians (George 

& Coch, 2011; Steinbeis et al., 2006). Crucially, limited previous research also 

demonstrates evidence of cross-domain expertise effects. For example, Dittinger et al. 

(2017) found that in children with musical training, the N400 to unexpected newly-learned 

words was significantly larger than in children without musical training. In the current 

experiments, analyses were conducted to test for within- and cross-domain differences 

between native and non-native English speakers and between amateur musicians and 

non-musicians in any significant effects of interest (expectancy violation ERP effects). 

Cross-domain expertise effects could indicate shared neurocognitive substrates 

between language and music domains (Patel, 2011). 
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3.2. Experiment 2: ERP correlates of semantic, grammar and harmonic 

expectancy violations – an implicit task 

3.2.1. Experiment 2: Method 

Ethics 

The University Teaching and Research Ethics Committee at The University of St 

Andrews approved this study, code PS13256 (see Appendix P).  

Participants 

Twenty university students volunteered to participate in this study (4 male, Age: 

M = 21 years, SD = 2 years, range = 17–27 years). Descriptive statistics of participants’ 

English language and musical training experience are in Table 3.1. Each testing session 

took 120 minutes, and participants were reimbursed £10. People could not sign up to 

participate in the study if they had participated in Experiment 1.  

Apparatus 

Stimuli presentation and data collection was run on Experimental Run Time 

System Version 3.32 (Beringer, 1994). The stimuli were presented at a viewing distance 

Table 3.1 – Descriptive statistics of participants’ English language and musical training 

experience, Experiment 2. 

Experience Measure M (SD) Range 

English language  Native English speaking Native: 12, Non-native: 8 

 Onset (age in years) 2.4 (3.4) 0-10 

 English ability (rating 1–10) 9.4 (1.0) 7-10 

 % English spoken in the past year 82.2 (21.8) 45-100 

Musical training 

 

Number of years practising 7.0 (5.1) 1–14 

Practice time (hours) 1695 (2218) 0–8424 

Overall ability rating (1–5) 3.1 (1.3) 1–5 

Listening per week (hours) 22.9 (18.6) 3–70 
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of roughly 80 cm on a 17–inch cathode ray tube (CRT) monitor. Responses were 

recorded using a keypad with two keys set 10 cm horizontally apart. The EEG system 

was a Biosemi Active-Two amplifier system with 72 Ag/AgCI electrodes. A common 

mode sense (CMS) active electrode was used as a reference electrode and a drive right 

leg (DRL) passive electrode as a ground electrode. Electrolyte gel was used to improve 

conductivity between the scalp and the electrodes. EEG was recorded at a sampling rate 

of 256 Hz. There were 64 scalp electrodes, four electrodes recorded electro-

oculographic activity, and two electrodes were placed over the right and left mastoids 

(see Figure 3.1). 

 

Figure 3.1 – The EEG cap and external electrodes set-up. 

Materials 

Sentences 

In the language task, 192 sentences were presented. As designed in section 

2.1.1, sentence stems were adapted from those presented by Block and Baldwin (2010), 
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who investigated the cloze probability of 498 sentences (N = 400). The 24 sentences 

stems were presented with four sentence end types: standard words, related semantic 

violation, unrelated semantic violation and grammar violation. Endings with high cloze 

probability (> 90%), as identified by Block and Baldwin (2010) were used for the 

“standard word” endings. For the related semantic violation manipulation, words that 

were technically semantically correct but not likely were chosen. For the unrelated 

semantic violation manipulation, semantically incorrect words were used. For the 

grammar expectancy violation, a word with a similar semantic meaning to the standard 

word, but with incorrect grammar was used. Table 3.2 shows an example of the four 

sentence end types (see Appendix A for the full list of sentences): 

 

The 96 (24x4) sentences were each presented twice, one time to ask “Expected?” and 

the other time to ask “Unexpected?”. There were also 12 practice trials, for which three 

sentence stems that were not used for the main experiment were repeated with the four 

sentence end types. In both the practice trials and the main experimental trials, half of 

the practice trials showed the question “Expected?” and half showed “Unexpected?”, to 

which participants answered “Yes” or “No”. 

Chord progressions  

In the music task, 144 chord progressions were presented. Twenty-four chord 

progression stems were used from Experiment 1, which were developed from passages 

in Bach’s chorales (Bach-Gesellschaft, 1892). The 24 chord progression stems were 

presented with three chord progression end types: tonic (I), related harmony and 

Table 3.2 – An example of a sentence stem with the four sentence end types 

Sentence stem example Sentence ending Sentence end type 

He washed the dirty dishes in the  sink. Standard word 

 bathtub. Related semantic 

 pencil. Unrelated semantic 

 sinking. Grammar violation 
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unrelated harmony. The related harmony chords consisted of only mediant (iii) and 

subdominant (IV) chords, as they were identified as the most appropriate chords in 

Experiment 1. These related harmony chords are within the key of the rest of the chord 

progression but are not the anticipated (tonic, I) ending. The unrelated harmony chords 

corresponded to the related harmony chords – the related harmony chords were either 

moved up or down one semitone. This method created a chord that did not fit within the 

harmonic context of the chord progression. 12 of the 24 chord progressions were played 

by a piano sound and 12 by an organ sound. For both sets of 12, there was one chord 

progression in each major key signature. Seven chord progressions were eight chords 

in length, and five were seven chords in length. The 72 chord progressions (24x3) were 

each presented twice, one time to ask “Expected?”, and the other time to ask 

“Unexpected?”. In addition, there were 12 practice trials, for which four chord progression 

stems that were not used for the main experiment were repeated with the three chord 

progression end types. As for the main experiment, half of the practice trials asked 

“Expected?” and half asked “Unexpected?”. Participants responded “Yes” or “No”. For 

an illustration of the chord progressions, with the three chord progression end types, see 

Figure 2.1. 

Additional materials 

English Language Experience Questionnaire: A self-report questionnaire was 

designed to measure proficiency in the English language and other spoken languages 

(see Appendix D). It requires participants to record how many (and what) languages they 

speak fluently, their ability in each language on a scale from 1 = not proficient to 10 = 

native-like ability, the age they started learning each language, and what percentage of 

time they have used each language in the past year.  

Musical Training Questionnaire: See section 2.2.2 Experiment 1: Method 

(Materials). 
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Procedure 

After reading an information sheet and signing a consent form, participants were 

prepared for EEG recording. Participants sat in an electrically shielded booth. Auditory 

material was presented over loudspeakers, and visual material was presented on a 

computer screen. There were two tasks: the language task and the music task. The order 

of the tasks was counterbalanced between participants. In the language task, there were 

12 practice trials and 192 experimental trials. The sentences were presented in random 

order. The language task was presented in eight blocks of 24 trials each. After the 

language task, participants were asked to answer five questions about the sentences to 

check that they paid attention to the sentences. In the music task, there were 12 practice 

trials and 144 experimental trials. The chord progressions were presented in random 

order. The music task was presented in six blocks of 24 trials each. Participants were 

able to take breaks after each block. 

For each sentence or chord progression, one word or chord was presented every 

1000 ms (see Figure 3.2). 1000 ms after the final word or chord of each sentence or 

chord progression, participants were asked whether the final word or chord was 

“Expected?” or “Unexpected?” to which they responded “Yes” or “No” using the response 

keys. Responses were only accepted for analysis if they were given between 100 ms 

and 5000 ms after question onset.  
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Figure 3.2 – The timing of stimuli presentation for the language task (top) and the music task 

(bottom). The examples use the standard (expected) word, and tonic (I) chord endings. The 

response window (100–5000 ms after question onset) is shaded in grey.  

Participants chose whether they answered “Yes” with the right hand and “No” 

with the left (N = 12), or vice versa (N = 8). This response paradigm was chosen (instead 

of assigning, e.g., “Expected” left-hand response and “Unexpected” right-hand response) 

so that participants were unable to anticipate which motor response they would use until 

they saw the question word. Therefore, there should be no potentially confounding 

effects of anticipation of motor response in the EEG signal. Additionally, the trials were 

presented in randomised order so that participants could not prepare a specific response 

before the full sentence or chord progression had been presented. After both tasks were 

completed, participants filled in the English Language Experience Questionnaire and the 

Musical Training Questionnaire. It was deemed important that participants fill out the 

questionnaires after the task was completed, in case increasing the saliency of their 

English language experience or musical training experience (or lack thereof) affected 

their responses. 

Analysis 

For details of the analysis and graphing software and statistical correction 

procedures used, see section 2.2.2 Experiment 1: Method (Analysis). ERPLAB functions 
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were used to plot the ERP waveform and scalp topography maps (Lopez-Calderon & 

Luck, 2014).  

EEG preprocessing 

EEG data preprocessing was done in EEGLAB and ERPLAB (Delorme & Makeig, 

2004; Lopez-Calderon & Luck, 2014). The epochs were extracted from the continuous 

EEG recording, starting 200 ms before and ending 1000 ms after the onset of the final 

word or chord. The data was then high-pass filtered at 0.1Hz. Bad channels (channels 

with poor signal quality, usually due to a poor-quality connection between the electrode 

and the scalp) were removed from the data, and a temporary Cz reference applied. 

Artefact correction was done using independent components analysis (ICA) and the 

ADJUST function in ERPLAB (Mognon et al., 2011). All remaining artefacts were 

removed using the moving peak-to-peak window method in ERPLAB. The epochs were 

then baseline corrected (–200 to 0 ms relative to the onset of final word or chord) and 

re-referenced to average reference. Epochs were averaged separately for each 

experimental condition and participant, and a low-pass filter of 30Hz applied. For more 

information about preprocessing, and for justification of these choices, see Appendix E. 

Trial inclusion 

Only trials with responses given from 100–5000 ms after the onset of the question 

prompt were considered for analysis. As there was no strictly correct or incorrect 

response to the task, all trials that were responded to within the time frame were 

considered for analysis. Table 3.3 shows the mean and standard deviation of how many 

trials were left in the analysis after the behaviour and artefact rejection inclusion criteria. 

Luck (2014) suggested that ERP studies should be designed with between 30–40 trials 

per condition with 20 participants to have an acceptable signal-to-noise ratio to detect 

late-onset ERP components, assuming that between 10–25% of these will be rejected 

due to artefacts. In Experiment 2, all end types had more than 42 trials, with 20 

participants, and, therefore, the dataset was deemed to have an acceptable signal-to-

noise ratio for analysis. 
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Analysis of ERP effects 

The ERP effects were analysed with two methods: cluster-based permutation 

statistics and ANOVAs. Cluster-based permutation statistics are a relatively new method 

in ERP analysis (Fields & Kuperberg, 2020). This method is beneficial because it avoids 

the multiple comparisons problem and it has the ability to identify multiple effects within 

a large epoch in one test. This method provides weak control of the family-wise error rate 

(FWER) and is generally best at identifying less focal, later-onset effects. The “mass” of 

a cluster is the sum of the F-values in that cluster. Factorial Mass Univariate ERP 

Toolbox (Fields, 2017), an extension of the Mass Univariate ERP Toolbox (Groppe et 

al., 2011), was used to calculate the cluster-based permutation statistics. These 

toolboxes support within-subjects analyses. Clusters were created when F-values were 

significant in spatiotemporally adjacent samples. The maximum distance between 

electrodes was 3.3 cm, as this is the maximum distance between electrodes on a 64–

Biosemi cap, assuming standard head size with a diameter of 56 cm. For each test, there 

were 10,000 random permutations. The threshold for the p-value was .05. Therefore, all 

clusters with p-values < .05 were defined as statistically significant. All cluster-based 

permutation tests were focused between 0–800 ms after the target stimulus onset. 

Table 3.3 – Mean (SD) number of trials included in the analysis after the inclusion criteria were 

applied in Experiment 2. The maximum possible number of trials for each end type was 48.  

  Mean number of trials (SD) 

Task End type Behaviour Artefact rejection 

Music Tonic (I) 47.9 (0.3) 43.5 (3.8) 

Related harmony 47.4 (1.4) 43.5 (4.3) 

Unrelated harmony 47.7 (0.6) 42.6 (4.3) 

Language Standard word 47.8 (0.4) 43.2 (4.6) 

Related semantic 47.9 (0.5) 44.2 (4.3) 

Unrelated semantic 47.5 (0.7) 43.5 (4.1) 

Grammar violation 47.9 (0.5) 43.9 (4.4) 
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ANOVAs are the classic method for ERP analysis and are usually based on a-

priori selected electrodes and time windows (Luck, 2014). In the current experiments, 

suitable electrodes for ANOVA analysis were identified with the cluster results, chosen 

near the spatial peak of significant clusters. This was deemed to be the most suitable 

method because the methods for choosing key electrodes are not consistent across 

previous studies, and the scalp topographies of these effects are not always well-defined. 

This is particularly the case for the P300 effect, as there are thought to be different types 

of P300 effect associated with harmonic violations of different types (the P3a and P3b), 

and distinctions between their scalp topographies have not been clearly defined (Polich, 

2007).  

In contrast, time windows for the ERP ANOVA analyses were chosen a-priori, as 

these tend to be more consistent across studies in the previous literature. A-priori time 

windows were chosen for the predicted effects: the N400 effect for semantic violations, 

P600 effect for grammar violations and P300 effect for harmonic violations. Most N400 

a-priori time windows fall somewhere between 250–500 ms, but they are often shorter in 

an attempt to increase temporal information about the effect (Kutas & Federmeier, 2010). 

With this in mind, for the current experiment, the N400 a-priori time window was 300–

450 ms, 50 ms shorter than the average on both sides. The P600 effect usually begins 

around 500 ms after the onset of a grammar expectancy violation, reaches its peak 

around 600 ms and continues for several hundreds of milliseconds (Gouvea et al., 2010). 

For this reason, in the current study, the a-priori P600 time window was set at 500–800 

ms (800 ms was the end of the tested epoch). The classic P300 peak is often measured 

between 250–400 ms (Janata, 1995). This is the a-priori time window used to test for the 

P300 effect in the current study. For the ANOVAs, the mean amplitudes in the specified 

time ranges were calculated. It is most appropriate to use the mean amplitude method 

for these later components, rather than, e.g., peak amplitude or peak latency, because 

they do not always have clear and well-defined peaks. The a-priori time windows for 

analysis are shown in Table 3.4. 
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The cluster-based permutation statistics were used to identify significant clusters, 

and from the results of these clusters, suitable electrodes were chosen for ANOVA 

analysis. This method was chosen because scalp topographies of expectancy violation 

ERP effects tend not to be well-defined in the literature, and an aim of the current 

experiment was to provide information about the scalp topography of these ERP effects. 

It was hoped that, in turn, this might shed light on the distinctness of these ERP effects, 

and support inferences about the distinctness of their associated neurocognitive 

substrates.  

Nieuwenhuis et al. (2011) suggest that to argue that two ERP components are 

distinct for different stimuli, it is necessary to establish that for each effect, at a key 

electrode and in the time window of analysis, there is no similar effect for the stimuli that 

elicited the other component. In the current experiments, for example, it needs to be 

shown that for any ERP effects of interest for semantic expectancy violations, there is no 

comparable ERP effect for grammar or harmonic expectancy violations. To test for this, 

further ANOVA tests were carried out, using the selected electrodes and a-priori time 

windows.  

Analysis of expertise effects 

The analyses first include all participants to retain statistical power to detect ERP 

effects associated with expectancy violations. For any significant expectancy violation, 

ERP effects, a between-subjects factor of English language experience (2 groups: native 

and non-native speakers) and a between-subjects factor of musical training (2 groups: 

amateur musicians and non-musicians) were added to the ANOVA designs to test 

Table 3.4 – A-priori chosen time windows for analysis of N400, P600 and P300 components. 

ERP component Time (ms) Violation type 

N400 300–450 Semantic 

P600 500–800 Grammar 

P300 250–400 Harmonic 
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expertise effects. In the studies presented in this thesis, to explore language expertise 

effects, native English speakers were compared with non-native English speakers, as 

previous studies have found differences in language processing between native and non-

native speakers Anurova and Immonen (2017); (Cuskley et al., 2015; Kisser et al., 2012; 

Trenkic et al., 2014). Musical expertise was measured, with a cut-off of > 1000 hours of 

accumulated practice time for amateur musicians and < 1000 hours of accumulated 

practice time for non-musicians. For the rationale of this cut-off point, see Appendix F. 

3.2.2. Experiment 2: Behaviour results 

Response Frequency 

Language task 

A within-subjects ANOVA tested whether the frequency of “Expected” responses 

was affected by sentence end type (4 levels: standard, related semantic violation, 

unrelated semantic violation and grammar expectancy violation) (see Figure 3.3, left 

panel). For Mauchly’s test, χ2 (5) = 34.66, p < .001. Degrees of freedom were corrected 

using Greenhouse-Geisser estimates (ε = .61). Sentence end type affected how 

expected the final words were F(1.84, 35.02) = 567.55, p < .001, ηp2 = 0.97. The standard 

words received more “Expected” responses (M = 97%, SD = 11%) than the other 

sentence end types (related semantic violations M = 13%, SD = 9%, unrelated semantic 

violations M = 5%, SD = 3%, and grammar expectancy violations M = 8%, SD = 9%, all 

ps < .001). Additionally, the related semantic violations received more “Expected” 

responses than the unrelated semantic violations (p = .005). All other pairwise tests were 

not significant (p > .05). 

Music task 

A second within-subjects ANOVA tested the effect of chord progression end type 

(3 levels: tonic, related harmony and unrelated harmony) on the frequency of “Expected” 

responses, F(2, 38) = 106.35, p < .001, ηp2 = 0.85 (see Figure 3.3, right panel). All 

pairwise comparisons were significant at the p < .001 level. As in Experiment 1, the tonic 
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(I) chords received mostly “Expected” responses (M = 94%, SD = 18%), the related 

harmony chords received a mixture of responses (M = 50%, SD = 15%) and the unrelated 

harmony chords received the least percentage of “Expected” responses (M = 15%, SD 

= 18%). 

  

Figure 3.3 – Mean % of trials with an “Expected” response for each end type in the language task 

(left) and the music task (right). The dashed line illustrates the 50% (chance) level. Within-subject 

SE bars are included.  

Reaction time 

Language task 

A within-subjects ANOVA tested whether reaction time was affected by the 

sentence end type (4 levels: standard, related semantic violation, unrelated semantic 

violation and grammar expectancy violation). There was an effect of sentence end type 

on reaction time F(3, 57) = 20.12, p < .001, ηp2 = 0.51 (see Figure 3.4, left panel). The 

reaction time was significantly faster for the standard words (M = 966 ms, SD = 73 ms) 

than the related semantic violations (M = 1139 ms, SD = 81 ms, p <.001) and grammar 

expectancy violations (M = 1036 ms, SD = 75 ms, p = .026). The related semantic 

violations were also responded to slower than the grammar expectancy violations (p = 

.007) and unrelated semantic violations (M = 1006 ms, SD = 65 ms, p = <.001). These 
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differences in reaction time appear to reflect task difficulty, as it was most ambiguous to 

judge the sentences as “Expected” or “Unexpected” for the related semantic violations, 

compared to the three other sentence end types. 

Music task 

A within-subjects ANOVA tested the effect of chord progression end type (3 

levels: tonic, related harmony and unrelated harmony) on reaction time. It showed that 

chord progression end type affected reaction time F(2, 38) = 31.54, p < .001, ηp2 = 0.62. 

(see Figure 3.4, right panel). All pairwise comparisons were significant at the p < .05 

level (see Table 3.5 for p values). Reaction time was fastest for the tonic (I) chord (M = 

902 ms, SD = 90 ms), followed by the unrelated harmony chord (M = 976 ms, SD = 99 

ms), and the slowest was for the related harmony chord (M = 1164 ms, SD = 130 ms). 

This reaction time effect could reflect task difficulty, as participants may have found it 

easiest to decide whether the tonic (I) was “Expected” or “Unexpected”, as they 

responded “Expected” on most of the trials (M = 94%, SD = 18%), and most difficult to 

decide about the related harmony chord, as this received a fairly even mixture of 

“Expected” and “Unexpected” responses (M = 50%, SD = 15%). There was also an 

expectancy effect as the tonic (I) chord, which was the least surprising event, was 

responded to more quickly than the unrelated harmony chord.  

 

Table 3.5 – p values (after Bonferroni corrections) for pairwise comparisons of reaction time 

between the three chord progression end types: tonic (I), related harmony and unrelated harmony. 

Chord progression end type Tonic (I) Related harmony 

Tonic (I)   

Related harmony <.001  

Unrelated harmony .023 <.001 
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Figure 3.4 – Mean reaction time (ms) for each end type in the language task (left) and the music 

task (right). Within-subject SE bars are included.  

Comparison between language task and music task 

A t-test was conducted to compare participants’ performance in the language and 

music tasks. Reaction time data were collapsed over end types in each task. There was 

no significant difference in reaction times between language and music tasks t(19) = 

0.50, p = .631, d = 0.10. This result suggests that cognitive demand was similar between 

language and music tasks. 
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3.2.3. Experiment 2: ERP results 

Language domain ERP results: Semantic expectancy violations 

Within-subjects cluster-based permutation statistics with three levels of sentence 

end type (standard words, related semantic violations and unrelated semantic violations) 

identified a significant main effect cluster (mass = 799, p =.015), in centroparietal areas 

(C3, CP3, CP1, P1, P3, PO3, Pz, CP4, CP2, P2, P4) from 297–422 ms, see Figure 3.5. 

The temporal peak was 320 ms, and the spatial peak was at CP1. No additional clusters 

were identified. The midline Pz electrode was deemed suitable for ANOVA analysis. 

Sentence end type affected the mean amplitude at Pz in the N400 a-priori time window 

(300–450 ms), F(2, 38) = 6.12, p = .005, ηp2 = 0.24. There was an increase in negativity 

for the unrelated semantic violations (M = 0.23 µV, SD = 0.32 µV) compared to the 

standard words (M = 1.22 µV, SD = 0.26 µV, p = .026). Pairwise comparisons revealed 

no main effects associated with related semantic violations (both ps > .05).  

 

Figure 3.5 – N400 semantic expectancy violation graphs. Left: Mean amplitude (µV) at Pz 

between –200 to +800 ms for the three sentence end types. Right: Scalp topography map of the 

mean amplitude difference (µV) between 300–450 ms after the final (target) word’s onset.  
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Language domain ERP results: Grammar expectancy violations 

Within-subjects cluster-based permutation statistics with two levels of sentence 

end type (standard words and grammar expectancy violations) identified a significant 

cluster (mass = 1220, p =.046), in central areas (FC2, FC4, C2, C4, CP2, Cz, C1, CP1) 

from 398 ms until the end of the tested epoch (800 ms), see Figure 3.6. The temporal 

peak was 695 ms, and the spatial peak was at C4. No additional clusters were identified. 

The midline Cz electrode was deemed suitable for ANOVA analysis. A within-subjects 

ANOVA showed that sentence end type affected the mean amplitude at Cz in the P600 

time window (500–800 ms), F(1,19) = 17.82, p = .001, ηp2 = 0.48. The mean amplitude 

for the grammar expectancy violations was more positive (M = 1.82 µV, SD = 0.48 µV) 

than the mean amplitude for the standard words (M = 0.37 µV, SD = 0.34 µV).  

 

Figure 3.6 – P600 grammar expectancy violation graphs. Left: Mean amplitude (µV) at Cz 

between –200 to +800 ms for the two sentence end types: standard word and grammar 

expectancy violation. Right: Scalp topography map of the mean amplitude difference (µV) 

between 500–800 ms after the final (target) word’s onset.  
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Music domain ERP results: Harmonic expectancy violations 

Within-subjects cluster-based permutation statistics with three levels of chord 

progression end type (tonic (I), related harmony and unrelated harmony chords) 

identified a cluster (mass = 2064, p =.013) with a frontal distribution (F1, F3, FC3, FC1, 

AF4, Fz, F2, F4, F6, FC4, FC2) which was significant from 211–461 ms (see Figure 3.7). 

The temporal peak was 352 ms, and the spatial peak was at FC2. The midline electrode 

Fz was chosen for ANOVA analysis, which showed that chord progression end type 

affected the mean amplitude at Fz in the P300 time window, between 250–400 ms F(2, 

38) = 10.19, p <.001, ηp2 = 0.35. Mean amplitudes were more positive for both the related 

(M = 0.09 µV, SD = 0.22 µV, p = .004) and unrelated (M = 0.15 µV, SD = 0.27 µV, p = 

.002) chords compared to the tonic (I) chords (M = –0.98 µV, SD = 0.25 µV). There was 

no difference between the related and unrelated harmony chords (p = 1.00).  

 

Figure 3.7 – P300 harmonic expectancy violation graphs. Left: Mean amplitude (µV) at Fz 

between –200 to +800 ms for the three chord progression end types. Right: Scalp topography 

map of the mean amplitude difference (µV) between 250–400 ms after the final (target) chord’s 

onset.  
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There were two additional clusters (see Table 3.6 and Figure 3.8). Based on the 

characteristics of the clusters (Table 3.6), exploratory within-subjects ANOVAs with the 

three levels of chord progression end type: tonic (I), related harmony and unrelated 

harmony, were conducted at AFz between 200 and 800 and at POz between 220–800 

ms. Measured at AFz, the frontal effect, F(2, 38) = 6.26, p = .004, ηp2 = 0.25, was 

characterised by increased positive mean amplitude for the related harmony chords (M 

= –0.75 µV, SD = 0.48 µV) compared to the tonic (I) chords (M = –2.17 µV, SD = 0.50 

µV, p = .032) and unrelated harmony chords (M = –1.63 µV, SD = 0.43 µV, p = .032). 

Measured at POz, the posterior effect, F(2, 38) = 16.54, p < .001, ηp2 = 0.46, showed 

increased negative amplitude for the related harmony chords (M = 1.10 µV, SD = 0.36 

µV) compared to the tonic (I) chords (M = 2.40 µV, SD = 0.42 µV, p = .001) and unrelated 

harmony chords (M = 2.59 µV, SD = 0.56 µV, p = .001). For both effects, there were no 

differences between tonic and unrelated chords (ps = .531 and .797, respectively) 

 

Table 3.6 – Unforeseen cluster-based permutation statistics results for harmonic expectancy 

violations 

Mass p Electrodes Temporal 

Peak (ms) 

Spatial 
peak 

Extent 
(ms) 

4773 <.001 T7, TP7, CP5, P1, P3, P5, P7, PO7, 
PO3, O1, Oz, POz, Pz, P2, P4, 
PO8, PO4, O2 

547 PO3 Start: 203 

End: – 

2617 .001 Fp1, AF7, AF3, F1, F3, F7, FC3, 
FC1, Fpz, Fp2, AF8, AF4, AFz, Fz, 
F2, F4, F6, F8, FT8, FC6, FC4, 
FC2, T8, TP8 

398 FC2 Start: 219 

End: – 
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Figure 3.8 – Additional clusters in the music task graphs. Left: Mean Amplitude (µV) at Pz between 

–200 to +800 ms. Right: Scalp topography map with mean amplitude difference (µV) between 

400–800 ms.  

3.2.4. Experiment 2: Test of distinct ERP effects 

The results discussed in the previous section show that there were clusters 

associated with an N400 effect for semantic expectancy violations, a P600 effect for 

grammar expectancy violations and a P300 effect for harmonic expectancy violations. 

Nieuwenhuis et al. (2011) suggest that, in order to strengthen an argument that two types 

of stimuli elicit different ERP effects that indicate different neurocognitive substrates, it is 

necessary to establish that for each effect, there is no comparable effect for the other 

stimulus type. Therefore, ANOVA analyses were run that tested each time window and 

electrode of interest that were identified in the current experiment with the other types of 

expectancy violations. The results of all these analyses were not significant (all ps > .05), 

see Appendix G for full details. Altogether, the evidence suggests that there are distinct 

ERP effects for semantic, grammar and harmonic expectancy violations. These distinct 

ERP effects could indicate domain-specialised neurocognitive substrates for each 
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process, and, therefore, domain-specialised neurocognitive substrates in language and 

music domains.  

3.2.5. Experiment 2: Expertise effects 

To investigate whether English language experience or musical training affected 

the later-onset classic ERP effects: the N400, the P600 and P300, additional analyses 

were conducted. The ANOVA designs included two between-subjects measures: English 

language experience (2 groups: 12 native and eight non-native English speakers) and 

musical training (2 groups: 10 amateur musicians and ten non-musicians). For 

descriptive statistics of English language experience for native and non-native speakers, 

see Table 3.7. For musical training, the cut-off was > 1000 hours of practice time for 

participants to be categorised as amateur musicians and < 1000 hours of practice time 

for non-musicians. Descriptive statistics of musical training experience for amateur 

musicians and non-musicians are in Table 3.8, and the frequency distribution of 

accumulated practice time is in Appendix F.  

 

Table 3.7 – Descriptive statistics of English language experience for native and non-native 

speakers, Experiment 2 

Measure Native speakers (N = 12) Non-native speakers (N = 8) 

M (SD) Range M (SD) Range 

Onset learning English (years) 0 (0)  0  5.9 (2.6) 3–10 

Overall ability rating (1–10) 10 (0) 10 8.4 (1.1) 7–10 

% time speaking English 98 (9) 70–100 59 (13) 45–80 
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First, associations between English language experience or musical training 

experience for behavioural measures were investigated. For the frequency of “Expected” 

responses in the language task, there was a significant interaction between English 

language experience and sentence end type F(3, 48) = 15.61, p < .001, ηp2 = 0.49. To 

investigate, pairwise comparisons were made to compare each sentence end type for 

native and non-native English speakers (e.g., standard words for native speakers with 

standard words for non-native speakers). After Bonferroni correction, the only difference 

between native and non-native English speakers was for the related semantic violations 

(t(7) = 3.86, p = .006). The native speakers found the related semantic violations less 

expected (M = 4%, SD = 3%) compared to the non-native speakers (M = 24%, SD = 

15%). In the music task, there were no main effects or interactions of either English 

language experience or musical training experience for the frequency of “Expected” 

responses. For both language and music tasks, there were no main effects of either 

English language experience or musical training on reaction time. 

Then, mixed ANOVAs were carried out to investigate whether English language 

experience or musical training affected the N400, P600 or P300 ERP effects. In these 

analyses, there were no within- or cross-domain effects or interactions associated with 

either English language experience or musical training (all ps > .05). 

Table 3.8 – Descriptive statistics of musical training experience for amateur musicians and non-

musicians, Experiment 2 

Measure Amateur musicians (N = 10) Non-musicians (N = 10) 

M (SD) Range M (SD) Range 

Number of years practising 10.6 (3.4) 4–14 3.4 (3.8) 1–13 

Practice time (hours) 3149 (2364) 1170–8424 178 (230) 40–780 

Overall ability rating (1–5) 3.4 (1.0) 2–4 1.5 (0.7) 1–3 

Listening per week (hours) 30.0 (22.7) 3–70 15.7 (10.1) 3–35 
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3.2.6. Experiment 2: Discussion 

The behavioural results of Experiment 2 show that the expectancy ratings found 

in Experiment 1 for the different chord ending types in the music domain are reliable. In 

both experiments, the tonic (I) chord ending was mostly rated expected, the related 

harmony was rated “Expected” on about half the trials and “Unexpected” on the other 

half, and the unrelated harmony was mostly rated as “Unexpected”. For the language 

task, participants rated the standard sentence to be “Expected” on most of the trials. The 

other three sentence end types were rated as mostly “Unexpected”. However, the related 

semantic violations were significantly more “Expected” than the unrelated semantic 

violations. Therefore, it remained valuable to investigate whether there were differences 

in ERP effects between related and unrelated semantic violations, as planned.  

Experiment 2 revealed clear and distinct ERP effects elicited by different 

semantic, grammar and harmonic expectancy violations, indicating domain-specialised 

neurocognitive substrates for these processes in language and music domains. There 

was an N400 effect for semantic expectancy violations, a P600 effect for grammar 

expectancy violations and a P300 effect for harmonic expectancy violations. All three 

effects were significant for both the ANOVA analyses and the cluster-based permutation 

statistics. The N400 effect was only significant for the more severe semantic expectancy 

violations (unrelated semantic violations). The P300 effect was significant for both less 

severe and more severe harmonic expectancy violations (for both related harmony and 

unrelated harmony chords). However, there was no difference between related and 

unrelated harmony chords, so a linear effect of harmonic expectancy violation severity 

was not established.  

In the music task, there were two unforeseen clusters identified by the cluster-

based permutation statistics. There was an increase in anterior positivity and posterior 

negativity for the related harmony chord compared to the tonic (I) chord, and unrelated 

harmony chord types. These effects could reflect task difficulty. Participants appeared to 

find it more challenging to decide whether the related harmony chords were expected or 
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unexpected compared to the tonic (I) and unrelated harmony chords. This difficulty is 

reflected in the behavioural responses (for the related harmony chord, participants 

responded “Expected” about 50% of the time and “Unexpected” about 50% of the time) 

and reaction time (reaction time was longer for the related harmony chord compared to 

the tonic (I) and unrelated harmony chords). Previous studies suggest that reaction times 

can be slower to more surprising stimuli, reflecting additional processing effort (Warrick 

et al., 1965). The presence of these additional components suggests that effects for 

expectation and task difficulty may be overlapping in the ERP measurements. This issue 

is particularly relevant as both the P300 effect and one of the unforeseen clusters are 

frontally distributed, and the P300 time window (250–400 ms) overlaps with the time 

course of the cluster, which started at 219 ms and continued until the end of the epoch 

(800 ms). The spatial and temporal overlaps of these effects could hide or distort the 

measurement of the expectancy effects of interest.  

3.3. Experiment 3: ERP correlates of semantic, grammar and harmonic 

expectancy violations – an explicit task 

3.3.1. Experiment 3: Rationale and aims 

Before discussing the results of Experiment 2 in more detail, Experiment 3 is 

presented. Experiment 3 adopted a task where the expectancy violations were task-

irrelevant. For the language task, participants were asked whether the sentence was 

“Green?” or “Blue?” and answered “Yes” or “No”, and for the music task, participants 

were asked whether the chord progression was played by the “Piano?” or “Organ?” and 

answered “Yes” or “No”. Crucially, as task difficulty did not differ between the three chord 

progression end types, it was predicted that the unforeseen clusters, thought to be 

associated with differences in task difficulty between the three chord progression end 

types in the music task in Experiment 2 would not be found in Experiment 3. Based on 

the results of Experiment 2, it was predicted that an N400 would be found for semantic 

expectancy violations, a P600 for grammar expectancy violations and a P300 for 

harmonic expectancy violations.  
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3.3.2. Experiment 3: Method 

Ethics 

The University Teaching and Research Ethics Committee at The University of St 

Andrews approved this study, code PS13256 (see Appendix P).  

Participants 

Twenty-one university students volunteered to participate in this study. The data 

of one participant was not used for analysis due to technical issues during EEG 

recording. Therefore, the final N = 20 (6 male, Age: M = 27 years, SD = 5 years, range 

= 19–41 years). Descriptive statistics of participants’ English language and musical 

training experience are in Table 3.9. Each testing session took 120 minutes, and 

participants were reimbursed £10. People could not sign up to participate in the study if 

they had participated in Experiments 1 or 2.  

Apparatus 

See section 3.2.1 Experiment 2: Method (Apparatus). 

Table 3.9 – Descriptive statistics of participants’ English language and musical training 

experience, Experiment 3. 

Experience Measure M (SD) Range 

English language  Native English speaking Native: 9, Non-native: 11 

 Onset (age in years) 4.3 (5.3) 0 –18 

 English ability (rating 1–10) 9.2 (1.2) 6–10 

 % English spoken in the past year 76.4 (21.0) 40–100 

Musical training 

 

Number of years practising 8.5 (7.9) 0–25 

Practice time (hours) 2600 (4007) 0–13728 

Overall ability rating (1–5) 2.9 (1.0) 1–4 

Listening per week (hours) 16.4 (15.5) 2–50 
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Materials 

Sentences  

In the language task, 192 sentences were presented. The sentences in 

Experiment 3 were the same as those in Experiment 2, apart from one difference. The 

only difference was that they were now presented in two colours, green and blue. The 

96 (24 sentence stems x 4 sentence end types: standard word, related semantic 

violation, unrelated semantic violation and grammar expectancy violation) sentences 

were each presented twice, once in green and once in blue. For each of the sentences 

(in both green and blue), participants were asked either “Green?” or “Blue?”, to which 

they answered “Yes” or “No”.  

Chord progressions  

In the music task, 144 chord progressions were presented. The chord 

progressions in Experiment 3 were the same as in Experiment 2. These 72 chord 

progressions (24 chord progression stems x 3 chord progression end types: tonic (I), 

related harmony and unrelated harmony) were each repeated twice, once played by the 

piano and once played by the organ. For each of the chord progressions (played by piano 

and organ), participants were asked either “Piano?” or “Organ?” For an illustration of the 

three chord progression types, refer back to Figure 2.1 

Additional materials 

In previous studies, encourage participants to read the sentences, they have been told 

they would answer questions about them at the end of the experiment (Goregliad 

Fjaellingsdal et al., 2016; Kamp et al., 2015; Kutas & Hillyard, 1983). The same approach 

was used in the current experiments for the implicit language task.  
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Five questions were used to check whether participants had paid attention to the 

sentences: 

1. What did the cleaner dust? 

2. What animal did George have? 

3. Who proposed? 

4. What did the father carve? 

5. Who was scared of getting bitten? 

See section 3.2.1 Experiment 2: Method (Materials) for details of the English Language 

Experience Questionnaire and section 2.2.2 Experiment 1: Method (Materials) for details 

of the Musical Training Questionnaire. 

Procedure 

The procedure of Experiment 3 matched the procedure of Experiment 2, with only 

one difference: the participants’ task. Participants were not asked whether the final chord 

or word was “Expected?” or “Unexpected?” (as in Experiment 2). Instead, they were 

asked whether the chord progression was played by “Piano?” or “Organ?” and whether 

the sentence was presented in “Green?” or “Blue?” (see Figure 3.9). These tasks were 

chosen because the expectancy violation was task-irrelevant. Thus, there should be no 

differences in task difficulty between different end types, and it was predicted that only 

ERP effects that are related to expectancy violations would be elicited. 
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Figure 3.9 – The timing of stimuli presentation for the language task (above) and the music task 

(below). The standard word and tonic (I) chord end types are illustrated in the examples. For the 

language example, the correct answer would be: “No”, and for the music example: “Yes”. One 

word or chord was presented every 1000 ms. The response window (100–5000 ms after question 

onset) is marked with a shaded area.  

As in Experiment 2, participants chose whether they answered “Yes” with the 

right hand and “No” with the left (N = 11), or vice versa (N = 9), the order of language 

task and music task was counterbalanced between participants, and there were two 

practice blocks involving 12 sentences and 12 chord progressions. Each practice block 

was completed immediately before the relevant main block. Immediately after the 

language task, participants were asked to answer the five questions about the sentences 

to check that they paid attention to the sentences. After both tasks were completed, 

participants filled in the English Language Experience Questionnaire and the Musical 

Training Questionnaire.  

Analysis 

Only trials with correct responses given between 100–5000 ms after the onset of 

the question prompt were considered for analysis. Incorrect responses were not included 

in the analysis because the tasks were relatively easy, and so incorrect responses may 

indicate lapses in attention. Furthermore, previous studies report ERP effects associated 

with errors (Jentzsch et al., 2014; Picton et al., 2012), which could obscure the current 

effects of interest. As in Experiment 2, trials were also excluded with artefact rejection 
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using the moving peak-to-peak window method after ICA correction in ERPLAB. Table 

3.10 shows how many trials were analysed after the inclusion criteria were applied. For 

all end types, there were, on average, more than 39 trials in the final dataset. Following 

Luck’s (2014) suggestion that between 10–25% exclusion of 30–40 trials per condition 

with 20 participants is an acceptable signal-to-noise ratio for late-onset ERP 

components, the current dataset had an acceptable signal-to-noise ratio for analysis.  

Table 3.10 – Mean (SD) number of trials included in the analysis after the inclusion criteria were 

applied in Experiment 3. The maximum possible number of trials for each end type was 48. 

  Mean number of trials (SD) 

Task End type Behaviour Artefact rejection  

Music Tonic (I)  46.1 (3.4) 41.4 (8.2) 

Related harmony  45.4 (4.5) 39.3 (10.0) 

Unrelated harmony  45.3 (3.8) 41.0 (8.1) 

Language Standard word 47.7 (0.6) 42.3 (6.9) 

Related semantic  47.5 (0.9) 41.6 (6.9) 

Unrelated semantic  47.4 (0.9) 42.5 (7.8) 

Grammar violation 47.1 (0.9) 42.6 (6.6) 

 

The same a-priori time windows and electrodes identified for ANOVA analysis by 

the cluster-based permutation analysis results in Experiment 2 were analysed in 

Experiment 3, to facilitate direct comparison between experiments, see Table 3.11 and 

Figure 3.10. Full details of the ERP analysis are in section 3.2.1 Experiment 2: Method 

(Analysis).  

 

 

Table 3.11 – A-priori chosen electrodes and time windows for analysis of N400, P600 and P300 

components 
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ERP component Electrode Time (ms) Violation type 

N400 Pz 300–450 Semantic 

P600 Cz 500–800 Grammar 

P300 Fz 250–400 Harmonic 

 

 

Figure 3.10 – The positions of the three scalp electrodes selected for ANOVA analysis based on 

the clusters identified in Experiment 2: Fz for harmonic violations, Cz for grammar violations and 

Pz for semantic violations.  

3.3.3. Experiment 3: Behaviour results 

On average, participants answered 75% (SD = 21%) of the questions about the 

sentences correctly, providing some evidence that they had read the sentences, and 

were not just looking at the colour of the sentences. Four within-subjects ANOVAs were 

carried out to investigate: whether end types affected the percentage of errors 

participants made on A) the language task and B) the music task, and whether end types 
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affected reaction time in C) the language task or D) the music task. For the language 

task, there were 4 levels of sentence end type (standard, related semantic violation, 

unrelated semantic violation and grammar expectancy violation) and for the music task, 

there were 3 levels of chord progression end type (tonic (I), related harmony and 

unrelated harmony). 

Percentage of errors 

For both the language and music task, there was no effect of end type on the 

percentage of errors (p > .05), see Figure 3.11. 

 

Figure 3.11 – Mean % of errors for each end type in the language task (left) and the music task 

(right). Within-subject SE bars are included 

Reaction time 

There was no effect of sentence end type on reaction times for the language task 

(p > .05), see Figure 3.12, left panel. However, for the music task, there was an effect of 

chord progression end type on reaction times F(2, 38) = 8.98, p = .001, ηp2 = 0.32, see 

Figure 3.12, right panel. Pairwise comparisons showed that the tonic (I) chords were 

responded to faster (M = 866 ms, SD = 280 ms) than the related harmony chords (M = 

923 ms, SD = 285 ms, p = .003) and unrelated harmony chords (M = 900 ms, SD = 273 
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ms, p = .029). This result could indicate the effect of interest – an expectedness effect. 

Although the expectancy violations were not made explicit by the task, reaction time may 

have been slowed by an additional processing effort with the harmonic violation end 

types, compared to the anticipated (tonic, I) chords.  

 

Figure 3.12 – Mean reaction time (ms) for each end type in the language task (left) and the music 

task (right). Within-subject SE bars are included. 

Comparison between language task and music task 

Two t-tests were conducted to compare participants’ performance between the 

language and music tasks. First, the percentage of errors was collapsed over end types 

for each task. Participants made fewer errors in the language task (M = 1.1%, SD = 

0.9%) than the music task (M = 4.9%, SD = 7.4%), t(19) = 2.23, p = .038, d = 0.71. A 

second t-test compared reaction times between the two tasks. Across end types, 

participants responded significantly faster in the language task (M = 725 ms, SD = 164 

ms) than the music task (M = 897 ms, SD = 164 ms), t(19) = 3.33, p = .004, d = 0.77. 

These results suggest that participants found it easier to decide if sentences were green 

or blue than if the chord progressions were played by the piano or organ.  
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3.3.4. Experiment 3: ERP results 

Language domain ERP results: Semantic expectancy violations 

Within-subjects cluster-based permutation statistics with three levels of sentence 

end type (standard words, related semantic violations and unrelated semantic violations) 

identified a significant cluster (mass = 1024, p =.006), in centroparietal areas (P1, P3, 

PO3, Pz, C4, CP4, CP2, P2, P4, PO8, PO4, O2) from 352–531 ms, see Figure 3.13. The 

temporal peak was 391 ms, and the spatial peak was at PO4. No additional clusters were 

identified. A within-subjects ANOVA showed an effect in mean amplitude at Pz in the 

N400 time window (300–450 ms), F(2, 38) = 4.91, p = .013, ηp2 = 0.21. There was an 

increase in negativity for the unrelated semantic violations (M = –0.61 µV, SD = 0.45 µV) 

compared to the standard words (M = 0.24 µV, SD = 0.32 µV, p = .043). There were no 

significant pairwise comparisons for the related semantic violations (ps < .05).  

 

Figure 3.13 – N400 semantic expectancy violation graphs. Left: Mean amplitude (µV) at Pz 

between –200 to +800 ms for the three sentence end types. Right: Scalp topography map of the 

mean amplitude difference (µV) between 300–450 ms after the final (target) word’s onset. 
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Language ERP results: Grammar expectancy violations 

Within-subjects cluster-based permutation statistics with two levels of sentence 

end type (standard words and grammar expectancy violations) show a corresponding 

cluster (mass = 3392, p <.001) in central areas (CP3, CP1, P1, P3, Pz, C4, CP4, CP2, 

P2, P4) from 413 ms until the end of the tested epoch (800 ms), see Figure 3.14. The 

temporal peak was 563 ms, and the spatial peak was at CP4. No additional clusters were 

identified. Within-subjects ANOVAs showed that sentence end type affected the mean 

amplitude at Cz in the P600 time window (500–800 ms) F(1, 19) = 4.82, p = .041, ηp2 = 

0.20. The mean amplitude was more positive for grammar expectancy violations (M = –

1.65 µV, SD = –0.50 µV) compared to the standard words (M = –2.60 µV, SD = 0.60 µV).  

 

Figure 3.14 – P600 grammar expectancy violation graphs. Left: Mean amplitude (µV) at Cz 

between –200 to +800 ms for the two sentence end types: standard word and grammar 

expectancy violation. Right: Scalp topography map of the mean amplitude difference (µV) 

between 500–800 ms after the final (target) word’s onset.  
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Music ERP results: Harmonic expectancy violations 

Within-subjects cluster-based permutation statistics with three levels of chord 

progression end type (tonic (I), related harmony and unrelated harmony chords) 

identified a cluster (mass = 1284, p = .022) with frontal distribution (F1, F3, FC3, FC1, 

C3, Fz, F2, F4) between 192–438 ms, with a temporal peak of 305 ms and a spatial peak 

of FC1, see Figure 3.15. No additional clusters were identified. The ANOVA showed that 

chord progression end type affected the mean amplitude at Fz during the P300 time 

window, between 250–400 ms, F(2, 38) = 5.41, p = .009, ηp2 = 0.22. It was more positive 

for the unrelated harmony chords (M = 0.66 µV, SD = 0.38 µV, p = .011) compared to 

the tonic (I) chords (M = –0.50 µV, SD = 0.29 µV). Pairwise comparisons showed no 

difference between related harmony (M = –0.23, SD = 0.34) and tonic (I) chords (p = 

1.00), but showed a difference between related and unrelated harmony chords (p = .045).  

 

Figure 3.15 – P300 harmonic expectancy violation graphs. Left: Mean amplitude (µV) at Fz 

between –200 to +800 ms for the three chord progression end types: tonic (I), related harmony 

and unrelated harmony. Right: Scalp topography map of the mean amplitude difference (µV) 

between 250–400 ms after the final (target) chord’s onset.  
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3.3.5. Experiment 3: Test of distinct ERP effects 

The results discussed in the previous section show that there were clusters 

associated with the N400 effect for semantic expectancy violations, the P600 effect for 

grammar expectancy violations and the P300 effect for harmonic expectancy violations. 

Nieuwenhuis et al. (2011) suggest that to argue that two ERP components, elicited by 

different stimuli, are distinct, it is necessary to establish that for each effect, there is no 

comparable effect for the other stimulus type. Therefore, ANOVA analyses were run that 

tested each time window and electrode of interest with the other types of expectancy 

violations. The results of all these analyses were not significant (all ps > .05), see 

Appendix H for full details. Altogether, the evidence suggests that there are distinct ERP 

effects for semantic, grammar and harmonic expectancy violations. These distinct ERP 

effects could indicate domain-specialised neurocognitive substrates for each process 

and, therefore, domain-specialised neurocognitive substrates in language and music 

domains.  

3.3.6. Experiment 3: Expertise effects 

To investigate whether native English speaking or musical training moderated the 

N400, P600 and P300 effects, additional mixed ANOVA analyses were conducted. The 

ANOVA designs included two between-subject measures: English language experience 

(2 groups: 11 native and nine non-native English speakers, see Table 3.12 for descriptive 

statistics) and musical training (2 groups: 9 amateur musicians and 11 non-musicians). 

For descriptive statistics of musical training experience for amateur musicians and non-

musicians, see Table 3.13. The cut-off was > 1000 hours of practice time for participants 

to be categorised as amateur musicians, and < 1000 hours of practice time for non-

musicians. For the frequency distribution of accumulated practice times, see Appendix 

F. 
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First, to investigate whether English language experience or musical training 

affected behavioural results, mixed ANOVAs were carried out. There were no main 

effects of English language experience or musical training on either the percentage of 

participants' errors or reaction time (all ps > .05). Then, English language experience 

and musical training were added to the ANOVAs for the N400, P600 and P300 ERP 

effects. In these analyses, there were no within- or cross-domain effects or interactions 

associated with either English language experience or musical training (all ps > .05).  

3.3.7. Experiments 2 and 3: Results comparison 

To investigate whether there were statistically significant differences for the 

N400, P600 and P300 ERP effects between Experiments 2 and 3 (and therefore, 

between when the expectancy violations were task-relevant and task-irrelevant), 

additional ANOVAs were carried out, adding a 2 level between-subject factor of the 

Table 3.12 – Descriptive statistics of English language experience for native and non-native 

speakers, Experiment 3 

Measure Native speakers (N = 11) Non-native speakers (N = 9) 

M (SD) Range M (SD) Range 

Onset learning English (years) 0 (0)  0  7.8 (4.9) 2–18 

Overall ability rating (1–10) 10 (0) 10 8.5 (1.2) 6–10 

% time speaking English 88 (16) 60–100 70 (19) 45–95 

Table 3.13 – Descriptive statistics of musical training experience for amateur musicians and non-

musicians, Experiment 3 

Measure Amateur musicians (N = 9) Non-musicians (N = 11) 

M (SD) Range M (SD) Range 

Number of years practising 15.6 (3.8) 10–20 2.64 (2.0) 1–7 

Practice time (hours) 5564 (4481) 1612–13728 193 (233) 452–832 

Overall ability rating (1–5) 3.7 (0.7) 2–4 2.2 (0.8) 1–3 

Listening per week (hours) 16.4 (10.4) 4–35 9.0 (6.5) 2–22 
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experiment (Experiment 2 and Experiment 3) to the previous designs. For the N400 and 

P600 effects, there were no interactions between sentence end type and experiment 

(F(2, 76) = 1.27, p = .286, ηp2 = 0.03 and F(1, 38) = 0.83, p = .370, ηp2 = 0.02, 

respectively). For the P300 effect, there was a non-significant trend for an interaction 

between chord progression end type and experiment F(2, 76) = 2.77, p = .069, ηp2 = 

0.07. This trend is driven by the results for the related harmony chords. While there was 

an increase in positive amplitude for the related chord compared to the tonic (I) in 

Experiment 2 (p = .004), there was no such effect in Experiment 3 (p = 1.00, see above). 

In fact, the P300 effect was lacking for the related harmony chords to the extent that 

there was a significant P300 for unrelated harmony chords compared to related harmony 

chords (p = .045, see above). Therefore, while the language domain violations were not 

affected by whether the expectancy violation was task-relevant or task-irrelevant, the 

task-driven saliency of the harmonic expectancy violations appears to have meaningfully 

affected P300 effect for the less severe (related harmony) harmonic expectancy 

violations. 

3.3.8. Experiments 2 and 3: Discussion 

Aim 1: Is there evidence of distinct ERP effects? 

The main aim of Experiments 2 and 3 was to investigate whether there is reliable 

evidence of distinct ERP effects associated with semantic and grammar expectancy 

violations in the language domain and harmonic expectancy violation in the music 

domain. These experiments identified robust ERP components elicited by each violation-

type. In both experiments, the N400 effect was found for semantic violations, the P600 

effect was found for grammar violations, and the P300 effect was found for harmonic 

violations. Crucially, there was no evidence of these ERP effects occurring for any other 

violation types and the scalp topographies for each effect were distinct (the N400 was 

centroparietal, the P600 was central and the P300 was frontal). These distinct ERP 

effects could indicate domain-specialised neurocognitive substrates for these processes, 

and therefore, could indicate separable neurocognitive substrates between language 
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and music domains. In this section, these ERP effects are discussed in turn for semantic, 

grammar and harmonic expectancy violations.  

Semantic expectancy violations 

The N400 effect was elicited by semantic expectancy violations in both 

Experiments 2 and 3, confirming that the semantic expectancy violation stimuli created 

for this thesis (in Chapter 2) elicit the classic N400 effect (Gutierrez et al., 2012; Kamp 

et al., 2015; Kutas & Federmeier, 2010; Kutas & Hillyard, 1983; Moreno & Vázquez, 

2011; Nigam et al., 1992; Rommers et al., 2013; Tiedt et al., 2020). This N400 effect is 

spatially and temporally equivalent in Experiments 2 and 3 (when expectancy violations 

were task-explicit or task-implicit), It had a similar, centroparietal, scalp topography in 

both experiments. These characteristics fit with N400 effects reported in both visual and 

auditory modalities in the literature, which are highly similar (Kutas & Federmeier, 2000). 

Some previous studies have suggested that the N400 is more pronounced in the left 

hemisphere (Palolahti et al., 2005). However, most report a non-lateralised scalp 

topography, and the N400 in the current experiments fits with most of the previous 

findings. The cluster-based statistics reinforce that the chosen a-priori time window to 

investigate the N400 of 300–450 ms after the final (target) word’s onset was a suitable 

choice, as the corresponding significant clusters mainly fall within this time window in 

both experiments (297–422 ms in Experiment 2 and 352–531 ms in Experiment 3). 

Overall, the highly comparable N400 effects between Experiments 2 and 3 suggest two 

things. First, it is a robust and replicable effect. Second, the task-driven saliency of 

semantic expectancy violations does not substantially impact the neurocognitive 

substrates of semantic violation processing, measured by the N400 effect. 

In both Experiments 2 and Experiment 3, the N400 effect was only significant for 

unrelated semantic violations, not for the less severe related semantic violations. 

However, the descriptive statistics, see Figure 3.5 and Figure 3.13, indicate that there 

may have been a small N400 effect for the related semantic violations in both 

experiments. If so, it was not large or sustained enough to detect with the chose a-priori 
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time window and mean amplitude method. Future studies aiming to investigate ERP 

effects for less severe semantic expectancy violations could consider more focal a-priori 

time windows.  

Critically, the N400 was not elicited by grammar or harmonic expectancy 

violations. Therefore, the evidence is consistent with two hypotheses. First, that semantic 

processing relies on separable neurocognitive substrates from grammar processing, as 

in the Faculty of Language model proposed by Hauser et al. (2002). This is consistent 

with previous evidence that reports that N400s do not occur when grammar expectancy 

violations are most prominent, and therefore they do not seem to reflect grammar 

processing (Kim & Osterhout, 2005). Second, that semantic processing relies on 

separable neurocognitive substrates from harmony processing. This current finding 

supports previous findings that musical stimuli do not elicit N400 effects (Besson & Faïta, 

1995; Besson & Macar, 1987; Miranda & Ullman, 2007; Paller et al., 1992), and support 

a model that suggests that neurocognitive substrates involved in semantic processing 

are an example of separable mechanisms between language and music domains (Brown 

et al., 2006). 

Grammar expectancy violations 

The P600 effect was elicited by the grammar expectancy violations in both 

Experiments 2 and 3, confirming that the grammar expectancy violations created for this 

thesis elicit a classic P600 effect (Hahne et al., 2012; Mehravari et al., 2015; Osterhout 

& Holcomb, 1992). The P600 effect had similar characteristics in Experiments 2 and 3, 

such as scalp topography and latency. Therefore, it does not appear to have been 

affected by the task-driven saliency of grammar expectancy violations. This idea is 

supported by the results of Balconi and Pozzoli (2005). They also found that the 

amplitude and latency of the P600 are not affected by whether grammar expectancy 

violations are task-relevant or task-irrelevant, or by whether they are presented in the 

visual or the auditory modality. In both experiments, cluster-based permutation statistics 

showed that grammar expectancy violation effects begin at around 400 ms after the 
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target stimulus onset and peak around 600 ms. In both experiments, the P600 cluster 

effect was significant until 800 ms, which was the end of the tested epoch. Consequently, 

it might be more suitable for future studies to test a wider epoch, e.g., starting at 400 ms 

and lasting until 1000 ms after stimulus onset. Such an extended time window could 

allow its full temporal extent to be examined.  

Crucially, the P600 was not elicited by semantic or harmonic expectancy 

violations. Therefore, the current evidence is consistent with two hypotheses. First, that 

grammar processing relies on separable mechanisms from semantic processing, as 

suggested by previous evidence (Kim & Osterhout, 2005) and the Faculty of Language 

model, proposed by (Hauser et al., 2002). Second, grammar processing relies on 

separable mechanisms from harmony processing (Frisch et al., 2003; Osterhout, 1999). 

It seems that the “P600 effect” reported for harmonic expectancy violations by Patel et 

al. (1998) may have represented later-onset components, as they occurred 1100 ms 

after the harmonic expectancy violation onset. These later-onset components and their 

comparison to grammar violation ERP effects require further, separate investigation. 

Harmonic expectancy violations 

A P300 effect was elicited by the harmonic expectancy violations in both 

Experiments 2 and 3, confirming that the harmonic expectancy violations systematically 

created in Experiment 1 elicit a P300 effect. These P300 effects had similar, frontal, scalp 

topography Experiments 2 and 3, and appear to indicate the same neurocognitive 

substrates. The cluster-based permutations statistics suggest that to investigate the 

P300 effect, a wider time window of 200–400 ms might be suitable than the current 250–

400 ms because the clusters corresponding to the P300 fell within these times (211–461 

ms in Experiment 2 and 192–438 ms in Experiment 3). Previous studies have reported 

similar P300 effects for harmonic violations (Beisteiner et al., 1999; Carrión & Bly, 2008; 

Janata, 1995; Loehr et al., 2013), and the current findings support that the P300 is a 

robust effect for harmonic violations.  
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In Experiment 2, task demands appeared to be reflected in unforeseen effects 

identified by the cluster-based permutation statistics. These task difficulty effects were 

eliminated in Experiment 3 the task was irrelevant to the expectancy violations and the 

task demands were the same between the three chord progression types. Thus, the 

evidence supports the interpretation that the additional effects in Experiment 2 are due 

to the task demands, as proposed in the section 3.2.6, rather than the expectancy of the 

stimuli. Previous studies also report that task demands can elicit additional ERP effects 

(Ellison et al., 2015). Together, these findings illustrate the importance of testing task 

designs in ERP studies. 

Comparisons between Experiments 2 and 3 suggest that the P300 can be 

affected by the saliency of harmonic expectancy violations in the case of less severe 

harmonic expectancy violations. In Experiment 2, when the task made the harmonic 

expectancy violations more salient, there was a significant increase in P300 amplitude 

for both the related and unrelated harmony chords, compared to the tonic (I) chord. 

However, in Experiment 3, when the expectancy violation was task-irrelevant, the P300 

effect was only found for the unrelated harmony chord, and not for the related harmony 

chord. Moreover, a P300 effect was so lacking for the related harmony chords that there 

was both no difference between the tonic (I) and related harmony chords and a 

significant P300 effect for the unrelated harmony chords compared to the related 

harmony chords. Previous research suggests that the P300 effect is larger when 

attention is drawn to the harmonic expectancy violation by the task (Polich, 2007) and 

that P300s can be most likely to occur when the task makes the harmonic expectancy 

violations explicit (Friedman et al., 2001). The current experiments support that this is 

the case for less-severe harmonic expectancy violations, but perhaps when harmonic 

expectancy violations are severe enough, they can elicit P300 effects of similar 

magnitude whether the expectancy violation is task-relevant or not.  

There was no evidence of a P300 effect being elicited by semantic or grammar 

expectancy violations and, therefore, the evidence is consistent with the hypotheses that 

harmony processing relies on separable neurocognitive substrates from semantic 
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processes (Besson & Faïta, 1995; Besson & Macar, 1987; Miranda & Ullman, 2007; 

Paller et al., 1992) and grammar processes (Frisch et al., 2003; Osterhout, 1999).  

Aim 2: Comparing task difficulty between language and music tasks 

Experiments 2 and 3 aimed to balance task difficulty between language and 

music tasks, as Magne et al. (2005) suggest that this aids neural comparisons. The aim 

to balance task difficulty between domains appears to have been met in Experiment 2. 

There were no task-based differences in reaction time, and reaction time is an indicator 

of task difficulty (Palmer et al., 1994; Warrick et al., 1965). On the other hand, task 

difficulty does not seem to be balanced between language and music tasks in 

Experiment 3. There were fewer errors and quicker reaction times in the language task 

than the music task, suggesting that participants may have found the language task 

easier than the music task. Despite this, the results still provide strong evidence for 

domain-specialised neurocognitive substrates in language and music domains, as the 

ERP effects had similar characteristics for semantic, grammar and harmonic expectancy 

violations in Experiment 2 (when task difficulty appears to be balanced between 

language and music tasks) and Experiment 3 (when task difficulty appears to be 

unbalanced).  

Aim 3: Assessing task paradigms 

Although the characteristics of the N400 (for unrelated semantic violations), P600 

and P300 (for unrelated harmony chords) effects were not statistically different between 

the explicit task and the implicit task, one could argue that they were less clear both in 

terms of scalp topography and temporal characteristics and that there was more noise 

in the EEG signal for the implicit task compared to the explicit task (see Figure 3.16). 

This finding is in line with those of Erlbeck et al. (2014) and Hahne & Friederici, 2002, 

who found (respectively) that the N400 and P600 were smaller for implicit compared to 

explicit tasks. In the current study, it is unfortunately not possible to tell whether the 

reduced clarity of the effects is due to task-induced saliency of the violations or 

participants’ focus on reading the sentences and listening to the chord progressions. 
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Figure 3.16 – A comparison of effects between Experiment 2 (left) and Experiment 3 (right). These 

maps are from the figures presented in the results sections of Experiments 2 and 3 and are 

organised here to facilitate comparison of ERP effects between experiments. Please note: these 

scalp maps are on different scales. 

Despite being told that there would be questions about the sentences to test that 

they had read them, the participants may have been less motivated to read the 

sentences all the way through when the task was to answer whether the sentence was 
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written in blue or green compared to when the task was to answer whether the final word 

was expected or unexpected in the context of the rest of the sentence. Therefore, there 

appears to be a trade-off of the task-type. When the task was explicit in relation to the 

expectancy violations, ERP effects were clearer. However, were additional ERP effects 

in the music task that could interfere with measurements of effects of interest. When the 

task was implicit in relation to the expectancy violations, ERP effects were less clear, but 

there were no additional effects, that could potentially obscure the effects of interest. 

Moreno and Vázquez (2011) showed that the amplitude of the N400 effect for 

semantic violations was not affected when participants were warned that a semantic 

expectancy violation was about to occur. In the current experiments, after the first few 

trials, participants were likely to be anticipating that there might be expectancy violations. 

However, the N400, P600 and P300 effects still occurred in both Experiments 2 and 3. 

Therefore, similar to what Moreno and Vázquez (2011) proposed, these effects could 

indicate neurocognitive substrates related to mechanisms for processing expectancy 

violations, regardless of whether their occurance is anticipated or not.  

Aim 4: Testing the expectancy of the language violation stimuli 

The stimuli for semantic and grammar expectancy violations were created based 

on a rich literature investigating these types of expectancy violations. Because of this 

rich literature with tried and tested methods, it was not deemed necessary to run an 

additional behavioural experiment to assess the expectancies of different semantic and 

grammar expectancy violations before conducting the ERP experiments. The results of 

Experiment 2 show clear expectancy ratings for the standard sentence (rated mostly 

“Expected”) and the unrelated semantic and grammar expectancy violations (rated 

mostly “Unexpected”). Although the less severe, related semantic violations were rated 

as more “Expected” than the unrelated semantic violations, they were still rated as mostly 

unexpected on the whole. The frequency of “Expected” responses was M = 13% (SD = 

9%). The related semantic endings may have been rated mostly unexpected because 

the sentences created strong expectancies for the standard endings, which were used 
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for the standard words, > 90% (Block & Baldwin, 2010; Bloom & Fischler, 1980). Even 

though these related violations were mostly rated “Unexpected” in the current 

experiments, there was no N400 semantic expectancy violation effect for them. 

Nevertheless, on reflection, it is recommended that future studies aim to separately 

assess participants’ ratings of expectancy before conducting neural studies, particularly 

if the expectancy ratings are not collected during the neural study (e.g., if only implicit 

tasks are used).  

Aim 5: Investigating expertise effects 

There were no moderating within- or cross-domain expertise effects for either 

English language experience or musical training, for any of the ERP effects in 

Experiments 2 or 3. There was one behavioural effect of English language experience 

on expectancy ratings in the language task. Non-native English speakers rated the 

related semantic violations as more “Expected” than native English speakers in 

Experiment 2. This effect highlights the importance of future studies collecting 

behavioural evidence about how participants in different groups rate the expectancies of 

the expectancy violations, to aid the interpretation of any neural differences between 

groups.  

However, there were no within- or cross-domain effects of English language 

experience or musical training on the N400, P600 or P300 effects in the current 

experiments. This differs to some previous research, which reports within-domain 

expertise effects of language and music expertise on expectancy violation ERP effects 

(Anurova & Immonen, 2017; Batterink & Neville, 2013; Steinbeis et al., 2006) and a 

cross-domain expertise effect of an increased N400 semantic expectancy violation effect 

in children with formal musical training compared to children without musical training 

(Dittinger et al., 2017). It is possible that, in the current experiments, the differences in 

proficiency between native and non-native English speakers and amateur musicians and 

non-musicians were not distinct enough to detect expertise effects. This idea is 

discussed in more detail in section 6.1.6. 
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3.4. Conclusion 

The experiments presented in this chapter (Experiments 2 and 3) were designed 

to test whether ERP effects for semantic, grammar and harmonic expectancy violations 

are distinct and, therefore, whether they might provide evidence to support the 

hypothesis that there are domain-specialised neurocognitive substrates for these 

processes. These experiments are the first to investigate ERP effects associated with 

semantic, grammar and harmonic expectancy violations for both language and music in 

a within-subjects design, and with attempts at analogous task designs.  

The results suggest that there are distinct ERP effects for semantic (N400), 

grammar (P600) and harmony (P300) violations. There were no additional expectancy 

violation effects captured by the cluster-based permutation statistics for any of these 

processes. Crucially, all ERP effects identified in Experiments 2 and 3 occurred for only 

one type of violation, and their spatial and temporal characteristics were distinct. As 

semantics and grammar are major components of the language domain, and harmony 

is a major element of the music domain, these findings suggest that there could be 

domain-specialised neurocognitive substrates in language and music domains.  

The results of Experiments 2 and 3 also demonstrate the importance of 

considered task design. When designing future studies, it is necessary to consider the 

trade-off between tasks where the expectancy violation is task-relevant (as in Experiment 

2) compared to where they are task-irrelevant (as in Experiment 3). In the current studies, 

when the expectancy violations were made explicit by the task, they elicited visually 

clearer ERP effects. However, for the music task, there were additional ERP effects that 

appeared to be related to task demands, which may obscure the effects of interest. Both 

explicit and implicit tasks could be valid choices for future studies, depending on their 

aims. The rest of the EEG experiments in this thesis adopt the implicit tasks to eliminate 

the additional task effects that are not the expectancy violation effects of interest. 

Additionally, the less severe (“related”) violations for both the sentences and chord 



Chapter 3 – ERP correlates of semantic, grammar and harmonic expectancy violations 
_____________________________________________________________________ 

Page | 120  

progressions are not used in later experiments, as they did not elicit clear and robust 

ERP effects.  

The ERP effects elicited by the expectancy violations in Experiments 2 and 3 are 

revisited in Experiments 6 and 7 (in Chapter 5) when it is tested if there are interactions 

in these effects when each violation type is presented simultaneously with meter 

violations. These later experiments further test whether the ERP effects reported in the 

current chapter are specialised for semantic, grammar and harmony processing. 
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4. Chapter 4 – ERP correlates of 

meter expectancy violations 
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4.1. Introduction 

In the previous chapter, the hypothesis that there are distinct ERP effects for 

semantic, grammar and harmonic expectancy violations was investigated. In the current 

chapter, the case for domain-general ERP effects is investigated, with a focus on meter 

processing. If there are similar ERP effects for meter expectancy violations in language 

and music domains, this could strengthen the evidence for domain-general 

neurocognitive substrates involved in meter processing.  

As discussed in Chapter 1 (see section 1.3.3), meter is an important aspect of 

language and music processing. Previous research suggests that there might be shared 

neurocognitive mechanisms for meter processing between language and music domains 

(Jackendoff & Lerdahl, 2006; Jusczyk et al., 1999; Lense & Dykens, 2016). The Dynamic 

Attending Theory suggests that regular beats enhance temporal expectancies for 

upcoming events (Jones & Boltz, 1989). These enhanced temporal expectancies seem 

to increase the efficiency of both language processing (Cason et al., 2015; Jusczyk et 

al., 1999; Mattys & Samuel, 1997; Schmidt-Kassow & Kotz, 2008) and music processing 

(Palmer & Krumhansl, 1990; Vuust & Witek, 2014). Additionally, the evidence suggests 

that meter processing can be improved both by formal language training (Elmer et al., 

2010; Kalender et al., 2013) and by formal musical training (Slater et al., 2013; Yates et 

al., 2017; Zhao et al., 2017).  

Despite compelling theories and evidence suggesting domain-general 

neurocognitive substrates for meter processing in language and music domains, there 

appear to be no ERP studies aiming to actively compare ERP effects for meter violations 

between the two domains. Meter violations have been created in different ways for 

language and music experiments presented in the previous literature, limiting the 

comparison of their associated ERP effects. Meter violations in the language domain 

tend to be created by manipulating syllable stress patterns (Cox et al., 2016; Zhang & 

Zhang, 2019), while interstimulus intervals have been manipulated to create meter 

violations in the music domain. Despite the regular beat being the driving meter in the 
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English language (Cutler & Otake, 2002; Pitt & Samuel, 1990; Port, 2003), no previous 

studies seem to have investigated interstimulus interval violations in the language 

domain.  

Most previous manipulations of meter in the language domain occur in the 

auditory modality. However, there is compelling evidence to suggest that meter is also 

important for language received in the visual modality. For example, children who 

struggle to read also tend to have difficulties with meter perception and the temporal 

processing of speech (Gordon et al., 2015; Huss et al., 2011; Thomson et al., 2006; 

Tierney & Kraus, 2013). Moreover, Breen et al. (2019) found an N1 effect for metric 

incongruities during a reading task. Together, these findings motivate the current 

experiments to investigate ERP effects associated with meter violations in the language 

domain in the visual modality. The current experiments, Experiments 4 and 5, aim to 

investigate whether there are comparable ERP effects for meter violations in language 

and music domains. 

4.2. Experiment 4: Testing the expectancy of meter violations 

4.2.1. Experiment 4: Rationale and aims 

Previous studies lack a systematic investigation of what meter violations people 

find reliably unexpected. Zhang et al. (2019) created meter violations by changing the 

interstimulus interval between the final two chords of chord progressions. The other 

chords of the chord progression were presented 600 ms apart, and the interstimulus 

interval between the final two chords was either regular (also 600 ms) or irregular (524 

ms). However, the participants were asked to complete a distractor task (to press a key 

when there was a deviant timbre – when a chord was played with a bassoon sound rather 

than a piano sound). Therefore, it is unclear whether the participants would reliably 

categorise the meter violation as unexpected. Establishing whether participants have a 

conscious experience of the meter violations would aid interpretations of associated ERP 

effects.  
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Furthermore, previous research has suggested that delayed chords may not be 

processed as unexpected events, as delayed endings are common in music (Schmuckler 

& Boltz, 1994), particularly in jazz and rock (Ashley, 2002) and expressive classical 

music (Sloboda & Lehmann, 2001). This suggestion has led to some research using only 

shorter irregular interstimulus intervals between the final two chords as meter violations. 

For example, Zhang et al. (2019) cite this as their reason for not testing longer 

interstimulus intervals. However, perhaps it is necessary to investigate this hypothesis 

actively. Using only shorter interstimulus intervals leaves open the possibility that neural 

differences between regular and irregular meters are just due to time differences, rather 

than the effect of interest – meter expectancy violations.  

The main aim of Experiment 4 is to identify interstimulus intervals that participants 

reliably rate as being similarly “Expected” and “Unexpected” in both language and music 

domains. Participants were presented with sentences and chord progressions that had 

different interstimulus intervals between the final two words or chords. The interstimulus 

interval was either regular (the same interstimulus interval as between the rest of the 

stimuli in the sequence) or irregular. If interstimulus intervals that were rated similarily 

“Expected” and “Unexpected” in language and music domains were identified, these 

stimuli could be used in later experiments to compare ERP correlates of meter violations 

between domains, and the potential confound of differences in the expectancy of the 

stimuli between domains would be removed.  

It was planned that within- and cross-domain effects of musical expertise on 

meter violation effects would be investigated in Experiment 5. Hence, Experiment 4 also 

aimed to examine whether participants’ expectancy ratings were moderated by musical 

training7. Previous studies report differences in meter ERP effects due to musical training 

(Habibi et al., 2014; Jongsma et al., 2005; Kober et al., 2015). Therefore, to aid 

 
7 Expertise effects of English language experience were not investigated in Experiments 4 and 5 
because there was not an even number of native and non-native English speakers in either 
Experiment 4 (Native N = 5, Non-native N = 11) or Experiment 5 (Native N = 15, Non-native N = 
5). 
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interpretations of any moderating effects of musical training on metric violation ERP 

effects, it was deemed important to test whether musical training affected participants’ 

expectancy ratings of the metric violations. 

4.2.2. Experiment 4: Method 

Ethics 

The University Teaching and Research Ethics Committee at The University of St 

Andrews approved this study, code PS13256 (see Appendix P).  

Participants 

Sixteen university students volunteered to participate in this study (2 male, Age: 

M = 20 years, SD = 3 years, range = 17–26 years), see Table 4.1 for descriptive statistics 

of English language experience. In the recruitment advertisement for this experiment, 

people were asked to sign up only if they considered themselves either a “musician” or 

a “non-musician”. Participants were categorised into amateur musician and non-

musician groups based on their own view of whether they were a “musician” or a “non-

musician”8. There were eight amateur musicians and eight non-musicians. See Table 

4.2 for descriptive statistics of musical training experience for each group, and Appendix 

F for the frequency of accumulated practice times. Each testing session took 60 minutes, 

and participants were reimbursed £5.  

 
8 Group memberships matched with the cut–off chosen after collecting data from all participants, 
of > 1000 hours of practice time for participants to be categorised as amateur musicians, and < 
1000 hours of practice time for non-musicians (see Appendix F). 

Table 4.1 – Descriptive statistics of participants’ English language experience, Experiment 4. 

Experience Measure M (SD) Range 

English language  Native English speaking Native: 5, Non-native: 11 

 Onset (age in years) 2.4 (5.1) 0–19 

 English ability (rating 1–10) 9.8 (0.7) 8–10 

 % English spoken in the past year 79 (23) 40–100 
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Apparatus 

For details of the computer set up and response keys, see section 2.2.2, Experiment 1: 

Method (Apparatus). 

Materials 

Sentences 

In the language task, 120 sentences were presented. The same 24 sentence 

stems from Experiments 2 and 3 were used, adapted from Block and Baldwin (2010). 

However, in Experiment 4, they were only presented with the standard word end type. 

The 24 sentences were each presented five times. The difference between the five 

presentations was the interstimulus interval between the penultimate and final word. 

Compared to the previous interstimulus intervals between words in the sentence, the 

interstimulus interval between the penultimate and final words was either regular (1000 

ms) or irregular: short (500 ms), medium-short (750 ms), medium-long (1250 ms) or long 

(1500 ms). In addition to the 120 sentences, there were ten practice trials. Two 

sentences that were not presented in the main experiment were presented with each of 

the five interstimulus intervals. Figure 4.1 shows an illustration of the five interstimulus 

intervals, in the order of shortest to longest.  

Table 4.2 – Descriptive statistics of musical training experience for amateur musicians and non-

musicians, Experiment 4. 

Measure Amateur musicians Non-musicians 

M (SD) Range M (SD) Range 

Number of years practising 11.8 (4.9) 4–20 2.75 (2.8) 1–9 

Practice time (hours) 3480 (1323) 2080–5524 196 (169) 52–520 

Overall ability rating (1–5) 3.4 (0.7) 2–4 2.00 (1.1) 1–4 

Listening per week (hours) 20.7 (17.2) 4–55 10.63 (6.4) 1–20 
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Figure 4.1 – Illustration of the five interstimulus intervals in the language task: short (500 ms), 

medium-short (750 ms), regular (1000 ms), medium-long (1250 ms) and long (1500 ms). The 

response window (100–5000 ms after question onset) is marked with a shaded area. 

Chord progressions  

In the music task, 120 chord progressions were presented. The same 24 chord 

progression stems from Experiment 2 and Experiment 3 were used, adapted from 

selected Bach chorales (Bach-Gesellschaft, 1892). In Experiment 4, they were only 

presented with the tonic (I) end type. The 24 chord progressions were each presented 

five times. Identical to the language task, the difference between the five presentations 

in the music task was the interstimulus interval between the penultimate and final chord. 

The interstimulus interval between the penultimate and final chords was either regular 

(1000 ms) or irregular: short (500 ms), medium-short (750 ms), medium-long (1250 ms) 
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or long (1500 ms). In addition to the 120 chord progressions presentations, there were 

ten practice trials, for which two chord progressions that were not presented in the main 

experiment were presented with each of the five interstimulus intervals. Figure 4.2 shows 

an illustration of the five interstimulus intervals. 

 

Figure 4.2 – Illustration of the five interstimulus intervals in the music task: short (500 ms), 

medium-short (750 ms), regular (1000 ms), medium-long (1250 ms) and long (1500 ms). The 

response window (100–5000 ms after question onset) is shaded in grey. 
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Additional materials 

See section 3.2.1 Experiment 2: Method (Materials) for details of the Language 

Experience Questionnaire. See section 2.2.2 Experiment 1: Method (Materials) for more 

information about the Musical Training Questionnaire. 

Procedure 

Participants sat by themselves in an isolated booth. Auditory material was 

presented over loudspeakers, and visual material was presented on a computer screen. 

There were two tasks: the language task and the music task. The order of the tasks was 

counterbalanced between participants. For both tasks, there were ten practice trials: two 

sentences and chord progressions were presented with each of the five interstimulus 

intervals. For both language and music tasks, there were five blocks of 24 experimental 

trials. The sentences and chord progressions were presented in random order across 

their five blocks. There were 120 experimental trials in both the language and music 

tasks, making 240 experimental trials in total. Participants were able to take breaks after 

each block.  

After each sentence or chord progression, a question mark appeared on the 

computer screen, indicating that the participants should respond to whether the 

interstimulus interval between the final two words or chords was “Expected” or 

“Unexpected”, using the response keys. The assignment of the response keys (expected 

or unexpected, left or right) was counterbalanced between participants. Immediately 

after the language task, participants were asked to answer five questions about the 

sentences to check that they had read them. When participants had completed both 

tasks, they were asked to fill in the Language Experience Questionnaire and the Musical 

Training Questionnaire. 

Analysis 

For details of the analysis and graphing software and statistical correction 

procedures used, see section 2.2.2 Experiment 1: Method (Analysis). In Experiment 4, 
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only trials with responses given between 100–5000 ms after the onset of the question 

prompt were considered for analysis. Table 4.3 shows the average number of trials that 

the analyses for each interstimulus interval included.  

 

4.2.3. Experiment 4: Results 

Response frequency 

A 5 x 2 x 2 mixed ANOVA was conducted to investigate whether the frequency 

of “Expected” responses was affected by the interstimulus interval (5 levels within-

subjects: 500 ms, 750 ms, 1000 ms (regular), 1250 ms and 1500 ms), task (2 levels 

within-subjects: language task and music task) or musical training (2 levels between-

subjects: amateur musicians and non-musicians). There were interstimulus interval and 

task effects, and there was an interaction between interstimulus interval and task 

(discussed below). There were no main effects or interactions associated with musical 

training (all ps > .05). 

Effect of interstimulus interval 

When data was collapsed across the two tasks (language task and music task), 

interstimulus interval affected the frequency of “Expected” responses F(4, 56) = 53.60, p 

< .001, ηp2 = 0.80 (see Figure 4.3). Participants rated the regular 1000 ms interstimulus 

Table 4.3 – Mean (SD) number of trials included after the inclusion criteria were applied in 

Experiment 4. The maximum possible number of trials for each end type was 24.  

 Mean number of trials left (SD) 

Interstimulus interval  Music task Language task 

Short (500 ms) 24.0 (0.0) 23.9 (0.3) 

Medium-short (750 ms) 24.0 (0.0) 23.9 (0.3) 

Regular (1000 ms) 23.9 (0.5) 23.9 (0.3) 

Medium-long (1250 ms) 23.9 (0.3) 23.8 (0.8) 

Long (1500 ms) 24.0 (0.0) 23.9 (0.3) 
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interval as mostly “Expected” (M = 95%, SD = 1%). They rated the short 500 ms (M = 

22%, SD = 6%) and long 1500 ms (M = 23%, SD = 6%) interstimulus intervals as mostly 

unexpected. They rated the medium-short 750 ms (M = 47%, SD = 4%) and medium-

long 1250 ms (M = 50%, SD = 6%) interstimulus intervals as “Expected” on roughly half 

the trials and “Unexpected” on the other half.  

 

Figure 4.3 – Mean % of trials to which participants responded “Expected” in the language task 

(left) and the music task (right) for the five interstimulus intervals: short (500 ms), medium-short 

(750 ms), regular (1000 ms), medium-long (1250 ms) and long (1500 ms). The dashed line 

illustrates the 50% (chance) level. Within-subject SE bars are included. 

There was no difference in the frequency of “Expected” responses between the 

short 500 ms and long 1500 ms interstimulus intervals (p > .05). Similarly, there was no 

difference between the medium-short 750 ms and medium-long 1250 ms interstimulus 

intervals (p > .05). All other pairwise comparisons were significant after Bonferroni 

correction (see Table 4.4). The medium-short 750 ms and medium-long 1250 ms were 

more “Expected” than the short 500 ms and long 100 ms interstimulus intervals. 

Therefore, there were three levels of expectedness: unexpected (short 500 ms and long 

1500 ms), neither expected nor unexpected (medium-short 750 ms and medium-long 

1250 ms) and expected (regular 1000 ms).  
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Effect of task 

Task also affected the frequency of “Expected” responses F(1, 14) = 11.61, p = 

.004, ηp2 = 0.44 (see Figure 4.3). Overall, the language task received more “Expected” 

responses (M = 54%, SD = 10%) than the music task (M = 41% SD = 10%). This result 

suggests that participants found the irregular interstimulus intervals less unexpected in 

the language task compared to the music task. 

Interaction between interstimulus interval and task 

There was an interaction between interstimulus interval and task for the 

frequency of “Expected” responses F(4, 56) = 18.21, p < .001, ηp2 = 0.55 (see Figure 

4.3). t-tests were designed to investigate this interaction. Comparisons were made 

between language and music tasks for each interstimulus interval (500 ms music with 

500 ms language etc.). The only significant difference, at the p < .05 level, after 

Bonferroni corrections was for the medium-short 750 ms interstimulus interval t(15) = 

8.52, p < .001, d = 2.46. Participants rated the medium-short 750 ms interstimulus 

interval as more expected in the language task (M = 74%, SD = 17%) compared to the 

music task (M = 21%, SD = 16%).  

Table 4.4 – ps (after Bonferroni corrections) for pairwise comparisons for the frequency of 

“Expected” responses between the five interstimulus intervals: short (500 ms), medium-short (750 

ms), regular (1000 ms), medium-long (1250 ms) and long (1500 ms). 

Interstimulus interval (ms) 500 750 1000 1250 1500 

500 –     

750 .001 –    

1000 <.001 <.001 –   

1250 .021 n.s. <.001 –  

1500  n.s. .010 <.001 <.001 – 
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Reaction time 

A second 5 x 2 x 2 mixed ANOVA was carried out to investigate whether reaction 

time was affected by the interstimulus interval (5 levels within-subjects: short 500 ms, 

medium-short 750 ms, regular 1000 ms, medium-long 1250 ms and long 1500 ms), task 

(2 levels within-subjects: language task and music task) or musical training (2 levels 

between-subjects: amateur musicians and non-musicians). There was an effect of 

interstimulus interval on reaction time (discussed below). All other effects and 

interactions were not significant (ps >.05).  

Effect of interstimulus interval 

Interstimulus interval affected reaction time F(4, 56) = 7.53, p < .001, ηp2 = 0.35 

(see Figure 4.4). The reaction time to the regular 1000 ms interstimulus interval was not 

significantly different to any of the irregular interstimulus intervals (all ps > .05). The 

medium-short 750 ms interstimulus interval was responded to slower (M = 670 ms, SD 

= 44 ms) than the three other irregular interstimulus intervals: short 500 ms (M = 517 ms, 

SD = 56 ms, p = .007), medium-long 1250 ms (M = 586 ms, SD = 32 ms, p = .012) and 

long 1500 ms (M = 543 ms, SD = 42 ms, p = .004). This result suggests that the medium-

short 750 ms interstimulus interval may have been difficult to classify as “Expected” or 

“Unexpected”. No other pairwise comparisons were significant (all other ps > .05).  
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Figure 4.4 – Mean reaction time (ms) in the language task (left) and the music task (right) for the 

five interstimulus intervals: short (500 ms), medium-short (750 ms), regular (1000 ms), medium-

long (1250 ms) and long (1500 ms). Within-subject SE bars are included.  

4.2.4. Experiment 4: Discussion 

The main aim of Experiment 4 was to identify metric patterns that people reliably 

find “Expected” and “Unexpected” in both language and music tasks so that, in future 

studies, ERP correlates of these meter violations can be compared between domains. 

The results suggest that this aim was achieved.  

First, the regular interstimulus interval was reliably rated as “Expected”. It was 

essential to test that regular interstimulus intervals were rated as “Expected”, to be 

confident that it was suitable to measure the effects of meter violations against them in 

future experiments.  

Second, the results identify meter violations that were reliably rated as 

“Unexpected” in both language and music domains and those that were not. The short 

500 ms and long 1500 ms interstimulus intervals were rated consistently as 

“Unexpected” for both the language and music tasks. There were no significant 

differences in participants’ ratings between tasks for these interstimulus intervals, 

suggesting that participants found them equally “Unexpected” in both domains. 
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Additionally, reaction time was not significantly different between the language task and 

music task, suggesting that task effort was similar for both tasks (Warrick et al., 1965). 

These findings suggest that it is appropriate for future experiments to compare neural 

responses associated with these short 500 ms and long 1500 ms interstimulus interval 

violations between language and music domains. 

Third, the results also identified interstimulus intervals that were not reliably rated 

as “Unexpected” between language and music domains. When data were collapsed 

across tasks, responses to medium-short 750 ms and medium-long 1250 ms 

interstimulus intervals were roughly “Expected” on half of the trials, and “Unexpected” on 

the other half. Furthermore, an interaction between interstimulus interval and task 

revealed that participants rated the medium-short 750 ms interstimulus interval as more 

“Expected” in the language task than in the music task, suggesting that participants found 

it more difficult to distinguish from a regular interstimulus interval in the language task. 

The medium-short 750 ms interstimulus interval was also responded to more slowly than 

the three other irregular intervals when ratings were collapsed across tasks. Together, 

these findings suggest that the medium-short 750 ms interstimulus interval was not 

perceived as a reliably “Unexpected” interstimulus interval in both language and music 

domains. Therefore, it is not a suitable candidate for future studies aiming to compare 

ERP effects associated with meter violations in language and music domains. These 

results highlight the importance of testing participants’ ratings of expectancies before, or 

while, attempting to investigate their neural correlates. Understanding participants’ 

perceptions of the expectancy of stimuli will facilitate the selection of suitable stimuli and 

will lead to better-informed interpretations of neural correlates. 

Musical training did not have effects on either frequency of “Expected” responses 

or on reaction time for either the language task or the music task. This result provided 

support for comparing neural responses between amateur musicians and non-musicians 

in the following experiments presented in this thesis. 
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Overall, Experiment 4 successfully identified irregular interstimulus intervals that 

can be used to compare ERP effects associated with meter violations between language 

and music domains. The short 500 ms and long 1500 ms interstimulus intervals are used 

for this purpose in Experiment 5.  

4.3. Experiment 5: ERP correlates of meter violations in language and music 

domains 

4.3.1. Experiment 5: Rationale and aims 

Experiment 5 was designed to investigate whether there are ERP effects 

associated with meter violations, and crucially, whether they are comparable between 

language and music domains. In Experiment 5, short (500 ms) and long (1500 ms) 

interstimulus intervals were both included as irregular interstimulus intervals. The 

inclusion of both short and long directions of irregular interstimulus interval allowed the 

identification of ERP components associated with the meter violations. These were 

identified if similar effects were found for the short 500 ms and long 1500 ms intervals, 

compared to the regular 1000 ms interstimulus interval. If just one direction were used, 

expectation ERP effects would not be distinguishable from the effect of the presentation 

time. At the same time, with the current experimental design, effects due to time of 

presentation can be identified as they will show as linear short-regular-long effects.  

As discussed in detail in Chapter 1 (section 1.3.3), meter is a crucial aspect of 

both the language domain (Magne et al., 2016; Zhang & Zhang, 2019) and the music 

domain (Besson et al., 1997; Fitzroy & Sanders, 2015; Neuhaus & Knösche, 2008; Raij 

et al., 1997). Meter violations are often associated with N1 ERP effects in both domains, 

but P2 effects have only been reported in the music domain (Neuhaus & Knösche, 2008; 

Pereira et al., 2014; Raij et al., 1997). It is hypothesised that this difference could be due 

to differences in stimulus designs in meter violations between the language domain and 

music domains – no previous studies seem to have investigated interstimulus interval 

violations in the language domain. It is possible that the processing of regular beat meter 

violations shares neurocognitive substrates between language and music domains. In 
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Experiment 5, a P2 effect for meter violations is investigated in both language and music 

domains.  

The task paradigm in Experiment 5 was the same as in Experiment 3. The 

expectancy violations were task-irrelevant. For the language task, participants were 

asked whether the sentences were “Green?” or “Blue?” and for the music task, they were 

asked whether the chord progression was played by the “Piano?” or “Organ?”. This task 

paradigm was chosen to avoid the potential occurrence of additional task-related 

components (as were found when the expectancy violations were task-relevant in 

Experiment 2).  

Additionally, Experiment 5 investigated within- and cross-domain effects of 

musical expertise on meter violation effects. Previous research suggests that both 

language expertise (Elmer et al., 2010; Kalender et al., 2013) and music expertise (Vuust 

et al., 2005; Zhao et al., 2017) improve meter processing. Furthermore, previous studies 

report that musical expertise is associated with increased N1 and P2 effects for meter 

violations (Habibi et al., 2014; Jongsma et al., 2005; Kober et al., 2015). In these previous 

studies, professional musicians were compared with non-musicians. In the current 

experiment, amateur musicians are compared with non-musicians. Cross-domain 

expertise effects could indicate shared neural networks between language and music 

domains (Patel, 2011). 

4.3.2. Experiment 5: Method 

Ethics 

The University Teaching and Research Ethics Committee at The University of St 

Andrews approved this study, code PS13256 (see Appendix P). 

Participants 

Twenty university students volunteered to participate in this study (5 male, Age: 

M = 21 years, SD = 2 years, range = 18–27 years). Descriptive statistics of participants’ 
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English language and musical training experience are in Table 4.5. Each testing session 

took 120 minutes, and participants were reimbursed £10. People could not sign up to 

participate in the study if they had participated in Experiment 4.  

Apparatus 

For details of the computer set up and response keys, see section 2.2.2 Experiment 1: 

Method (Apparatus) For details of the EEG system, see section 3.2.1 Experiment 2: 

Method (Apparatus). 

Materials 

Sentences 

There were 144 sentence presentations in the language task. The 24 sentence 

stems from Experiments 2, 3 and 4 were used, adapted from Block and Baldwin (2010). 

As in Experiment 4, only the standard word end type was used. The 24 sentence stems 

were presented three times, with different interstimulus intervals in between the 

penultimate word and the final word. The interstimulus interval was either short (500 ms), 

regular (1000 ms) or long (1500 ms). See Figure 4.5 for an illustration of the three 

interstimulus intervals in the language task. These 72 sentences were presented twice: 

Table 4.5 – Descriptive statistics of participants’ English language and musical training 

experience, Experiment 5. 

Experience Measure M (SD) Range 

English language  Native English speaking Native: 15, Non-native: 5 

 Onset (age in years) 1.2 (2.5) 0–8 

 English ability (rating 1–10) 9.7 (0.7) 8–10 

 % English spoken in the past year 83.5 (18.4) 48–100 

Musical training 

 

Number of years practising 6.9 (4.6) 0–15 

Practice time (hours) 1961 (2780) 0–11960 

Overall ability rating (1–5) 3.0 (1.0) 1–5 

Listening per week (hours) 20.9 (21.9) 1–84 
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once in green and once in blue, making a total of 144 sentence presentations. For each 

sentence (presented in both green and blue) participants were asked either “Green?” or 

“Blue”, to which they answered “Yes” or “No”.  

 

Figure 4.5 – Illustration of the short (500 ms), regular (1000 ms) and long (1500 ms) interstimulus 

intervals in the language task. The response window (100–5000 ms after question onset) is 

marked with a shaded area. In these examples, the correct answers (from top to bottom) are: 

“No”, “Yes”, “No”. 

Chord progressions  

There were 144 chord progressions in the music task. The 24 chord progression 

stems from Experiments 2, 3 and 4 were used, adapted from Bach-Gesellschaft (1892). 

As in Experiment 4, only the tonic (I) end type was presented. These 24 chord 

progressions were presented three times, with different interstimulus intervals between 

the penultimate and final chord. The interstimulus interval was either short (500 ms), 

regular (1000 ms) or long (1500 ms). See Figure 4.6 for an illustration of the three 

interstimulus intervals in the music task. The 72 chord progressions were presented 

twice: once played by the piano and once played by the organ. For each chord 

progression (played by both piano and organ), participants were asked “Piano?” or 

“Organ?”, to which they answered “Yes” or “No”.  
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Figure 4.6 – Illustration of the short (500 ms), regular (1000 ms) and long (1500 ms) interstimulus 

intervals in the music task. The response window (100–5000 ms after question onset) is shaded 

in grey. In these examples, the correct answers from top to bottom are: “Yes”, “Yes”, “No”. 

Additional materials 

See section 3.2.1 Experiment 2: Method (Materials) for details of the questions 

that participants were asked to check they were reading the sentences and the Language 

Experience Questionnaire. See section 2.2.2 Experiment 1: Method (Materials) for 

details of the Musical Training Questionnaire. 

Procedure 

After participants read the information sheet and signed the consent form, they 

were prepared for EEG recording. Participants sat in an electrically shielded booth. 

Auditory material was presented over loudspeakers, and visual material was presented 

on a computer screen. The order of the two tasks (the language task and the music task) 

was counterbalanced between participants.  



Chapter 4 – ERP correlates of meter expectancy violations 
_____________________________________________________________________ 

Page | 141  
 

For both the language task and the music task, there were nine practice trials. 

For the practice trials, three sentences and chord progressions were presented with each 

of the three end interstimulus intervals: short 500 ms, regular 1000 ms and long 1500 

ms. 1000 ms after the final word or chord onset, participants were asked whether the 

sentence was “Blue?” or “Green?” and whether the chord progression was played by 

“Piano?” or “Organ?”. They responded “Yes” or “No“ using the response keys. 

Participants chose whether they answered “Yes” with the right hand and “No” with the 

left (N = 16), or vice versa (N = 4).  

In each task, there were six blocks of 24 experimental trials (288 experimental 

trials in total). The sentences and chord progressions were presented in random order 

across their six blocks. Participants were able to take breaks after each block. 

Immediately after the language task, participants answered the questions about the 

sentences to check that they had read them. After both tasks were completed, 

participants were asked to fill in the Language Experience Questionnaire and the Musical 

Training Questionnaire. 

Analysis 

For details of the analysis and graphing software and statistical correction 

procedures used, see section 2.2.2 Experiment 1: Method (Analysis). For more 

information about the EEG analysis procedures, see section 3.2.1 Experiment 2: Method 

(Analysis). 

Trial inclusion 

For Experiment 5, only trials with correct responses given between 100–5000 ms 

after the onset of the question prompt were considered for analysis. Incorrect responses 

were not included in the analysis because the task was quite easy, and so incorrect 

responses may indicate lapses in attention. Moreover, previous studies report ERP 

effects associated with error processing (Jentzsch et al., 2014; Picton et al., 2012), which 

could obscure the current effects of interest. Trials were also excluded with artefact 
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rejection using the moving peak-to-peak window method after ICA correction in ERPLAB. 

Table 4.6 shows the average number of trials in the analysis after the inclusion criteria 

were applied. For all interstimulus interval types, there were more than 38 trials in the 

final dataset. Following Luck’s (2005) recommendation that ERP studies should be 

designed with between 30–40 trials per condition with 20 participants to have an 

acceptable signal-to-noise ratio, assuming that between 10–25% of these will be rejected 

due to artefacts, the current dataset was considered to have an acceptable signal-to-

noise ratio for the analysis.  

 

Analysis of ERP effects 

As for all ERP analyses presented in this thesis, the analysis consisted of two 

methods: cluster-based permutation statistics and ANOVA (see section 3.2.1 

Experiment 2: Method (Analysis) for further details). The cluster-based permutation 

statistics were run between 0–800 ms relative to the final word or chord’s onset, using 

the Factorial Mass Univariate ERP Toolbox (Fields, 2017; Groppe et al., 2011). However, 

as early-onset ERP effects such as these tend to be focal, the likelihood of the cluster-

based permutation statistics identifying significant clusters associated with the N1 and 

P2 effects was significantly reduced (Fields & Kuperberg, 2020). Fortunately, the 

previous literature provides consistent characterisations of N1 and P2 effects for meter 

Table 4.6 – Mean (SD) number of trials included in the analysis after the inclusion criteria were 

applied in Experiment 5. The maximum possible number of trials for each end type was 48.  

 Mean number of trials left (SD) 

Task Interstimulus interval Behaviour Artefact rejection 

Music Short (500 ms) 46.1 (2.4) 44.0 (3.3) 

Regular (1000 ms) 45.3 (2.8) 43.1 (3.5) 

Long (1500 ms) 45.4 (3.0) 42.4 (4.0) 

Language Short (500 ms) 41.6 (0.8) 39.0 (3.1) 

Regular (1000 ms) 41.3 (0.9) 39.4 (2.1) 

Long (1500 ms) 41.2 (1.1) 38.8 (3.0) 
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violations. Therefore, a-priori selected electrodes and time windows were chosen for the 

ANOVA analyses. N1 effects were investigated at Fz between 80–140 ms after the final 

(target) word’s onset or chord, as previous reports of the N1 peak are typically frontal, 

and to fall within this time window and P2 effects were investigated at Pz between 140–

260 ms, as metric violation P2 effects tend to be posterior and measured between this 

time window (Breen et al., 2019; Menceloglu et al., 2020; Raij et al., 1997). As the data 

showed that there were not well-defined ERP peaks, the mean amplitudes in these time 

windows were analysed. 

For the previous ERP effects presented in this thesis, the scalp topographies are 

plotted with the mean amplitude difference method, because this is the method used to 

analyse the ERP effects in the ANOVA analyses. However, the instantaneous amplitude 

difference scalp topography map at 200 ms (when the effect is strongest, near its peak) 

appears to provide clearer insights into the spatial distribution of the P2 effect compared 

to the mean amplitude difference between 140–260 ms. This issue is discussed further 

in section 4.3.7, Experiment 5: Discussion. All graphs relating to P2 effects presented in 

the results sections are presented with the 200 ms instantaneous amplitude method. 

Both methods are presented for the reader’s comparison in Appendix J.  

Analysis of expertise effects 

To retain statistical power to detect ERP effects, the analyses first include all 

participants. For any meter violation ERP effects that are significant in both language 

and music tasks, additional ANOVAs were carried out to investigate whether the effects 

were significantly different between tasks. For all significant ERP effects, a between-

subjects factor of musical training (2 groups: amateur musicians and non-musicians) was 

added to the ANOVA designs to test for moderating effects of musical expertise.  
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4.3.3. Experiment 5: Behaviour results 

On average, participants answered 74% (SD = 31%) of the questions about the 

sentences correct, providing some evidence that they had read the sentences, and were 

not just looking at the colour of the sentences. 

Percentage of errors 

A 3 x 2 within-subjects ANOVA was conducted to investigate whether the 

percentage of errors that participants made was affected by the interstimulus interval (3 

levels: short 500 ms, regular 1000 ms and long 1500 ms) or task (2 levels: language task 

and music task), see Figure 4.7. The task affected the percentage of errors (discussed 

below), but there was no effect of interstimulus interval and no interaction between 

interstimulus interval and task (both ps > .05).  

Effect of task 

Task affected the percentage of errors participants made F(1, 19) = 67.28, p < 

.001, ηp2 = 0.78, see Figure 4.7. Participants made more errors in the language task (M 

= 16%, SD = 0.36%) compared to the music task (M = 5%, SD = 1.31%). In addition to 

the reaction time results reported below, this result appears to be due to a speed-

accuracy trade-off. As well as making more errors in the language task compared to the 

music task, participants also responded more quickly (see below, Figure 4.8).  
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Figure 4.7 – Mean % of errors in the language task (left) and the music task (right) for the three 

interstimulus intervals: short (500 ms), regular (1000 ms) and long (1500 ms). Within-subject SE 

bars are included.  

Reaction time 

A 3 x 2 within-subjects ANOVA was carried out to investigate whether reaction 

time was affected by the interstimulus interval (3 levels: short 500 ms, regular 1000 ms 

and long 1500 ms) or task (2 levels: language task and music task), see Figure 4.8. 

There were effects of both interstimulus interval and task on reaction time (discussed 

below), and no interaction between the two.  

Effect of interstimulus interval 

Interstimulus interval affected reaction time F(2, 38) = 5.57, p = .008, ηp2 = 0.23, 

see Figure 4.8. Participants responded to the long (1500 ms) interstimulus interval faster 

(M = 715 ms, SD = 48 ms) than they did to the regular (1000 ms) interstimulus interval 

(M = 746 ms, SD = 48 ms, p = .023). No other pairwise comparisons were significant 

(both ps > .05). 



Chapter 4 – ERP correlates of meter expectancy violations 
_____________________________________________________________________ 

Page | 146  

Effect of task 

Task affected reaction time F(1, 19) = 5.85, p =.026, ηp2 = 0.24, see Figure 4.8. 

Participants responded significantly more quickly in the language task (M = 675 ms, SD 

= 149 ms) than the music task (M = 789 ms, SD = 149 ms). As suggested above, this 

result appears to be due to a speed-accuracy trade-off. As well as responding more 

quickly in the language task compared to the music task, participants also made more 

errors (see above, Figure 4.7). 

 

Figure 4.8 – Mean reaction time (ms) in the language task (left) and the music task (right) for the 

three interstimulus intervals: short (500 ms), regular (1000 ms) and long (1500 ms). Within-subject 

SE bars are included. 

4.3.4. Experiment 5: ERP results 

Unforeseen significant clusters were identified by the within-subjects cluster-

based permutation statistics in both language and music tasks (see Table 4.7). The 

tested epoch was between 0–800 ms, and their temporal extents begin at, or very near 

to, 0 ms. 0 ms is the onset of the final word or chord, and neural responses are unlikely 

to occur this quickly after stimulus onset (Luck, 2014). Therefore, these clusters appear 

to represent a pre-stimulus effect. 
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Table 4.7 – Cluster-based permutation statistics results in language and music tasks, Experiment 

5 

Task Mass p Electrodes Temporal 
peak (ms) 

Spatial 
peak 

Extent 
(ms) 

Language 4816 <.001 Fp1, AF7, F1, F3, F5, F7, FT7, 
FC5, FC3, FC1, C3, C5, T7, TP7, 
CP3, CP1, P1, P3, P5, P7, PO7, 
PO3, O1, Oz, Pz, Fz, F2, F4, 
FC4, FC2, C4, TP8, CP4, CP2, 
P2, P4, P6, P8, PO8, PO4, O2  

94 Fz Start: 
0 

End: 
461 

Music 3640 <.001 AF7, AF3, F1, F3, F5, F7, FT7, 
FC5, FC3, FC1, C3, C5, T7, TP7, 
CP5, CP3, P1, P3, P5, P7, PO7, 
PO3, O1, Oz, Pz, AF4, Fz, F2, 
F4, FT8, FC6, FC4, FC2, C4, C6, 
T8, TP8, CP6, CP4, CP2, P2, 
P4, P6, P8, PO8, PO4, O2 

133 FC1 Start: 
16 

End: 
352 

 

It is currently unclear how to interpret this pre-stimulus effect. The current 

analysis does not allow for further investigation of this effect, because the epochs were 

cut at –200 to +1000 ms relative to the onset of the final word or chord and the effect 

seems to start before this time window.  

The temporal characteristics of these pre-stimulus clusters overlap with the a-

priori time windows for the N1 and P2 effects. These are quite large clusters so, perhaps 

unsurprisingly, there are no clear clusters associated with the N1 or P2 time windows. 

As these pre-stimulus clusters are present in both language and music tasks, the ANOVA 

analyses aiming to investigate N1 and P2 effects, presented in the following section, 

were also run with a post-stimulus baseline (0–50 ms). Post-stimulus baselines are 

seldom recommended for ERP analysis (Luck, 2014). However, in this experiment, the 

0–50 ms post-stimulus baseline was used in addition to the –200 to 0 ms pre-stimulus 

baseline in an attempt to suppress the pre-stimulus effects enough to be able to test the 

validity of ERP effects associated with the target stimulus (the final chord or word). The 

following results section refers to both baseline analyses, and full results of the 0 to +50 

ms baseline analyses are in Appendix I. 
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Language meter violations: N1 

With the –200 to 0 ms baseline, interstimulus interval appeared to affect mean 

amplitude at Fz in the N1 time window (80–140 ms after the onset of the final word), F(2, 

38) = 3.76, p = .033, ηp2 = 0.17. This effect was only significant for the pairwise 

comparison between regular (M = –0.14, SD = 0.19) and short 500 ms interstimulus 

intervals (M = –0.87, SD = 0.17), p = .012, see Figure 4.9. It was not significant for the 

comparison between regular 1000 ms and long 1500 ms interstimulus intervals (M = –

0.74, SD = 0.32, p = .316). There was no statistical difference between short 500 ms and 

long 1500 ms mean amplitudes (p = 1.00). Furthermore, with the 0 to +50 ms baseline, 

there was no N1 effect F(2, 38) = 1.21, p = .310, ηp2 = 0.06, see Appendix I for further 

details. Overall, the results do not provide clear evidence for an N1 meter violation effect 

in the language domain. 

 

Figure 4.9 – N1 language meter violation graphs (-200 to 0 ms baseline). Left: Mean amplitude 

(µV) at Fz between –200 to +200 ms for the three interstimulus intervals: short (500 ms), regular 

(1000 ms) and long (1500 ms). Right: Scalp topography map of the mean amplitude difference 

(µV) between 80–140 ms after the final (target) word’s onset.  
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Language meter violations: P2 

Interstimulus interval manipulations affected the mean amplitude at Pz in the P2 

time window (140–160 ms after the onset of the final word), F(2, 38) = 10.01, p < .001, 

ηp2 = 0.35, see Figure 4.10. Mean amplitude was more positive for both the irregular 

interstimulus intervals, short 500 ms (M = 1.37 µV, SD = 0.40 µV, p = .006) and long 

1500 ms (M = 1.50 µV, SD = 0.32 µV, p = .001), compared to the regular–1000 ms 

interstimulus interval (M = 0.26 µV, SD = 0.25 µV). There was no amplitude difference 

between the short 500 ms and long 1500 ms interstimulus intervals (p = 1.00). These P2 

effects remained with the 0 to +50 ms baseline (F(2, 38) = 5.65, p = .007, ηp2 = 0.23, 

see Appendix I for further details). Therefore, the evidence suggests that there is a P2 

meter expectancy violation effect in the language domain. 

 

Figure 4.10 – P2 language meter violation graphs (-200 to 0 ms baseline). Left: Mean amplitude 

(µV) at Pz between –200 to +400 ms for the three interstimulus intervals: short (500 ms), regular 

(1000 ms) and long (1500 ms). Right: Scalp topography map of the mean amplitude difference 

(µV) at 200 ms after the final (target) word’s onset. 
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Music meter violations: N1 

Interstimulus interval manipulations affected the mean amplitude at Fz in the N1 

time window (80–140 ms after the onset of the final chord), F(2, 38) = 7.45, p = .002, ηp2 

= 0.28, see Figure 4.11. The mean amplitude was more negative for both the short 500 

ms interstimulus interval (M = –0.42 µV, SD = 0.30 µV, p =.018) and the long 1500 ms 

interstimulus interval (M = –0.57 µV, SD = 0.23 µV, p = .009) compared to the regular 

1000 ms interstimulus interval (M = 0.35 µV, SD = 0.18 µV). There was no amplitude 

difference between the short 500 and long 1500 ms interstimulus intervals (p = 1.00). 

These results were also significant with the 0 to +50 ms baseline (F(2, 38) = 6.63, p = 

.003, ηp2 = 0.26, see Appendix I for further details). Thus, there was an N1 amplitude 

effect for meter expectancy violations in the music domain. 

 

Figure 4.11 – N1 music meter violation graphs (-200 to 0 ms baseline). Left: Mean amplitude (µV) 

at Fz between –200 to +200 ms for the three interstimulus intervals: short (500 ms), regular (1000 

ms) and long (1500 ms). Right: Scalp topography map of the mean amplitude difference (µV) 

between 80–140 ms after the final (target) chord’s onset.  
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Music meter violations: P2 

Interstimulus interval manipulations affected the mean amplitude at Pz in the P2 

time window (140–260 ms), F(2, 38) = 8.47, p = .001, ηp2 = 0.31, see Figure 4.12. 

Pairwise comparisons showed an increase in positivity for the short 500 ms interstimulus 

interval (M = 1.20 µV, SD = 0.25 µV, p = .002) compared to the regular 1000 ms 

interstimulus interval (M = 0.12 µV, SD = 0.19 µV). There was also a trend for an increase 

in positivity for the long 1500 ms interstimulus interval (M = 0.85 µV, SD = 0.26 µV) 

compared to the regular–1000 ms interstimulus interval, p = .052. There was no 

difference between short 500 and long 1500 interstimulus intervals (p = .641). With the 

0 to +50 ms baseline (F(2, 38) = 6.78, p = .003, ηp2 = 0.26), these effects and trends 

remained (see Appendix I for details). Overall, the evidence suggests that there is a P2 

effect for meter violations in the music domain.  

 

Figure 4.12 – P2 music meter violation graphs (-200 to 0 ms baseline). Left: Mean amplitude (µV) 

at Pz between –200 to +400 ms for the three interstimulus intervals: short (500 ms), regular (1000 

ms) and long (1500 ms). Right: Scalp topography map of the mean amplitude difference (µV) at 

200 ms after the final (target) chord’s onset.  
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4.3.5. Experiment 5: Test of domain-general ERP effects 

To aid the interpretation of P2 meter violation effects between language and 

music domains, additional ANOVAs (3 x 2; interstimulus interval x task) were carried out, 

for both the –200 to 0 ms and 0 to +50 ms baselines. If there were any interactions 

between task and interstimulus interval, the case for a domain-general P2 effect would 

be weakened. Figure 4.13 shows the scalp topography maps of the P2 effects in 

question, for visual comparison. 

 

Figure 4.13 – P2 scalp topography maps from the language task (left) and music task (right) in 

Experiment 5 (-200 to 0 ms baselines). These maps show the amplitude difference for the 

irregular interstimulus intervals (average of short and long) minus that for the regular interstimulus 

intervals at 200 ms. These scalp maps are presented separately in the results section above and 

are presented side by side here to aid comparison. Please note: these scalp maps are on different 

scales. 

The ANOVAs showed that there was an effect of the interstimulus interval at Pz 

(which showed the P2 effect, as would be predicted, see Appendix I for details). Crucially, 

there was no effect of task and no interaction between interstimulus interval and task for 

either the –200 to 0 ms baseline, F(2, 38) = 1.20, p = .311, ηp2 = 0.06, or the 0 to +50 

ms baseline (p > .05), see Appendix I. The lack of interactions between interstimulus 

interval and task supports (or, at least, does not contradict) the suggestion that the P2 

effect appears to be a comparable ERP correlate of meter expectancy violations in both 

language and music domains. 
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4.3.6. Experiment 5: Expertise effects 

To investigate whether musical training affected within- or cross-domain meter 

expectation ERP effects, mixed ANOVAs were conducted. A between-subjects factor 

with two levels (amateur musicians, N = 9, and non-musicians, N = 11) was added to the 

ANOVA designs for the significant N1 (music domain) and P2 (language and music 

domains) ERP effects. As in all experiments in the current thesis, the cut-off was > 1000 

hours of practice time for participants to be categorised as amateur musicians. See Table 

4.8 for descriptive statistics of each musical training group and Appendix F for the 

frequency of accumulated practice times. 

 

To investigate whether musical training affected behaviour responses, two 3 x 2 

x 2 mixed ANOVAs were carried out to investigate whether i) the percentage of errors 

participants made on the task or ii) reaction time were affected by the interstimulus 

interval (3 levels within-subjects: short 500 ms, regular 1000 ms and long 1500 ms), task 

(2 levels within-subjects: language task and music task) or musical training (2 levels 

between-subjects: amateur musicians and non-musicians). There were no interactions 

between musical training and interstimulus interval or task for either percentage of errors 

or reaction time (all ps > .05). 

Similarly, for each ERP effect, the N1 (music domain) and P2 (language and 

music domains), mixed ANOVAs (3 x 2; interstimulus interval x musical training) were 

Table 4.8 – Descriptive statistics of musical training experience for amateur musicians and non-

musicians, Experiment 5. 

Measure Amateur musicians (N = 9) Non-musicians (N = 11) 

M (SD) Range M (SD) Range 

Number of years practising 10.7 (2.9) 7–15 4.0 (2.8) 1–8 

Practice time (hours) 2894 (3246) 1560–11960 385 (353) 26–885 

Overall ability rating (1–5) 3.7 (0.9) 2–5 2.5 (0.8) 1–4 

Listening per week (hours) 19.8 (17.7) 1–56 21.8 (25.7) 1–84 
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conducted to investigate whether musical training affected the meter expectation ERP 

effects. For all ERP effects, there were no main effects or interactions associated with 

musical training (all ps > .05). 

4.3.7. Experiment 5: Discussion 

The main aim of Experiment 5 was to investigate whether meter violations elicit 

ERP effects in language and music domains and, importantly, whether there is any 

evidence of domain-general neurocognitive substrates for meter processing. The results 

show that meter violations elicited an N1 effect in the music domain. Crucially, a P2 effect 

was elicited by meter violations in both language and music domains. This P2 effect 

could indicate domain-general neurocognitive substrates for meter processing in 

language and music domains. In this discussion, the pre-stimulus effect, N1, P2 and 

expertise effects are discussed before briefly considering the wider academic 

contributions of these results.  

The pre-stimulus effects 

The within-subjects cluster-based permutation statistics identified pre-stimulus 

effects in both language and music tasks. Previous studies have identified pre-attentive 

responses to meter violations (Bouwer et al., 2014; Silva & Castro, 2019). However, in 

the current experiment, the effect seems to occur before the meter violation. The cluster-

based analysis was conducted between 0–800 ms, and the significant clusters begin 

very near to 0 ms suggesting that they started before the meter violations.  

It is currently unclear how to interpret these pre-stimulus effects. Further 

research, explicitly designed to investigate these effects, is needed. Analysis should be 

focused on sequences building meter expectancy, rather than –200 to +1000 ms relative 

to the target interstimulus interval. This approach is recommended because the pre-

stimulus effect could be a contingent negative variation (CNV) effect, which is a slow 

negative wave that builds with the anticipation of the occurrence of a stimulus 

(Kononowicz & Penney, 2016).  
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The temporal characteristics of these clusters overlap with the a-priori time 

windows for the N1 and P2 effects. As a result, there were no clear clusters associated 

with N1 or P2 effects. For ANOVA analyses involving interstimulus interval in the 

following experiments presented in this thesis, the 0 to +50 ms baseline will continue to 

be used in addition to the –200 to 0 ms pre-stimulus baseline, in attempt to test the 

validity of post-stimulus ERP effects associated with the intended meter expectancy 

violations (the onset of the final word or chord).  

N1  

In the language task, the results showed a main effect of mean amplitude for the 

interstimulus interval in the a-priori N1 time window (80–140 ms) with the –200 to 0 ms 

baseline. However, pairwise comparisons showed that this was only significant for the 

short and not for the long interstimulus intervals. Additionally, there was no significant 

effect of interstimulus interval in the 0 to +50 ms baseline analysis. As a result, there is 

not clear or strong evidence for an N1 meter violation effect in the language domain. In 

later experiments, the short 500 ms and long 1500 ms interstimulus intervals are 

combined to make an “irregular interstimulus interval” condition. Consequently, it was 

deemed inappropriate for the later experiments to investigate an N1 effect for meter 

violations in the language domains, as any significant effects of “irregular interstimulus 

interval” might be due to the short 500 ms interstimulus interval, and not both short 500 

ms and long 1500 ms interstimulus intervals. For these reasons, N1 effects for meter 

violations in the language domain are not investigated in later experiments. The N1 is 

thought to be sensitive to the attention given to the interstimulus interval. It is larger when 

attention is given compared to when it is not (Foldal et al., 2020). Therefore, future 

studies aiming to investigate the N1 effect for meter violations in the language domain 

could adopt a task that explicitly draws attention to the interstimulus interval between the 

final two stimuli, like the task in Experiment 4. 

In the music task, a clear N1 effect was elicited by meter violations. This effect 

was frontally distributed and was significant in the a-priori time window (80–140 ms) at 
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Fz. There was an increase in negativity for both irregular (short 500 ms and long 1500 

ms) interstimulus intervals compared to the regular 1000 ms interstimulus interval. This 

result is consistent with previous experiments that also found a frontal N1 effect for meter 

violations in the music domain (Fitzroy & Sanders, 2015; Habibi et al., 2014; Kober et 

al., 2015). Therefore, the N1 effect is potentially a reliable effect for meter violations in 

the music domain.  

While the current experiment does not provide clear evidence for an N1 effect in 

the language domain, it also does not provide clear evidence against it. This is 

particularly the case because the N1 is an early ERP effect, which is more prone to noise 

and measurement error than later effects (Luck, 2014). Future research should continue 

to compare N1 meter violation effects between language and music domains. 

P2  

In both language and music tasks, there was a P2 effect for meter violations. 

These P2 meter violation effects occurred between 140–260 ms after the final (target) 

word’s onset or chord (the a-priori time window). In both tasks, there was an increase in 

positive amplitude for both irregular (short 500 ms and long 1500 ms) interstimulus 

intervals compared to the regular 1000 ms interstimulus interval.  

 These findings are consistent with previous reports that a P2 effect is elicited for 

meter violations in the music domain (Neuhaus & Knösche, 2008; Raij et al., 1997). Few 

previous studies have investigated meter violations in the language domain. None 

appears to have tested interstimulus intervals, despite an underlying sense of regular 

meter playing a significant role in language comprehension (Cutler & Otake, 2002; Pitt & 

Samuel, 1990; Port, 2003). Therefore, the current study provides valuable original 

insights, suggesting that a P2 effect can occur for meter violations in the language 

domain. 

Additional analyses were carried out to compare P2 effects between language 

and music domains directly. There were no interactions between the interstimulus 
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interval and task for the P2 effect. The statistical similarity of the P2 effect between 

domains supports the case for potentially domain-general mechanisms for meter 

processing between language and music domains. Having said this, the P2 in the 

language domain had a slightly more posterior scalp topography than the P2 in the music 

domain. Distinct scalp topographies could indicate different underlying neurocognitive 

substrates. Comparisons of the topography of the P2 between language and music 

domains are revisited in section 5.3.7, Experiments 6 and 7: Test of domain-general ERP 

effects. Overall, the P2 meter violation effect, identified for both language and music 

domains in the current experiment, is a novel indication of domain-general 

neurocognitive substrates for meter processing. P2 effects are generally thought of as 

being attention-related effects (Luck, 2014) and, therefore, their apparent associations 

with meter processing in both language and music domains are consistent with the 

Dynamic Attending Theory (Jones & Boltz, 1989), which suggests that meter aids the 

efficient processing of upcoming events, by directing attention to specific time points – 

this function might not be domain-dependent. 

The scalp topography maps provided clearer insights into the spatial features of 

the P2 effect when the instantaneous amplitude difference method at 200 ms (when the 

effect was strongest, near its peak) was used, compared to the mean amplitude 

difference method (between 140–260 ms). Consequently, the instantaneous amplitude 

difference method was used for the P2 scalp topography maps in the current experiment, 

and will also be used for the following experiments presented in this thesis. To repeat, 

both methods are presented for side-by-side visual comparison in Appendix J. This 

difference in the clarity of the visualisations suggests that the mean amplitude method, 

with a time window of 140–260 ms, is perhaps not the most appropriate method for 

measuring the P2 effect. Future studies could consider shorter a-priori time windows 

around the peak (e.g., 170–230 ms), which could provide more precise insights into P2 

characteristics. Nevertheless, P2 analyses in the subsequent experiments presented in 

this thesis retain the planned 140–260 a-priori time window for ANOVA analyses, so that 

their results can be directly compared with those of the current experiment, and because 
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it is strongly recommended to stick to a-priori time windows in ERP analyses to avoid p-

hacking (Luck & Gaspelin, 2017).  

Expertise effects 

There were no within- or cross-domain effects of musical training on ERP effects 

associated with meter violations. This result contrasts with previous studies that find 

effects of musical training on N1 (Jongsma et al., 2005; Kober et al., 2015) and P2 

(Jongsma et al., 2005) amplitude for meter violations in the music domain. These 

previous studies compare professional level musicians and non-musicians. There may 

have been no expertise effects in the current experiment because amateur levels of 

musical training do not lead to cross-domain effects in these meter violation ERP effects. 

Alternatively, the distinction between amateur musicians and non-musicians in the 

current studies (> 1000 hours for amateur musicians, < 1000 hours for non-musicians) 

may not have been separate enough to detect effects. This idea is discussed in more 

detail in section 6.1.6. Because there were no expertise effects, there was no expertise-

based evidence to support the hypothesis that there are shared neural networks between 

language and music domains (Patel, 2011). 

Further contributions 

Previous studies have hypothesised that delayed presentation of chords would 

not be experienced as a violation, as delayed endings are common in music for dramatic 

effect (Zhang et al., 2019). However, both Experiment 4 and Experiment 5 suggest 

otherwise. Therefore, the current experiments have notable research implications – both 

short and long irregular interstimulus intervals can be included in investigations of meter 

violations. Not only is it possible, but perhaps it should be encouraged, to determine 

whether any effects are just due to the time of presentation (which would be seen in 

short-regular-long linear effects) or are due to expectancy violations (in which responses 

to the short and long interstimulus intervals would be different from the regular 

interstimulus intervals).  



Chapter 4 – ERP correlates of meter expectancy violations 
_____________________________________________________________________ 
 

Page | 159  
 

It should be noted that the findings of Experiment 5 do not support the existence 

of neurocognitive substrates shared only between language and music domains. In fact, 

because the P2 meter violation effect was found both for visual (language task) and 

auditory (music task) presentations of meter violations, perhaps it is likely that it might 

occur for other domains. This approach is a valuable direction for further research. For 

example, future studies could investigate whether the P2 effect also occurs for 

interstimulus interval-based meter violations in moving visual stimuli or touch sensations 

(e.g., vibrations to the participants’ hands).  

4.4. Conclusion 

The main aim of the experiments presented in Chapter 4 was to investigate 

whether there is evidence of similar ERP effects for meter violations between language 

and music domains. Experiment 4 found that regular interstimulus intervals are reliably 

rated as being “Expected”, and it successfully identified irregular interstimulus intervals 

that are reliably rated as being “Unexpected” in both language and music domains. 

Experiment 5 identified an N1 effect as a meter violation effect in the music domain. 

There was no clear evidence for an N1 effect for meter violations in the language domain, 

and this effect is not investigated further in the following experiments presented in this 

thesis. Crucially, a P2 effect occurred for meter violations in both language and music 

domains. The P2 effect could indicate domain-general neurocognitive substrates for 

meter processing in language and music domains.  

The ERP effects for meter violations found in Experiment 5 (the N1 in the music 

domain and P2 in both language and music domains) are revisited in the next chapter, 

Chapter 5 (in Experiments 6 and 7), when it is tested whether are interactions in these 

effects when each violation type is presented simultaneously with semantic, grammar 

and harmonic expectancy violations. If the P2 is replicated for meter violations in both 

language and music domains, and if it does not interact with other types of expectancy 

violations, the case for it indicating separable domain-general neurocognitive substrates 

that are specialised for meter processing could be strengthened.  
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5. Chapter 5 – Interactions in ERP 

effects for simultaneous 

expectancy violations 
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5.1. Introduction 

Chapters 3 and 4 indicated distinct ERP effects elicited by semantic, grammar 

and harmonic expectancy violations (Experiments 2 and 3) and a potentially domain-

general ERP effect elicited by meter violations (Experiment 5). In the current chapter, 

Chapter 5, it is investigated whether there are interactions in these ERP effects when 

meter violations are presented simultaneously with semantic, grammar and harmonic 

expectancy violations.  

The approach of investigating interactions in ERP effects for simultaneously 

presented expectancy violations has been taken in previous studies. These previous 

studies suggest that an absence of interactions in ERP effects supports the hypothesis 

that there are separable neurocognitive substrates underpinning the them (Gunter et al., 

2000; Wicha et al., 2004). Therefore, interactions between meter violation ERP effects 

and semantic, grammar or harmony ERP effects could provide evidence that their 

underpinning neurocognitive substrates are linked. This finding would call into question 

the existence of domain-specialised neurocognitive substrates for semantic, grammar 

and harmony processing and domain-general neurocognitive substrates that are specific 

to meter processing. 

In both Experiments 6 and 7, the task was irrelevant to the expectancy violations. 

Therefore, the task did not bias towards ERP effects based on violation type, and the 

results can be more directly compared to those of Experiments 3 and 5. In Experiment 

6, semantic and grammar expectancy violations were presented simultaneously with 

meter violations. In Experiment 7, harmonic violations were presented simultaneously 

with meter violations. As the previous experiments presented in this thesis have found 

robust ERP effects in within-subjects designs, it was of interest whether these would also 

be found in between-subjects designs. This was particularly of interest for the meter 

violations – as, although task order was counterbalanced between participants in 

Experiment 5, meter violations in one domain may have primed meter violations in the 
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other domain, affecting the neurocognitive substrates that were recruited for their 

processing.  

Additional analyses were conducted, where sample characteristics allowed9, to 

investigate the potentially moderating within- or cross-domain expertise effects of 

English language experience and musical training on significant expectancy violation 

ERP effects. Cross-domain expertise effects could indicate shared neurocognitive 

substrates between language and music domains (Patel, 2011). 

5.2. Experiment 6: Language domain experiment – simultaneous presentation 

of meter violations with semantic and grammar expectancy violations 

5.2.1. Experiment 6: Rationale and aims 

As discussed in more detail in Chapter 1 (section 1.3.4), previous studies 

investigating links between meter processing and both semantic and grammar 

processing provide mixed results. One study reported that the N400 for semantic 

violations was larger when semantic violations were presented with regular meter 

compared to when they were presented with irregular meter (Li et al., 2019). In contrast, 

Rothermich et al. (2010) report that the N400 was significantly smaller for a regular meter 

than an irregular meter. Both authors suggest that their findings might indicate shared 

neurocognitive substrates for semantic and meter processing. However, other studies 

find no interactions between meter and semantic expectancy violations in the N400 effect 

(Magne et al., 2007).  

Similarly, there are mixed findings for links between grammar and meter 

processing. An irregular meter appears to decrease performance on grammar tasks 

(Chern et al., 2018; Gordon et al., 2015). Some studies report a larger P600 for grammar 

violations presented with a regular meter than an irregular meter (Canette et al., 2020). 

Others report the opposite effect – a smaller P600 for grammar violations presented with 

 
9 In Experiment 6, there was not an even split of native (N = 14) and non-native (N = 6) speakers 
for analysis of language expertise effects. Consequently, effects of language expertise were not 
investigated in Experiment 6.  
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a regular meter compared to an irregular meter (Schmidt-Kassow & Kotz, 2009). 

Therefore, the current evidence does not provide a clear view of whether there are 

shared or separable neurocognitive substrates for meter processing and semantic or 

grammar processing. These previous studies tend not to report ERP effects associated 

with meter manipulations. Including these in analyses could provide new insights. 

5.2.2. Experiment 6: Method 

Ethics 

The University Teaching and Research Ethics Committee at The University of St 

Andrews approved this study, code PS13256 (see Appendix P).  

Participants 

Twenty university students volunteered to participate in this study (4 male, Age: 

M = 21 years, SD = 4 years, range = 18–32 years). Descriptive statistics of participants’ 

English language experience and musical training are in Table 5.1. Each testing session 

took 120 minutes, and participants were reimbursed £10. People could not sign up to 

participate in the study if they had participated in Experiment 2, 3, 4 or 5.  

 

Table 5.1 – Descriptive statistics of participants’ English language and musical training 

experience, Experiment 6. 

Experience Measure M (SD) Range 

English language  Native English speaking Native: 14, Non-native: 6 

 Onset (age in years) 1.9 (3.5) 0–10 

 English ability (rating 1–10) 9.4 (1.5) 5–10 

 % English spoken in the past year 74.9 (19.2) 35–100 

Musical training 

 

Number of years practising 6.9 (4.7) 0–14 

Practice time (hours) 2224 (2392) 0–9568 

Overall ability rating (1–5) 2.7 (1.2) 1–4 

Listening per week (hours) 12.0 (11.0) 1–50 



Chapter 5 – Interactions in ERP effects for simultaneous expectancy violations 
_____________________________________________________________________ 

Page | 164  

Apparatus 

For details of the computer set up and response keys, see section 2.2.2 Experiment 1: 

Method (Apparatus) For more information about the EEG system, see section 3.2.1 

Experiment 2: Method (Apparatus). 

Materials 

Sentences 

There were 288 sentence presentations in the main experiment. The 24 sentence 

stems from Experiments 2, 3, 4 and 5 (adapted from sentence stems by Block and 

Baldwin (2010)) were each presented with three sentence end types (standard word, 

unrelated semantic violation and grammar expectancy violation) and two types of the 

interstimulus interval between the final two words (regular 1000 ms and irregular 

500/1500 ms). For the irregular interstimulus intervals, half were short (500 ms) and half 

were long (1500 ms). Therefore, each of the 24 sentence stems was presented six times 

(see Table 5.2). These 144 sentences were presented twice: once in green and once in 

blue, making a total of 288 sentence presentations. For each sentence (presented in 

both green and blue) participants were asked either “Green?” or “Blue?”, to which they 

answered “Yes” or “No”. For the practice trials, two additional sentence stems were 

presented with each of the six presentations (see Table 5.2). 

 

Table 5.2 – The six presentation types of the 24 sentence stems.  

Sentence end type  Interstimulus interval  

Standard word and Regular (1000 ms) 

Standard word and Irregular (500/1500 ms) 

Unrelated semantic violation and  Regular (1000 ms) 

Unrelated semantic violation and Irregular (500/1500 ms) 

Grammar violation and Regular (1000 ms) 

Grammar violation and Irregular (500/1500 ms) 
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Additional materials 

See section 3.2.1 Experiment 2: Method (Materials) for details of the questions 

participants were asked to check they were reading the sentences and the Language 

Experience Questionnaire. See section 2.2.2 Experiment 1: Method (Materials) for 

details of the Musical Training Questionnaire. 

Procedure 

After participants read the information sheet and signed the consent form, they 

were prepared for EEG recording. Participants sat in an electrically shielded booth. The 

visual material was presented on a computer screen. There were 12 practice trials, with 

two presentations of each of the six presentations (refer to Table 5.2). 1000 ms after the 

onset of the final word, participants were asked whether the sentence was “Blue?” or 

“Green?” They responded “Yes” or “No” using the response keys. Participants chose 

whether they answered “Yes” with the right hand and “No” with the left (N = 12), or vice 

versa (N = 8). After the practice trials, the experimental trials began. There were 12 

blocks of 24 experimental trials each. The sentences were presented in random order 

across the 12 blocks. Participants were able to take breaks after each block. After the 

task was completed, participants answered the questions about the sentences to check 

that they had read them. They were then asked to fill in the Language Experience 

Questionnaire and the Musical Training Questionnaire. 

Analysis 

For details of the analysis and graphing software and statistical correction 

procedures used, see section 2.2.2 Experiment 1: Method (Analysis). For details of EEG 

analysis procedures and graphing methods, see section 3.2.1, Experiment 2: Method 

(Analysis). 
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Trial inclusion 

As in the previous experiments with the implicit tasks, only trials with correct 

responses given between 100–5000 ms after the onset of the question prompt were 

considered for analysis. Trials were also excluded with artefact rejection using the 

moving peak-to-peak window method after ICA correction in ERPLAB. Table 5.3 shows 

the average number of trials that were included in the analysis after the inclusion criteria 

were applied. All end types had an average of 44 or more trials included in the final 

dataset, so based on Luck’s (2014) recommendations, the final dataset had an 

acceptable signal-to-noise ratio.  

 

Analysis of ERP effects 

Cluster-based permutation statistics were run between 0–800 ms, relative to 

target stimulus onset (the onset of the final word), using the Factorial Mass Univariate 

ERP Toolbox (Fields, 2017; Groppe et al., 2011). The ANOVA analyses parameters used 

for the ERP effects are the same as in previous chapters, to allow for direct comparison 

(see Table 5.4). Refer to sections 3.2.1, Experiment 2: Method (Analysis) and 3.3.2, 

Table 5.3 – Mean (SD) number of trials included in the analysis after the inclusion criteria were 

applied in Experiment 6. The maximum possible number of trials for each of the six presentation 

types = 48.  

  Mean number of trials left (SD) 

Sentence end type Interstimulus interval  Behaviour Artefact rejection 

Standard word Regular (1000 ms) 47.3 (0.9) 44.5 (3.8) 

Standard word Irregular (500/1500 ms) 47.4 (1.0) 45.3 (2.6) 

Unrelated semantic violation Regular (1000 ms) 47.5 (0.8) 45.4 (2.2) 

Unrelated semantic violation Irregular (500/1500 ms) 47.1 (1.2) 44.0 (3.5) 

Grammar violation Regular (1000 ms) 47.6 (1.2) 45.7 (2.4) 

Grammar violation Irregular (500/1500 ms) 47.3 (0.9) 44.7 (3.8) 
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Experiment 3: Method (Analysis) for details of the N400 and P600 analysis choices and 

section 4.3.2, Experiment 5: Method for justification of the P2 analysis choices.  

 

To control the pre-stimulus effect associated with interstimulus intervals, 

discovered in Experiment 5, a post-stimulus (0 to +50 ms) baseline analysis was included 

in addition to the usual pre-stimulus (–200 to 0 ms) baseline analysis. This analysis was 

done to test the validity of meter expectancy violation effects that are associated with the 

onset of the final word (the target interstimulus interval stimulus).  

Analysis of expertise effects 

As in previous experiments, to retain statistical power to detect ERP effects, the 

ANOVAs first included all participants. Then, for any significant ERP effects, a between-

subjects factor of musical training (2 groups: amateur musicians and non-musicians) was 

added to the ANOVAs to test for expertise effects. 

5.2.3. Experiment 6: Behaviour results 

On average, participants answered 74% (SD = 27%) of the questions about the 

sentences correct, providing some evidence that they had read the sentences and were 

not just looking at the colour of the sentences. 

Table 5.4 – A-priori selected electrodes and time windows for analysis of the P2, N400 and P600 

components 

ERP component Electrode Time (ms) Violation type 

P2 Pz 140–260 Meter 

N400 Pz 300–450 Semantic 

P600 Cz 500–800 Grammar 
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Percentage of errors 

A 3 x 2 within-subjects ANOVA was conducted to investigate whether sentence 

end type (3 levels: standard word, unrelated semantic violation and grammar expectancy 

violation) or interstimulus interval (2 levels: regular (1000 ms) and irregular (500/1500 

ms) affected the percentage of errors that participants made, Figure 5.1. There was a 

main effect of interstimulus interval, F(1, 19) = 4.45, p = .048, ηp2 = 0.19, see Figure 5.1, 

right panel. There were fewer errors for the regular interstimulus interval (M = 0.95%, SD 

= 0.34%) compared to the irregular interstimulus interval M = 1.49%, SD = 0.40%). There 

was no effect of sentence end type and no interaction between interstimulus interval and 

sentence end type (ps > .05). 

 

Figure 5.1 – Mean % of errors for sentence end types and interstimulus intervals. Within-subject 

SE bars are included. 

Reaction time 

A 3 x 2 within-subjects ANOVA was carried out to investigate whether sentence 

end type (3 levels: standard word, unrelated semantic violation and grammar expectancy 

violation) or interstimulus interval (2 levels: regular (1000 ms) and irregular (500/1500 

ms) affected reaction time, see Figure 5.2. Sentence end type affected reaction time F(2, 

38) = 11.26, p < .001, ηp2 = 0.37. Participants responded faster to the standard word (M 
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= 721 ms, SD = 45 ms) than both the unrelated semantic violation (M = 764 ms, SD = 44 

ms) and the grammar expectancy violation (M = 748 ms, SD = 43 ms). There was no 

difference in reaction time between unrelated semantic and grammar expectancy 

violations (p > .05). There was no effect of interstimulus interval and no interaction 

between interstimulus interval and sentence end type (both ps > .05). 

 

Figure 5.2 – Mean reaction time (ms) for sentence end types and interstimulus intervals. Within-

subject SE bars are included. 
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5.2.4. Experiment 6: ERP results 

As in Experiment 5, there were pre-stimulus effects for the effect of interstimulus 

interval in Experiment 6, which were captured by a cluster in the within-subjects cluster-

based permutation statistics (see Table 5.5), carried out between 0–800 ms after the 

final (target) word’s onset. This effect affected the pre-stimulus baseline (–200 to 0 ms) 

for the interstimulus interval manipulation. Therefore, for all significant ERP analyses 

were also run with a post-stimulus baseline (0–50 ms), to assess the validity of the 

effects. Both baseline analyses are referred to in the results section. The results of the 0 

to +50 ms baseline analysis are in Appendix K. There were no significant clusters for the 

sentence end types (for either the standard word and semantic violation cluster analysis, 

or the standard word and grammar violation analysis) and, crucially, no significant 

clusters for the test of interactions between sentence end types and interstimulus 

interval.  

 

To investigate ERP effects, 2 x 2 within-subjects ANOVAs were conducted 

separately for semantic and grammar expectancy violations. These ANOVAs were 

conducted for each ERP effect found previously for the semantic and grammar 

expectancy violations in Experiments 2, 3 (N400, P600) and the meter violations in 

Experiment 5 (P2). The aim was to investigate whether sentence end type (2 levels: 

standard words and unrelated semantic violations or grammar expectancy violations) or 

interstimulus interval (2 levels: regular 1000 ms and irregular 500/1500 ms) elicited these 

effects and, crucially, to investigate potential interactions.  

Table 5.5 – Cluster-based permutation statistics results for the effect of the interstimulus interval, 

data collapsed across sentence word end type. 

Mass p Electrodes Temporal 
peak (ms) 

Spatial 
peak 

Extent (ms) 

4454 <.001 P1, PO3, O1, Oz, Pz, Fp2, AF4, F4, 
F6, FC4, C4, CP4, CP2, P2, P4, 
PO4, O2 

94 CP2 Start: 0 

End: 621 
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P2  

Interstimulus interval manipulations affected the mean amplitude at Pz in the P2 

time window (140–160 ms), in both analyses: semantic (F(1, 19) = 14.03, p = .001, ηp2 

= 0.43) and grammar (F(1, 19) = 18.10, p < .001 ηp2 = 0.49), see Figure 5.3. For both 

analyses, mean amplitudes were more positive for the irregular interstimulus intervals 

(semantic: M = 1.40 µV, SD = 0.24 µV and grammar: M = 1.50 µV, SD = 0.26 µV) 

compared to the regular interstimulus intervals (M = 0.53 µV, SD = 0.16 µV and M = 0.55 

µV, SD = 0.18 µV, respectively). These effects remained 

with the 0 to +50 ms baseline (see Appendix K). Crucially, 

in both analyses, there was no effect of sentence end type 

(ps > .05) and no interaction between meter violations and 

sentence end type (semantic: F(1, 19) = 0.96, p = .341, 

ηp2 = 0.05, grammar: F(1, 19) = 0.27, p = .607, ηp2 = 0.01, 

see Appendix L for 0 to +50 ms baseline result (p > .05) 

 

Figure 5.3 – P2 meter violation graphs (–200 to 0 ms baseline). Top right: Scalp topography map 

of the mean amplitude difference (µV) at 200 ms after the final (target) word’s onset. Bottom: ERP 

graphs at Pz between –200 to +400 ms for the regular and irregular interstimulus intervals, 

separate for the three sentence end types: standard (left), unrelated semantic violation (middle) 

and grammar expectancy violation (right).  
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N400  

Sentence end type, with two levels: standard words and unrelated semantic 

violations, affected the mean amplitude at Pz in the N400 time window (300–450 ms), 

F(1, 19) = 5.92, p = .025, ηp2 = 0.24, see Figure 5.4. There was an increase in negativity 

for the unrelated semantic violations (M = –0.23 µV, SD = 0.26 µV) compared to the 

standard words (M = 0.27 µV, SD = 0.27 µV). This effect was also found for the 0 to +50 

ms baseline analysis, see Appendix K. The within-subjects cluster-based permutation 

statistics identified a significant main effect cluster (mass = 847, p =.027), corresponding 

to the N400 in centroparietal areas (CP3, P1, P3, PO3, Oz, Pz, C4, CP4, CP2, P2, P4, 

PO4, O2) between 289–445 ms. No additional clusters were identified for semantic 

expectancy violations. Importantly, there was no interaction between semantic 

expectancy violations and meter violations F(1, 19) = 0.08, p = .785, ηp2 = 0.004, for 

either baseline (see Appendix L). 

 

Figure 5.4 – N400 semantic expectancy violation graphs (–200 to 0 ms baseline). Left and middle: 

Mean amplitude (µV) at Pz between –200 to +800 ms for the two sentence end types: standard 

word and unrelated semantic violations for regular 1000 ms (left) irregular 500/1500 (middle) 

interstimulus intervals. Right: Scalp topography map of the mean amplitude difference (µV) 

between 300–450 ms after the final (target) word’s onset.  
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P600  

Sentence end type, with two levels: standard words and grammar violations, 

affected the mean amplitude at Cz in the P600 time window (500–800 ms after the final 

(target) word’s onset), F(1, 19) = 4.63, p = .045, ηp2 = 0.20, see Figure 5.5. The mean 

amplitude was more positive for grammar expectancy violations (M = –0.04 µV, SD = 

0.17 µV) compared to the standard words (M = –0.73 µV, SD = 0.30 µV). This effect was 

also found for the 0 to +50 ms baseline analysis, see Appendix K. The within-subjects 

cluster-based permutation statistics did not identify any significant clusters associated 

with the grammar expectancy violations. Critically, there was no interaction between 

grammar expectancy violations and meter violations, F(1, 19) = 0.32, p = .580, ηp2 = 

0.02, see Appendix L for 0 to +50 ms baseline interaction result (p > .05). 

 

Figure 5.5 – P600 grammar expectancy violation graphs (–200 to 0 ms baseline). Left and middle: 

Mean amplitude (µV) at Cz between –200 to +800 ms for the two sentence end types: standard 

word and grammar expectancy violation for the regular 1000 ms (left) and irregular 500/1500 ms 

(middle) interstimulus intervals. Right: Scalp topography map of the mean amplitude difference 

(µV) between 500–800 ms after the final (target) word’s onset.  
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5.2.5. Experiment 6: Expertise effects 

Analysis of expertise effects, measured by English language experience was not 

deemed appropriate in Experiment 6, because the numbers of native (N = 14) and non-

native (N = 6) speakers was too unequal. As planned, additional analyses were carried 

out to investigate whether musical training affected the within- and cross-domain meter 

expectation ERP effects. A between-subject factor with two levels (amateur musicians, 

N = 12, and non-musicians, N = 8) was added to the ANOVA designs for the significant 

ERP effects. The cut-off was > 1000 hours of practice time for participants to be 

categorised as amateur musicians (see Table 5.6 for descriptive statistics of each 

musical training group, and Appendix F for the frequency of accumulated practice times). 

 

To investigate whether musical training affected behaviour responses, within-

subjects ANOVAs (3 x 2 x 2) were carried out to investigate whether sentence end type 

(3 levels: standard word, unrelated semantic violation and grammar expectancy 

violation), interstimulus interval (2 levels: regular 1000 ms or irregular 500/1500 ms) or 

musical training (2 groups: amateur musicians or non-musicians) affected the 

percentage of errors participants made on the task or reaction time. There were no main 

effects or interactions between musical training and sentence end type or interstimulus 

interval for the percentage of errors or reaction times (all ps > .05). 

Table 5.6 – Descriptive statistics of musical training experience for amateur musicians and non-

musicians, Experiment 6 

Measure Amateur musicians (N = 12) Non-musicians (N = 8) 

M (SD) Range M (SD) Range 

Number of years practising 9.3 (3.0) 5–14 3.3 (4.6) 0–11 

Practice time (hours) 3573 (2211) 1196–9568 201 (229) 0–620 

Overall ability rating (1–5) 3.3 (1.0) 1–4 1.8 (0.9) 1–3 

Listening per week (hours) 11.8 (6.8) 4–28 12.4 (15.9) 1–50 
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For the ERP analysis, within-subjects ANOVAs were conducted to investigate 

whether musical training affected the significant ERP effects: the N400 (semantic), P600 

(grammar), P2 (meter). There were no main effects or interactions associated with 

musical training (all ps > .05). 

5.2.6. Experiment 6: Discussion 

The main aim of Experiment 6 was to investigate whether ERP effects for 

semantic and grammar expectancy violations are affected when presented 

simultaneously with meter violations, and vice versa. The behavioural results showed no 

interactions, which was expected because the task was implicit. It was necessary to look 

at the ERP effects to investigate whether there were interactions for simultaneously 

presented expectancy violations. The results showed that most language-based ERP 

effects found in previous chapters were robust. The N400 was found for semantic 

expectancy violations, the P600 for grammar expectancy violations and the P2 for meter 

violations. All three effects were not affected by the simultaneous presentation of meter 

and semantic/grammar expectancy violations. These results suggest that, at least to an 

extent, neurocognitive processes involved in meter processing are separable from those 

involved in semantic and grammar processing. The results are discussed in more detail 

below. 

Pre-stimulus effect 

As in Experiment 5, the cluster-based permutation statistics identified pre-

stimulus effects associated with interstimulus interval. Again, the temporal 

characteristics of these large clusters overlap with the a-priori time window for the P2 

effect, meaning that there are no clear clusters associated with the P2 effect. This pre-

stimulus effect was not present in the analysis for the semantic expectancy violations 

and the grammar expectancy violations. Therefore, although it is still not clear how to 

interpret the pre-stimulus effect, it appears to be specific to the interstimulus interval 

manipulations, and does not, for example, seem to be due to a preprocessing issue. All 

ERP analyses were run with a post-stimulus (0 to +50 ms) baseline in addition to the 
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pre-stimulus (–200 to 0 ms baseline), and all were significant with both baselines. Thus, 

the analyses support the validity of these ERP effects despite the unexplained pre-

stimulus effect.  

P2  

There was a P2 effect for meter violations in the language domain. The P2 effect 

is an increase in positive amplitude for irregular interstimulus intervals between the final 

two words of a sentence compared to regular interstimulus intervals during the a-priori 

time window (140–260 ms after the final (target) word’s onset). This P2 effect is similar 

to the one identified for meter violations in the language domain in Experiment 5, 

although in the current experiment, it has a slightly more anterior scalp topography 

distribution. Previous research has not investigated P2 effects for meter violations in the 

language domain. While Experiment 5 presented the meter violations in the language 

domain in a within-subjects design alongside those in the music domain Experiment 6 

presented them in the language domain alone. It was deemed important to test whether 

the P2 effect occurred for language stimuli in a between-subjects design in Experiment 

6 in case the within-subject design affected the neurocognitive substrates that were 

recruited. Together, the current experiments (Experiments 5 and 6) provide a novel 

contribution to the literature, suggesting that the P2 effect occurs for meter violations in 

the language domain.  

N400  

The N400 effect was elicited by semantic expectancy violations, confirming that 

the N400 effect found in Experiments 2 and 3 is robust. The N400 had similar, 

centroparietal, scalp topography in all three experiments. This result is consistent with 

previous studies that report N400 effects for semantic expectancy violations (Gutierrez 

et al., 2012; Kamp et al., 2015; Kutas & Federmeier, 2010; Kutas & Hillyard, 1983; 

Moreno & Vázquez, 2011; Nigam et al., 1992; Rommers et al., 2013; Tiedt et al., 2020). 

As in Experiments 2 and 3, the N400 effect was characterised by an increase in negative 

amplitude for semantically unrelated words compared to standard words during the a-
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priori time window (300–450 ms after the final (target) word’s onset). The cluster-based 

permutation statistics identified a significant cluster that corresponded to the N400 effect. 

As in Experiments 2 and 3, this cluster confirmed that the a-priori time window of 300–

450 ms is suitable for investigating the N400 effect, as the temporal extent of the cluster 

fell mainly within this time window (289–445 ms).  

P600  

A P600 effect was elicited by grammar expectancy violations. It has similar 

characteristics, such as central scalp topography, in Experiments 2, 3 and 6. The P600 

has also been reported for grammar expectancy violations in several previous studies 

(Hahne et al., 2012; Mehravari et al., 2015; Osterhout & Holcomb, 1992). The P600 effect 

was characterised by a central increase in positive amplitude for grammar expectancy 

violations compared to standard words between 500–800 ms after the final (target) 

word’s onset (the a-priori time window). Unlike Experiments 2 and 3, the cluster-based 

permutation statistics did not identify any clusters associated with grammar expectancy 

violations. This could be due to the more complex experimental design (as grammar 

expectancy violations were combined with meter violations, instead of being presented 

on their own). The significant clusters associated with interstimulus intervals were large, 

therefore smaller clusters (like that associated with the P600) were unlikely to be 

detected.  

Interactions between interstimulus interval and sentence end type 

There were no interactions between interstimulus interval and sentence end type, 

for any of the ERP effects (P2 for meter violations, N400 for semantic violations or P600 

for grammar violations). Therefore, the results suggest that meter processing is, at least 

to an extent, separable from semantic and grammar processing. Some previous studies 

have reported reduced N400 and P600s when semantic and grammar expectancy 

violations were presented simultaneously with irregular meter (Canette et al., 2020; 

Rothermich et al., 2010), others report increased effects (Li et al., 2019; Schmidt-Kassow 

& Kotz, 2009) and others, like the current experiment, reported no difference (Magne et 
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al., 2007). Interactions in the N400 semantic and P600 grammar violation effects require 

further investigation, perhaps with several types of meter and rhythm violation presented 

within the same study, so that more confident conclusions about neurocognitive overlap 

between meter processing and semantic and grammar processing can be made. 

Although further testing is required, the current evidence suggests that the mechanisms 

involved in processing irregular inter-stimulus intervals that are indicated by the P2 effect 

are specialised for meter processing.  

Expertise effects 

As in the previous experiments that adopted implicit tasks in this thesis 

(Experiments 3 and 5), there were no expertise effects associated with any type of 

expectancy violations effects (behavioural or ERP) in Experiment 6. Therefore, there was 

no evidence of cross-domain expertise effects from musical expertise to processing of 

language-based expectancy violations, which may have indicated shared neurocognitive 

substrates between language and music domains. Like in the previous experiments, it is 

possible that the distinction between amateur musicians and non-musicians (> 1000 

hours for amateur musicians, < 1000 hours for non-musicians) did not create a large 

enough difference in musical training between groups that would be needed to detect 

expertise effects. This idea is discussed in more detail in section 6.1.6. 

Conclusion 

Experiment 6 showed that the P2 effect for meter violations in the language 

domain, the N400 effect for semantic expectancy violations and the P600 effect for 

grammar expectancy violations are robust. There were no interactions in these ERP 

effects when meter and semantic, or grammar expectancy violations were presented 

simultaneously. Overall, the results support the hypothesis that the proposed “domain-

specialised” (N400 for semantic expectancy violations and P600 for grammar 

expectancy violations) and “domain-general” (P2 for meter violations) neurocognitive 

substrates exist and are, at least to an extent, separable. The next experiment, 
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Experiment 7, investigates whether there are interactions in ERP effects for meter and 

harmony expectancy violations when they are presented simultaneously.  

5.3. Experiment 7: Music domain experiment – simultaneous presentation of 

meter and harmonic expectancy violations 

5.3.1. Experiment 7: Rationale and aims 

As discussed in detail in Chapter 1, section 1.3.4, the current evidence suggests 

that there might be separable neurocognitive substrates for meter and some aspects of 

music processing. Most previous evidence suggests a separation between 

neurocognitive substrates involved in meter and pitch processing (Midorikawa et al., 

2003; Peretz & Coltheart, 2003; Peretz & Hyde, 2003; Peretz & Zatorre, 2005; Phillips-

Silver et al., 2013; Vignolo, 2003). However, there is also evidence focussing on 

harmony. In contrast to pitch, previous evidence suggests that there could be shared 

neurocognitive substrates for meter and harmony processing. For example, harmonically 

expected target chords have been judged as being better fitting (Schmuckler & Boltz, 

1994) and more complete (Tillmann & Lebrun-Guillaud, 2006) when they were played 

with a regular meter compared to an irregular meter. Likewise, Jung et al. (2015) found 

that a metrically regular presentation of harmonic expectancy violations decreased 

reaction times to their correctness judgements, compared to an irregular meter. 

Zhang et al. (2019) presented chord progressions in which the final two chords 

were harmonically expected or created harmonic suspense. The chord progressions 

either provided a sense of harmonic closure (the final two chords were V–I, a perfect 

cadence), or harmonic suspense (the final two chords were I–IV). They were presented 

either in a regular meter in relation to the rest of the chord progression (one chord every 

600 ms) or slightly earlier (524 ms after the penultimate chord). The N500 effect was 

only found for harmonic expectancy violations when the meter was regular, and not when 

the meter was irregular. Therefore, there is previous evidence of an interaction in an ERP 

effect associated with harmonic violations when they were simultaneously presented 

with meter violations. In Zhang et al.’s (2019) study, is not clear what the effects were for 
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meter violations separately. Therefore, it is possible that there were two separate 

components with overlapping scalp topography: one for harmonic tension (the N500) 

and one for meter violations. If this were the case, the N500 effect might not be detected 

in the simultaneous presentation design, but the results would not necessarily suggest 

shared neurocognitive substrates between meter and harmonic processes. With this in 

mind, in Experiment 7, ERP effects are presented separately for meter and harmonic 

violations, as well as testing for interactions. 

Experiment 7 was designed to investigate whether ERP effects associated with 

meter violations (N1 and P2) and harmonic expectancy violations (P300) interact when 

the two violation types are presented simultaneously. While Zhang et al. (2019) 

investigated interactions between meter and harmonic processes for chords that created 

harmonic tension, eliciting the N500 effect, Experiment 7 aimed to investigate 

interactions between meter and harmonic processes for harmonic violations, which elicit 

the P300 effect. Based on the results of Zhang et al. (2019), it was predicted that irregular 

interstimulus intervals would reduce the P300 harmonic expectancy violation effect.  

Janata et al. (2002) found that temporal asynchrony judgements for a target 

chord were less accurate when the chord was preceded by harmonically unrelated 

chords compared to when the chord was preceded by chords in the same key 

(harmonically expected).Based on these results, it was tentatively predicted that the N1 

and P2 meter violation effects would be reduced when meter violations were 

simutaneously presented with harmony violations. 

5.3.2. Experiment 7: Method 

Ethics 

The University Teaching and Research Ethics Committee at The University of St 

Andrews approved this study, code PS13256 (see Appendix P).  
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Participants 

Twenty-three university students volunteered to participate in this study. The data 

of three participants were not used for analysis due to technical issues during EEG 

recording. The final N = 20 (4 male, Age: M = 22 years, SD = 5 years, range = 18–38 

years). Descriptive statistics of participants’ English language and musical training 

experience are in Table 5.7. Each testing session took 120 minutes, and participants 

were reimbursed £10. People could not sign up to participate in the study if they had 

participated in Experiment 1, 2, 3, 4 or 5.  

Apparatus 

For details of the computer set up and response keys, see section 2.2.2 

Experiment 1: Method (Apparatus). For details of the EEG system, see section 3.2.1 

Experiment 2: Method (Apparatus). 

Materials 

Chord progressions 

There were 192 chord progression presentations in the main experiment. The 24 

chord progression stems from Experiments 2, 3, 4 and 5 (adapted from chord 

Table 5.7 – Descriptive statistics of participants’ English language and musical training 

experience, Experiment 7. 

Experience Measure M (SD) Range 

English language  Native English speaking Native: 9, Non-native: 11 

 Onset (age in years) 2.7 (3.0) 0–8 

 English ability (rating 1–10) 9.4 (0.9) 7–10 

 % English spoken in the past year 67.5 (27.2) 5–100 

Musical training 

 

Number of years practising 8.6 (5.4) 0–19 

Practice time (hours) 1630 (1504) 0–4498 

Overall ability rating (1–5) 3.1 (1.1) 1–4 

Listening per week (hours) 18.5 (13.8) 1–50 
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progressions presented in Bach-Gesellschaft (1892)) were used. For this experiment, 

they were presented with two chord progression end types (tonic (I) and unrelated 

harmony) and two types of the interstimulus interval between the final two chords (regular 

1000 ms and irregular 500/1500 ms). For the irregular interstimulus intervals, half were 

short (500 ms) and half were long (1500 ms). Therefore, each of the 24 chord 

progression stems was presented four times (see Table 5.8). These 96 chord 

progressions were presented twice: once played by the piano and once played by the 

organ. For each chord progression (played by both piano and organ), participants were 

asked whether it was played by the “Piano?” or “Organ?”, to which they answered “Yes” 

or “No”. 

 

Additional materials 

See section 3.2.1 Experiment 2: Method (Materials) for details of the Language 

Experience Questionnaire. See section 2.2.2 Experiment 1: Method (Materials) for 

details of the Musical Training Questionnaire. 

Procedure 

After participants read the information sheet and signed the consent form, they 

were prepared for EEG recording. Participants sat in an electrically shielded booth. 

Auditory material was presented over loudspeakers, and the questions (“Piano?” and 

“Organ?”) were presented visually on a computer screen. 

Table 5.8 – The four presentation types of the 24 chord progression stems.  

Chord progression end type  Interstimulus interval  

Tonic (I) and Regular (1000 ms) 

Tonic (I) and Irregular (500/1500 ms) 

Unrelated harmony and  Regular (1000 ms) 

Unrelated harmony and Irregular (500/1500 ms) 
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There were 12 practice trials, with three presentations of each of the four 

presentations (refer to Table 5.8). 1000 ms after the final word or chord onset, 

participants were asked whether the progression was played by the “Piano?” or 

“Organ?”. They responded “Yes” or “No“ using the response keys. Participants chose 

whether they answered “Yes” with the right hand and “No” with the left (N = 13), or vice 

versa (N = 7).  

After the practice trials, the experimental trials were presented. There were eight 

blocks of 24 experimental trials. The sentences were presented in random order across 

the eight blocks. Participants were able to take breaks after each block. After the task 

was completed, participants were asked to fill in the Language Experience Questionnaire 

and the Musical Training Questionnaire. 

Analysis 

For details of the analysis and graphing software and statistical correction 

procedures used, see section 2.2.2 Experiment 1: Method (Analysis). For details of EEG 

analysis procedures, see section 3.2.1 Experiment 2: Method (Analysis). 

Trial inclusion 

As in the previous experiments with the implicit tasks, only trials with correct 

responses given between 100–5000 ms after the onset of the question prompt were 

considered for analysis. Trials were also excluded with artefact rejection using the 

moving peak-to-peak window method after ICA correction in ERPLAB. Table 5.9 shows 

the average number of trials that remained per condition after the inclusion criteria were 

applied. All end types had an average of 42 or more trials included in the final dataset, 

so based on Luck’s (2014) recommendations, the final dataset had an acceptable signal-

to-noise ratio.  
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Analysis of ERP effects 

Cluster-based permutation statistics were run between 0–800 ms relative to the 

onset of the final chord, with the Factorial Mass Univariate ERP Toolbox (Fields, 2017; 

Groppe et al., 2011). The ANOVA analyses parameters used for the ERP effects are the 

same as in previous chapters to allow direct comparison (see Table 5.10). Refer to 

sections 3.2.1 Experiment 2: Method 4.3.2 (Analysis) and 3.3.2, Experiment 3: Method 

(Analysis) for justification of the P300 analysis choices and section 4.3.2 Experiment 5: 

Method (Analysis) for justification of the N1 and P2 analysis choices.  

 

To control the pre-stimulus effect that was discovered in Experiment 5, a post-

stimulus baseline (0 to +50 ms) analysis was included in addition to the usual pre-

stimulus (–200 to 0 ms) baseline analysis, in attempt to test the validity of effects 

associated with the onset of the final chord (the target chord). 

Table 5.9 – Mean (SD) number of trials included in the analysis after the inclusion criteria were 

applied 7. The maximum possible number of trials for each of the four presentation types = 48.  

  Mean number of trials left (SD) 

Chord progression end type Interstimulus interval  Behaviour Artefact rejection 

Tonic (I) Regular (1000 ms) 46.1 (2.2) 43.3 (4.3) 

Tonic (I) Irregular (500/1500 ms) 46.1 (1.7) 43.2 (4.1) 

Unrelated harmony Regular (1000 ms) 46.3 (2.0) 43.2 (3.8) 

Unrelated harmony Irregular (500/1500 ms) 45.4 (2.8) 42.3 (4.8) 

Table 5.10 – A-priori selected electrodes and time windows for analysis the N1, P2 and P300 

components 

ERP component Electrode Time (ms) Violation type 

N1 Fz 80–140 Meter 

P2 Pz 140–160  Meter 

P300 Fz 250–400 Harmonic 
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Analysis of expertise effects 

As in the previous experiments, to retain statistical power to detect ERP effects, 

the analyses first included all participants. Then, for any significant ERP effects, two 

between-subjects factors, English language experience (2 levels: native and non-native 

speakers) and musical training (2 levels: amateur musicians and non-musicians) were 

added to the ANOVAs to test for expertise effects.  

5.3.3. Experiment 7: Behaviour results  

Percentage of errors 

Two 2 x 2 within-subjects ANOVAs investigated whether chord progression end 

type (2 levels: tonic (I) and unrelated harmony) or interstimulus interval (2 levels: regular 

(1000 ms) and irregular (500/1500 ms) affected the percentage of errors or reaction 

times. There were no main effects or interactions of chord progression end type or 

interstimulus interval on the percentage of errors participants made (ps > .05), see Figure 

5.6.  

 

Figure 5.6 – Mean % of errors for chord progression end types and interstimulus intervals. Within-

subject SE bars are included. 
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Reaction time 

Chord progression end type affected reaction time F(1, 19) = 10.48, p = .004, ηp2 

= 0.36. Reaction time was faster for the tonic (I) chord (M = 794 ms, SD = 74 ms) 

compared to the unrelated harmony chord (M = 841 ms, SD = 75 ms), see Figure 5.7, 

left panel. There were no other significant effects or interactions for reaction time (all ps 

> .05). 

 

Figure 5.7 – Mean reaction time (ms) for chord progression end types and interstimulus intervals. 

Within-subject SE bars are included. 
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5.3.4. Experiment 7: ERP results 

As in Experiments 5 and 6, there was an additional pre-stimulus effect for the 

effect of interstimulus interval in Experiment 7, which was captured by two clusters in the 

within-subjects cluster-based permutation statistics (see Table 5.11), carried out 

between 0–800 ms after the final (target) chord’s onset. This effect affected the pre-

stimulus baseline (–200 to 0 ms) for the interstimulus interval manipulation. As planned, 

all significant ERP effects for the interstimulus interval, analyses were also run with a 

post-stimulus baseline (0 to +50 ms) to test their validity. Both baseline analyses are 

referred to in the results section. The results of the 0 to +50 ms baseline F tests are in 

Appendix M. There were no significant clusters associated with harmonic expectancy 

violations (tonic (I) or unrelated harmony) and, crucially, no significant interactions 

between harmonic expectancy violations and meter violations. Therefore, these clusters 

appear to be specific to the inter-stimulus interval manipulation. 

 

To investigate ERP effects, within-subjects 2 x 2 within-subjects ANOVAs were 

conducted for each ERP effect previously found for harmonic expectancy violations in 

Experiments 2 and 3 (P300) and meter violations in Experiment 5 (N1 and P2). These 

analyses were designed to investigate whether chord progression end type (2 levels: 

tonic (I) and unrelated harmony) or interstimulus interval (2 levels: regular 1000 ms and 

irregular 500/1500 ms) elicited these effects and, crucially, to investigate potential 

interactions.  

Table 5.11 – Cluster-based permutation statistics results for the effect of interstimulus interval 

(data collapsed across harmonic end types).  

Mass p Electrodes Temporal 
peak (ms) 

Spatial 
peak 

Extent 
(ms) 

4652 <.001 TP7, P1, P5, P7, PO7, O1, Oz, Pz, F4, 
FC4, FC2, C4, C6, T8, TP8, CP6, CP4, 
CP2, P2, P4, P6, P8, PO8, PO4, O2 

156 CP4 Start: 16 

End: – 

3212 .001 Fp1, AF7, AF3, F1, F3, F5, F7, FT7, FC5, 
FC3, FC1, C3, T7, TP7, CP3, P7, Fpz, 
Fp2, AF4, Fz, F2, F4, F6, FC4, FC2 

141 F3 Start: 23 

End: – 
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N1  

Interstimulus interval manipulations affected the mean amplitude at Fz in the N1 

time window (80–140 ms after the final (target) chord’s onset) F(1, 19) = 5.03, p = .037, 

ηp2 = 0.21, see Figure 5.8. The mean amplitude was more negative for the irregular 

(500/1500ms) interstimulus interval (M = –0.51 µV, SD = 0.17 µV) compared to the 

regular interstimulus interval (M = –0.01 µV, SD = 0.18 µV). This effect was also 

significant with the 0 to +50 ms baseline, F(1, 19) = 7.02, p = .016, ηp2 = 0.27, see 

Appendix M. There was no effect of chord progression end type, F(1, 19) = 0.52, p = 

.478, ηp2 = 0.03, and no interactions between interstimulus interval and chord 

progression end type, F(1, 19) = 0.62 p = .443, ηp2 = 0.03, see Appendix N for the 0 to 

+50 ms baseline interaction result (p > .05). 

 

Figure 5.8 – N1 language meter violation graphs (–200 to 0 ms baseline). Left and middle: ERP 

graphs at Fz between –200 to +200 ms for the regular and irregular interstimulus intervals, 

separate for the two chord progression end types: tonic (I) (left) and unrelated harmony (middle). 

Right: Scalp topography map of the mean amplitude difference (µV) between 80–140 ms after 

the final (target) chord’s onset.  
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P2 

Interstimulus interval manipulations affected the mean amplitude at Pz in the P2 

time window (140–260 ms after the final (target) chord’s onset) F(1, 19) = 10.34, p = 

.005, ηp2 = 0.35, see Figure 5.9. The mean amplitude was more positive for the irregular 

(500/1500 ms) interstimulus interval (M = 0.74 µV, SD = 0.20 µV) compared to the regular 

interstimulus interval (M = 0.27 µV, SD = 0.17 µV). With the 0 to +50 ms baseline, this 

effect was not significant, but the trend remained, p = .086, see Appendix M. There was 

no effect of chord progression end type, F(1, 19) = 0.82, p = .376, ηp2 = 0.04, and no 

interactions between interstimulus interval and chord progression end type, F(1, 19) = 

0.31, p = .587, ηp2 = 0.02, see Appendix N for the 0 to +50 ms baseline interaction result 

(p > .05). 

 

Figure 5.9 – P2 language meter violation graphs (–200 to 0 ms baseline). Left and middle: ERP 

graphs at Pz between –200 to +400 ms for the regular and irregular interstimulus intervals, 

separate for the two chord progression end types: tonic (I) (left) and unrelated harmony (middle). 

Right: Scalp topography map of the mean amplitude difference (µV) at 200 ms after the final 

(target) chord’s onset.  
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P300  

A trend (not significant at the p < .05 level) suggested that the different harmonic 

endings had some effect on the mean amplitude at Fz in the P300 time window (250–

400 ms after the final (target) chord’s onset) F(1, 19) = 4.10, p = .057, ηp2 = 0.35, see 

Figure 5.10. The mean amplitude tended to be more positive for the unrelated harmony 

chords (M = –0.05 µV, SD = 0.24 µV) compared to the tonic (I) chords (M = –0.52 µV, 

SD = 0.20 µV). This effect was also significant with the 0 to +50 ms baseline, see 

Appendix M. Within-subjects cluster-based permutation statistics did not identify any 

significant clusters associated with harmonic expectancy violations. Crucially, there were 

no interactions between chord progression type and interstimulus interval, F(1, 19) = 

0.96, p = .340, ηp2 = 0.05, see Appendix N for the 0 to +50 ms baseline interaction result 

(p > .05). 

 

Figure 5.10 – P300 harmonic expectancy violation graphs (–200 to 0 ms baseline). Left and 

middle: Mean amplitude (µV) at Fz for the tonic(I) and unrelated harmony chord progression end 

types for the regular 1000 ms (left) and irregular 500/1500 ms interstimulus intervals. Right: Scalp 

topography map of the mean amplitude difference (µV) between 250–400 ms after the final 

(target) chord’s onset.  
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5.3.5. Experiment 7: Expertise effects 

As planned, additional analyses were carried out to investigate whether musical 

training or English language experience affected within- or cross-domain effects. Two 

between-subject measures were included in the ANOVA designs: English language 

experience (2 groups: 9 native and 11 non-native English speakers) and musical training 

(2 groups: twelve amateur musicians and eight non-musicians). For descriptive statistics 

of English language experience for native and non-native speakers, see Table 5.12. For 

musical training experience, the cut-off was > 1000 hours of practice time for participants 

to be categorised as amateur musicians and < 1000 hours of practice time for non-

musicians. See Table 5.13 for descriptive statistics of each musical training group, and 

Appendix F for the frequency of accumulated practice times. 

 

 

Table 5.12 – Descriptive statistics of English language experience for native and non-native 

speakers, Experiment 7 

Measure Native speakers (N = 9) Non-native speakers (N = 11) 

M (SD) Range M (SD) Range 

Onset learning English (years) 0.0 (0.0) 0  5.0 (2.2)  2–8 

Overall ability rating (1–10) 10.0 (0.0) 10 8.9 (0.9) 7–10 

% time speaking English 86 (17) 60–100 52 (25) 5–80 

Table 5.13 – Descriptive statistics of musical training experience for amateur musicians and non-

musicians, Experiment 7 

Measure Amateur musicians (N = 12) Non-musicians (N = 8) 

M (SD) Range M (SD) Range 

Number of years practising 12.1 (2.2) 8–19 3.3 (3.5) 0–10 

Practice time (hours) 2552 (1248) 1040–4498 247 (230) 0–624 

Overall ability rating (1–5) 3.6 (0.7) 2–4 2.4 (1.3) 1–4 

Listening per week (hours) 16.6 (9.1) 2–28 32.4 (19.2) 1–50 
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To investigate whether musical training affected behaviour responses, mixed 

measures ANOVAs (2 x 2 x 2 x 2) were carried out to investigate whether chord 

progression end type (3 levels: tonic (I) and unrelated harmony), interstimulus interval (2 

levels: regular 1000 ms or irregular 500/1500 ms), musical training (2 groups: amateur 

musicians or non-musicians) or English language experience (2 groups: native and non-

native) affected the percentage of errors participants made on the task or reaction time. 

There were no interactions between musical training and sentence end type or 

interstimulus interval for the percentage of errors or reaction times (all ps > .05). 

For the ERP analysis, within-subjects ANOVAs were conducted to investigate 

whether musical training or English language experience affected the significant ERP 

effects: the P300 (harmony), N1 (meter) or P2 (meter). There were no main effects or 

interactions associated with musical training or English language experience (all ps > 

.05). 

5.3.6. Experiment 7: Discussion 

The main aim of Experiment 7 was to investigate whether ERP effects for 

harmonic expectancy violations are affected when they are presented simultaneously 

with meter violations and vice versa. The behavioural results showed no interactions, 

which was expected because the task was implicit. It was necessary to look at the ERP 

effects to investigate whether there were interactions for simultaneously presented 

expectancy violations. The results show that the N1 and P2 effects occurred for meter 

violations, and the P300 effect occurred for harmonic expectancy violations. These 

results demonstrate the reliability of these ERP effects, which were also found in 

Experiments 2, 3 and 5. Crucially, these ERP effects were not affected by the 

simultaneous presentation of meter and harmonic expectancy violations. Overall, these 

results support the idea that neurocognitive substrates involved in meter processing are 

at least somewhat separable from those involved in harmony processing.  
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Pre-stimulus effect 

As in Experiment 5, the cluster-based permutation statistics identified pre-

stimulus effects associated with interstimulus interval. Again, the temporal 

characteristics of these large clusters overlap with the a-priori time window for the N1 

and P2 effects, and there are no clear clusters associated with these effects. This pre-

stimulus effect was not present in the analysis for the harmonic expectancy violations. 

Therefore, although it is still not clear how to interpret the pre-stimulus effect, it appears 

to be specific to the interstimulus interval manipulations. All ERP analyses were run with 

a post-stimulus 0 to +50 ms baseline in addition to the pre-stimulus –200 to 0 ms 

baseline. All ERP effects were significant with both baselines. As a result, there is 

evidence to support that the reported ERP effects associated with metric violations (the 

N1 and P2) are valid, despite this unexplained pre-stimulus effect.  

N1 

As in Experiment 5, an N1 effect was elicited by meter violations in the music 

domain. There was an increase in negativity for irregular interstimulus intervals between 

the final two chords compared to regular interstimulus intervals. The N1 effect was 

frontally distributed and occurred between 80–140 ms after the final (target) chord’s 

onset (the a-priori time window). Similar N1 effects have been reported for different types 

of meter violations in the music domain in previous studies (Fitzroy & Sanders, 2015; 

Habibi et al., 2014; Kober et al., 2015). The results of Experiment 5 and the current 

experiment, Experiment 7, supports that the N1 effect is a reliable effect for meter 

violations in the music domain. 

P2  

As in Experiment 5, there was a P2 effect for meter violations in the music 

domain. It was characterised by an increase in positivity for irregular interstimulus 

intervals between the final two chords of the chord progressions compared to regular 

interstimulus intervals in the a-priori time window (140 –260 ms after the final (target) 
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chord’s onset). Similar P2 effects are reported in previous studies, which have created 

meter violations in the music domain in various ways (Neuhaus & Knösche, 2008; Raij 

et al., 1997). Therefore, the P2 effect identified in the current experiments (Experiments 

5 and 7) appears to be a reliable effect for meter violations in the music domain.  

P300 

The P300 effect for harmonic expectancy violations was not statistically 

significant but a trend (p = .057), alongside the ERP and scalp topography maps, suggest 

harmonic expectancy violations elicited a P300 effect. It was characterised by an 

increase in positivity for unrelated harmony chords compared to tonic (I) chords in the a-

priori time window (250–400 ms). This P300 effect is similar to those found in 

Experiments 2 and 3, suggesting that it is a reliable harmonic expectancy violation effect 

for the harmonic expectancy violations that were chosen due to the results of Experiment 

1. In all current three experiments, it had similar, frontal, scalp topography. Previous 

studies have reported similar P300 effects for harmonic violations (Beisteiner et al., 1999; 

Carrión & Bly, 2008; Janata, 1995; Loehr et al., 2013). 

Unlike in Experiments 2 and 3, the P300 was not statistically significant at the p 

< .05 level in the current experiment, and the within-subjects cluster-based permutation 

statistics did not identify any clusters associated with harmonic expectancy violations. 

This could be because the experimental design was more complicated (as harmonic 

expectancy violations were combined with meter violations, instead of being presented 

on their own), and this may have reduced their saliency. The clusters associated with 

interstimulus intervals are likely to be due to an unexplained pre-stimulus effect, and, 

therefore, smaller clusters, like the one associated with the P300, were unlikely to be 

detected.  

Interactions between interstimulus interval and harmonic end type 

There were no interactions between interstimulus interval and harmonic end type 

for any of the ERP effects (N1 and P2 for meter violations, or P300 for harmonic 
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expectancy violations). Consequently, the neurocognitive substrates involved in meter 

and harmony processing appear to be, at least to an extent, separable. This finding could 

be considered alongside the model of the modularity of music processing proposed by 

Peretz and Coltheart (2003), which suggests that pitch and meter information are 

processed separately. It is possible that this model could extend to from pitch to some 

types of harmony processing. Similar to how Besson et al. (1998) proposed an additive 

model of semantic and harmony processing when there were no interactions for 

simultaneous presentations of semantic and harmonic expectancy violations in the N400 

and P300 effects, based on the current results, one might propose an additive model for 

meter and harmonic processing, at least in terms of the neurocognitive substrates 

indicated by the current ERP effects. 

While Zhang et al. (2019) report that the N500 effect elicited by harmonically 

suspenseful stimuli was affected by simultaneous presentation with meter violations, the 

current study suggests that the P300 effect elicited by harmonically unexpected chord 

progression endings that do not create suspense is not affected in the same way. 

Perhaps harmonically suspenseful stimuli interact with meter violations due to the 

temporal nature of both types of stimuli. For harmonic tensions, participants may 

anticipate that a resolution will occur over time. Therefore, the neurocognitive substrates 

indicated by the N500 effect may be involved in temporal processes, which could explain 

the interaction reported by Zhang et al. (2019). In contrast, for the current unexpected 

harmonic endings, participants do not anticipate further stimuli. This hypothesis could 

explain the differences between Zhang et al.’s (2019) results and the results of the 

current study and it requires further investigation.  

Expertise effects 

There were no associations between musical training or English language 

experience associated with the N1, P2 or P300 effects. Therefore, there was no evidence 

of within- or cross-domain expertise effects. It is possible that the distinctions between 

native and non-native English speakers and amateur musicians and non-musicians did 
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not distinguish proficiencies enough to detect expertise effects. This idea is discussed in 

more detail in section 6.1.6. 

Conclusion 

Overall, Experiment 7 shows that the N1 and P2 effects for meter violations in 

the music domain and the P300 effect elicited by harmonic expectancy violations are 

robust. There were no interactions in these ERP effects when the meter and harmonic 

expectancy violations were presented simultaneously. Therefore, the results support the 

hypothesis that the neurocognitive substrates indicated by the P300 for harmonic 

expectancy violations and those indicated by the N1 and P2 for meter violations are, at 

least to an extent, separable. 

5.3.7. Experiments 6 and 7: Test of domain-general ERP effects 

After analysing the results of Experiments 6 and 7 separately, a cross-experiment 

analysis was conducted to further investigate the case for domain-general ERP effects 

associated with meter processing. In both Experiments 6 and 7 a similar P2 effect was 

found in both language and music domains, see Figure 5.11. However, if there were any 

interactions between experiments (Experiment 6: Language and Experiment 7: Music) 

and interstimulus interval, the case for a domain-general P2 effect would be weakened. 

Therefore, a 2 x 2 mixed ANOVA was carried out to investigate whether the P2 effect 

was affected by the interstimulus interval (2 levels, within-subjects: regular 1000 ms and 

irregular 500/1500 ms) or task (2 levels, between-subjects: language task and music 

task). For both –200 to 0 ms and 0 to +50 ms baselines, the effect of the interstimulus 

interval was significant, showing the P2 meter violation effect (see Appendix O). There 

was also a main effect of task F(1, 38) = 4.63, p = .038, ηp2 = 0.11. During the P2 time 

window, the mean amplitude was generally more positive in the language task (M = 1.02 

µV, SD = 0.17 µV) compared to the music task (M = 0.51 µV, SD = 0.17 µV). This effect 

is of little interest, as it does not relate to the meter violations, and, therefore, it will not 

be discussed further.  
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Crucially, there was no interaction between interstimulus interval and task F(1, 

38) = 2.40, p = .130, ηp2 = 0.06. There was also no interaction in the 0 to +50 ms baseline 

analysis (see Appendix O). These findings support the interpretation that the P2 meter 

violation effect could be thought of as a domain-general effect in both language and 

music domains. It could therefore indicate domain-general neurocognitive substrates for 

meter processing. 

 

Figure 5.11 – P2 Scalp topography maps from the language task, Experiment 6 (left) and music 

task, Experiment 7 (right) (-200 to 0 ms baselines). The plots show the amplitude difference for 

the irregular interstimulus intervals (average of short and long) minus that for the regular 

interstimulus intervals at 200 ms. These scalp maps are also presented in the results sections 

above and are presented again here to facilitate comparison. Please note: these scalp maps are 

on different scales. 

5.4. Conclusion 

The main aim of the experiments presented in this chapter (Experiments 6 and 

7) was to investigate whether the ERP effects identified in previous experiments were 

robust and, crucially, whether there is evidence of neural separation or interactions 

between ERP effects for meter violations and ERP effects for semantic, grammar and 

harmonic processes when they are presented simultaneously.  

First, the results showed robust replicability of the ERP effects reported in 

previous chapters of this thesis, for semantics (N400), grammar (P600) harmony (P300), 

and meter violations (N1 in the music domain, P2 in the language and music domains). 
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Second, the results revealed no interactions between meter processes and semantic, 

grammar or harmonic processes in any ERP effects. Altogether, these results support 

the existence of specialised neurocognitive substrates for semantics and grammar 

processing in the language domain, and for harmony processing in the music domain. 

The results also appear to indicate domain-general mechanisms that are specialised for 

meter processing in both domains. 
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6. Chapter 6 – Discussion
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This thesis aimed to contribute to the age-old interdisciplinary debate over the 

extent of neurocognitive overlap between language and music domains. To achieve this, 

ERP effects for semantic, grammar, harmony and meter expectancy violations were 

investigated. The main research questions were as follows: 

• Is there evidence that ERP effects for semantic, grammar and harmonic 

expectancy violations indicate separable neurocognitive substrates? (Chapter 3) 

• Are there similar ERP effects for meter violations in language and music 

domains? (Chapter 4) 

• Do ERP effects for meter violations interact with those for semantic, grammar or 

harmonic violations? (Chapter 5) 

• Are there cross-domain effects of language or musical expertise in any ERP 

effects? (Chapters 3, 4 and 5) 

In this chapter, the findings of this thesis are summarised and discussed 

alongside its limitations, directions for future research and potential practical 

implications.  

6.1. Thesis findings 

6.1.1. Summary of the main findings in each chapter 

The aim of Chapter 2 was to create expectancy violations that would facilitate 

active comparisons of ERP effects between language and music domains. The 

anticipated sentence endings were high-cloze words (> 90% cloze probability) adapted 

from Block and Baldwin’s (2010) study. Two levels of semantic expectancy violations 

were created: related semantic violation (the meaning would be unlikely in the context of 

the sentence but not impossible) and unrelated semantic violation (the meaning was 

highly unlikely, or impossible). Grammar violations were the high-cloze probability words 

but in incongruent word forms (e.g., unexplained mixtures of tenses, singular versus 

plural words, or verbs versus nouns). Harmonic violations were defined as chords that 

were not the anticipated tonic (I) chord. These stimuli were based on previous literature 
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that had reported the N400 ERP effect for semantic violations, the P600 for grammar 

violations and the P300 for harmonic violations. The previous literature on semantic and 

grammar violations is well-validated, and it was not deemed necessary to test the 

expectancies of the different sentence end types at this stage of the thesis. On the other 

hand, the literature currently lacks systematic investigations into the perceived relative 

expectancies of different chords in place of an anticipated tonic (I) chord. Therefore, 

Experiment 1 was designed to identify such chords that participants reliably rate 

“Expected” or “Unexpected”. Three levels of expectancy were identified – expected 

(tonic(I)), ambiguous (related harmony) and unexpected (unrelated harmony). These 

stimuli were used to test ERP effects associated with harmonic expectancy violations in 

later experiments. 

In Chapter 3, Experiments 2 and 3 aimed to test the distinctness of ERP effects 

associated with semantic, grammar and harmonic expectancy violations. As predicted, 

an N400 effect was elicited by semantic violations, a P600 for grammar violations and a 

P300 for harmonic violations. These effects were robust for the more severe violation 

types in both Experiment 2 (when the expectancy violations were task-relevant) and in 

Experiment 3 (when they were task-irrelevant). In Experiment 2, there were unforeseen 

ERP components in the music task, which appeared to be associated with task difficulty. 

These components were not present in Experiment 3. Based on these findings, all future 

experiments used implicit tasks.  

Previously, ERP effects for meter violations have not been actively compared 

between language and music domains. In Chapter 4, Experiment 4 identified 

interstimulus interval manipulations that were comparably rated as “Expected” or 

“Unexpected” in language and music domains. Experiment 5 aimed to investigate ERP 

effects associated with these meter violations. While the evidence for or against an N1 

effect in the language domain was not clear, there was clear evidence of an N1 effect in 

the music domain. Crucially, P2 effects were elicited for meter violations in both language 

and music domains.  
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In Chapter 5, semantic, grammar and harmonic expectancy violations were 

presented simultaneously with meter violations. This design allowed for the investigation 

of two things—first, to test the reliability of the ERP effects presented in previous 

chapters and, second, to test for interactions in ERP effects. The results showed that the 

ERP effects presented in previous chapters were robust and reliable. Crucially, there 

were no interactions between the ERP effects for meter violations (N1 music domain, P2 

language and music domains) and those for semantic (N400), grammar (P600) or 

harmony (P300) violations.  

6.1.2. Domain-specialised ERP effects 

The experiments presented in this thesis indicate distinct ERP effects for 

semantic (N400), grammar (P600) and harmonic violations (P300), supporting the 

hypothesis that there are domain-specialised neurocognitive substrates involved in these 

processes. These effects were present for the most severe (“unrelated”) violation types, 

for both within-subjects designs, when these violation types were presented 

independently, and between-subjects designs, when these violation types were 

presented simultaneously with meter violations. The within-subjects designs enabled 

novel insights into their distinctness as differences in scalp topography could not be 

attributed to differences in factors such as the analysis protocol. It also enabled direct 

tests of whether ERP effects elicited by one type of violation were also elicited by another 

type, tested with an ANOVA analysis at a key electrode and within the time window of 

interest. All evidence was consistent with the hypothesis that semantic, grammar and 

harmonic processes rely, at least to an extent, on separable neurocognitive substrates. 

This section summarises the evidence and demonstrates the replicability of these ERP 

effects across experiments.  



Chapter 6 – Discussion 
_____________________________________________________________________ 

Page | 203  
 

The N400 effects were characterised by a centroparietal increase in negative 

amplitude for semantic word violations compared to standard words roughly between 

300–450 ms, see Figure 6.1. These characteristics are similar to those presented in 

previous studies (Gutierrez et al., 2012; Kamp et al., 2015; Kutas & Federmeier, 2010; 

Kutas & Hillyard, 1983; Moreno & Vázquez, 2011; Nigam et al., 1992; Rommers et al., 

2013; Tiedt et al., 2020). The N400 was not elicited by grammar or harmonic expectancy 

violations, and it had a distinct centroparietal scalp topography. The evidence is 

consistent with three hypotheses. First, semantic processing relies on separable 

mechanisms from grammar processing, as proposed in the Faculty of Language model 

proposed by Hauser et al. (2002). Second, the current findings are consistent with 

previous evidence that finds no N400 for musical stimuli (Besson & Faïta, 1995; Besson 

& Macar, 1987; Miranda & Ullman, 2007; Paller et al., 1992), and models suggesting 

separable neurocognitive substrates for semantic processing between language and 

music domains (Brown et al., 2006). Third, there were no interactions in the N400 when 

it was presented with regular or irregular meter, suggesting separable mechanisms for 

semantic and meter processing. Overall, the current results support that the N400 

indicates neurocognitive substrates that are specialised for semantic processing. 

 

Figure 6.1 – Replication of the N400 semantic expectancy violation effect across experiments. 

Scalp topography maps of the mean amplitude difference (µV) between 300–450 ms. The mean 

amplitude difference was calculated as the mean amplitude (µV) of the unrelated semantic 

violations minus the standard words. Please note: these scalp maps are on different scales. 
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A P600 effect was elicited by grammar expectancy violations in Experiments 2, 

3 and 6, consistent with those presented previous studies (Hahne et al., 2012; Mehravari 

et al., 2015; Osterhout & Holcomb, 1992). It was characterised by a central increase in 

positivity for grammar violations compared to standard words between 500–800 ms, see 

Figure 6.2. Crucially, the P600 was not elicited by semantic or harmonic expectancy 

violations, and it had a distinct central scalp topography. The P600 findings are 

consistent with three hypotheses. First, grammar processing relies on separable 

mechanisms from semantic processing, which is consistent with the Faculty of Language 

model and previous empirical findings (Hauser et al., 2002; Kim & Osterhout, 2005). 

Second, grammar processing relies, at least to an extent, on separable neurocognitive 

substrates from harmony processing (Frisch et al., 2003; Osterhout, 1999). Third, as 

there were no interactions in the P600 when it was presented with regular or irregular 

meter, the current findings support the hypothesis that there are separate neurocognitive 

substrates that are specialised for grammar and meter processing. Overall, the current 

results support the existence of specialised neurocognitive substrates for grammar 

processing. 

 

Figure 6.2 – Replication of the P600 grammar expectancy violation effect across experiments. 

Scalp topography maps of the mean amplitude difference (µV) between 500–800 ms after the 

final (target) word’s onset. The mean amplitude difference was calculated as the mean amplitude 

(µV) of the grammar expectancy violation minus the standard words. Please note: these scalp 

maps are on different scales. 
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Harmonic expectancy violations elicited a P300 effect, as in previous studies 

(Beisteiner et al., 1999; Carrión & Bly, 2008; Janata, 1995; Loehr et al., 2013). This effect 

was characterised by a frontal increase in positive amplitude roughly between 250–400 

ms after the final (target) word’s onset, see Figure 6.3. The P300 was not elicited by 

semantic or grammar expectancy violations and had a distinct frontal scalp topography. 

The P300 evidence is consistent with three hypotheses. First, harmony processing relies 

on separable neurocognitive substrates from semantic processes (Besson & Faïta, 

1995; Besson & Macar, 1987; Miranda & Ullman, 2007; Paller et al., 1992). Second, it 

relies on separable neurocognitive substrates from grammar processes (Frisch et al., 

2003; Osterhout, 1999). Third, the P300 effect was not affected when harmonic violations 

were presented simultaneously with meter violations. The model that Peretz and Colthart 

(2003) proposed for separable mechanisms for meter and pitch processing might extend 

from pitch to some aspects of harmony processing. Overall, the P300 appears to indicate 

specialised neurocognitive substrates for harmony processing.  

 

Figure 6.3 – Replication of the P300 harmonic expectancy violation effect across experiments. 

Scalp topography maps of the mean amplitude difference (µV) between 250–400 ms after the 

final (target) chord’s onset. The mean amplitude difference (µV) was calculated as the mean 

amplitude (µV) of the unrelated harmony chords minus the tonic (I) chords. Please note: these 

scalp maps are on different scales. 
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P600 and P300 comparison 

Despite compelling arguments that there are links between neurocognitive 

substrates underlying grammar and harmony processing, and links between P600 and 

P300 effects within the language domain (Frisch et al., 2003; Osterhout, 1999; 

Sassenhagen & Fiebach, 2019; Tabullo et al., 2013), no previous studies appear to have 

actively compared P600 effects for grammar expectancy violations with P300 effects for 

harmonic expectancy violations.  

There are two findings in the current experiments that suggest that the P600 for 

grammar expectancy violations and the P300 for harmonic expectancy violations do not 

indicate the same neurocognitive substrates. First, the two ERP effects have different 

scalp topographies – the P300 has a frontal scalp distribution, and the P600 has a central 

scalp distribution. Therefore, the idea that these two ERP effects indicate the same 

neurocognitive substrates just at a different time point, as has been suggested for P300 

and P600 effects within the language domain (Sassenhagen & Fiebach, 2019), is not 

supported. Second, in the current experiments, a P300 was not elicited by grammar 

expectancy violations, and harmonic expectancy violations did not elicit a P600. This 

finding is unlike a study by Patel et al. (1998), who report a P600 effect for harmonic 

violations. However, as discussed in section 1.3.2, it is unclear whether the “P600 effect” 

presented by Patel (1998) is a P600 effect, as it occurred 1100 ms after the onset of the 

harmonic violation. To aid the debate, when discussing the P600/P300 relationship in 

future research, it would be beneficial to refer to the effects in more detail, perhaps 

including details of the scalp topography, and with what stimuli their temporal 

characteristics refer to – for example, “a frontal P300, peaking at 352 ms after the onset 

of harmonic expectancy violations”. The current results suggest that the P600 indicates 

neurocognitive substrates that are specialised for grammar processing and the P300 

indicates substrates that are specialised for harmonic processing. 
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6.1.4. A domain-general ERP effect 

This thesis identified a potentially domain-general ERP effect (the P2) for meter 

expectancy violations in language and music domains. The P2 meter violation effect was 

significant in both language and music tasks across different samples of participants and 

within- and between-subjects experimental designs. It was present when the meter 

violations were presented on their own (Experiment 5) and when they were presented 

simultaneously with semantic, grammar and harmonic expectancy violations 

(Experiments 6 and 7), see Figure 6.4.  

 

Figure 6.4 – The P2 effects across experiments in language and music domains (-200 to 0 ms 

baselines). Scalp topography maps of the amplitude difference (µV) at 200 ms. The amplitude 

difference (µV) was calculated as the amplitude (µV) of the irregular 500/1500 ms interstimulus 

intervals minus the regular (1000 ms) interstimulus intervals. Please note: these scalp maps are 

on different scales. 



Chapter 6 – Discussion 
_____________________________________________________________________ 

Page | 208  

 

The P2 effects are characterised by an increase in positivity for stimuli presented 

at an irregular interstimulus interval (short 500 ms and long 1500 ms) compared to a 

regular interstimulus interval (1000 ms). These P2 effects are consistent with previous 

studies that report P2 effects for interstimulus interval violations in the music domain 

(Neuhaus & Knösche, 2008; Raij et al., 1997). However, previous studies have not 

investigated interstimulus interval violations in the language domain, despite an 

underlying sense of regular meter playing a potentially significant role in language 

comprehension (Cutler & Otake, 2002; Pitt & Samuel, 1990; Port, 2003). P2 meter 

violation effects have not been previously reported for meter violations in the language 

domain. The occurrence of P2 effects in both language and music tasks provides original 

support for the hypothesis that there are domain-general neurocognitive substrates for 

meter processing. These domain-general mechanisms might have evolved to aid the 

efficient processing of upcoming events, by directing attention to specific time points, as 

proposed by the Dynamic Attending Theory (Jones & Boltz, 1989). This interpretation is 

supported, as P2 effects have previously been linked to temporal attention orientation 

(Liu et al., 2013). 

There were no statistical interactions in the P2 effects between language and 

music tasks in the ANOVA analyses, supporting the hypothesis of domain-general meter 

processing neurocognitive substrates. The P2 in the language domain in Experiment 5 

(top left of Figure 6.4) appears to have a more posterior scalp distribution than the other 

effects. However, the P2 in the language domain in Experiment 6 appears to have similar 

scalp topography to the P2 effects in the music domain. EEG has a poor spatial 

resolution, limiting interpretation of the neural sources of these effects. This issue is 

known as a spatial inverse problem, and it is a general limitation of the ERP method 

(Poldrack, 2006; Tarantola, 2004). Due to fMRI's high spatial resolution (Huster et al., 

2012), combining EEG and fMRI methods could shed further light on the spatial 

characteristics of P2 effects for meter violations. Consequently, this approach could 
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further test the hypothesis that these P2 effects indicate shared neurocognitive 

substrates for meter processing in language and music domains. 

There were no interactions in the P2 effects for meter violations, and the N400 

effect for semantic violations, P600 effect for grammar violations or P300 effect for 

harmony violations. Similar to how Peretz and Colthart (2003) suggested that meter 

processing relies on separable mechanisms compared to pitch processing, the current 

findings suggest that neurocognitive substrates involved in meter processing might be 

separable from those involved in semantic, grammar and harmony processing, at least 

in terms of those indicated by the current ERP effects. Overall, the current evidence 

suggests that the P2 effects could indicate specialised mechanisms for meter processing 

that are domain-general. 

6.1.5. An unclassified ERP effect 

There was clear evidence that an N1 effect was elicited by meter violations in the 

music domain (see Figure 6.5). It was found in both Experiment 5 (when meter violations 

were presented on their own) and Experiment 7 (when meter violations were presented 

simultaneously with harmonic expectancy violations). This N1 effect was characterised 

by a frontal increase in negativity for chords presented at irregular interstimulus intervals 

compared to regular interstimulus intervals and was measured at Fz between 80–140 

ms (the a-priori N1 time window). Similar N1 effects have been reported for different 

types of meter violations in the music domain in previous studies (Fitzroy & Sanders, 

2015; Habibi et al., 2014; Kober et al., 2015). Therefore, the current evidence support 

that the N1 effect is a reliable effect for meter violations in the music domain. There were 

no interactions in the N1 or P300 effects when meter violations were presented 

simultaneously with harmony violations. Therefore, the current findings support the 

hypothesis that, at least to some extent, there is neurocognitive separation for meter and 

harmony processing. The model that Peretz and Coltheart (2003) proposed for 

separations between meter and pitch processing might extend to some types of harmony 

processing.  
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Figure 6.5 – N1 music domain meter violation effect graphs showing replication across 

experiments (-200 to 0 ms baselines). Scalp topography maps of the mean amplitude difference 

(µV) between 80–140 ms after the final (target) chord's onset. The mean amplitude difference 

(µV) was calculated as the mean amplitude (µV) of the irregular 500/1500 ms minus the regular 

(1000 ms) interstimulus intervals. Please note: these scalp maps are on different scales. 

On the other hand, the evidence for an N1 effect for meter violations in the 

language domain was inconclusive. The results of Experiment 5 showed a main effect 

of mean amplitude for the interstimulus intervals in the a-priori N1 time window (80–140 

ms) at Fz with the –200 to 0 ms baseline, but pairwise comparisons showed that this was 

only significant for the short and not for the long interstimulus intervals. Additionally, there 

was no significant N1 effect in the 0 to +50 ms baseline analysis. Later experiments 

combined the short 500 ms and long 1500 ms interstimulus intervals to make an 

“irregular interstimulus interval” condition. Therefore, it was deemed inappropriate for the 

later experiments to investigate an N1 effect for meter violations in the language domain, 

as any significant effects of “irregular interstimulus interval” might actually be due to the 

short 500 ms interstimulus interval, and not both short 500 ms and long 1500 ms 

interstimulus intervals.  

Overall, in the current experiments, the tests of N1 meter violation effects do not 

provide strong support for either domain-specialised or domain-general neurocognitive 

substrates for meter processing. However, previous research reports N1 effects for 

meter violations in the language domain (Cox et al., 2016; Zhang & Zhang, 2019). 

Further research is needed to understand the N1 effects of meter violations in the 
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language domain. To extend the current experiments, interstimulus interval violations 

could be presented in the auditory modality in addition to the visual modality in the 

language domain, to investigate whether the N1 effect is more pronounced for auditory 

stimuli than visual stimuli. If so, this could explain why the N1 was not as clear in the 

language domain compared to the music domain, and why it was not significant, when it 

has been reported in previous studies of meter violations in the language domain (which 

have tended to present stimuli in the auditory modality). Moreover, in previous studies 

that report an N1 effect for meter violations in the language domain, irregular patterns of 

stressed and non-stressed syllables (iambic or trochaic) were used to create meter 

violations (Cox et al., 2016; Zhang & Zhang, 2019). This idea could be extended to 

compare ERP effects between language and music domains by presenting similar 

patterns of stressed and non-stressed beats in language and music stimuli.  

6.1.6. An absence of expertise effects 

This thesis also aimed to investigate whether there was any evidence of cross-

domain effects of English language or musical expertise on ERP effects. Such effects 

may have provided evidence for shared neurocognitive substrates between language 

and music domains, as proposed by the OPERA hypothesis (Patel, 2011). There was no 

evidence of cross-domain effects of either English language or musical training 

expertise, for any ERP effects. However, the lack of expertise effects may be due to the 

current sampling methods, which might not have been adequate to test expertise effects.  

Participants were not recruited based on English language experience, in any of 

the experiments. For analysis, they were split into two groups: “experts” were native 

English speakers and “non-experts” were non-native English speakers. All participants 

attended university at an English-speaking university, and English proficiency levels 

were very high for non-native English speakers in all experiments. Of the 116 participants 

who filled in the English Language Questionnaire, 71 were native English speakers, and 

45 were non-native English speakers. When participants rated their English language 

proficiency on a scale of 1–10 (see Appendix D), the ratings of both groups were quite 
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high (Native speakers: M = 9.97, SD = 0.24; Non-native speakers: M = 8.60, SD = 1.18). 

Therefore, it is likely that there was not enough difference in English proficiency to detect 

English language expertise effects. Future research aiming to investigate differences in 

ERP effects based on English language experience should aim to recruit a non-native 

speaker group with lower proficiency levels than the current experiments. 

Similarly, for the EEG experiments, participants were not recruited based on 

musical training experience, as heightening participants’ awareness of their musical 

ability before the ERP tasks could have had additional effects that may have affected 

ERP measurements (Luck, 2014). Based on the median of accumulated practice time 

across experiments, the cut-off chosen for amateur musicians was > 1000 hours of 

musical training, and for non-musicians, < 1000 hours of musical training (see Appendix 

F). This may not have been a distinct enough cut off to test the effects of musical training 

robustly. Future studies with more distinct, and perhaps a-priori, cut-offs for the groups 

of amateur musicians and non-musicians could be valuable for testing the moderating 

effects of musical training.  

Crucially, due to these limitations of the methods, the lack of expertise effects in 

the current experiments neither provides evidence for or against either domain-

specialised or domain-general neurocognitive substrates for processing in language and 

music domains. 

6.2. General limitations and future research directions 

After additional task-related components were found for the explicit music task in 

Experiment 2, and not for the implicit task in Experiment 3, all EEG experiments adopted 

implicit tasks. This method also allowed for different types of expectancy violations to be 

presented simultaneously in Experiments 6 and 7, with the task not creating a bias 

towards one type of expectancy violation. However, visual comparisons of the ERP 

effects between Experiments 2 and 3 suggested that the ERP effects for expectancy 

violations were not as clear for implicit tasks compared to explicit tasks. This reduced 

clarity could be due to the task-driven saliency of the expectancy violations. Alternatively, 
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it could be due to participants’ general attention to the stimuli. In the explicit task, 

participants were required to answer whether the final word or chord was “expected?” or 

“unexpected?”. Therefore, attention was drawn to the final word or chord by the task. To 

successfully complete the implicit tasks, it was not necessary for participants to read the 

final word (they could just look at the colour of the sentences – green or blue), or to pay 

attention to the final chord (they were asked to focus on the instrument playing the chord 

progressions – piano or organ). This issue was deemed likely to be more prominent in 

the language task than the music task, as it was easier for participants not to read the 

words of the sentences than to stop hearing the chords that were playing over the 

loudspeakers. With this in mind, to encourage the participants to pay attention to the 

whole sentences, they were told that there would be questions to answer about the 

content of the sentences after the presentation of the experimental trials, as has been 

done in previous studies (Goregliad Fjaellingsdal et al., 2016; Kamp et al., 2015; Kutas 

& Hillyard, 1983). Across the five questions that were asked, participants’ response 

accuracy was M = 75% (SD = 21%) in Experiment 3, M = 74% (SD = 31%) in Experiment 

5 and M = 74% (SD = 27%) in Experiment 6. Considering that the questions were about 

the sentence stems and these were presented for all conditions (so each was presented 

three or more times in each experiment), these accuracy numbers seem quite low. 

Future studies could adopt additional methods to measure participants’ attention to the 

stimuli, such as an eye-tracking device, to be more confident that participants are reading 

the sentences in implicit tasks.  

The pre-stimulus effect for the interstimulus interval manipulations remains 

unexplained. This effect occurred for all interstimulus interval manipulations, in 

Experiments 5, 6 and 7. The cluster-based permutation analyses were limited to an 

epoch between 0 to 800 ms after target onset. The significant clusters started at, or close 

to, 0 ms. Previous studies suggest that meter processing effects can be pre-attentive, so 

can be early-onset (Bouwer et al., 2014; Silva & Castro, 2019). However, in the current 

experiments, the effect in question is difficult to explain, as it appears to have occurred 

before the onset of the final word or chord. In Experiments 6 and 7, there was no pre-

stimulus effect for the semantic, grammar or harmonic analyses, but there was for the 
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interstimulus interval analyses. Therefore, the pre-stimulus effect does not seem to be a 

preprocessing issue, but something to do with the nature of the meter manipulations. 

Future research, specifically designed to investigate this pre-stimulus effect is needed. 

For such research, all stimuli that build anticipation of a target stimulus should be 

included in analysis. This approach is recommended because the pre-stimulus effect 

might be a kind of contingent negative variation (CNV) effect, which is a slow negative 

wave that builds with the anticipation of the occurrence of a stimulus (Kononowicz & 

Penney, 2016).  

The current thesis's results support that ERP correlates of expectancy violations 

can provide valuable insights into the debate about shared or separable neurocognitive 

substrates between domains. With this in mind, there are four proposed direct extensions 

of the experiments presented in this thesis. First, as the P2 is present in language and 

music domains and visual and auditory modalities, the extent of this effect's 

generalisability should be investigated further. For example, an experiment could test 

whether presenting interstimulus interval based meter violations presented through other 

modalities such as tactile stimulation (e.g., small vibrations to participants’ hands) elicits 

a similar P2 effect. A study found that when participants’ finger tapping was aligned with 

the meter of heard sentences, detection of word changes was enhanced (Falk & Dalla 

Bella, 2016). This finding suggests that meter processing mechanisms might extend to 

the touch modality, and increases the motivation to investigate whether a P2 effect 

similar to those found in the current experiments occurs for meter violations in the touch 

modality. This would shed further light on whether the neurocognitive substrates 

indicated by the P2 effect are specific to meter violations in language and music domains, 

or whether it is an ERP correlate of meter violations in general.  

Second, future research could present semantic and grammar expectancy 

violations simultaneously with harmonic expectancy violations. This direction is 

facilitated by presenting the language stimuli in the visual modality, and the music stimuli 

in the auditory modality, allowing for interactions in ERP effects between domains to be 

tested. If, for example, future research finds interactions in the simultaneous grammar 
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and harmonic expectancy violations but not in the simultaneous semantic and harmonic 

expectancy violations, there could be novel support for the hypothesis for shared 

neurocognitive substrates for grammar and harmony processing in the P600 and P300 

effects (Bornkessel-Schlesewsky et al., 2011; Coulson et al., 1998; Münte et al., 1998; 

Sassenhagen et al., 2014). Alternatively, if there are no interactions in these effects for 

simultaneously presented violation types, the case for domain-specialised processes 

could be strengthened. 

Third, future research could investigate whether P300 effects for harmonic 

violations, such as those presented in this thesis, are modality-dependent or modality-

independent. Professional musicians train to be able to read music and follow harmonic 

progressions visually (Gudmundsdottir, 2010). Therefore, one approach to investigate 

this question could be to ask professional musicians to read sheet music, in which there 

are congruent and incongruent harmonic stimuli. One might predict that there would be 

an increase in amplitude positivity at around 300 ms after participants see the 

incongruent harmonic stimuli compared to the congruent harmonic stimuli (a P300 

effect). In a within-subjects design, the same stimuli could be presented in both visual 

and auditory modalities, to investigate modality-dependent differences in P300 

characteristics. Such experiments would further test whether P300 effects elicited by 

harmonic violations represent neurocognitive substrates specific to cognitive (opposed 

to just sensory) harmonic processing. In turn, this could lead to stronger conclusions 

about domain-specialised neurocognitive mechanisms in language and music domains 

and could increase the flexibility of future research designs to include both (or either) 

visual and auditory presentations of harmonic expectancy violations. This type of 

flexibility is currently present in semantic and grammar expectancy violation research, as 

previous research reports that the N400 effect for semantic violations and P600 effect 

for grammar expectancy violations are identical when presented in visual and auditory 

modalities (Balconi & Pozzoli, 2005; Kutas & Federmeier, 2000). 

Fourth, artificial intelligence methods could give additional insights into the 

distinctness of the ERP effects found in the current thesis. Machine learning models, 
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such as multivariate pattern analysis, could be trained to classify the ERP effects, as in 

Sassenhagen and Fiebach (2019). For example, a classifier could be trained to 

distinguish between regular and irregular interstimulus intervals in the music domain. If 

this classifier performed equally well at distinguishing between regular and irregular 

interstimulus intervals in the language domain, as for the music domain, then the case 

for domain-general neurocognitive substrates for meter processing could be supported.  

Lastly, it is worth restating that a likely highly beneficial general direction for future 

research would be to investigate the spatial characteristics of the current ERP effects 

further. For example, by combining EEG and fMRI methods, it could be possible to shed 

further light on the distinctness of the neurocognitive substrates that are indicated by the 

ERP effects. This approach would help to overcome the low spatial resolution issue with 

the EEG methodology, which results in a spatial inverse problem (Tarantola, 2004), and 

could provide valuable insights into the question of shared and separable neurocognitive 

substrates between language and music domains. Source analysis with EEG data is an 

alternative option, although there are still debates about the best methods to use for 

source analysis, see Awan et al. (2019) for a recent review. To attempt source analysis, 

it is generally recommended to use a scalp cap with more electrodes than was used in 

the current experiments and to take accurate scalp measurements of each participant. 

The scalp caps used in the current experiments had 64 electrodes, and the 

recommended number for source analysis tends to be between 128–256 electrodes 

(Michel & Brunet, 2019).  

6.3. Practical implications 

The P2 effect reported in the current thesis supports the hypothesis that there 

are domain-general neurocognitive substrates for meter processing. Therefore, it 

supports the idea that meter training could be emphasised in interventions aiming to 

improve abilities in each domain, as previously suggested by some other authors (Overy 

et al., 2003; Schon & Tillmann, 2015). For example, a study found that school students 

who practised synchronising movements to a metronome beat had more improved 
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reading fluency scores than a control group, who attended regular school lessons during 

that time (Taub & Lazarus, 2013).  

Furthermore, if future research is consistent with the hypothesis that meter 

processing relies on domain-general mechanisms, then this could have a ripple effect 

for interpretations of studies and links between language and music domain. For 

example, a study of healthy adults showed a clear association between prosody 

perception and music perception, but the authors narrowed this down to being specific 

to meter perception in the music domain (Hausen et al., 2013). The authors suggested 

that there was a cross-domain expertise effect. However, it is possible that findings such 

as this one could be better explained by the existence of domain-general neurocognitive 

substrates that operate in both language and music domains.  

The findings of this thesis could contribute to further applications. For example, 

with further testing, the expectancy violations investigated in the current thesis could aid 

our understanding of the neurocognitive correlates of dyslexia, which are elusive 

(Linkersdorfer, 2011). People with dyslexia have been found to have poorer meter skills 

(Corriveau & Goswami, 2008; Richardson et al., 2004; Sallat & Jentschke, 2015; Wolff, 

2002). Therefore, it could be valuable for future research to investigate whether meter 

violation ERP effects differ between people with and without dyslexia. Similar research 

could shed light on other disorders too. For example, studies could test whether people 

with congenital amusia have a reduced or absent P300 harmonic violation effect. 

Following this approach could aid understanding of several disorders while also shedding 

more light on the extent of shared and separable neurocognitive substrates between 

language and music domains.  

Finally, recent research suggests that a reduced amplitude of the N400 effect for 

semantic expectancy violations is a potential risk factor for pathological cognitive ageing 

(Paitel et al., 2021), and Alzheimer’s disease (Joyal et al., 2020). The authors of these 

papers suggest that the N400 might be able to predict cognitive decline in adults who 

are currently healthy but at risk of pathological cognitive decline. Equipment needed to 
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measure ERPs is cheaper than other neuroimaging methods. Therefore, it is possible 

that measurements of the N400 could be clinically relevant and could be a useful addition 

to the assessment of risk factors for pathological cognitive ageing (Joyal et al., 2020; 

Paitel et al., 2021). Perhaps the addition of the ERP effects for grammar (P600), harmony 

(P300) and meter (N1 and P2) violations could improve the accuracy of such 

assessments. The current thesis suggests that ERP effects for these different types of 

expectancy violations indicate different neurocognitive substrates and, consequently, it 

is possible that their inclusion could lead to more accurate predictions of pathological 

cognitive decline. This area of emerging research could transform the implications and 

applications of ERP research. 

6.4. Conclusion 

To conclude, this thesis provides valuable insights into the question of which 

processes might rely on domain-specialised neurocognitive substrates and which might 

rely on domain-general ones in language and music domains. The experiments provide 

evidence to support the distinctness of ERP effects associated with semantic, grammar 

and harmonic expectancy violations. Respectively, these are a centroparietal N400 

effect, a central P600 effect and a frontal P300 effect. This evidence supports the 

hypothesis that domain-specialised neurocognitive substrates are involved in these 

processes. Additionally, ERP correlates of meter violations were actively compared 

between language and music domains for the first time, and a potentially domain-general 

central P2 effect was identified. This P2 effect provides novel support for the hypothesis 

that meter processing relies, at least to an extent, on domain-general neurocognitive 

substrates. Lastly, there were no interactions in ERP effects when meter violations were 

presented simultaneously with semantic, grammar and harmony violations. Therefore, 

the hypothesis that these ERP effects rely on process-specialied neurocognitive 

mechanisms is supported. It is hoped that this thesis might motivate further 

interdisciplinary investigations, exploring the extent of shared and separable 

neurocognitive substrates between language and music domains.
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Appendices 
Appendix A. 24 sentences for language stimuli 

Table A1 – The 24 sentence stems word, related semantic violation, unrelated semantic violation, 

and grammar expectancy violation, adapted from Block and Baldwin (2010). 

Sentence stem Standard 
word 

Related 
semantic 

Unrelated 
semantic 

Grammar 
expectancy 
violation 

The cleaner dusted the books on the  shelf. shrine. salad. shelved. 

Kate put the flowers in an expensive  vase. car. fork. vases. 

He washed the dirty dishes in the sink. bathtub. pencil. sinking. 

The athlete enjoyed lifting weights at a gym. shop. compass. gyms. 

At night the elderly woman locks a door. museum. spoon. doors. 

Surfers are scared of getting bitten by  sharks. camels. rice. shark. 

Spring was Mark's favourite season of the year. flowers. phone. yeared. 

When babies are hungry they will often cry. crawl. bike. cries. 

He cashed his new paycheck at the bank. school. elephant. banked. 

George must keep his dog on a  leash. table. cup. leashed. 

The small toddler could already say three words. hymns. chairs. worded.  

She graduated at the top of her class. stage. paintbrush. classed. 

In the quiet movie theatre Kim's phone rang. sang. walked. ringed. 

Bob proposed and gave her a diamond  ring. tiara. biscuit. rings. 

The wonderful waitress got a generous  tip. party. bin. tipped. 

The princess would someday become a  queen. king. mushroom. queenly. 

The wealthy child attended a private school. house. comb. schooling. 

The lecture should last about one hour. week. stick. hourly. 

John swept the floor with a  broom. toothbrush. computer. brooms. 

Water and sunshine help plants to grow. climb. throw. grew. 

Father carved the turkey with a  knife. saw. tissue. knives. 

Her new shoes were the wrong size. height. peak. sizely. 

In the first space enter your  name. price. hair. named. 

He loosened the tie around his neck. finger. cloud. necking. 
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Appendix B. Music stimuli, progression origins 

Bach’s chorale name Chorale 
number 

Bars  Experiment 
key 

Related 
end type 

Herr, ich denk an jene Zeit 

76 12 to 14 C ii  

Gott lebet noch 

67 36 to 38 C# ii  

Gottlob, es geht nunmehr zu Ende 

68 14 to 16 D ii  

Gott sei gelobet und gebenedeiet  

69 18 to 20 Eb ii  

Heilig, heilig  

72 16 to 17 E  ii  

Herr Gott, dich loben wir 

73 13 to 16 F ii  

Vor deinen Thron tret ich hiermit 

74 13 to 16 F# ii  

Herr, wie du willst, so schick's mit mir 

86 11 to 13 G ii  

Herzlich lieb hab ich dich, o Herr  

87 17 to 19 Ab ii  

Hilf, Gott, daß mirs gelinge 

90 9 to 13 Ab ii  

Ich dank dir, Gott, für all Wohltat 

93 12 to 15 Bb ii  

Ich dank dir, lieber Herre 

94 2 to 4 B  ii  

Ach bleib bei uns, Herr Jesu Christ 

1 8 to 10 C iii 

Ach Gott und Herr  

3 6 to 8 C# iii 

Der Tag, der ist so freudenreich 

41 15 to 16 D iii 

Dir, dir, Jehova, will ich singen 

46 14 to 16 Eb iii 

Alles ist an Gottes Segen 

11 11 to 12 E  iii 

Als der gütige Gott 

12 8 to 10 F iii 

Eins ist not, ach Herr, dies Eine 

51 22 to 24 F# iii 

Erstanden ist der heilge Christ 

53 14 to 16 G iii 

Aus meines Herzens Grunde 

17 18 to 21 Ab iii 

Christus, der ist mein Leben 

28 6 to 8 Ab iii 

Gott der Vater wohn uns bei 

64 15 to 16 Bb iii 

Gottes Sohn ist kommen 

65 12 to 13 B  iii 

Jesu, meines Herzens Freud 

108 11 to 13 C IV 

Jesu, nun sei gepreiset 

109 7 to 9 C# IV 

Jesu, nun sei gepreiset 

109 26 to 30 D IV 

Jesus Christus, unser Heiland 111 9 to 11 Eb IV 

Jesus, meine Zuversicht 

112 8 to 9 E  IV 

In dulci jubilo 

115 12 to 16 F IV 

Komm, Gott Schöpfer, Heiliger Geist 

117 1 to 2 F# IV 

Kyrie, Gott Vater in Ewigkeit  

118 31 to 33 G IV 

Lass, o Herr, dein Ohr sich neigen 

119 10 to 12 Ab IV 

Lobt Gott, ihr Christen, allzugleich 

122 2 to 4 Ab IV 

Lobt Gott, ihr Christen, allzugleich 

122 8 to 10 Bb IV 

Table B1 – Details of the 72 chord progressions used in Experiment 1. For all following 

Experiments (2, 3, 4, 5 and 7), only chord progression stems with the “related end types” of iii and 

IV were used, making up the 24 chord progressions. These 24 chord progressions are shaded in 

grey. The chorales were taken from a collection of Bach’s chorales – Bach-Gesellschaft (1892). 

https://en.wikipedia.org/wiki/Herr,_ich_denk_an_jene_Zeit
https://en.wikipedia.org/w/index.php?title=Gott_lebet_noch&action=edit&redlink=1
https://en.wikipedia.org/w/index.php?title=Gottlob,_es_geht_nunmehr_zu_Ende&action=edit&redlink=1
https://en.wikipedia.org/wiki/Gott_sei_gelobet_und_gebenedeiet
https://en.wikipedia.org/w/index.php?title=Heilig,_heilig&action=edit&redlink=1
https://en.wikipedia.org/wiki/Herr_Gott,_dich_loben_wir
https://en.wikipedia.org/w/index.php?title=Vor_deinen_Thron_tret_ich_hiermit&action=edit&redlink=1
https://en.wikipedia.org/wiki/Herr,_wie_du_willst,_so_schicks_mit_mir
https://en.wikipedia.org/wiki/Herzlich_lieb_hab_ich_dich,_o_Herr
https://en.wikipedia.org/wiki/Hilf,_Gott,_da%C3%9F_mirs_gelinge
https://en.wikipedia.org/wiki/Ich_dank_dir,_Gott,_f%C3%BCr_all_Wohltat
https://en.wikipedia.org/wiki/Ich_dank_dir,_lieber_Herre
https://en.wikipedia.org/wiki/Ach_bleib_bei_uns,_Herr_Jesu_Christ
https://en.wikipedia.org/wiki/Ach_Gott_und_Herr
https://en.wikipedia.org/wiki/Der_Tag,_der_ist_so_freudenreich
https://en.wikipedia.org/w/index.php?title=Dir,_dir,_Jehova,_will_ich_singen&action=edit&redlink=1
https://en.wikipedia.org/w/index.php?title=Alles_ist_an_Gottes_Segen&action=edit&redlink=1
https://en.wikipedia.org/wiki/Als_der_g%C3%BCtige_Gott
https://en.wikipedia.org/w/index.php?title=Eins_ist_not,_ach_Herr,_dies_Eine&action=edit&redlink=1
https://en.wikipedia.org/wiki/Erstanden_ist_der_heilge_Christ
https://en.wikipedia.org/wiki/Aus_meines_Herzens_Grunde
https://en.wikipedia.org/wiki/Christus,_der_ist_mein_Leben
https://en.wikipedia.org/wiki/Gott_der_Vater_wohn_uns_bei
https://en.wikipedia.org/wiki/Gottes_Sohn_ist_kommen
https://en.wikipedia.org/w/index.php?title=Jesu,_meines_Herzens_Freud&action=edit&redlink=1
https://en.wikipedia.org/wiki/Jesu,_nun_sei_gepreiset
https://en.wikipedia.org/wiki/Jesu,_nun_sei_gepreiset
https://en.wikipedia.org/w/index.php?title=Jesus,_meine_Zuversicht&action=edit&redlink=1
https://en.wikipedia.org/wiki/In_dulci_jubilo
https://en.wikipedia.org/wiki/Komm,_Gott_Sch%C3%B6pfer,_Heiliger_Geist
https://en.wikipedia.org/wiki/Kyrie,_Gott_Vater_in_Ewigkeit
https://en.wikipedia.org/w/index.php?title=Lass,_o_Herr,_dein_Ohr_sich_neigen&action=edit&redlink=1
https://en.wikipedia.org/wiki/Lobt_Gott,_ihr_Christen,_allzugleich
https://en.wikipedia.org/wiki/Lobt_Gott,_ihr_Christen,_allzugleich
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Lobt Gott, ihr Christen, allzugleich 

123 8 to 10 B  IV 

Machs mit mir, Gott, nach deiner Güt 

124 6 to 8 C V 

Mein Augen schließ ich jetzt 

125 2 to 4 C# V 

Meinen Jesum laß ich nicht 127 12 to 13 D V 

Meines Lebens letzte Zeit 

128 3 to 4 Eb V 

Mitten wir im Leben sind 

130 6 to 8 E  V 

Nicht so traurig, nicht so sehr 

131 2 to 4 F V 

Nun freut euch, lieben Christen g'mein 

135 2 to 4 F# V 

Nun freut euch, lieben Christen g'mein 

135 8 to 10 G V 

Nun lob, mein Seel, den Herren 

136 17 to 19 Ab V 

Nun lob, mein Seel, den Herren 

137 11 to 14 Ab V 

Nun lob, mein Seel, den Herren 

137 33 to 36 Bb V 

Nun preiset alle Gottes Barmherzigkeit 

138 15 to 18 B  V 

Ich dank dir schon durch deinen Sohn 

96 13 to 16 C vi  

Ich hab mein Sach Gott heimgestellt 

98 7 to 9 C# vi  

Jesu, der du meine Seele 

100 6 to 8 D vi  

Jesu, der du selbsten wohl 

102 3 to 4 Eb vi  

Jesu, der du selbsten wohl 

102 15 to 16 E  vi  

Jesu, du mein liebstes Leben 

103 5 to 8 F vi  

Jesu, Jesu, du bist mein 

104 7 to 8 F# vi  

Jesu, meine Freude 

105 7 to 8 G vi  

Jesu meiner Seelen Wonne 

106 3 to 4 Ab vi  

Jesu meiner Seelen Wonne 

106 11 to 12 Ab vi  

Jesu meiner Seelen Wonne 

107 3 to 4 Bb vi  

Jesu meiner Seelen Wonne 

107 11 to 12 B  vi  

Das walt Gott Vater und Gott Sohn 

37 6 to 8 C vii  ͦ

Den Vater dort oben 

39 13 to 14 C# vii  ͦ

Allein Gott in der Höh sei Ehr 

8 8 to 10 D vii  ͦ

Alle Menschen müssen sterben 

10 11 to 12 Eb vii  ͦ

Ein feste Burg ist unser Gott 

49 11 to 12 E  vii  ͦ

Ein feste Burg ist unser Gott 

50 10 to 11 F vii  ͦ

An Wasserflüssen Babylon 

15 15 to 17 F# vii  ͦ

Auf, auf, mein Herz 16 10 to 11 G vii  ͦ

Es ist gewißlich an der Zeit 

54 8 to 10 Ab vii  ͦ

Es spricht der Unweisen Mund wohl 

55 9 to 10 Ab vii  ͦ

Da der Herr Christ zu Tische saß 

32 11 to 12 Bb vii  ͦ

Dank sei Gott in der Höhe 

34 10 to 12 B  vii  ͦ

https://en.wikipedia.org/wiki/Lobt_Gott,_ihr_Christen,_allzugleich
https://en.wikipedia.org/w/index.php?title=Machs_mit_mir,_Gott,_nach_deiner_G%C3%BCt&action=edit&redlink=1
https://en.wikipedia.org/wiki/Mein_Augen_schlie%C3%9F_ich_jetzt
https://en.wikipedia.org/w/index.php?title=Meines_Lebens_letzte_Zeit&action=edit&redlink=1
https://en.wikipedia.org/wiki/Mitten_wir_im_Leben_sind
https://en.wikipedia.org/w/index.php?title=Nicht_so_traurig,_nicht_so_sehr&action=edit&redlink=1
https://en.wikipedia.org/wiki/Nun_freut_euch,_lieben_Christen_g%27mein
https://en.wikipedia.org/wiki/Nun_freut_euch,_lieben_Christen_g%27mein
https://en.wikipedia.org/wiki/Nun_lob,_mein_Seel,_den_Herren
https://en.wikipedia.org/wiki/Nun_lob,_mein_Seel,_den_Herren
https://en.wikipedia.org/wiki/Nun_lob,_mein_Seel,_den_Herren
https://en.wikipedia.org/w/index.php?title=Nun_preiset_alle_Gottes_Barmherzigkeit&action=edit&redlink=1
https://en.wikipedia.org/wiki/Ich_dank_dir_schon_durch_deinen_Sohn
https://en.wikipedia.org/wiki/Ich_hab_mein_Sach_Gott_heimgestellt
https://en.wikipedia.org/wiki/Jesu,_der_du_meine_Seele
https://en.wikipedia.org/w/index.php?title=Jesu,_der_du_selbsten_wohl&action=edit&redlink=1
https://en.wikipedia.org/w/index.php?title=Jesu,_der_du_selbsten_wohl&action=edit&redlink=1
https://en.wikipedia.org/wiki/Jesu,_du_mein_liebstes_Leben
https://en.wikipedia.org/w/index.php?title=Jesu,_Jesu,_du_bist_mein&action=edit&redlink=1
https://en.wikipedia.org/wiki/Jesu,_meine_Freude
https://en.wikipedia.org/w/index.php?title=Jesu_meiner_Seelen_Wonne&action=edit&redlink=1
https://en.wikipedia.org/w/index.php?title=Jesu_meiner_Seelen_Wonne&action=edit&redlink=1
https://en.wikipedia.org/w/index.php?title=Jesu_meiner_Seelen_Wonne&action=edit&redlink=1
https://en.wikipedia.org/w/index.php?title=Jesu_meiner_Seelen_Wonne&action=edit&redlink=1
https://en.wikipedia.org/wiki/Das_walt_Gott_Vater_und_Gott_Sohn
https://en.wikipedia.org/wiki/Den_Vater_dort_oben
https://en.wikipedia.org/wiki/Allein_Gott_in_der_H%C3%B6h_sei_Ehr
https://en.wikipedia.org/wiki/Alle_Menschen_m%C3%BCssen_sterben
https://en.wikipedia.org/wiki/Ein_feste_Burg_ist_unser_Gott
https://en.wikipedia.org/wiki/Ein_feste_Burg_ist_unser_Gott
https://en.wikipedia.org/wiki/An_Wasserfl%C3%BCssen_Babylon
https://en.wikipedia.org/wiki/Es_ist_gewi%C3%9Flich_an_der_Zeit
https://en.wikipedia.org/wiki/Es_spricht_der_Unweisen_Mund_wohl
https://en.wikipedia.org/wiki/Da_der_Herr_Christ_zu_Tische_sa%C3%9F
https://en.wikipedia.org/w/index.php?title=Dank_sei_Gott_in_der_H%C3%B6he&action=edit&redlink=1
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Appendix C. Musical Training Questionnaire 

 

 Participant ID: …………………. 

Age: _______________ 

Sex: _______________ 

Handedness (left or right): _______________ 

Years of education: _______________ 

Do you consider yourself a musician? Yes/No 

Do you currently play or are learning to play a musical instrument? Yes/No  

If yes: 

Instrument Number of years 
played 

Accumulated 
practice time 

Start age 

    

    

    

 

Have you ever, in the past, played or learned to play an instrument but have stopped playing 
it? Yes/No  

If yes: 

Instrument Number of years 
played 

Accumulated 
practice time 

Start age  End age 

     

     

     

 

On a scale of 1 to 5, rate the following 

(1=None or Not Able; 2=Limited; 3=Average; 4=Above Average; 5=Extensive or Very Able). 

Knowledge of music history:   1   2  3  4  5 

Knowledge of music theory:   1   2  3  4  5 

Ability to read music:     1   2  3  4  5 

Overall music ability:     1   2  3  4  5 

 

Other comments to music-related activities: 
____________________________________________________________________________
______________________________________________________________________ 

 

How many hours do you listen to music per week?    _______________ 
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Appendix D. Language Experience Questionnaire 

  Participant ID: …………………. 

 

1. Are you bilingual in the sense that you are comfortable communicating with fluency in two or 
more languages? Yes/No 

 

First language:  _________________ 

Second Language: _________________ 

Other Languages:  _________________ 

 

2. If you have answered YES to question 1, how proficient would you rate your ability in your 
languages? Please use a scale from 1 (not proficient) to 10 (native-like ability). 

 

First language:  _________________ 

Second Language: _________________ 

Other Languages:  _________________ 

 

3. At what ages did you start learning your languages? (for your native language, please write 0). 

 

First language:  _________________ 

Second Language: _________________ 

Other Languages:  _________________ 

 

5. How often have you switched between languages in the last year? (This includes speaking, 
writing, reading or listening to the different languages.)  

 

On a daily basis On a weekly basis On a monthly basis  

 

6. In the last year, what percentage of time have you used your different languages? 

 

First language:  _________________ (%) 

Second Language: _________________ (%) 

Other Languages:  _________________ (%) 

 

7. Have you experienced interference between languages in your day-to-day life?  

(e.g., unintentionally saying a word in your first language while speaking your second language 
or feeling like you need to inhibit one of the languages while engaging with the other)  

 

Yes, I have experienced language interference / No, I have not experienced language interference
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Appendix E. EEG preprocessing details 

Preprocessing was done in EEGLAB (Delorme & Makeig, 2004) and ERPLAB (Lopez-

Calderon & Luck, 2014). The protocol of the steps used is discussed below. The steps 

were: 

 

These steps are each discussed, in turn, below: 

1. High-pass filtering 

For EEG data, filtering choices involve compromising between attenuation of the 

signal and reducing noise. A 0.1 Hz filter was applied as filters at this frequency attenuate 

skin potentials and other slow drifts, and tend not to disrupt ERP effects(Kappenman & 

1. High-pass filter (0.1Hz) 

2. Epoch –200 +1000 ms (relative to the onset of the target word/chord) 

3. Remove “bad” channels 

4. Reference to Cz 

5. Artefact correction using independent components analysis (ICA) and 

ADJUST 

6. Artefact rejection using moving peak-to-peak window method in ERPLAB 

7. Baseline correction (–200 to 0 ms) 

8. Interpolation 

9. Re-reference to average reference 

10. Grand average 

11. Low-pass filter (30Hz) 
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Luck, 2012). In addition to reducing noise, high-pass filtering at 0.1 Hz aids artefact 

correction with ICA (step 5). High-pass filtering must be done before epoching to avoid 

edge artefacts in the epochs. 

2. Epoch 

Epochs were cut between –200 ms and +1000 ms relative to the target 

words/chords. Epoching at this stage aids subsequent preprocessing steps, as it makes 

file sizes smaller and more manageable. Moreover, it focuses preprocessing on time 

periods of interest, which makes bad electrode identification and artefact 

correction/detection more efficient as, when participants are not doing the task (e.g., 

before the experiment begins, or during breaks in between experimental blocks), they 

often speak or move in ways that affect the EEG signal that are not relevant when 

analysing task periods.  

3. Removing bad electrodes 

“Bad” electrodes occur if the quality of the connection between the electrode and 

the scalp is poor, or if there is something wrong with the electrode. The data that is 

collected from “bad” electrodes is usually not useful and leaving them in the data can 

hinder artefact correction (step 5) and artefact detection (step 6), it could also introduce 

noise into all channels during average re-referencing (step 9). “Bad” electrodes can be 

identified, as their activity is likely to be very different to the electrodes that are near 

them, or the log of their power spectral density (µV2/Hz) can be much higher than all the 

other electrodes (suggesting that they are mostly picking up noise). EEGLAB has an 

automatic inbuilt electrode rejection function that uses a kurtosis method to identify 

potential “bad” electrodes. For the current experiments, this function was run, with the 

default standard deviation > 5 to be labelled as “bad”. The results were manually 

inspected, alongside channel activity and channel power spectra plots. Taking the results 

from all these methods into consideration, “bad” electrodes were then removed from the 

dataset. 
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4. Re-referencing  

For the current ERP experiments, the data were first re-referenced to Cz. Re-

referencing of Biosemi data (which was the form of the raw EEG data) is required at this 

stage by EEGLAB, and Cz was chosen because it is near the original reference channels 

of the Biosemi system. Later, in step 9, the average reference was applied. Average 

referencing is not advisable at this early stage as it can distort the ICA results (used for 

artefact correction). This is because the average reference does not result in a measure 

of absolute voltage at electrode sites. Instead, it is based on the pattern of differences in 

voltage amongst electrodes.  

5. Artefact correction  

The question of how to deal with artefacts is often discussed in EEG research 

(Luck, 2014). Some recommend that researchers ask participants to control their eye 

blinks (e.g., not blink when the target stimulus is presented). However, this can distract 

from the primary task, and participants might become more aware of their eye blinks and 

blink more than they would have. Ochoa and Polich (2000) found that the P3 in their 

study was smaller in amplitude and had a longer latency when participants were asked 

not to blink. Hence, for the current experiments, participants were not asked to control 

their eye blinks. Instead, they were told to relax and sit up straight in the chair, as this 

can reduce muscle artefacts from, e.g., facial movements, teeth grinding and neck strain.  

For the current ERP experiments, artefact correction with ICA (independent 

component analysis) was applied before artefact rejection to correct for eye blinks, 

horizontal eye movements and muscle artefacts. It is also possible to not do artefact 

correction and to instead just do artefact rejection. However, this can result in much fewer 

trials as participants tend to blink during trials, which means that the data has decreased 

signal-to-noise ratio, making it difficult to detect ERP effects. Additionally, artefact 

rejection without artefact correction can result in a greater imbalance in the number of 

trials in each condition if, for example, participants happen to blink more in one condition 

than another. If this occurs, the imbalance between the number of trials in each condition 
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could account for statistical differences between them. Therefore, for the current ERP 

analyses, artefact correction with ICA was applied before artefact rejection.  

ICA is a suitable method for identifying eye blinks and horizontal eye movements, 

as these have a distinct scalp topography and other characteristics, such as sudden 

large voltage changes. It can also detect EMG noise due to movement of (or tension in) 

the jaw (this is usually detected in the T7 and T8 electrodes, which sit directly above the 

temporalis muscles that control the jaw). This type of EMG noise also has distinct 

characteristics and is straightforward to identify with ICA. A conservative approach to 

correcting ICA components was adopted. The automatic algorithm ADJUST was used 

to identify artefact components (Mognon et al., 2011). ADJUST identified eye blinks, eye 

movements and generic discontinuities in the data. It does this by combining 

stereotypical artefact-specific spatial and temporal features and aims to minimise 

disruption to neural signal. The components identified by ADJUST were visually 

inspected, and a decision was made about whether the component was artefactual or 

not. During the manual inspection, some artefactual components were identified that had 

not been identified by the ADJUST algorithm. These were also marked for correction. If 

there was doubt about whether a component included neural signal, it was not marked 

for correction.  

6. Artefact rejection 

The moving peak-to-peak window artefact rejection method from ERPLAB was 

used to reject additional trials that contained eye movements. Peak-to-peak amplitude is 

the difference between the most positive and most negative voltages within a window. A 

moving window peak-to-peak amplitude function computes the peak-to-peak amplitude 

within a series of windows within each epoch. The algorithm finds the largest peak-to-

peak amplitude from within a specific time window (for the current experiments, this was 

set at 100 ms) in each epoch of data and then compares this largest value with a 

threshold value (which for the current experiment was kept at the default, 100 µV). Then, 

it moves 100 ms forwards and compares against the threshold again. It continues to do 
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this until the end of the epoch. Trials are marked for rejection if the largest value exceeds 

the set threshold (100 µV). All trials marked for rejection with this method were reviewed 

manually before rejecting them, but the vast majority marked by this method was 

rejected. 

7.  Baseline correction 

Baseline correction controls for slow drifts caused by factors like skin hydration, 

static electrical charges and skin potentials. The voltage during the pre-stimulus period 

usually provides a reasonable estimate of the voltage offset for that trial. It contains the 

offset but should not contain the stimulus-elicited ERP activity. 

For the current ERP experiments, the default baseline correction was between –

200 to 0 ms relative to the target word or chord's onset. This baseline period of 200 ms 

allows for two full cycles of the alpha oscillation, which minimises artefactual effects of 

alpha activity (often due to skin potentials). Compared to shorter baseline periods, it 

gives a more accurate estimate of the voltage offset because little noise blips cancel out 

when averaging over more points in the baseline. Furthermore, Luck (2014) suggests 

that the pre-stimulus baseline period should be at least 20% of the overall epoch 

duration, and recommends a 200 ms pre-stimulus baseline with an 800 ms post-stimulus 

period.  

Baseline correction should not be done before ICA for artefact correction, as it 

can affect the characteristics of independent components, making it less clear whether 

they represent artefacts or not (Groppe et al., 2009). The artefact rejection method 

chosen for the current experiments (moving peak-to-peak window) is not influenced by 

baseline correction. Thus, although baseline correction was done after artefact rejection, 

it could have been done immediately before artefact rejection and given the same results. 
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8. Interpolation 

“Bad” channels that were removed in step 3 were interpolated. It is important to 

do this before re-referencing to the average reference so that the grand average is 

calculated based on the same amount of information for all participants.  

9. Re-reference to average reference 

After interpolation, the data were re-referenced to the average reference. For all 

participants, the 64 scalp channels contributed to the average reference. 

10. Grand averaging 

At this stage, grand averages were taken for each condition. Luck (2014) 

suggests that ERP studies should be designed with between 30–40 trials per condition 

with 20 participants to have an acceptable signal-to-noise ratio for ERP component 

analysis. He gives these guidelines, assuming that between 10–25% of these will be 

rejected due to artefacts. The average number of trials included in the final analysis for 

each condition is presented in the Methods sections of each ERP experiment, under the 

Analysis headings. There were initially 48 trials per condition for all the current ERP 

experiments, and always more than 30 per condition on average in the final analysis. 

Therefore, all were assumed to have an acceptable signal-to-noise ratio. 

11. Low-pass filtering (30 Hz) 

Finally, a 30Hz low-pass filter was applied to attenuate line noise and EMG noise. 

It is crucial to apply low-pass filters after artefact rejection because they make it more 

difficult to identify artefacts, which are often characterised by high frequencies. It is 

advised to apply low-pass filters at this stage by Luck (2014), to allow for flexibility in 

future analyses.  
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Appendix F. Frequency of accumulated practice time/measuring musical expertise 

Most previous research investigating expertise effects associated with musical 

training in adults has sampled highly trained, professional musicians. As a result, it is 

unclear whether lower levels of training are enough to produce reliable expertise effects. 

The current thesis aimed to investigate whether there are expertise effects in groups of 

amateur musicians compared to non-musicians. For Experiments 1 and 4, the 

recruitment adverts asked for “musicians” and “non-musicians”. It was deemed crucial 

that there were no significant subjective differences in how the expectancy violations 

were rated as “Expected” and “Unexpected” based on musical training experience, to 

enable meaningful interpretations of any differences in ERP effects between groups. For 

Experiments 1 and 4, the participants’ responses to the question “Do you consider 

yourself a musician? Yes/No” on the Musical Training Questionnaire (see Appendix C) 

was used to distinguish between groups10.  

For all other experiments, participants were not recruited based on musical 

training experience. This sampling method was chosen because it was thought that 

heightening participants’ awareness of their musical ability before they completed the 

ERP tasks could have had additional effects that may have affected the ERP effects. As 

a result of this sampling method, participants tended to be less certain about whether 

they were a “musician” or a “non-musician”, and so a more objective measure of their 

musical training experience was needed. Previous studies have used accumulated 

practice time to distinguish between musicians and non-musicians (Goldman et al., 2018; 

Jentzsch et al., 2014), and this was deemed a suitable method for the current 

experiments.  

Next, came the challenge of choosing a suitable cut-off point in accumulated 

practice time to distinguish between amateur musicians and non-musicians. This was 

based on the median accumulated practice time of all participants after all the data was 

collected. Across the 132 participants who took part in the experiments, the median 

 
10 These matched up with the later–chosen criteria for distinguishing between amateur 
musicians and non-musicians, based on accumulated practice time. 
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accumulated practice time was 1055 hours. The raw data showed that one participant 

had 1040 hours of accumulated practice time, and the next lowest accumulated practice 

time was 855 hours. Therefore, 1000 hours was deemed most suitable as a cut-off 

between amateur musicians and non-musicians. Additionally, the cut-off at 1000 hours 

matched with the musician and non-musician grouping in Experiments 1 and 4. Across 

all experiments, the range of accumulated practice time was 0–885 hours for non-

musicians (N = 65, M = 232 hours, SD = 885 hours) and 1040–13,728 hours (N = 67, M 

= 3597 hours, SD = 2588 hours) for amateur musicians. The frequency of accumulated 

practice time for all participants (data collapsed across the seven experiments) is shown 

in Figure F1 and is shown separately for each experiment in Figure F2.  

 

Figure F1 – Frequency of accumulated practice times for amateur musicians (green) and non-

musicians (blue). The cut-off between amateur musicians and non-musicians was 1000 hours of 

accumulated practice time, marked by the dashed line. 
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Figure F2 – Graphs showing the accumulated practice times by the frequency of participants in 

each experiment. The cut-off criteria at 1000 hours (> 1000 hours for amateur musicians and < 

1000 hours for non-musicians) is marked with a dashed line. 
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Appendix G. Experiment 2: Results of ANOVA tests for distinct ERP comparisons 

  

Table G1 – Results of ANOVA tests for the electrodes and time windows for all three 

manipulations, Experiment 2. The results for the N400 for semantic violations, P600 for grammar 

violations, and P300 for harmonic violations are shaded in grey. 

Analysis Semantic Grammar Harmony 

Pz 

300–450 ms 

F(2, 38) = 6.12,  

p = .005, ηp2 = 0.24 

F(1,19) = 0.77,  

p = .390, ηp2 = 0.04 

F(2, 38) = 2.49,  

p = .097, ηp2 = 0.12 

Cz 

500–800 ms 

F(2, 38) = 2.64,  

p = .769, ηp2 = 0.14 

F(1,19) = 17.82,  

p = .001, ηp2 = 0.48 

F(2, 38) = 2.28,  

p = .116, ηp2 = 0.11 

Fz 

250–400 ms 

F(2, 38) = 2.44, 

p = .101, ηp2 = 0.11 

F(1,19) = 0.03,  

p = .859, ηp2 = 0.002 

F(2, 38) = 10.19,  

p <.001, ηp2 = 0.35 
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Appendix H. Experiment 3: Results of ANOVA tests for distinct ERP comparisons 

 

 

 

 

 

  

Table H1 – Results of ANOVA tests for the electrodes and time windows for all three 

manipulations, Experiment 3. The results for the N400 for semantic violations, P600 for grammar 

violations, and P300 for harmonic violations. are shaded in grey. 

Analysis Semantic Grammar Harmony 

Pz 

300–450 ms 

F(2, 38) = 4.91,  

p = .013, ηp2 = 0.21 

F(1,19) = 0.10,  

p = .757, ηp2 = 0.005 

F(2, 38) = 1.90,  

p = .163, ηp2 = 0.09 

Cz 

500–800 ms 

F(2, 38) = 0.37,  

p = .692, ηp2 = 0.19 

F(1, 19) = 4.82,  

p = .041, ηp2 = 0.20 

F(2, 38) = 2.82,  

p = .086, ηp2 = 0.12 

Fz 

250–400 ms 

F(2, 38) = 0.96,  

p = .391, ηp2 = 0.05 

F(1,19) = 0.44,  

p = .517, ηp2 = 0.02 

F(2, 38) = 5.41,  

p = .009, ηp2 = 0.22 
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Appendix I. Baseline comparisons: Experiment 5 

Language task: Interstimulus interval effect 

 

  

Table I1 – Comparison of the N1 and P2 interstimulus interval effects between the two baseline 

analyses: –200 to 0 ms (no shading) and 0 to +50 ms (shaded in grey), in the language task.  

     Mean amplitude µV (SD) 

Test Baseline 
(ms) 

F test Pairwise 
comparison 

p Short 
500 ms 

Regular 
1000 ms  

Long 
1500 
ms 

N1: Fz, 

80–140 ms 

–200 to 0 F(2, 38) = 
3.76, p = 
.033, ηp2 = 
0.17 

Regular and 
short 

.009 –0.87 
(0.17) 

–014 
(0.19) 

–0.74 
(0.32) 

Regular and 
long 

.316 

Long and 
short 

1.00 

0 to +50 F(2, 38) = 
1.21, p = 
.310, ηp2 = 
0.06 

Regular and 
short 

.384 –0.61 
(0.23) 

–0.28 
(0.21) 

–0.54 
(0.22) 

Regular and 
long 

.768 

Long and 
short 

1.00 

P2: Pz, 

140–260 
ms 

 

–200 to 0  F(2, 38) = 
10.01, p < 
.001, ηp2 = 
0.04. 

Regular and 
short 

.006 1.37 
(0.40) 

0.26 
(0.25) 

1.56 
(0.32) 

Regular and 
long 

.001 

Long and 
short 

1.00 

0 to +50 F(2, 38) = 
5.65, p = 
.007, ηp2 = 
0.23 

Regular and 
short 

.021 1.25 
(0.37) 

0.48, 
(0.28) 

1.18 
(0.26) 

Regular and 
long 

.011 

Long and 
short 

1.00 
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Music task: Interstimulus interval effect 

 

 

Table I2 – Comparison of the N1 and P2 interstimulus interval effects between the two baseline 

analyses: –200 to 0 ms (no shading) and 0 to +50 ms (shaded in grey), in the music task. 

     Mean amplitude µV (SD) 

Test  Baseline 
(ms) 

F test Pairwise 
compariso
n 

p Short 
500 ms 

Regular 
1000 
ms 

Long 
1500 ms 

N1: Fz, 

80–140 
ms 

–200 to 0 F(2, 38) = 
7.45, p = .002,  

ηp2 = 0.28 

Regular 
and short 

.018 –0.42 
(0.30) 

0.35 
(0.18) 

–0.57 
(0.23) 

Regular 
and long 

.009 

Long and 
short 

1.00 

0 to +50 F(2, 38) = 
6.63, p = .003,  

ηp2 = 0.26 

Regular 
and short 

.011 –0.50 
(0.21) 

0.16 
(0.16) 

–0.50 
(0.25) 

Regular 
and long 

.027 

Long and 
short 

1.00 

P2: Pz, 

140–
260 ms 

 

–200 to 0  F(2, 38) = 
8.47, p = .001,  

ηp2 = 0.31. 

Regular 
and short 

.002 1.20 
(0.25) 

0.12 
(0.85) 

0.85 
(0.26) 

Regular 
and long 

.052 

Long and 
short 

.641 

0 to +50 F(2, 38) = 
6.78, p = .003,  

ηp2 = 0.26  

Regular 
and short 

.012 1.05 
(0.24) 

0.11 
(0.13) 

0.66 
(0.25) 

Regular 
and long 

.125 

Long and 
short 

.304 
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Data collapsed across language and music tasks: Interstimulus interval effect 

Table I3 – The P2 effects, with –200 to 0 ms (no shading) and 0 to +50 ms (shaded in grey), when 

collapsed across the language task and the music task.  

   Mean amplitude µV (SD) 

Test Baseline 
(ms) 

F test Pairwise 
comparison 

p Short 
500 
ms 

Regular 
1000 ms 

Long 
1500 
ms 

P2: Pz, 

140–
260 ms 

 

–200 to 0 F(2, 38) = 16.83, 
p < .001,  

ηp2 = 0.47 

Regular and 
short 

< .001 1.30 
(0.23) 

0.20 
(0.16) 

1.22 
(0.14) 

Regular and 
long 

< .001 

Short and 
long 

1.00 

0 to +50 F(2, 38) = 10.68, 
p < .001,  

ηp2 = 0.36 

Regular and 
short 

.001 1.15 
(0.20) 

0.30 
(0.15) 

0.92 
(0.13) 

Regular and 
long 

.003 

Short and 
long 

.859 
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Appendix J. P2 scalp topography maps – method comparison 

A visual scalp topography map comparison of the P2 effect between the instantaneous 

amplitude method at 200 ms (which is included in the experimental write-ups, shown on 

the left below) and the mean amplitude method (between 140–260 ms, shown on the 

right). For each P2 effect presented in this thesis, both methods are presented in this 

Appendix, for completeness. The difference was calculated as the irregular (the average 

of the short 500 ms and long 1500 ms) interstimulus intervals minus the regular 1000 ms 

interstimulus intervals. As in the main text, the -200 to 0 ms baselines are plotted. 

Experiment 5: Language task 

 

Experiment 5: Music task 
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Experiment 6 (language task) 

 

Experiment 7 (music task) 
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Appendix K. Baseline comparisons: Experiment 6 (Language task) 

Interstimulus interval effects 

 

 

 

 

 

 

 

 

 

Table K1 – Results of the P2 interstimulus interval effect, –200 to 0 ms (no shading) and 0 to +50 

ms (shaded in grey), when collapsed across i) standard word and unrelated semantic violations 

and ii) standard word and grammar expectancy violations.  

     Mean amplitude µV (SD) 

Test Analysis Baseline 
(ms) 

F test Regular  

(1000 ms) 

Irregular 
(500/1500 
ms) 

P2: Pz, 

140–260 
ms 

Semantic 

 

–200 to 0  F(1, 19) = 14.03,  

p = .001, ηp2= 0.43  

0.53 (0.16) 1.40 (0.24) 

0 to +50 F(1, 19) = 2.15,  

p = .159, ηp2 = 0.10 

0.89 (0.16) 1.16 (0.19) 

Grammar –200 to 0  F(1, 19) = 18.10,  

p < .001, ηp2 = 0.49 

0.55 (0.18) 1.50 (0.26) 

0 to +50 F(1, 19) = 5.57,  

p = .029, ηp2 = 0.23 

0.87 (0.17) 1.24 (0.17) 
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Semantic and grammar effects 

Table K2 – Sentence end type main effect results for the two baseline analyses (–200 to 0 ms, 

no shading, and 0 to +50 ms, shaded in grey). The data is collapsed across interstimulus interval 

types (regular/irregular). 

     Mean amplitude µV (SD) 

Test Analysis Baseline 
(ms) 

F test Standard  Word 
violation 

N400: Pz, 
300–450 
ms 

Semantic –200 to 0  F(1, 19) = 5.92, p = 
.025, ηp2 = 0.24 

0.27 (0.27) –0.23 (0.26) 

0 to +50 F(1, 19) = 7.47, p = 
.013, ηp2 = 0.28 

0.39 (0.22) –0.22 (0.29) 

P600: Cz, 
500–800 
ms 

Grammar –200 to 0  F(1, 19) = 4.63, p = 
.045,  

ηp2 = 0.20 

–0.73 
(0.30) 

–0.04 (0.17) 

0 to +50 F(1, 19) = 8.84, p = 
.008, ηp2 = 0.32 

–0.68 
(0.26) 

0.002 (0.14) 
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Appendix L. Interaction results: Experiment 6 (Language task) 

Interaction results 

 

 

 

 

 

 

 

 

 

 

Table L1 – Experiment 6 Interactions between sentence end type and interstimulus interval, for –

200 to 0 ms (no shading) and 0 to +50 ms (shaded in grey) analyses. 

Test Analysis Baseline (ms) F test 

P2: Pz, 

140–260 
ms 

Semantic –200 to 0  F(1, 19) = 0.96, p = .341, ηp2 = 0.05 

0 to +50 F(1, 19) = 0.25, p = .625, ηp2 = 0.013 

Grammar –200 to 0  F(1, 19) = 0.27, p = .607, ηp2 = 0.01 

0 to +50 F(1, 19) = 0.08, p = .776, ηp2 = 0.004 

N400: Pz, 
300–450 
ms  

Semantic –200 to 0  F(1, 19) = 0.08, p = .785, ηp2 = 0.004 

0 to +50 F(1, 19) = 0.001, p = .927, ηp2 < 0.01 

P600: Cz, 
500–800 
ms 

Grammar –200 to 0  F(1, 19) = 0.32, p = .580, ηp2 = 0.02. 

0 to +50 F(1, 19) = 0.002, p = .969, ηp2 < 0.01 
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Appendix M. Baseline comparisons: Experiment 7 (Music task) 

Interstimulus interval effects 

 

Harmony effects 

 

 

Table M1 – Interstimulus interval main effects for the two baseline analyses, –200 to 0 ms (no 

shading) and 0 to +50 ms (shaded in grey). The data is averaged across harmonic chord 

progression end types. 

   Mean amplitude µV (SD) 

Test Baseline 
(ms) 

F test Regular 
(1000 ms) 

Irregular 
(500/1500 ms) 

N1: Fz,  

80–140 ms 

–200 to 0 F(1, 19) = 5.03, p = .037, ηp2 = 
0.21 

–0.01 
(0.18) 

–0.51 (0.17) 

0 to +50 F(1, 19) = 7.02, p = .016, ηp2 = 
0.27 

–0.09 
(0.13) 

–0.48 (0.13) 

P2: Pz, 
140–260 
ms 

–200 to 0 F(1, 19) = 10.34, p = .005, ηp2 = 
0.35 

0.27 (0.17) 0.74 (0.20) 

0 to +50 F(1, 19) = 3.29, p = .086, ηp2 = 
0.15 

0.39 (0.15) 0.70 (0.20) 

Table M2 – Harmonic expectancy violation main effects for the two baseline analyses, for –200 

to 0 ms (no shading) and 0 to +50 ms (shaded in grey). The data is averaged across interstimulus 

interval types. 

   Mean amplitude µV (SD) 

Test Baseline 
(ms) 

F test Tonic (I) Unrelated 
harmony 

P300: Fz, 
250–400 
ms 

–200 to 0  F(1, 19) = 4.10, p = .057, ηp2 = 
0.35 

 

–0.52 (0.20) –0.05 (0.24) 

0 to +50 F(1, 19) = 3.22, p = .089, ηp2 = 
0.15 

 

–0.49 (0.18) –0.14 (0.20) 
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Appendix N. Interaction results: Experiment 7 (Music task) 

Interaction results 

 

 

Table N1 – Experiment 7 Interactions between chord progression end type and interstimulus 

interval, for –200 to 0 ms (no shading) and 0 to +50 ms (shaded in grey) baseline analyses. 

Test Baseline (ms) F test 

N1: Fz,  

80–140 ms 

–200 to 0 F(1, 19) = 0.62 p = .443, ηp2 = 0.03 

0 to +50  F(1, 19) = 0.39, p = .541, ηp2 = 0.20 

P2: Pz,  

140–260 ms 

–200 to 0 F(1, 19) = 0.31, p = .587, ηp2 = 0.02 

0 to +50  F(1, 19) = 1.08, p = .311, ηp2 = 0.05 

P300: Fz, 
250–400 ms 

–200 to 0 F(1, 19) = 0.96, p = .340, ηp2 = 0.05 

0 to +50  F(1, 19) = 0.004, p = .949, ηp2 < 0.01 
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Appendix O. P2 results comparison between Experiments 6 and 7 

Interstimulus interval effect 

 

Interaction result 

 

Table O1 – Interstimulus interval main effects for the two baseline analyses, –200 to 0 ms (no 

shading) and 0 to +50 ms (shaded in grey). The data is averaged across sentence end types and 

harmonic end types to aid comparisons between language and music tasks.  

   Mean amplitude µV (SD) 

Test Baseline 
(ms) 

F test Regular 
(1000 ms) 

Irregular 
(500/1500 
ms) 

P2: Pz,  

140–260 ms  

–200 to 0  F(1, 38) = 27.27, p < .001, ηp2 = 
0.42 

0.43 (0.12) 1.10 (0.15) 

0 to +50 F(1, 38) = 5.36, p = .032, ηp2 = 
0.22 

0.59 (0.09) 0.95 (0.12) 

Table O2 – Interaction results between interstimulus interval (regular/irregular) and task 

(language/music) for the two baseline analyses-200 to 0 ms (no shading) and 0 to +50 ms (shaded 

in grey). 

   

Test Baseline (ms) F test 

P2 interaction, interstimulus interval 
* task. 

Pz, 140–260 ms 

–200 to 0  F(1, 38) = 2.40, p = .130, ηp2 = 0.06 

0 to +50 F(1, 38) = 0.14, p = .711, ηp2 < .001 
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Appendix P. Ethical approval forms 

Ethical approval for Experiment 1 
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Ethical approval for Experiments 2 and 3 
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Ethical approval for Experiments 4 and 5 
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Ethical approval for Experiments 6 and 7 

 


