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Abstract

High-pressure transport measurements on n-type bulk indium antimonide by Porowski
et al. revealed the presence of, ostensibly, a single deep donor (possibly oxygen)
that manifested itself as both a "substitutional" donor (i.e., showing no large lattice
relaxation, or LLR) and a metastable donor. The electronic properties of the sample
could be radically altered by varying the pressure at which the metastable sites were

frozen out ("pressure-treatment").
Further investigation by Stradling and Wasilewski et al. using FIR spectroscopy

proved that a single donor species ("A") was responsible for states apparently associated
with the r, X or L minima.

Paralleling this work have been lengthy investigations by Mooney et al. into the
nature of deep donors in GaAs and AlGaAs exhibiting persistent photoconductivity
(PPC), the so-called DXcenters. Recently, work by Dmochowski etal. has demonstrated
the same phenomenon in GaAs and AlGaAs as in InSb, i.e., themanifestation of variously
associated impurity states from a single donor.

For AlGaAs, the very successful negative-17 model was proposed by Chadi and
Chang to explain LLR, though this model vies with the phenomenon of correlation as

an explanation for the observed mobility trends in AlGaAs.
The current thesis attempts to shed some light on the question of whether the

negative-t/ model applies to indium antimonide. Hall measurements of high mobility
samples were conducted over a range of pressures and with the sample pressure-treated.
An extensive mathematical model (due to Szymanska and Dietl) was invoked to tie
mobility measurements to impurity concentrations and polar optical phonon population.

Narrowing of the cyclotron resonance peaks with the application of hydrostatic
pressure, over only a very narrow range of pressures, had been observed previously
by Wasilewski. One of the samples studied in the present work, on the other hand,
exhibited this narrowing over the entire range of pressures applied. This made possible
a comprehensive study of cyclotron resonance linewidths as a function of pressure. It
was hoped that analysis of these data could elucidate scattering mechanisms involved
in the sample. It was found that the narrowing was greatest in the case of long-wave¬
length excitation (i.e., low magnetic fields), and virtually unobservable for the short
wavelengths, in contrast to the results of Wasilewski. Correlation of impurity ions is



apparently responsible for the narrowing.
Cyclotron resonance was also recorded with the sample in the pressure-treated state.

Samples of indium antimonide were also optically investigated in the mostly intrinsic
near-infrared regime (1-10 //). It was discovered that the application of hydrostatic pres¬
sure enhanced the responsivity for one of the samples by at least two orders ofmagnitude
over that at ambient pressure, and that a portion of this increase is due to an increased
electron lifetime, ostensibly due to hole-trapping centers. A near-infrared spectrum was

also obtained for a sample in the pressure-treated state. It was found that a high energy

(~300meV) absorption occurs, perhaps indicating the vertical (optical) separation of
the neutral relaxed impurity state and the ionized state.
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CHAPTER I

Introduction

This thesis is concerned with certain electronic and optical properties of bulk n-type indium
antimonide in generally extreme conditions, i.e., under high magnetic fields, high hydrostatic
pressure, low temperature, and laser illumination, although not always at the same time.
Indium antimonide has been under intense scrutiny forwell over thirty years: The motivation
for this investigative effort, and for the studies of photoconductivity and impurity behavior
undertaken herein, is manifold.

1.1 Indium Antimonide as an Exceptional Semiconductor

Beginning in the 1950's, indium antimonide was investigated along with other intermetallic
polar compounds when it was discovered they possessed semiconductor qualities. Early
cyclotron resonance experiments revealed a very small electron effective mass and a spin-
split conduction band. Optical measurements confirmed a very narrow energy gap which
was strongly temperature-dependent. Ground-breaking work was done by Kane (1957) to
elucidate the band structure of indium antimonide, work that has subsequently been exploited
and extended for a wide variety of other semiconductors. Kane showed that by virtue of the
small effective mass and large spin-orbit interaction in indium antimonide, the conduction
band is highly nonparabolic, a result which is very significant in questions of transport and
scattering mechanisms within the semiconductor, and which evinces itself quite noticeably
in experiments involving magnetic fields.

The question of indium antimonide's high electron mobility, and the factors that limit
it, was first extensively probed by ehrenreich (1957, 1959). Initially, work on this topic
had been conducted using the relaxation time approximation, but Ehrenreich applied the

1



Introduction I §1

Boltzmann equation to the system, and thereby was able to quantify polar optical mode
scattering as well as heavy hole scattering.

Barrie (1956) and bateet al. (1965) presented expressions for electron mobility valid
under special conditions (such as high temperature). Bate et al. showed that electron-elec¬
tron scattering was significant at elevated temperatures.

More recently, more ambitious efforts by zawadzki & szymanska (1971) and Szy-
maivtska & dletl (1978) have attempted (with impressive success in the latter case) to
model mobility in indium antimonide, as well as in various II-VI compounds, under a wide
variety of conditions, including low temperature and high hydrostatic pressure.

A theoretical review of this range of topics is presented in Chapter II. Table 1.1 lists
the values of material parameters of indium antimonide introduced in the theory and used
throughout this thesis.

1.2 Impurity Studies in Indium Antimonide

Among the most important features characterizing semiconductors is that of the dependence
of many of their properties on the nature and number of their defects, which are typically
impurity atoms often not strikingly different from those of the host lattice, in numbers
representing often not more than 1/10,000,000 of 1% of the atoms present. KOHN (1957)
presented the first extensive model of "shallow" donors, i.e., those with loosely bound
electrons, which could be adequately described in terms of effective mass theory (emt).

This theory was unsuited to many impurities, however, and deep donor and tight-binding
models, such as that of Toyozawa (1978) proliferated. No model, however, has had nearly
the success of emt.

In particular, for many years, the phenomenon of persistent photoconductivity and DX
behavior in general has been a topic of fevered investigation. First in indium antimonide
(notably by porowski ET al., 1974), and later in gallium arsenide (e.g., lang & logan,
1977), it was observed that certain deep donors exhibited a large Stokes shift and large
lattice relaxation, and thereby affected, often adversely, the characteristics of numerous
devices, such as FETs. This problem has spurred on an era of vigorous searching for possible
electronic and atomic mechanisms to explain often contradictory findings.

Among the more recent and more successful of explanations for these effects has been
the negative-C model proposed by Chadi & chang (1988), a model that has proved not a
little contentious, with enthusiastic support from, e.g., MOONEY (1990), and less enthusiasm
emanating from, e.g., Maude et al. (1987).

2



Introduction

Table 1.1: Material parameters of indium antimonide used in this thesis.

Material Parameters Symbols Values References

Energy gap, 1.8° K, 1 bar £g;o(0) 0.237 eV landolt &

BOrnstein, 1987

Energy gap temperature dependence:
Eg(T) = £"g;o(0) — aT2/(b + T) a

b

0.6 meV K"1
500 °K

Littler &

Seiler, 1986

Energy gap pressure dependence:
Eg(P) = £g;o + 7P 7 14meV kbar-1 Huang etal., 1984

Defect level energy pressure dependence
(relative to the /"-minimum):

d.L (deep donor)
dx (metastable defect)

d^L-r /dP
dcx-r/dP

— 10.5 meV kbar-1
— 20meV kbar-1

Dmowski et

AL., 1982

Momentummatrix element 7 9.07 x 10-8 eV cm
pldgeon &

Groves, 1969

Higher band
perturbation parameters

A'
M

L'
N'

0

-5.5

-2.7
-4.4

PlDGEON &

Groves, 1969

Electron effective mass

cyclotron resonancemass, 4.2°K
band-edge effective mass:

60°K
160°K

m*

mc

ml
0.0138 m0

0.0134 m0 1
0.0127 m0 J

Summers et

al., 1968

Stradling &

Wood, 1968

Hole effective mass mi, 0.40 mo
Bagguley et

al., 1963

TO-phonon frequency tcro 3.481 x 1013 sec-1 Landolt &

Bornstein, 1987
LO-phonon frequency l^lo 3.707 x 1013 sec-1

Dielectric constants «0

/too

17.9

15.7

Kahlert &

Bauer, 1973

Spin-orbit splitting A 0.9 eV PlDGEON &

Brown, 1966

Lande (/-factor
at band-edge, for n < 1015 cm"' 9o -50.6

Landolt &

BOrnstein, 1987

Lande (/-factor energy dependence:
(e' = Eg/(Eg + 2e), with
e = energy above /"-minimum)

dg/dc' -60 Landolt &

Bornstein, 1987

Lattice constant aa 6.48 A Zawadzki &

szymanska, 1971

Deformation potential,
lattice dilatation constant — d 14.6 eV

Landolt &

BOrnstein, 1987

Melting point 530°C Madelung, 1964
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Introduction

One complication that may, at least in indium antimonide, provide an alternative expla¬
nation for various observations in this field is that ofcorrelation, the electric field-neutralizing
effect of a non-random distribution of impurities (O'Reilly, 1989). Anderson (1958) and
Mott (1967) were among the first to consider the effect on electron conduction of disorder
in semiconductors. cljevas (1967) and Falicov & Cuevas (1967) investigated electron
mobility in Ge, and discovered that an increased concentration of ionized impurities in fact
led to increased screening of scatterers and elevated mobility. This work was extended in the
1970's, largely by Russian scientists such as Efros, Shklovskii, Baranovskii and others (see,
e.g., BaranovskiI, 1980), who examined rigorously the effects on the Fermi energy and
on the density of states ofmonopole and dipole interactions in a disordered semiconductor.
kossut (1990) discovered via a computer simulation that these correlative effects would
enhance mobility in semiconductors under hydrostatic pressure, over a range of electron
concentrations.

The effects of heterogeneity on a larger scale, i.e., actual impurity "phase" separation,
was investigated by plotrzkowski et al. (1986), who successfully modeled anomalous
mobility behavior in indium antimonide.

Some of the effects of impurities on indium antimonide, and in particular the examination
of metastable states, are discussed in Chapter IV, and the results are exhibited in Chapters
VII and VIII.

1.3 Magnetic fields and Cyclotron Resonance in Indium Antimonide

At the same time that Kane was investigating the band structure of indium antimonide,
Yafet et al. (1956) and Keyes & sladek (1956) examined the effects, both theoretically
and experimentally, of a magnetic field on the energies of the band states of donors in indium
antimonide. The phenomenon of freeze-out was successfully predicted, though the decrease
in electron mobility was larger than expected. The application of weak magnetic fields
and of strong magnetic fields proved mathematically tractable, but intermediate fields were
problematic in this regard. Armistead et al. (1982) investigated shallow impurity states

experimentally in this regime, while Makado & McGlLL (1986) examined the problem
theoretically.

Beginning in the 1960's, effort was concentrated on the information about electron
scattering processes that could be gleaned from the linewidths of cyclotron resonances in in¬
dium antimonide. While KlJBO (1957) had rigorously derived an expression for the absorbed
power in a resonance peak, many of the complexities of lineshape, such as asymmetry and
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peak shift, were not considered. hlndley (1964) considered the effect on the lineshape in
a parabolic band of a number of scattering modes, while the effects of ionized impurities in
indium antimonide were examined both theoretically and experimentally by kawamura et
al. (1964), Kawabata (1967), Kaplan (1973) and Larsen (1973), the last of whom also
considered the importance of correlation in Stark broadening. Most recently, a pair of papers
by kobori et al. (1990) (I & II) has examined linewidth due to many scattering mecha¬
nisms from both theoretical and experimental standpoints, and has beautifully illustrated the
difficulties involved in constructing accurate, conclusive models in this field.

wasilewski et al. (1986) reported the anomalous narrowing of cyclotron resonance

and "impurity-shifted cyclotron resonance" in indium antimonide upon the application of
high hydrostatic pressure. These studies have been extended in the current thesis and are

discussed at length in Chapters III and VIII.

1.4 Indium Antimonide as an Infrared Detector

Much of the impetus for the aforementioned studies of indium antimonide has been provided
by the search for ever more sensitive infrared detectors covering an ever greater portion of
the spectrum.

The Second World War saw a spirited development of the lead chalcogenides as both
photoconductive and photovoltaic infrared detectors, especially on the part of Germany.
Subsequently, development was pursued in both the United Kingdom and the United States.
While lead selenide was useful at wavelengths out to 8 p, a search for a narrow-gap semi¬
conductor was launched in order to extend the detectable spectrum even further (smith et
al., 1968). While indium antimonide cut off at 300°K only at 7.5 p, it was available as a

very pure single crystal material, in contrast to the chalcogenides, and exhibited remarkably
high mobility, a key asset for a photoconductive detector.

Indium antimonide was developed as a detector in numerous forms:
• Photoconductors: In the U.K., most development concentrated on photoconductors,
often p-type in order to exploit the high mobility of the electrons to enhance the minority
sweep-out effect;

• Photovoltaics: In the U.S., on the other hand, photovoltaic cells were more popular,
usually comprising a thin layer of p-type material diffused over the surface of an n-type
slab;

• The photoelectromagnetic (pem) effect: In this case, a semiconductor in a magnetic
field is illuminated on one surface, creating a Hall-like voltage by virtue of the greater
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mobility of the electrons on one side of the detector. This effect has been exploited to
eliminate cooling and biasing requirements (Kruse, 1962);

• Extrinsic detectors: Shallow impurities in indium antimonide, even at the lowest tem¬
peratures, do not freeze out. However, the application of pressure or of a magnetic field
will result in freeze-out at even liquid nitrogen temperature. In this way, the response

of indium antimonide as a photoconductor can be extended to well beyond 1000 /z;
• Rollin detectors (or hot electron bolometers): By virtue of the A2 dependence of em
wave absorption for free electrons (see Chapter V), and of the very low effective mass

of the electrons in indium antimonide, the effective temperature of the electrons may

be elevated substantially above that of the lattice (the adiabatic effect). Because the
mobility is highly energy-dependent, this radiation absorption is seen as a change in
mobility, which shows up in the photoconductive mode, especially if the resistance of
the detector has been increased with a magnetic field (klnch & rollin, 1963);

• Putley detectors: putley (1965) described the use of cyclotron resonance at high
magnetic fields as a detection mechanism in indium antimonide, the chief advantages of
which were the great increase in resistivity in the sample at 4.2°K in a magnetic field,
and its tunability, a hitherto unattained feature.

• Heterodyne detectors: putley (1977) reviews the use of indium antimonide, in con¬

junction with a maser, to act as a very long wavelength (~ 1 mm) heterodyne detector.
This type of detection was not investigated at all in the current work.
Most recently, molecular beam epitaxy has been used to produce detectors of variable

quality (see Chapter VIII), while liquid phase epitaxially-grown devices have been available
commercially for several years.

In the current work, hydrostatic pressure has been used as a variable to increase the
dark resistance of the indium antimonide sample, in both the intrinsic photoconductive and
Putley modes of detection. General detector theory is presented in Chapter V, and results
in Chapter VIII. Some technical specifics concerning the so-called "figures of merit" are

presented briefly in Appendix 1. Finally, some of the mathematics required to interpret
the results in line with the theory presented in Chapter II are presented in the form of a
Mathematica program in Appendix .
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CHAPTER II

Theory of Band Structure and Transport
in Indium Antimonide

In this chapter are set out some of the fundamental equations relating to indium antimonide
that are necessary for the quantitative analysis ofmany of the data in later chapters. Initially,
the bulk properties of indium antimonide are described. There follows a discussion of the
electron statistics used to determine the occupation of conduction band states, and successive
sections treat effective mass, the Kane theory of energy-wavevector relationships, electron
mobility and scattering, and Hall measurements.

2.1 Indium Antimonide: Band Structure and Properties

Indium antimonide is a direct-(narrow)-gap semiconductor of the zincblende structure (see
Figs. 2.1, 2.2 below and Table 1.1) with a very small electronic effective mass. As such,
it has long been the detector of choice for work in the 3-5 /J region, as its high mobility
enhances its detectivity (see Chapter V). It has been available in very high purity form
(Nd - JVA « 5 x 1013cm-3) for well over thirty years. It is to this day grown on boules
(typically ~5-6 cm in diameter) by the Czochralski method,* though lpe-grown commercial
detectors have been common for many years, and mbe-grown material has in recent years
made its debut.

Kane (1957) proposed an extensive band model for indium antimonide (see below, § 2.4
and Fig. 2.4 therein). It has a spherical conduction band minimum, obviating the need for
orientational considerations. Its conduction band is, however, highly nonparabolic, which
* A single-crystal "seed" is immersed in a melt of the semiconductor, and slowly "pulled", or withdrawn
while being rotated, to grow a single crystal.
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Fig. 2.1: The zincblende crystal structure of indium antimonide, showing the two
equivalent inter-penetrating fcc lattices. The larger (light gray) atoms are indium,
with a diameter of 1.44 A, while the smaller (partially ionic) antimony atoms have
a diameter of 1.36 A (drawing not to scale).

results in some notable features in its Landau level spectrum (see Chapters III and VIII).
Also of note, especially with regard to the pressure studies herein undertaken, is the nature
of its higher conduction band minima. In common with the other III-V semiconductors, the
./"-minimum is flanked by two "subsidiary" sets of minima in the L ({111}) and X ({100})
directions.

A free atom with outer (valence) electrons of s- and p-nature can be thought of as a

two-level system where the p-level is at the higher energy. As atoms are assembled into
rows, and the rows into lattices, level-splitting occurs due to perturbations, and the two levels
broaden into two bands. Free-electron theory rationalizes this such that the parabolic E — k
curve obtained from E = Trk2/2m* is modified to include interactions of the nearly-free
electron with the lattice. At the Brillouin zone edge, Bragg reflection of the electron's
associated wave results in the mixing of two running waves to form a standing wave, which
results in an energy gap. Hence, a series of bands and gaps is built up in the zone. In the
case of the s- and p-orbitals in particular, tight-binding theory pictures the s-like state as
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Fig. 2.2: The Brillouin zone of the zincblende crystal structure, showing principal
points. The enclosed volume is half that of the cube defined by the planes of the
six square faces.

originating from a chain of spherically symmetric electron clouds (s-states) modified into a

Bloch function:

i)k(r) = YJV(r - R)elk-R .
R

Here, <p(r — R) is the so-called Wannier function, which in narrow-gap semiconductors can
be approximated by the atomic wavefunctions of an atom with an equilibrium core position
of R. At the center of the zone, k = 0, and the successive s-electrons are all of the same

parity, resulting in a high, repulsive potential. At the edge of the zone, e,k'r = — 1, and
tp changes sign on each atom, resulting in maximum overlap. Therefore, the band at this
point is of lower energy. For the p-electrons, in contrast, a chain of orbitals comprises
longitudinally oriented "dumbbells", aligned in a head-to-tail fashion, minimizing overlap,
and lowering energy, while at the zone edge, the reverse holds true. In fact, the energy levels
would cross if they were of different symmetry; but as the states are of the same symmetry,

"anticrossing" behavior is what is actually observed.
The behavior of this band structure under hydrostatic pressure is considered here. A

theoretical treatment of this system has been published by GORCZYCA (1982), who included
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Wavevector, k

Fig. 2.3: Band diagram of indium antimonide, reprinted
and adapted from Landolt-Bornstein.

non-local corrections to the pseudo-potential, involving the use of a variable effective mass
and including the spin-orbit interaction, which is large in indium antimonide.

When hydrostatic pressure is applied to the crystal, diminishing the lattice constant
while maintaining the same symmetry,* the level-splitting is increased, and the levels move
apart. In indium antimonide, the band-gap is seen to increase at 14meV/kbar (HUANT ET
AL., 1984), a value similar in all III-V semiconductors. Hydrostatic pressure compresses the
wavefunctions of shallow impurity atoms as well, an effect similar to the application of a
magnetic field (see Chapter III).

The subsidiary minima, labelled L and X, are also shown in the figure.
The salient effect of hydrostatic pressure is to increase the effective mass (see below) of

the electrons of the semiconductor by altering the band curvature. Also important however
(see below) is the decrease in the dielectric constant.
* The actual change in lattice constant is minute: In indium antimonide, the change over 1 kbar is 0.15%
at 300°K, and a bit less at lower temperatures. Also of note is that the zincblendo phase of indium
antimonide, InSb I, exists only up to ~30 kbars, depending on temperature. At least three higher pressure
phases are known to exist.
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2.2 Effective Mass

The electron's effective mass, for which there are several definitions, varies strongly with
pressure.

The definition wherein the group velocity vk = dwjdk is defined as* (l/^)Vtc(/c) leads
via the Boltzmann equation (see §2.5.1) to the "momentum" effective mass utilized in
transport (velocity) problems:

where M* is the effective mass tensor. (In the general non-spherical case, effective mass is
anisotropic, i.e., the acceleration of an electron will not in general be in the same direction
as the applied force.) Throughout the present work, the scalar version of Eq. 2.1 will
be employed. The major difference between conduction band electrons in the subsidiary
minima and those in the ./"-minimum is one of effective mass.

For parabolic bands only, and therefore at the bottom edge of a nonparabolic band as

well, the first derivative of energy with respect to k-vcctor is equal to the second derivative
times k: m* = h2(d2e/dk2)~1.

m°s, the so-called density-of-states mass of the electron (the weighted average of the
effective mass within the conduction band, discussed in the next section) depends on contri¬
butions from the vicinity of the Fermi energy, and these depend on the particular scattering
mechanisms involved. Again, in a completely parabolic conduction band, this value would
equal that of the m* discussed in the previous paragraph.

The cyclotron resonance mass, mc, as discussed in Chapter III, is strongly dependent
on a number of parameters, such as temperature, magnetic field and the wavelength used to
excite resonance. This strong dependence results chiefly from the large nonparabolicity of
the conduction band.

2.3 Fermi-Dirac Statistics

In order to quantify the scattering mechanisms and resulting transport properties in indium
antimonide, it will be necessary to develop expressions relating electron concentration,
mobility and energy.

This definition leads to the current associated with an electron in state A: being equal to evk.
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2.3.1 Intrinsic Semiconductors

The intrinsic electron concentration nt can be expressed by an integral

poo
ni= f0(e)g(e)de, (2.2)

where c signifies the energy of free electrons relative to the bottom of the conduction band,
/0(e) is the equilibrium occupation probability of any energy level, and g(e) is the density of
states in phase space, which comprises both real space and A:-space (with crystal momentum
in any direction given by Tik). In a semiconductor with a spherical (isotropic) band, the
constant energy surfaces in fc-space are spheres. A differential volume of phase space is thus
equal to 47th3k2dk, while the electron states occupy a volume of h3 (except that 2 electrons
per state are allowed by the Pauli exclusion principle). Therefore, Eq. 2.2 can be rewritten

1 r°o JU

n> = ~ fo(e)k2—dc. (2.3)
7T Jo dt

The occupation probability function is that given by the Fermi-Dirac distribution:

/o(<0 = FT \,. J., * • (2-4)exp[(e - cF)/kBT] + 1

Here, eF is the so-called Fermi energy, equal to the electronic chemical potential.* eF
is chosen so as to make the integral of the Fermi-Dirac distribution function equal to the
electron concentration.

In the case of a parabolic conduction band, where e = fL2k2/2m°s (and m°s is the
density-of-states mass described above), Eq. 2.3 can be rewritten in a form dependent on the
electron mass and the Fermi energy:

V2
7T2^

where iq(77) is the Fermi integral of order i:

rii = —jK'/cbI1)2 FI (77), (2.5)
7XzTl 2

/oo i.S.Z! (2-6)
xldx

+ exp(a; — 77)'
* The Fermi energy by this definition, which is strictly valid only at 0°K, would also be equal to the energy
needed to add one electron from infinity to the system; but see § 4.6.
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Here, x = c/kBT, and rj is the so-called reduced Fermi energy, cF/kBT. It is seen then that
in the general case even the zero-pressure value of m°s cannot be easily derived precisely
unless the Fermi energy is known. In the intrinsic case, however, whereMaxwell-Boltzmann
statistics apply by virtue of the elevated temperature, the high energy tail of the Fermi-Dirac
distribution can be estimated by a simple exponential function, wherein the 1 in Eq. 2.6 can

be neglected. In this case the Fermi energy relative to the conduction band minimum can be
approximated using the following formula:

eF = -l-E& + 2-kBT In «7meDS), (2.7)

where m^s is the density-of-states mass of the holes. This was derived by setting n, = p,
in an intrinsic semiconductor, where p\ is the intrinsic hole concentration, also given by
Eq. 2.5, but with m°s substituted form°s. In order to solve analytically for the Fermi energy,
it must be factored out of the Fermi integral, which can be done only by neglecting the 1 in
the denominator of the integrand. Eq. 2.7 is therefore applicable only in classical cases, and
not if the Fermi energy is very close to the band-edge.

A variant of Eq. 2.5, Eq. 2.8, connects meDS with the band-gap, independently of the
Fermi energy. While 2.5 is widely applicable, Eq. 2.8 relies on the fact that the high-energy
tail of the Fermi-Dirac distribution function resembles a Maxwell-Boltzmann (classical)
distribution, and is applicable only to non-degenerate semiconductors. In this case,

1 f 2A* T*\ ^
n' =

4 (J exP ( ~ E,(P)/2kBT), (2.8)
where P indicates hydrostatic pressure. The value of the energy gap dominates this expres¬
sion through the exponential term. Therefore, when the logarithm of each side is taken,
the variation of effective mass with the band-gap plays a minor role. The virtually direct
dependence of Inn; on pressure (see Chapter VII) therefore indicates that £"g E&.0 + aP
(where the subscript 0 refers to zero pressure), or in other words, that dEjdP is virtually
constant.

To solve Eq. 2.8, the expression for m°s in indium antimonide is needed:

ra°s « +wi£ht)f and m°s « m*.

Here, the asterisks refer to effective masses, the subscript 'e' to the electron, and the
subscripts 'lh' and 'hh' to the light and heavy holes respectively. The valence band effective
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mass is virtually both temperature- and pressure-independent and a density-of-states mass
of 0.40 m0, derived from cyclotron resonance experiments (BAGGULEY ET al., 1963), is
applicable here,* where m0 is the mass of the free electron. (From now on, effectivemasses
will be expressed in units of m0.) This figure actually reflects the mass of the heavy holes,
as the mass of the light holes, 0.015, is negligible.

2.3.2 Extrinsic Semiconductors

The ionization energy of a donor AeD in a semiconductor can be determined as follows. If
Nd is the total concentration of donors, ND° the concentration of neutral donors, and NB+
that of ionized donors, then probability that an impurity state at energy eD is occupied is

1 NDo
1 + exp[(eD - cF)/kBT] ND '

(2.9)

meaning that
N°+

- i _ Nd" - \ (2 10)
Nd Nd 1 + exp[(eF — cD)/kBT]'

This can be rearranged to

(211)

*:ex^+l
where gD has been introduced to account for the impurity spin degeneracy, and the conduction
band density of states is

^2ttm*e(P)kBTyNc = 2

In an n-type semiconductor, ND+ « n + NA, where A^D+ is the concentration of ionized
donors and NA is the total concentration of acceptors. Substituting this into Eq. 2.11 gives

n(n + Na) Nc f-AeD\exp , (2.12)
ND — NA — n 2 V kBT

* Tliis is because the heavy hole band, which dominates the mass of the holes, is parabolic to the extent
that the cyclotron resonance mass and that for transport may be treated equivalently.
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where the denominator of 2 in Eq. 2.12 reflects spin degeneracy (at suitably high temper¬

atures) for indium antimonide, where the multiplicity of the conduction band minimum is
unity.

2.4 Kane's Theory

KANE (1957) solves for the band structure of indium antimonide near the /"-minimum by
employing k •p theory to treat exactly the interaction of the s-like r6 conduction band
minimum with the p-like /V and r8 valence maxima, which are split by the spin-orbit
interaction, A. Because indium antimonide has a very narrow band-gap (responsible for
the very low effective mass of the conduction band electrons as well as for the extreme

nonparabolicity of the band), interactions with higher and lower bands are treated with
second-order (rather than first order) perturbation theory. A separate treatment is done by
Kane of the terms linear in k, which dominate very close to k = 0, which are finite in
materials lacking inversion symmetry, and which are responsible for a maximum in the
valence band—located at ~0.3% of the distance from the /"-minimum to the zone boundary
at (111)—of ~10~4 eV above the value at k = 0. In the present treatment, linear terms will
be ignored.

Hall data, magnetoresistance measurements and the existence of a single sharp cyclotron
resonance maximum are cited to supply various physical constants and to test agreement
with experiment. However, the theory is strictly valid only at 0°K (EllRENRElCH, 1956), and
scattering mechanisms (such as electron-phonon coupling) are not explicitly considered.*

The Schrodinger equation for an electron in a crystal is

+vM*~k-p + A—(VVx(p+k))-d2m0 mo 4m02c
Ih = Ek¥k. (2.13)

The second term above, Voir), is the unperturbed crystal periodic potential, while the third
term represents the so-called k •p interaction. The fourth term represents the spin-orbit
interaction, d is the Pauli spin matrix operator, and Ek refers to the total energy of the
electron taken with respect to the top of the valence band, in contradistinction to e, which
will always mean energy with respect to the bottom of the conduction band.
* In particular, according to Ehrenreich, if the effective mass is to be derived from the Kane theory, the
temperature-dependence of band-gapmust be that due only to lattice dilatation and not to lattice vibration.
This value is (dEWio/dT)p = -9.6 x 10-5 eV/°K. However, according to Ravich (1965), it is the total
derivative (equal to ~2.9 x 10-4 eV/°K) that should be used to calculate to change in effective mass at
the band-edge.

15



Theory of Band Structure and Transport in Indium Antimonide II §4

For small k, (Tik <C p), and for \kk = uk(r)tlk'r, Eq. 2.13 can be approximated by

P2 ( k \ ( h \p ■ "^ ^ - ■ ' » ^ - uk(r) = Ekuk(r).2mo+V^+{^)k-"+{^)(-VVX''^
This equation is solved by expanding the Bloch amplitudes, as a function of k, in terms
of the eight unperturbed (uncoupled) periodic Luttinger-Kohn amplitudes, at k = 0: S±,
representing the s-basis functions, and X±, Y± and Z±, representing the p-basis functions,
where the ± subscript refers to spin states.

After solving the secular equation resulting from the 8 x 8 interaction matrix for the
four bands with spin, the perturbation energies due to the more distant bands are estimated
and incorporated into the expression for electron energy. The following highly nonparabolic
relation for the conduction band energy c as a function of A: (e = 0 at the T-minimum) is
obtained (see Fig. 2.4):

e(e + £g)(e + Es + A) - k27\c + Es + = 0, (2.14)

where:

• c + E6 = E — (h2k'2/2mu) [1 + a2A' + b'2M + c2L' + \{b2 - 2c~)(L' - M - N')] (SZYM-
AI^SKA & DlETL, 1978);* where a, b and c give the contributions to the conduction band
wavefunction from s-like and from two different components of p-like basis functions,
respectively, and A', L', M and N' are perturbing contributions from higher bands;

• (P is the s-p momentum matrix element — i(h/ma) (S \ pz \ Z), representing the coupling
between the conduction and valence bands ((P 9.07 x 10-8 eV cm, often quoted as

Ey = (2m0/h2)'J)2 & 20eV); and
• A is the spin-orbit coupling energy in eV:

" 3Ai
(X\(VVXp)z\Y),4mfic2

where V is the periodic potential and p is the momentum operator for the electron.
A fa 0.9 eV (Landolt-Bornstein) independent of pressure or temperature.

* Hereafter referred to as S&D.
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The coefficients a, b and c above are given by the following equations, in which
E' ~ e + ES]0:

1 / 3 \
,2 _ 1 / a a. fi \ t a i rr'\ r'

D\A + 2E' nA + E'E>
b2 = f^(E'-E,,o), (2.15)

_2 2 / „ . 3 ^ 2c2 = 3^U + 2^') (E'-Ee,0),

where

Z> = (4 + £')£' + (A + £')2(^' - £g;o) + - £g;o)^'2 .

However, if e «C 2A/3, then these coefficients reduce to simpler expressions:

,2 1"£ , 2 2(1-1)a2 = L, b~ = —— and c2 = - ,

where L = t/{E&.0 + 2e). Close to the band-edge, 1 and b, c « 0, so the conduction
band is extremely s-like.

If k « 0, a simpler equation than Eq. 2.14 results, describing parabolic bands:

„ h2k2 F-k2 / 2 1 \
e = £K + -— + -z— — + -= 7 • (2-16)

2m0 3 \ Eg Eg + AJ

Using Eq. 2.1, Eq. 2.16 can be differentiated with respect to k, inverted, and multiplied by
Ti2k/mt) to produce

2m0(P2 ( 3Ea + 2A
mn

1 +
3h2 \Es(Ee + A)y

where m* is the electron effective mass at k = 0, the bottom of the conduction band. The
second addend in the large brackets is ~80, so the 1 can be neglected. The conduction
band-edge effective mass of the electron is a function of the energy gap, which varies both
with pressure and temperature. At 0°K then, if m*.Q is the band-edge mass at zero pressure,

taking the ratio ofm* to m*.0 from the equation above produces for parabolic bands (or at
k « 0)

A +\E^\/ Et(P) (A* E8(P»
r+sj

ml"0;0 ES]0(A + Ee.i0) \ A + IE^P)
(2.17)
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Fig. 2.4: a plot of conduction band energy above the ./"-minimum vs. wavevector,
using band parameters for 77°K and ambient pressure.

where all subscripts ";0" refer to the values of mass and energy gap at zero pressure. The
approximation sign in Eq. 2.17 reflects the fact that while most of the temperature and
pressure effect on mass is due to the dilatation of the lattice, some is due to electron-phonon
coupling (Lang, 1961 and Ravich, 1965).

On the other hand, a useful approximation to Eq. 2.14 for the case where A » Eg]0, k1?
(applicable to indium antimonide for small k (e < Eg.0) and because A/Es-0 ps 4.5) is

+ (X18)

In this equation, the split-off valence band is viewed as a lower band which does not to first
order influence the conduction band electrons. This is the so-called two-band model, which

approximates the nonparabolicity of the conduction band. In this case, the relation between
the conduction band energy and the electron wavevector takes on a particularly simple form,
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i.e., h2k2/2ml = e(l + e/J?g;0). With Eq. 2.1, this means that the effective mass can be
expressed by

m*=m*( l + -^-V (2.19)
£g;o

According to zawadzki & szymafiska (1971),* this approximation is not of suitable
precision for optical experiments, but is accurate enough to describe transport in indium
antimonide up to energies corresponding to n « 1019 cm-3, or ~0.5 eV. By using Eqs. 2.1
and 2.18 evaluated at k = 0, it is seen that

1 1 de

rrig hJk dk
1 47
+

k~o Trig 3h Eg-g

2
_ 3fi2E^o f 771,) - 777*

and therefore that

V* =
4 \ m0m*

This will prove useful for putting various energy integrals in terms of .

2.5 Electron Scattering and Mobility

Subsequent to Kane's landmark paper in 1957, several investigators over the years endeav¬
ored to analyze the scattering processes in semiconductors in general and in III-V compounds
in particular using the newly available correct nonparabolic energy-wavevector relationships
to determine the density of states required in scattering equations (see below); eventually,
Z&S pointed out that it was insufficient to consider the effect of the nonparabolic band-shape
on the density of states alone, and that the actual scattering matrix elements were effected as

well by the nonparabolicity. Ehrenreicii (1957, 1959) first attempted to quantify several
scattering modes (described below): polar optical phonon (po) interaction, optical defor¬
mation potential (od) (or non-polar optical phonon) interaction, polar acoustical phonon
(piezoelectric or "piezoacoustic") (pe) interaction, non-polar acoustical deformation poten¬
tial (ad), and charge-center (cc), which comprises ionized impurity scattering (ii) as well
as the effects of holes and electron screening. Bate et al. (1965) showed that at liquid
nitrogen temperatures, in pure samples, electron-electron scattering was also significant.
Most authors have disregarded neutral impurity scattering in the case of indium antimonide,
* Hereafter referred to as Z&S.
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as it is deemed to be insignificant relative to that of ionized impurities, even at the lowest
temperatures. Whether this can be said to be true at high pressures as well remains moot.

Z&S treated numerous scattering mechanisms over a wide range of temperatures and
electron concentrations using the relaxation time approximation (see below). In order to
derive the energy-dependent relaxation times r(e), which are proportional to the product of
the density of states g(e) (see Eq. 2.3) and the angularly integrated scattering probability for
the scattering mode in question, W(e), it was necessary to derive the correct forms for W(e),
reflecting the nonparabolicity of the band. Until then, many authors had been using power

functions of e for W(c), a procedure valid only for parabolic bands.
Themajority of these processes can be modeled as elastic collisions, i.e., the electron can

be viewed as a particle whose velocity is virtually unchanged from collision to collision, by
virtue (in indium antimonide, at least) of its extremely small mass. This permits conduction
to be modeled with the so-called relaxation time approximation (rta), wherein mobility is
proportional to the mean time between collisions, and, more significantly, that in the case of
more than one scattering mechanism, a reduced mobility can be estimated from a reduced
relaxation time given by

I/7- = 1/7T + l/r2 + l/r3 + • • • >

where the various r,- are the relaxation times for each mode of elastic scattering. In the case

of po scattering, however, the interaction is highly inelastic due to the fact that the phonon
energy is comparable to that of the electrons, and the rta is inapplicable, except either at very
low temperatures where on average the time spent by an electron in the interaction is very
small (Davydov & slimushkevich, 1940), or at temperatures above the Debye temperature
(283°K in indium antimonide) (see below). Many authors (ehrenreich, 1957, 1959; bate
et al., 1965; and others) therefore limited their models of mobility, thermoelectric power,
etc. to temperatures at or above the Debye limit, or assumed that at low temperatures it
was completely absent. However, as Eiirenreich (1959) pointed out, a valid expression
for mobility can be derived if one is willing to employ the Boltzmann transport equation,
which can be solved by the variational procedure. eiirenreich (1959) did this for high
temperatures and concentrations.

S&D provided, at last, a complete set of expressions for the individual scattering mecha¬
nisms, including electron-electron scattering terms (not considered here), and a variationally
derived scheme for determining mobility (see below). lltwln-staszewska et al. (1981),
who also supply many constants for indium antimonide, applied this to their own data, and
found excellent agreement. In particular, a glance at curve (4) in Fig. 2.5 shows extremely

20



Theory of Band Structure and Transport in Indium Antimonide II §5

close resemblance to Fig. 7.9 in the present work. Below are the equations pertinent to the
present work.*

I0n

i 10*

10"

Fig. 2.5: Illustration of the close agreement between the mobility model of Szy-
maniska & dietl (1978) and the measuredmobility in indium antimonidein a wide
variety of conditions (reprinted from Litwin-Staszewska et al., 1981). (a): E-
lectron concentration vs. pressure for indium antimonide; in curve (1), "normal"
conditions; curves (2)-(4), increasing degrees of high-pressure freeze-out onto met-
astable states (see Chapter IV). Note the close similarity of curve (4) to Fig. 7.9.
(b)\ Measured mobility corresponding to curves in («); tokens, experimental; solid
lines, calculated.

2.5.1 The Boltzmann Equation

In order to treat various transport problems on a statistical basis, wherein the steady state
distributions of carriers subject to thermal gradients, electric and magnetic fields, diffusion
processes, collisions, etc. are examined, rather than individual carriers themselves, Boltz¬
mann introduced the function /*(r), which is equal to the number of carriers ofwavevectork
in the differential neighborhood of r. In a homogeneous, isotropic semiconductor in steady
* It was found necessary to do this rather complete analysis of mobility in indium antimonide, which
is shown at length in Appendix 2, in order to adequately model the temperature-dependent mobility
results presented in Chapter VII. The use of textbook equations such as the Brooks-IIerring model (see
below) proved very inconsistent, and did not provide the accuracy required tomake conclusions regarding
observed impurity-limitedmobility.

(a) (b)

p p (kbor)
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state in an applied electric field in the x-direction (but with no magnetic field or temperature
gradient present), the Boltzmann equation is

) = f0kx7($(e))+fxm ( ® +E '

where f'Q = df0/dc (/«is the unperturbed Fermi distribution function), 4>(c) is a perturbation
function defined by setting the perturbation /*(r) — /0(e) equal to —f'0kx$(t), 7(#(e)) arises
(as explained below) from inelastic intraband polar and non-polar optical mode scattering,
T> from interband* polar and non-polar optical mode scattering, and the rs are the relaxation
times of the various elastic scattering processes.

When the variational technique is used to solve this equation as per S&D, using the first
Born approximation,} an expression for the electrical conductivity <r is found, from which
the Hall mobility may be derived:

e d„taa(°),a(°)
37t2 d

where

d =

doo

d\a
dm
di i and da,?! —

0 do ot i

A> a*CO do i

A dio d\ i

are the determinants of infinite matrices, but can be evaluated to satisfactory precision,
according to S&D, by considering only those elements for which i,j = 0,1,2. In these
expressions,

ai
(*) _= (<tn and dij = dJt = ((f>iL((pj))

* Between the conduction band and heavy-hole valence band.

f Also called the adiabatic approximation; viz., that the electron, by virtue of its tiny mass relative to that
of the ion cores, is unaffected by the motion per se of the cores, instantaneously adjusting its state to any
momentary ionic distribution.
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The angle brackets refer to statistical integrals for arbitrary nonparabolic bands. For a

generalized quantity A(e), its mean value is given by

{Afa)) = A(e)k3(e)de.

The quantities fa are the trial functionswhich are used in the variational procedure to estimate
#(e). S&D refer to fa = (e/kBT)! as the most common choice for a non-degenerate sem¬

iconductor. Finally (prior to examining individual scattering terms in the sections below),
the scattering operator L(fa) is given by

L(fa) = ^f7(fa) + fa^rT) + fa Y, (2-20)p| 1^1 s /»s

where ps = |e|rs/m*, and the various rs are presented below.

2.5.2 Polar Optical Phonon Scattering

PO scattering results from the long-range electric fields that arise from LO phonons, i.e., the
relative movements of atoms or ions of opposite polarity within a unit cell, that momentarily
destroy local charge neutrality in a polar crystal. It has long been appreciated as the
predominant scattering mode in indium antimonide at room temperature.

The long range nature of PO scattering implies, by virtue of its few ^-components, that
most of the scattering eventswill be intra-valley. The scattering is in general highly inelastic
because of the large magnitude of hu;LO (many meV), a quantity that stays fairly constant
over the entire Brillouin zone. However, interactions are constrained to those phonons near
the zone center (i.e., those with large wavelength).

The polar interaction energy is given by

OCpo = J P(R)<p{R)dR, (2.21)
where R is the vector to a unit cell, p refers to charge density, and 0 is the electric potential
arising from the polarization of the lattice. This polarization, P(R), is given by e*u(R)/f2,
where e* is defined as the effective charge, dealt with at length below, on each atom in the
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unit cell, ft is the latter's volume, and u(R) is the "optical displacement" within the unit cell:
Polarization is equivalent to a bound space charge density given by —V - P. When u{R) is
expanded in terms of plane waves oriented with respect to the symmetry of the crystal, only
those modes effecting a change in the distance between adjacent crystal planes will give rise
to a polarization; i.e., the longitudinal modes.

Eq. 2.21 can be rewritten as

W- , = J V • D(R)cj)(R) dR = - J D(R) • P(R) dR. (2.22)

Using the substitutions

£

exp(—<7o|t — -K|)D(R)
r-R

(2.23)

(wherein the exponential term represents the screening of a Thomas-Fermi potential and q0
is the reciprocal Debye screening length) and

u(R) = -j= ^2[Qvaqexp(iq • R) + c.c.],

the expansion of u(R) into plane waves, where N is the number of unit cells in the crystal,
the Qt{ are the normal coordinates, aq is the unit polarization vector, and "c.c." stands for the
complex conjugate, the Hamiltonian can be integrated and rewritten

^po =—T^TtE". r[«<?eexp(t0T) + c.c.]. (2.24)VN ft ^ q2 + %

With a transition rate from first order perturbation theory given by

f 2.TT
W = J —\(i\'Km,\\)\26{E(-E[)dS{, (2.25)

where (f | and |i) are the final and initial states, and the integral is over all final states S{, the
following form is obtained for the po scattering rate, assuming spherical parabolic bands,
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and neglecting screening:

n
W(k) = —

Ek 1/2

2irMJiiuhove
n(a>Lo)sinh 1

kjjLO

(2.26)
+ [n(uiLO) + 1] sinh 1

where M is the reduced mass of the unit cell. The second term in the large brackets, which
corresponds to phonon emission, is to be set equal to 0 if Ek < JuvLO, i.e., if there is not
sufficient energy to emit a phonon.

The effective charge used above has profound consequences for the permittivities, at
different frequencies, of a semiconductor. At high frequencies, the ionic contribution to
the polarization becomes negligible, while at low frequencies, both it and the electronic
component are important. It can be shown (RIDLEY, 1988) that

S&D use the quasi-static approximation initially in order to express the screening among
conduction band electrons. This approach is valid when v0q > u>LO, where v0 is the Fermi
velocity, q is the longitudinal optic phonon wavevector and wLO is its frequency. When
v0q u>LO, the electron mobility is slightly overestimated. For a non-degenerate semi¬
conductor, this is equivalent to requiring that kBT » which is valid for narrow-gap
semiconductors over almost the entire regime wherein free electron screening is significant.
In indium antimonide, in particular, below room temperature, the approximation is not valid,
but screening is in this case insignificant anyway due to the very low electron concentration.

The resulting expression for TP0 in Eq. 2.20 is:

(2.27)

In the case of III-V compounds, this can be approximated by

(2.28)

{m*+f0+(Nq + l)V+(*(e)) +ml/0_iV?Me)V_(<f(e))}.
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Here, /tL is the lattice contribution to the static dielectric constant, and is equal to the
difference between /t0 and /too; wlo is a mean value of u/LO(q) (the dispersion of which with
respect to q would complicate further calculations); Nq is the optical phonon number, which,
based on Bose-Einstein statistics is [Qxp(tujjLO /kDT) — 1]_1;

h..(x) =

and finally

1 if x > Tiw^o
0 if x < KuLO;
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k2± + k2
2k2

-<2>~

In

po± + P1±

1 + AIk£)2

k± + k'2
2kk±

+ Pi±
kl+k2\21
2kk±

4A2k±k
1 + \IK{±)2) (1 + Ae2/4+)2)d + KK{±)2),

* k± +kW( 1 + />2±
k2± + k2
4\2k2k'l

+ <?-
4A:/c2

+ k2 fk2± + k2x22
Po±+pi± + />2±2A:A;-i

2^(+)2>
4X2kk± — 2 In +

2/C/uh

4X'2k±k1 + A2 /Q.
1 + X2eK(±)2J ' (1 + A2A:£+)2)(I + Ae2tf£")2).

+ /^2±
1

SXik2kl

k2+k2 \ ( 1
* rrr—<?± J - <?± pi± + /J2±2k2

k2±+k2

x 4Xlkk.)-(k± + k2) - 8A2/c&± + 3 In

8A^3A:± 8X*k4k±

'l+A2^"'
i + A2/sr£-)2

+ $±/>2±

4A2/c±fe
(l + AJifit,2)(l+A^i-»2)J

1

\6Xc'k4k'i 3X;(Ki+)I - K£>') -X- K£>n)-(-)2 (+)< <-r

l

3'
+ £Ae6(/4+)6 - J3f£-)G) - 41n

1 + a2A1+)2'
1 +A2/d~)2

+
4A;k±k

(l+X2Ki+) )a + X2K(±~) )

In this expression, the subscripts ± indicate that the corresponding quantity is evaluated at
e ± 7iu7LO; 7f±+) = k± + k\ = k± — /c; A2 = ne/(kJF)2, where /te is a formally defined
quantity which will, in the present circumstances, be replaced simply by and kJF is the
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Thomas-Fermi momentum, given by

(0,.iTTTL ./„ V de

and pn± = pn(k, k±), where the various pn(k, k') are scattering parameters for an electron
being scattered from k to k'\

, , ~ 1 . bd + cb' (bd + cb')2
p0(k, k ) = (aa) + -(<hb'f + bb'—j=- + ^-L,
Pi(k, k') = 2(aa')(bb' + cc'),

p2(k, k') = hbb'f + bb'bd+^b' + 2(bb')(cc') - I-(be' + cb'f + (cc')2.4 \/2 2

In these expressions, the coefficients are those given in Eq. 2.15, with the primes indicating
that they must be evaluated at the energy corresponding to phonon emission or absorption,
i.e., at e ± TiZJLo- In non-degenerate indium antimonide, the dispersion of u;LO is very minor,
so in the present calculations, wLO will be replaced universally by the constant u>LO from
Table 1.1. Furthermore, by the same token, the screening length Ae will be replaced by the
simply evaluated

_ /^oo^-bT
V 47re2n

The interband scattering term in this instance is given by another very lengthy expression;
however, in the case of indium antimonide, the band-gap is larger than the lo-phonon energy,
so the DPO contribution to Eq. 2.20 vanishes.
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2.5.3 Optical Deformation Potential Scattering

OD scattering reflects the deformation by optical modes of the periodic lattice potential,
resulting in comparatively short-range but immediate energy variations in the electron wave-
functions.

The interaction Hamiltonian for electrons and optical phonons is*

1Kpo=3V« (2.29)

where 2) is the optical deformation potential constant, and u is the relative displacement of
the two different atoms in the unit cell.

It is found empirically that acoustic strain is connected to the polarization of a crystal
by the relation

D{ =^ tijtj +^ CiktSki, (2.30)
j k,l

where the e,j are elements of the dielectric tensor, em, the elements of the piezoelectric
constant tensor, e, and S represents the strain tensor.

Since the free charge is 0, D - 0, and the elements of the polarization vector are given
by

Pi = ~YJ emSki. (2.31)

The interaction Hamiltonian is thus given by

9fOD = J D(R)P(R) dR, (2.32)
with D(R) in this case given by Eq. 2.23, as screening is important.

As OD scattering becomes comparable to that of other modes only at n & 1019 cm-3, it
will be ignored.

* This equation has a few variants, depending on definitions used. See, e.g., Ridley (1988).
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2.5.4 Acoustic Phonon Scattering

Piezoelectric scattering, like po scattering, is usually an intra-valley event. Because the
energy of the phonon is so small (~1 meV), collisions are approximately elastic. However,
it should be noted that an electron's wavevector may change direction appreciably in such
an interaction, even though its magnitude is fundamentally constant. Because of the need to
satisfy both energy and momentum conservation, there is a limitation in the range of phonon
wavevector that may interact with an energy. In the case of pe and ad scattering, only the
long-wavelength modes (from the zone center) may interact.

Briefly, the interaction potential brought about by the deformation of the lattice is given

where is an element of the deformation potential tensor, equal to the change in energy

of the band-edge per unit of elastic strain. Strain is defined by the strain tensor

where u,- represents the displacement of a unit cell in the ith direction, i.e., x,, xj or xk. This
strain represents the differential displacement of one cell relative to its neighbor. In cubic
crystals, there are three independent components to the strain tensor, commonly denoted Ed,
Eu and Ep. The symmetry of the T, X and L valleys lowers this number to two, Ed and Eu.
The former, which in indium antimonide is 14.6 eV for the /"-minimum (Landolt-Born-
stein, 1987), relates to pure dilation of the lattice, while the latter corresponds to pure shear
consisting of uniaxial stretch along the major axis and symmetrical compression along the
other two minor axes. While the /"-minimum is independent of Eu, it does depend on Ed,
which can be altered with hydrostatic pressure.

There is no significant acoustic phonon scattering in indium antimonide at room tem¬

perature or below, except in samples of the highest electron concentration (i.e., n « 1019
cm-3).

by

(2.33)

(2.34)
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2.5.5 Charge Center Scattering

Charge center (CC) scattering refers to relatively localized electron scattering events due to
Coulombic interaction with either ionized impurities (I I scattering) or holes. Perturbation
treatments in this case would in many instances be insufficient, as the strong core potentials
involved can radically alter an electron's state.

The general approach for 11 scattering is to consider the impurities dispersed throughout
the semiconductor with a Holtsmark distribution, wherein interactions are divided into the
almost constant but weak many-body interactions, and the less frequent but strong two-body
interactions. Further simplification may be made by employing the Born approximation, but
only for fast electrons: The rule of thumb is that to do so, k2r\ must be 1, where rT is a
characteristic scattering radius, which in the case of impurity ions is the effective Bohr radius,
a* (see Chapter IV). In the opposite extreme (h2r\ <C 1), the method of phase shifts of partial
waves is often used. CC scattering is largely intra-valley, though inter-valley capture and
emission processes are observable (RIDLEY, 1988). In all the treatments discussed below, the
approximation is made that the mobility depends on the overall concentration of impurity
ions, Ni. However, the scattering cross-sections of attractive and repulsive potentials are
in fact different (SEEGER, 1982). Further, no account is taken in them of either correlation
effects (see §4.6) or heterogeneity effects (see §§4.7 and 8.2, and PlOTRZKOWSKl ET AL,
1986), which are responsible for various anomalies in the mobility.

A remaining mathematical difficulty is that because the Coulombic potential is long-
ranging, an infinite scattering cross-section is present. Numerous approaches to the problem
have appeared over the years, as CC scattering is well-known to be the dominant scattering
mechanism at low temperatures, and therefore has generated much interest. Two classic
approaches are the Conwell-Weisskopf and the Brooks-Herring models.

Conwell and Weisskopf in 1950 employed classical Rutherford scattering theory,
wherein an impact parameter b (the closest approach of an electron to a scatterer) is re¬

lated to a scattering angle 6 by the simple formula

A maximum impact parameter is invoked, equal to half the average distance between ionized
impurities, Nt1/3. This results in a minimum scattering angle in Eq. 2.37 (see below), and a

(2.35)
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finite scattering cross-section a equal simply to 7r6^ax.
The final mobility formula is of the same form as the later Brooks-Herring equation (see

Eq. 2.38 below), but here the bracketed term is of the form log(l + (3cW), where

it ( T \ /2.35 x 1019cm-3\»^cw " 16 (100°KJ ( Ni )
The Brooks-Herring treatment of 1951 removed the infinities by invoking exponential

carrier screening. While the resulting formula works well at high carrier concentrations, it
breaks down when screening is absent, as the infinities return.

The momentum relaxation time in the Brooks-Herring model,

Nvlir f* cr(0){\ — cosd)s'm9d0 ' ^ ^
was calculated by averaging over aMaxwell-Boltzmann distribution. The resulting mobility
expression is

3.68 x 1020 cm-3 / ft \2(£)"Ni V16^ \ 100°K/
/*cc = 1 1 , (2.38)

771 \ 2

[log(l + /£„) - 0.434/?g„/(l + $„)]
mQ j

where /?Bn is a screening constant proportional to the Debye length:

/k\V T \ /to*\' /2.08 x 1018cm~3\'
=y (ukFK) ("W ( » ) ■ a39>

The major difference between the formulae these differentmodels yield is that j3Cw depends
not on n but on Ni. As a result, the Conwell-Weisskopf mobilities differ from those
predicted by the Brooks-Herring model rather dramatically at very high or very low carrier
concentrations.

The behavior of /iCc, the charge-center-scattering-limitedmobility as a function of (low)
temperature may be examined using relations presented by Bateet al. (1965) and Barrie
(1956). Generalizing for a nonparabolic energy band,

./MI)(M
/•OO

/ fJ
JO

n = = — * , \ -1 • 2-40
ne [°° fdt\ 1 ,3h- I fok \ dc
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For a nonparabolic band, rCc, die relaxation time corresponding to charge center scattering
is given by

1 v. 1 r

ln[l + (2ka)2) -
1 2TTe4M 1

tCc hit2 k'2dc/dk
1

1 + (1/2/ca)2 J '

where M is the concentration of ionized impurities, a is the pressure-dependent dielectric
constant (a ~ 16.27 exp(—0.01 IP),* where P is the hydrostatic pressure in kilobars), and
a is a screening length calculated for a nonparabolic band:

nkBT Fi/2(7y)
2irne2 F_ 1/2(77)

1 + 5A:BP / F3/2(T]) _ g P1/2(7)
. 2Fg VFi/a(i/) F_i/2(77)

where Pg > eF, &B7\
For indium antimonide at low temperatures, provide the following formula:

1 27re4ArIm*
rcc

Pcc. (2.41)

where

Pcc = ln(l+0-r^+4A' 1 +
1

+ 2P'

1+* f

2

ln(l+0

in which £ = 4k2X2 (A is the screening length), while

A' = b2 ^ — c\/2^ — (62 + c2)
and

B' = (b2 + c2)2 - b

with the values a, b and c given by Eq. 2.15. The aforementioned screening length is given
for the general case as

A2 =
as

aTF)2 + (W
* Zawadzki & Wlasak, 1984: rFlie best fit to their results.
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where ks is the static dielectric function comprising and nL, the lattice contribution to
the static dielectric constant, kTF refers to Thomas-Fermi momentum and the scripts 'e' and
'h' refer to electrons and holes respectively. In the case of non-degenerate semiconductors,
however, the above expression for screening length is simply:

\ — I
V 47Te27i '

Eq. 2.41 can also be applied to electron-hole scattering, ifN\ is replaced by p. According
to EHRENREICH (1957), however, hole scattering is negligible in indium antimonide below
~500°K.

2.5.6 Neutral Impurity Scattering

The mobility as limited by neutral impurity scattering, wherein the scattering cross-section
is a « 20a*/k for ka* < 0.5,* is (SEEGER, 1982):

e m*Jm0 1.44 x 1022 cm-3 m*Jm0
ll = — « 2 , (2.42)

20aBh kNi NI n

a quantity independent of temperature, where in this case Ni refers to the concentration of
neutral impurities. In indium antimonide, this mobility may work out to ~ 106 cm2 V-1sec-1,
substantially higher than that observed. As such, it has been regarded as unimportant at all
temperatures, but this may not be the case with a very impure sample of, say, ArI « 1015
cm-3, where the mobility would be only ~105 cm2 V-1sec-1.

2.6 Hall Experiments

The Hall coefficient RH is equal to rH/nec in the low field limit, where the Hall factor,
rH, is equal to (r,2) / (rm)2 for spherical energy surfaces,! and where rm is the momentum

* Due to Erginsoy, 1950.

f For ellipsoidal surfaces, a factor of
37(7 + 2)
(2T+1)2'

where 7 is the ratio of the longitudinal to the transverse effectivemass, must be included in rH.
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relaxation time. When ionized impurity scattering, dominant at 11°K, is considered alone,
for example, rH ~ 3157r/512 « 1.93, if r is taken to be proportional to e3/2 (where e is the
conduction band energy), but this is dependent on the material, temperature and pressure.

rH is normally defined in the low magnetic field limit where fiB <C 1, as the Hall constant
Rn approaches 1/ne only in the high-field limit in a single carrier system. In indium anti¬
monide, this low-field limit would correspond to a field at 77°K of <C 0.02 T, or at 290°K of
<C 0.15 T. For an energy-independent scattering mechanism, rH would equal 1.
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CHAPTER III

Magnetic Fields and Cyclotron Resonance
in Indium Antimonide

In this chapter, the variation with magnetic field of the band structure of indium anti¬
monide and of the wavefunctions of impurities in the bulk are discussed. The theory
of cyclotron resonance is reviewed, as well as that of the linewidths and lineshapes of
the resonance peaks. It will prove convenient to work in the dimensionless magnetic
field 7 = 7uvcl2Ry*, where uc is the cyclotron frequency (see below) and Ry* is the
effectiveRydberg (see Chapter IV), i.e., the binding energy of an electron to a hydrogen-like
donor (lRy* = m*e4/27r/t2 = (m*/m0/t2) x 13.6eV). In indium antimonide at 4.2°K,
1 Ry*p=0) = 0.653 meV, and at B = 1T, 7 « 6.5.

3.1 Charge Carriers in a Magnetic Field

3.1.1 Free Electron in a Magnetic Field
The classical Hamiltonian of a free electron in a magnetic field is

where A is the magnetic vector potential, and the canonical conjugate momentum of an
electron is p — eA. Quantum mechanically, this is expressed as

2m0
(3.1)

2mu
(3.2)
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IfB is taken as (0,0, B), then one possible solution for the vector potential isA = (—yB, 0,0),
and in free space (V = 0) the wavefunction of the electron, ip, satisfies the Schrodinger
equation

«—ro , ifieB ydip e2B'2y2 . _ .V2V> + ——tp = Eif)(r). (3.3)
277i0 m0 dx 2m0

This is a separable equation, with ip(x,y,z) = el(-kxX+k2Z)<p(y). It can be demonstrated
(KlREEV, 1978) that Eq. 3.3 can then be rewritten as

where y' represents a translation transformation of the original coordinate y by a constant

hkx/eB and u>c = eB/m0. Eq. 3.4 is that for a harmonic oscillator, with solutions

E - = TIWC(N + ]-\ (3.5)2m0 \ 2

Eq. 3.5 describes an electron with motion unconstrained in the direction parallel to the
magnetic field, but quantized in the perpendicular plane into discrete orbits of radii

rNKtJ— (n + 1-) = \ ^(n + 1) (3.6)
m{)u>c \ 2 J V eB \ 2

(where the approximation sign reflects the fact that these are only expectation values of
radial position, which does not, as a quantum mechanical operator, commute with energy).
The various solutions for the energy are the so-called Landau levels of quantum number N,
and u>c is the cyclotron resonance frequency.

In a crystal, there exists a periodic potential V, which can be taken into account by
replacing the free electron mass by an effective mass to*. The solutions for the Landau
levels in this case, if the magnetic field is taken to be in the z-direction, are as before:

e = (TV + 1 /2)Tuvc + Ti2k2z/2m*e,

where now u>c = eB/m*e. The electrons in a spherically symmetric conduction band will
again be constrained to circular orbits in the x-y plane, and unconstrained in the z-direction.*
* Inasmuch as most semiconductor conduction bands deviate from perfect sphericity, the radii of Eq. 3.6
(in which mo must be replaced by m* anyway) are only approximate.
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Each orbit is separated energetically by 7iuc. This implies that the resulting quantization
phenomena such asmagnetic permeability/susceptiblity oscillations (the de Haas-van Alphen
effect in metals and degenerate semiconductors) and the Shubnikov-de Haas effect and its
two-dimensional analog, the quantum Hall effect, will be visible only in fields and at tem¬

peratures such that kbt <C i.e., the thermal broadening is less than the level separation.
This can be expressed as the requirement that b (Tesla) £ (m*/m0) t(°K). (The de Haas-van
Alphen effect, furthermore requires that cf > kbt, and that fib >1.)

The so-called "quantum limit" is reached when only the lowest band (n = 0) is popu¬
lated.*

The per unit volume density of states in a magnetic field can be expressed as

V

[e — huc(n + 1 /2)]— 2, (3.7)
n=o

where v is the number of Landau levels accessible to electrons of energy e, i.e., v <
(e — tuvc/2)/tuvc < v + 1. This results in the well-known series of apices of state density,
each of which decreases as e-1/2 (see Fig. 3.1).

(In Eq. 3.7, the magnetic moment of the electron, and hence the energy-splitting (Zeeman
splitting) resulting therefrom, has been neglected. The electron has a magnetic moment //*
of magnitude equal to the Bohr magneton (/rB = e7i/2m0 = 58 /reVT-1) multiplied by g*,
the effective Lande g-factor of the electron, which in indium antimonide at 4.2° K is —50.6. f
The energy-splitting is equal to the scalar product of //£, the magnetic field induction B,
and the difference of the spin quantum numbers s = ±1/2: ae± = S±/x* •b, or about
1.47 meVT-1 in indium antimonide.)

For a non-degenerate semiconductor, in the classical approximation (see § 2.3), if the

* The lowest id lowed energy, \tvu)c, is the so-ctdled zero-point energy, and its difference from 0 is a
manifestation of the uncertainty principle.

f =2(1 — * ) for £g <c energies of higher bands, i.e., SS 1 eV. For a free electron, g =V 2 + 3£g/A/
2.0036.

nb(c) =
fltor

27r
2m*

~h?
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Fig. 3.1: Density of states for Landau levels in indium antimonide at 5T. The
solid lines show the theoretical result, while the dashed line shows a typical real
situation, where scattering has smoothed out the infinities (see § 3.3.4). In indium
antimonide, the magnitude of the spin-splitting (not shown here) is about one third
the spacing of the Landau levels.

Fermi energy is known, then the electron concentration can be expressed as

/2m* \ 2
n = Tuvc 27r

v h2

x

u /• oo

/V—n J ^c(

/Cf(B)
6XPUf

1
exp

knT
dc.

(3.8)

N=0 ^ ,wc(N+1/2) \/e — ?uoc{N + 1/2)

(This is the magnetic field equivalent ofEq. 2.5.) This expression can be rearranged (KlREEV,
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1978) to
, H \ ,, / eFn = — Nc exp
2knT r UnT

sinh
hu>c
2kBT

-i

(3.9)

The magnetic field-dependent Fermi energy eF(£) can be found in a weak magnetic field
(hwc kBT) to be kBT \n(n/Nc), which is identical to the expression in Eq. 2.5. In a strong

magnetic field,
(j-)\ j rji i 2nkBT ha,

eF (B) = /cBTln— F
c

Ncfuac 2

In each of these cases, Nc, as usual, is the effective number of states in the conduction band,

k=2(^sm:)\ (3.io)h2

Yafet et al. (1956) express a quantity similar to Nc:

pTJ

Nt = -—-(2mDeskBT)K (3.11)
Tt it? C

such that Nt need merely be multiplied by the exponential term to yield n.

3.1.2 Free Carrier Absorption

If Kr and it, are the real and imaginary parts respectively of the complex dielectric constant
k0, the complex index of refraction and the extinction coefficient (see below) can be shown
to be:

n = («r + y/n^ + nfj and /c =^ (-«r + >/«?+«?)• (3-12)
Then, the coefficient of absorption of light in a semiconductor of complex index of refraction
n is given by (KlREEV, 1978)*
* In this case what is meant by "absorption coefficient", also called the "attenuation constant" (Jackson,
1975), is the quantity a such that the intensity of a beam in an absorptive medium falls off as e~ax. This
is to be contrasted with the latter term's use to denote a/2 = k„ the (real) coefficient of the imaginary
part of the wavevector, which is the rate at which the electric field amplitude falls off (as used, e.g., by
Lorrain & Corson, 1970). This is again in contradistinction to the use of the former term by, e.g.,
Landau & Lifshitz (1960) and Bleaney & Bleaney (1976), to describe k, the (real) coefficient of the
imaginary part of the refractive index (here referred to as the "extinction coefficient"), which is equal to
cki/w.

40



Magnetic Fields and Cyclotron Resonance in Indium Antimonide III § 1

47ra0 47r e2 (rCR)
a = = -n.

cn cn m*
(3.13)

//, however, is dependent on the frequency of the incident light, u>. It can be shown that
Eq. 3.13 may be expressed in terms of by

a =
47rne2 b

cm* uj- + b'2'
(3.14)

where b = y/n,/ (tcr). In the regime where u>2 b2, a remains virtually constant:

a
4ir<r0 47re2 (rCR)

« a0 = —7=- = n.
w*<b* CyjK Cy/nm*

On the other hand, for u>2 b2, we get from Eq. 3.14

a
k A2

= a o
»*2 {tck)'4-K2

From this it can be seen that at higher frequencies, a oc A2, in which case a < a0. Further,
the point at which this transition occurs is u>trans ~ y/n/ (tcr). In practice, however,
the actual dependence of a on A will vary strongly among different modes of scattering.
The reason for this is that in fact a perfectly free (i.e., undamped or unscattered) electron
cannot absorb a photon, as momentum and energy could not be conserved simultaneously
in this case. Absorption must proceed via interaction with the lattice, wherein electrons are

scattered between energy states. In the simple case of a non-degenerate semiconductor with
a parabolic conduction band, the approximation a oc Ap may be used, where the value of p is
3/2, 5/2 or 7/2 for acoustic phonon, optical phonon and impurity ion scattering, respectively
(see Chapter II).
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3.1.3 Cyclotron Resonance

Quantum mechanically, the salient feature of electrons in the Landau levels is that they can
absorb or emit energy tiwc, for instance in the form of radiation, and thus move between
levels, i.e., they can exhibit cyclotron resonance. The probability of a transition from the
Nth level to the (N + l)th is proportional to (N + 1 )/m*.

It can be seen from classical physics that an electron in crossed (static) magnetic and
electric fields in free space processes in a cycloid about the ZLvectors with frequency wc,

and with drift velocity vd = E x B/B2. This occurs as well in semiconductors in the photo¬
conductivity experiments described in Chapters VI and VIII, provided the Hall effect is not
present (i.e., when the carriers would be restrained by the voltage created as they migrate
toward one edge of the sample).

(This is of course in contrast with the case when E || B, wherein the electron proceeds
in a helix along the common vector, with its velocity component in that direction constant.
This difference in motion evinces itself in, e.g., the Shubnikov-de Haas effect: When E || B,
scattering will simply "misdirect" an electron traveling in the direction of the fields, lowering
the net current, or in effect, raising the resistance. In contrast, when E _L B, a cycloidally
(transversely) drifting electron will not be misdirected; it can be shown that small but finite
scattering will lead to an increase in the conductivity, such that crxx « nm'/rB2, as the
cycloidally drifting electrons tend to scatter preferentially in the direction of the applied
.E-field. The electron will likely be scattered into a volume of phase space that contains a

greater density of states: In fact, the Landau levels, with a density of states dependent on
both kinetic and potential energy, have higher densities of states up the potential gradient,
and in some cases a velocity of this direction is imposed on the carriers.)

In the case of a plane-polarized oscillating electromagnetic field, it can be shown that
the complex longitudinal velocity component of an electron is*

(1 +iwTCRy + —4
me

* In the expressions in this section, the relaxation time rCR is introduced. As will be made clear later,
the lifetime associated with cyclotron resonance is distinct from that associated with, for example, dc
conductivity, or many other phenomena.
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[1 + k2 +^2)tcr2] + wtcrko^c2 - ^2)rcr2 ~ 1]
' '

[1 + (u>c2 - u>2)tCR2]2 + 4oj2tCR2

The real part of the conductivity therefore is

(3.15)

from which the following expression for optical absorption may be derived:

a(lV) a°[l + (u>c2 - w2)rCR2]2 + 4u>2tcr2
l+(o;c2+a;2)rcR2

(3.16)

This absorption represents the work done by the electric field component in displacing the
electrons.

In order to observe cyclotron resonance in a semiconductor, it is necessary that electron
collisions be kept below a certain limit: The rule of thumb is that an electron must be able
to proceed uninterrupted through about one radian, or u>c > l/rCR. In this way, the electron
can absorb at least one cycle of incoming circularly polarized radiation before a collision
destroys its phase coherence with that radiation. With far-infrared laser excitation of 118.8 [i,
for instance, it is necessary that rCR £ 10-13s. Low temperatures and high magnetic fields
are necessary to keep rCR and uc, respectively, large.

The sharpness of a cyclotron resonance can be expressed as

where the '1/2' subscripted values refer to hall'widths of the resonances at half-height (but
see § 3.3).

When u>c2tcr2 1, Eq. 3.16 implies that for w <C u>c, the absorption coefficient
becomes independent of u, and is approximately a,,///2#2. When tv uc, a(w) «
a0/u2TCB.2. At frequencies near resonance, the absorption coefficient is maximal, with a

value of approximately a0/2.

WCTCR —

AUJi/2

Bc (3.17)

ABl/2
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A cyclotron mass can be defined for electrons in cyclotron resonance. The effective
mass of the electron in a highly nonparabolic band such as that of indium antimonide is
very magnetic field dependent. In the general case (sliockley, 1950), the quasi-classical
equation of motion of an electron in crossed magnetic and electric fields (the so-called
Faraday configuration) can be written

d(hk) e r_
—rr = -ri^kexB].at n

This equation neglects both the electric field E and l/rm in the resonance state. It can be
rewritten in cylindrical coordinates

JK -c-n—
dt dt h dk'

which after some rearrangement becomes

l2 kd(ph
o <^, = eBdt = mcwcdt.
dc/ok

Integrating this over one revolution gives

h2 f k d(p
mc =

2?r J de/dk

palik et al. (1961) demonstrated that the effective cyclotron resonance mass mc as

defined by the equation mc = e5/a>cc varies strongly with magnetic field, becoming larger at
higher fields due to nonparabolicity. Using the conduction band energy derived by bowers
& Yafet (1959), based on Kane's model, an effective mass associated with a transition
between two energy levels was expressed:

1
= (^) [£■(!, 0, +) - E(0, 0, +)], (3.18)mc(B)

where the -i-sign refers to spin state, and

11 1

E(l, 0, ±) = -ES{1 + [1+2(21 + 1 T -|g * |(m*/m0))(^c;0/i:g)] (3.19)

In Eq. 3.19, which is the magnetic field analog of Kane's expression, Eq. 2.18, u>c;0 refers to
the cyclotron resonance frequency associated with the mass at the bottom of the band, m*Q.
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3.2 "Impurity-Shifted" Cyclotron Resonance

3.2.1 Hydrogenie Atom in a Magnetic Field
In the following chapter, the theory of shallow donors will be discussed, and Eq. 4.4,
describing a donor electron in a semiconductor will be introduced. With the additional
feature of a magnetic field applied to the hydrogenic system, the Hamiltonian of this elec¬
tron can be expressed as

where e2//t0r represents a screened ionic impurity potential, Vp(r) is the lattice periodic
potentialand F\r) refers to an envelope function, with the prime denoting the presence

of a magnetic field. This equation ignores the effects of crystal anisotropy and of a non-

parabolic conduction band. Calculations based on a parabolic band structure are reliable
in nonparabolic semiconductors for the ground state only up to 7 ~ 10 (~1.5T in indium
antimonide), and not even that for higher states (TRZECIAKOWSKI, 1986). Furthermore, use
of the simple dielectric constant /t(, ignores two screening problems: the so-called dynamical
screening effects of polarons, and the effect on the screening potential itself of the mag¬

netic field. According to LARSEN (1968), the effect of the former is negligible in indium
antimonide at low carrier concentrations.

As above, the lattice potential and free electron mass can be replaced by the effective
mass, while the spin and lattice potential together give rise to the effective Lande g factor.
However, as above, the spin adds only a constant value to the energy, and so for the time
being will be neglected. In a weak magnetic field (7 <C 1), perturbation theory can be used
to solve for the eigenenergies, while in a medium field (7 £ 1), the variational approach
must be employed. Once the field becomes strong (7 » 1), the perturbation technique may
be used again.

Taking the magnetic field B in the z-direction, setting A = x B (the so-called sym¬

metric gauge, where A = (—|yB, |xB, 0)), Eq. 3.20 then simplifies to

2m0

| g2
—(thV + eAf + VJr) + 11bB • S F'(r) = eF'ir), (3.20)

(TC0 + TO) F'(r) = eF'(r),

where
_ -a2V2 e2
TC« — ———

2m* n0r
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and the perturbation due to the magnetic field (the Zeeman interaction) is

-ifiwc fxd yd=

~~2~ 8
-(x2 + y2).

Eq. 3.20 can be put conveniently into cylindrical polar coordinates and made dimensionless
by expressing energy in Rydbergs, distance in units of the Bohr radius, and magnetic field
in units of 7:

—V2 + y£z +
fp2 2 F'(r) = tF'(r), (3.21)

where Cz is the dimensionless operator —i(d/d(p), which yields the z-component of the
orbital angular momentum, and where the coordinates are p, <p, z.

The solutions to Eq. 3.21, ignoring momentarily the Coulombic term, are of the form

^MNk ~
ikzz

(where the <Pnm are the associated Laguerre polynomials), with eigenenergies tNMk =

2(N + 1/2)7 + N > M. Here, M is the quantum number of Jtz, N is the principal
quantum number, kz is the wavenumber of the electron in the z-direction (permitted to be
2imz/Lz, where Lz is the length of the sample parallel to the magnetic field, and nz is
an integer), and cz is the kinetic energy in the z-direction, equal to h2k'2/2m0, while the
superscript 0 refers to the zeroth-order of a perturbational treatment of the Coulombic term.
The limiting radius of these cylindrical wavefunctions is given by [(27V — 2M+l)h/m0w]1/'2,
which in the low temperature or quantum limit implies that the orbital radius is proportional
to y/2\M\ + 1, with the ground state corresponding to M = 0. The ionization energy is the
difference between this ground state and the M —> 00 states, wherein the Coulombic energy
is so low, due to the large orbital radius, that the states are virtually free.

In a weak magnetic field (7 <C 1), the Lorentz force is not comparable to the Coulombic
force, and the electronic wavefunction is not radically altered by the field, although it is
compressed in a plane normal to the magnetic field vector, and the energy of the parallel
state is lower than that of the anti-parallel state. The ground state wavefunction is still
proportional to exp(—(3r2), where /? is a variational parameter.*

ARMISTEAD ET AL. (1982) investigated shallow impurity states in n-GaAs and n-InP in
the intermediate field regime, where 7 rj 1. The mathematics becomes complicated, and
* Wavefunction compression, albeit isotropic, also results from the application of hydrostatic pressure.
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the variational technique is usually applied. This will not be discussed here, but see e.g.,
Makado &McGill (1986) and Wintgen & Friedrich (1986).

When 7> 1, the electronic wavefunction is cigar-shaped, having become significantly
smaller in the direction transverse to the field. This results in a dramatic lowering of the
associated Coulombic energy (i.e., an increase in binding energy). In this case, the only
permissible transitions between the ground state and the continuum states are those wherein
the continuum state has M = ± 1, where the positive and negative signs are for left and right
circularly polarized radiation, respectively.

In the high field limit, for right circularly polarized light, and in the Faraday configu¬
ration, with the Poynting vectorS || B,* the selection rule is AN = ±1, AM = —1, and
AX even; while for plane polarized light, AN = 0, AM = 0, and AX odd. (Left circularly
polarized light is different from right only in that AM = +1.)

The ionization energy of an impurity in a magnetic field will depend on the shift of the
ground state relative to that of the continuum, and is therefore generally field-dependent.
The magnetic field-spin interaction energies are equal in the ground state and the conduction
band, and so do not contribute to the ionization energy field-dependence.

Neglecting spin, the conduction band energy in a magnetic field (the zero-point energy
given in § 3.1) is given by

Tiwc
_ eh

2 2m* c

The energy of the ground state rises with increasing magnetic field, but not as fast as that of
the conduction band. Therefore, ionization energy tends to increase with field.

trzeciakowski et al. (1986) conclude that the chief effect of nonparabolicity on

impurity-associated Landau levels is that of deepening all levels. This effect increases with
7 and with N. The difference between the parabolic and nonparabolic energies in indium
antimonide, for instance, is about 20% at ~3 T.

In a strong field, the conduction band of indium antimonide is broken up into Landau
levels. wallis (1958) showed that the nonparabolicity of the conduction band in indium
antimonide resulted in a successive "flattening" in the curvature of higher levels due to
the increasing effective mass. A fourth order term proportional to h4[kz + 4(eB/h)(N +

\)k2z + 4(eB/h)2(N + j)2] must be added to the energy of Eq. 3.5. This expression can be
* The complementary Voigt configuration, where S _L B, tends to moderate the sharp peaks and valleys of
the density of states of the Landau levels by virtue of a A:2 term that removes the singularities.
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approximated to first order (ROBERT, 1979) simply by using for the effective mass in Eq. 3.5
the approximate value given by Eq. 2.19 from the Kane theory. This results in a set of bands
as depicted in Fig. 3.2 (see § 3.3).

Fig. 3.2: The first few Landau levels of InSb, at 5 T, showing the effect of non-
parabolicity of the conduction band. Because the "fundamental" N = 0 —> 1
absorption at kz - 0 is accompanied by a continuum of smaller energy transitions
within the same pair of bands, as well as by still lower energy transitions between
higher bands, cyclotron resonance at fixed frequency is accompanied by a long tail
into higher magnetic fields as the level separations successively increase.

The levels that appear due to impurity atoms tend to "track" with the Landau levels for
7 > 1, i.e., their energies remain very similar (to within a few meV) to those of the free elec¬
trons as magnetic field varies. There remains a quasi-hydrogenic hierarchy to the quantum

numbering of these labels, to the point that many authors use the low-field (nlm) notation
(e.g., "2p-i") even in the high-field limit, where properly, the high-field (NMk) notation
should be employed. The "equivalence" is tenuous, and is only straightforward for the
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lowest quantum numbers: One criterion of equivalence is that of nodal surface conservation,
as examined by Kaplan et al. (1969). The conservation rules in this case are as follows:

n - I - 1 = N - ^(M + \M\)
(3.22)

2A, for A even,

2A — 1, for A odd.
I - Iml =

Under a Landau level of any given N will exist the quasi-hydrogenic n levels, while both m
and M refer to the orbital angular momentum quantum number, which is preserved in the
transition from low to high field. For instance, the lowest "Is" level is labeled (000), while
the 2p+i level is (110) and the 2p_x is (010).

The M = +1 states are tied to the first Landau level.

The absorption coefficient for impurity transitions (in the high field limit only, and for
circularly polarized light) is given by

, , SirW.ICI2a(k,) = ~h^fr
uJcAiv 1/2

_(u> -u;c)2 + (At?i/2)2_
(3.23)

where is the impurity concentration and O is the electric dipole matrix element.

3.2.2 Magnetic Freeze-out. ofShallow Donors

Yafet et al. (1956) describe the magnetic freeze-out of electrons onto shallow donor states
using emt. Freeze-out arises from two effects. First, in the absence of a magnetic field, if the
impurity concentration is high enough, the individual atomic impurity wavefunctions may
broaden into a band and raise the highest of the impurity electron energies to the ionization
level. A magnetic field will spatially reduce the impurity electronic wavefunctions, and
therefore the width of the impurity band as well.

Second, the ground state energy increases with magnetic field at a lower rate than the
continuum energy, leading to a net increase in the ionization energy. For a simple donor atom
with an isotropic effective mass, an increase in binding energy from 1-5 Ry* is predicted
over the range 0 < 7 < 30.

49



Magnetic Fields and Cyclotron Resonance in Indium Antimonide III §3

3.3 Cyclotron Resonance Linewidths and Lineshapes

The above-mentioned time constant rCR is not the same quantity used in drift velocity cal¬
culations, rDC. The two quantities may differ significantly because of differing sensitivities
to small-angle scattering, especially in the case of ionized impurity scattering (Kaplan et
al., 1973), for instance (see below). Still, cyclotron resonance linewidth studies are of great
importance in characterizing various scattering mechanisms. Some of these mechanisms
and their effects on lineshapes are discussed below. Of signal importance in the analysis of
lineshapes is the phenomenon of correlation, which will be further discussed in § 4.6.

3.3.1 Overview ofLine-Broadening

Line-broadening is the result of numerous processes or phenomena that tend to break the
symmetry of a physical picture, e.g., nonparabolicity in a conduction band or random electric
fields (in the case of inhomogeneous broadening), or it may result from the various relaxation
times given in, e.g., Eqs. 3.16 and 5.22.*

Broadening may be classified as either homogeneous (symmetric lineshape) or inhomo¬
geneous. The former arises, for example, from the natural linewidth of a radiative process,
such as laser action or cyclotron resonance, and is a consequence of the uncertainty prin¬
ciple: The finite lifetime of an excited state leads to an uncertainty in the energy width
of a resonance. In the case of cyclotron resonance in semiconductors, this linewidth is of
negligible proportion. Collision broadening is also homogeneous, even when the scattering
process is energy-dependent.

In the idealized situation of an energy-independent scattering mechanism, the lineshape
for a single transition is given by the Lorentzian function:

= - r —, (3.24)
(wji - w)2 + r2

where Tuvji = tj — e, . The effect of energy-dependence in r will be to broaden the wings of
the curve while sharpening the maximum (as in Fig. 8.30).
* It is necessary to distinguish the following relaxation times: rDC is the momentum relaxation time, or
that time for the electron population to be randomized after an electric field pulse, te is the energy
relaxation time, the mean time required for an electron to relax its energy back to equilibrium after optical
or electric excitation, tcr, mentioned above, is equal to the experimental value of the inverse of the
halfwiddt at half-height of the cyclotron resonance peak, i.e., \/Au\/2. Kawabata (1967) stated that 7cr
was die relaxation time of llie electric current, rather titan that of the electron eigenstates. In the case of
energy-independent scattering, 7cr will equal rDc-
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The time-averaged power absorbed by the conduction band electrons in cyclotron reson¬
ance at wc from a circularly polarized em wave, derived from the formula by KUBO (1957),
is

^(u;) = i£23f^+_(a0], (3.25)

where

, m 2e2 f[to(kz)]r(u,wc;kz)K[<r+_(w)] = —— } — —— —(3.26)
t t'4' - ~ A(w,wc-,k2)]2 + [r(w,wc\kz)Ykz

in which f[tu(kz)] is the distribution function for the N = 0 Landau level, A(iv,wc;kz)
is a peak shift and r(w,u)c\kz) is the linewidth, by which is meant the halfwidth at half-
maximum.

Inhomogeneous broadening may come as well from two sources. As seen in Fig. 3.2,
the highly nonparabolic conduction band of indium antimonide results in an asymmetric
broadening of the cyclotron resonance line toward higher field, with a linewidth proportional
to the resonant field. This broadeningmay be enhanced by polaron effects (i.e., the additional
effective mass imposed on the electron in a polaron increases the nonparabolicity of the
conduction band). However, at low temperatures, low electric fields and low electron
concentrations, this broadening represents only a few percent of the total linewidth of the
cyclotron resonance.

The second source of inhomogeneous line broadening is the Stark effect. Larsen (1973)
found that the major portion of the inhomogeneous broadening of the Is —> 2p± transitions
derives from Stark broadening (see below).

It is seen, therefore, that Eq. 3.17 (i.e., u>crCR = BC/ABi/2) represents an idealized
situation of energy-independent scattering in the classical limit (kBT Tuvc). In general,
/z = f/AB, where / is a weighting term arising from averaging scattering terms over the
entire conduction band, roughly analogous to the Hall factor rH (see § 2.6). When rCR is
energy-dependent, the lineshape deviates from the Lorentzian form expressed above, with
significant sharpening of the peak and broadening of the wings of the curve in the case of a
power curve dependence (see, e.g., Fig. 8.30).

hlndley (1964) calculated the lineshape functions for a parabolic conduction band
averaging the scattering over the conduction band by assuming an energy-dependence
Tcr(E) °c Ep, a rather too simplified picture. For ad scattering (deformation potential-
coupled acoustic phonons) (p = —1/2), / was found to be 0.94, agreeing reasonably well
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with experiment in the classical regime (kBT >> hu>c), while for ii scattering (p = 3/2), the
deviation is / = 0.55.

In general, linewidth calculations of the type reviewed below are complicated by a

number of factors (stradling6):
• correlation effects, discussed below, and which will be taken up further in the next

chapter (§ 4.6),;
• a changing electron concentration, and therefore a changing ionized impurity concen¬
tration as well, due to magnetic freeze-out (discussed in § 3.2.2), which is very large in
indium antimonide: Two thirds of conduction band electrons may freeze out in indium
antimonide at liquid helium temperatures and 2T;

• nonparabolicity, mentioned above, which may be enhanced by polaron effects;
• in nonparabolic conduction bands, spin-up and spin-down transitions have slightly
different energies. If these are unresolved from one another, their overlap may confuse
the measurement.

• the applied electric bias may influence the linewidth. This quantity may not be constant,
as constant current sources are often used to measure photoconductivity, and resistance
changes dramatically with field.

In the discussion that follows, the quantity I is a magnetic length, (Ti/eB)1/2, equal to
the ground state cyclotron orbit radius (see Eq. 3.6) (typically on the order of 10"6cm at

high field), and a\ is the distance of interaction. As a rule of thumb, when I/a, < 1, rCR
and rDC will not be equal. Conversely, when I/a, 1, the two relaxation times are roughly
equal, but not necessarily in the quantum limit (see meyer, 1962).

3.3.2 The Stark Effect on Shallow Impurities

The random electric fields from impurity ions broaden the energy levels of shallow impurities
in an effect known as Stark broadening, the chief contributor to linewidth at low temperatures
and low impurity concentrations. Larsen (1973) showed that transitions are shifted (up or

down, by an amount proportional to A^3) and their linewidths inhomogeneously broadened
by the quadratic Stark effect,* which is accompanied by energy shifts (proportional to Nx)
* Individual atomic transition energies are not broadened by die Stark effect: These remain infinitely sharp,
but shifted due to die perturbing potential of ionized donors. Rather, it is the ensemble of variously
shifted transitions that produce die finite linewidth. The appellation "quadratic" refers to terms arising
from second-order perturbation theory.
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due to the quadrupole moment of a neutral impurity in an electric field gradient. The
perturbing ionic potentials predominantly effect the spatially more extensive excited states
rather than the ground state energies, and by the same token diminish in effect with increasing
magnetic fields. A halfwidth in units of the effective Rydberg of

was derived, where AQ is the change in quadrupole moment entailed in the transition in
question. A shift in the line maximum of ~0.132 r results if all impurity charges are of the
same sign.

Using the Monte Carlo technique, Larsen produced a number of lineshapes and line-
shifts intended for comparison with the results of fir magnetospectroscopy on n-GaAs from,
e.g., stillman et al. (1971) and Stradling. "Tails" of inhomogeneous broadening extended
variously into higher or lower energies. For the Is —> 2s, Is —> 2and the Is —> 2p+1
transitions, calculations agreed with experiment only when the electrically measured value
of N} was reduced by 50%, in which case both linewidth and lineshape agreed to within
experimental and theoretical uncertainty (i.e., Monte Carlo statistical error). However,
the Is —> 2pu transition, which was expected to be broadened mostly by the quadrupole
interaction, was 70% broader in experiment than predicted, while adjusting the value of
Ni resulted in an inaccurate lineshape. Van der Waals interactions were investigated in an

attempt to account for this discrepancy, but were found to be too weak. The question then
was raised about the correlative effects present in a semiconductor (see below).

Larsen included the following points in his analysis of the Stillman linewidths to account
for the apparent discrepancy in Nt. If the joint probability of finding concentrations NA and
Nd+ of acceptors and ionized donors, respectively, in a given volume of semiconductor is
taken to be

where the angle brackets denote mean values, the mean values of acceptors and ionized
donors are equal, and a represents the standard deviation, then it can be seen that the
distributions of NA — Nd+ and NA + Nq+ are uncorrected and independent (i.e., a change in
one does not affect the values available to the other). The first of these quantities represents
the concentration of negative charge in the region, while the latter is equal to N\. It is
expected that electrons will migrate into regions of net positive charge and thus decrease ArI

(3.27)

(3.28)
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therein. However, a decrease of 50% in N{ would require the complete neutralization of all
donors within such a region.

Golka et al. (1977) reported on studies, in zincblende semiconductors (including
n-GaAs), of inter-excited state transition linewidths inhomogeneously broadened by the
presence of impurity ions. Experimentally, it was found that two impurity transition line-
widths approximately doubled as temperature was elevated from 4°K to 10°K.

Using a very simple model, it was shown that fairly good agreement between theory and
experiment concerning the temperature dependence of the broadening (at low temperatures)
could be obtained.* The quadratic Stark interaction mixes states of opposite parity, which
can cause normally forbidden transitions, such as Is —» 2s and Is —> 3d+1. The quadrupole
moments of states may interact with the electric field gradient.

Golka et al. also investigated the question of correlation, and outlined the following
schema: In a random distribution of equal numbers of positively and negatively charged
impurity ions, there exists a pairing energy, e2/«r, equal to the drop in potential experienced
by one ion at a radius r from an oppositely charged ion. The mean value of this energy,

(E), is equal to the above expression for pairing energy evaluated at the mean separation
(r), where §7t(t)3 = 1 /ND. It is proposed that at very low temperatures, where kBT
is less than this pairing energy, electrons will migrate only between nearest neighbors,
creating a population of randomly distributed dipoles with a very low potential energy. This
"correlated" dipole field, falling off as 1/r3, is much weaker, on average, than that arising
from the same collection of ions sharing a random point charge distribution, falling off as
1/r2, which would arise at higher temperatures. As the inhomogeneous linewidth is to first
order proportional to the electric field intensity, the linewidth increases with temperature.
This continues until the dipoles are on average as large as the mean ion separation, beyond
which temperature no further broadening is seen (see below).

When uncorrelated (randomly distributed) charges are responsible for approximately all
of the broadening, the following temperature dependence is postulated for the linewidth:

r(T) = r0 + (^ - r0)au(T).

Here, E is the 0°K (minimum) linewidth, Too is the high temperature limit, and au(T) is
the fraction of ionized impurity atoms uncorrelated at temperature T. This is approximately
* Broadening between neutral impurities alone is very substantially less, exeept in uncompensated samples,
and that due to phonons, at low temperatures, may be neglected.
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that portion of donors with binding energies smaller than kaT:

i-kBT

cta(T)= / p(E)dE,Jo

wherep(E)d(E) is the fraction of ionized donors with binding energy between E and E+dE,
which can be expressed as

p(E)dE = 3z~4 exp(—e)~3 dc,

where e is E/ (E).
Therefore, au(T) = exp[—((E) /kBT)3]. While no attempt is made to quantify T0 or Too,

aside from the remark that their difference should decrease with increasing compensation,
it is observed that the derived form agrees approximately with experiment.

3.3.3 Linewidth and Phonon Scattering

koboriet al. (1990) (i) studied numerous modes of phonon scattering and line broadening
of cyclotron resonance in a few semiconductors, employing absorption spectroscopy. In
acoustic phonon scattering, if the cyclotron resonance energy is small compared to the clcc
tron's thermal energy, the cyclotron radius of curvature is large compared with the phonon
wavelength, and I/a, > 1, as a, must be taken to be the wavelength of an acoustic phonon.
In this case, but not in the quantum limit, rcr ps tdc (meyer, 1962). Acoustic deformation
potential scattering was investigated over a large temperature range in Ge and Si, where 11

scattering was constant, and where optical phonon energy is much greater than 7koc, thus
removing these scattering modes from consideration. Previously, in many investigations, a
T3/2 dependence between 2 and 100°K, agreeing with dc measurements, had been observed,
whereas the results of Kobori et al. showed an approximately proportional dependence on

T in the extreme quantum limit, and a T3'2 dependence only in the classical limit. In Si
below 4°K, in fact, a sublinear dependence on T was observed. As with II scattering, a B1/2
dependence on magnetic field was observed.

PE scattering was studied from 20-60°K in n-CdS, where the acoustic deformation
potential has a much lower relaxation rate. A roughly proportional temperature-dependence
was observed.
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Indium antimonide was investigated for the case of PO scattering by using a highly
compensated sample to eliminate carrier-carrier scattering. Linewidth is found to be inde¬
pendent of temperature (due to the predominance of II scattering) as high as 30°K, above
which it becomes supra-proportional, due to the onset of PO scattering. They attempted
then to determine a, the polaron coupling constant, by fitting their linewidth results with
a theoretical formula for the PO scattering relaxation rate. While the experimental fit gives
a = 0.087, in theory, by Eq. 5.36, the value should be 0.026. No explanation is offered for
the discrepancy.

3.3.4 Ionized Impurity Scattering in the Quantum Limit

Just as it does in the classical limit (see § 2.5.5), II scattering presents theoretical difficulties
in the quantum limit; specifically, the need to treat both screening and small angle scattering
in the quantum limit.

KAWAMURAET AL. (1964) investigated adiabatic (i.e., intra-Landau level*) scattering by
the long range Coulomb potential (I/a, < 1) and obtained data on very pure Ge (n fa 1012
cm-3) in order to determine r. The temperature-independent (largely phenomenological)
result was

r = 0.915 fv* (3.29)
m*e*ti*K,wc*

In the applied semiclassical theory, r oc Nu and the y/Nl dependence was ascribed to the
cyclotron radius being smaller than the screening length of the Coulomb interaction.

kawabata (1967), on the other hand, investigated the short-range point defect potential
(l/at > 1) wherein the chief scattering mode is non-adiabatic (i.e., inter-Landau level).
An electron-impurity coupling parameter A was invoked, and it was deduced that in the
extreme quantum limit, tcr oc BT1^2/Ni oc 1/A2, an ^-dependence again not borne out

by experiment. (It should be pointed out that for CC scattering, rDC <C tCr, and rDC oc T3/'2.
Whereas rdc is determined by the lifetimes of electron eigenstates, tcr is determined by the
relaxation times of currents.)

KAPLAN ET AL. (1973) studied cyclotron resonance in indium antimonide at liquid heli¬
um temperatures with high-resolution far-infrared (~70-200 p) transmission spectroscopy.

* For both ionized and neutral impurity scattering, intra- (as opposed to inter-) Landau level scattering is
dominant at low temperatures.
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ax in this case is the screening length of the Coulombic field of the ionized impurities. For
a non-degenerate semiconductor, at T = 0°K in the high magnetic field approximation, the
screening length a, is (^/4m*wp)1/2 (shin et al., 1972), where u;p is the plasma frequency,
given by (47rne2/m*)1/2. In indium antimonide at 4.2°K, typically wp « 5 x 1012, giving a

screening length of 2 x 10-fi cm.
It was discovered that for lowmagnetic fields, where l/at > 1, linewidths decreased with

increasing magnetic field, while for I/a, < 1, linewidths increased with increasing magnetic
field. This latter high-field result was in qualitative (but only rough quantitative) agreement
with the results of SHIN et al. (1972), in whose model anisotropic adiabatic scattering
is the dominant scattering mechanism. However, so-called K2 "vertex correction" terms
("scattering-in" and "scattering-out"), which take into consideration the influence of small
wavevector Fourier components of the scattering potential on the cosine of the scattering
angle, were omitted in this model. These terms are in fact vital in a consideration of ionized
impurity scattering, so this model was found to be inadequate; and in fact, in other semicon¬
ductors, the linewidth continues to decrease with increasing magnetic field. This suggests
that at high magnetic fields there is significant broadening from the inhomogencous change
in effective mass.

The results at low magnetic field were found to be in agreement with the theory of Ka-
wabata (1967), concerning non-adiabatic scattering from unscreened Coulombic centers,

involving terms which usually dwindle at high magnetic field, and which are found not to
be additive with those of the adiabatic case. In this instance, the relaxation time is given by

Acoustic phonon scattering was found to be negligible in the region 4.5-15°K, as evidenced
by constant linewidth throughout the range at every wavelength.

McCOMBE et al. (1976), investigating indium antimonide, discovered that linewidth in
the quantum limit at high magnetic fields is, in agreement with many theoretical predictions,
proportional to y/N[, and, again, that a minimum in linewidth with respect to magnetic
field could be found, though as yet were unable to offer a satisfying explanation of this.
They further demonstrated that linewidth is independent of temperature below ~30°K, and
therefore that phonon contributions to linewidth are negligible in this regime; also that line-
width is independent of carrier concentration, thus indicating that screening of the ionized
impurities was not a significant factor in linewidth either (but see § 3.3.5).

(2m;kBT)>. (3.30)
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fujita & lodder (1976), using the theory of proper connected diagrams, calculated
that at liquid helium temperatures, for a very pure semiconductor,

r = 1.403—P^-r. (3.31)

This was in fundamental agreement with Kawamura's results (see Eq. 3.29), but for the
difference in constant coefficient, i.e., 0.915 vs. 1.403. This calculation was simply an

application of a more general formula derived in their work, that for conductivity lineshape,
based on Eq. 3.26 above. In this case, the peak shift A(u>, u>c; kz) was neglected. The neglect
of this shift may be responsible for other theoretical and experimental discrepancies (sec
Kobori's results below).

Nicholas & Sarkar (1982) examined the problem above of lincwidth temperature dc
pendence at low temperatures in an effort to replace the originally derived T~dependence
with a form that reflected the narrowing at low temperatures. Beginning with a statement of
proportionality between the halfwidth and the density of states, an expression for the latter
including the spreading and high-energy "tailing" of the apices shown in Fig. 3.1 (resulting
from a consideration ofmultiple 11 scattering in a highly compensated semiconductor) was
invoked. Additionally, consideration was made of carriers whose energy was below the
so-called mobility edge, which become localized in resonant backscattering and do not
contribute to the conductivity in Eq. 3.15 (which, strictly, must be evaluated by an energy

integral). These modifications to the calculation resulted in a dramatic difference in the final
values of linewidth, which were found to agree functionally with the observed behavior, i.e.,
to increase roughly linearly with temperature below a characteristic temperature.

kobori et al. (1989) (II) also conclude that the linewidth is independent of tem¬
perature in quite pure, but compensated (NA/ND & 1) indium antimonide below ~30°K,
where ionized impurity scattering is dominant. Scattering decreases at shorter wavelengths
and higher magnetic fields with a B_ly'2 dependence. In their analysis, they considered
only elastic scattering in the quantum limit, such that the only allowed transitions are

jV = 0—>7V = 0, 7V = 1—>77=1 and N = 1 —> N = 0. The relaxation rate is

r{kz) = Pntra(kz) + Pnter(kz)* with individual rates given by

PntTa(kz) = \Nl£ K_imp(9)|2f2e-' 6[e(kz - qz) - e(kz)] (3.32a)
?

* This is an application ofMatthiessen's summing rule, which is valid only when each individual resonance
width r is proportional to A'i (Srinivas et al., 1983).
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and

rinter(kz) = Y K-imp(9)|2te~' 6[e(kz - qz) - e(kz) + Tuvc\, (3.32b)
?

where t = PqH2 = l\ql + q2y).
When a screened Coulomb potential is substituted in the above equations for ve-imp(r),

and the approximations kz = 0 and lqs = 0 are made (where qs is the reciprocal of the Debye
screening length), the following expressions for the 11 scattering-limited rates are derived:

S^rrr = T)->" (3.33a)(Tj'jtra) ([I??1™]"1) A2™*1/2
and

= ^^7j(^)-3/Stl +2eEi(l)]. (3.33b)(rinter)

where Nu is the concentration of ionized impurities and Ei(l) is the exponential integral
function

■/
oc e-u

Ei(a:) = / du.
u

3.3.5 The Electron-Electron Interaction and Linewidth

pastor (1987) investigated the behavior of cyclotron resonance linewidth in very pure n-

CdTe at 4.2°K as influenced by the electron-electron interaction. This was possible because
of cadmium telluride's unique persistent cyclotron resonance mechanism (pastor et al.,
1986): Heterogeneous regions are formed at low temperature, with holes being trapped
in high resistivity defect-rich regions, and electrons accumulating (and persisting) in low
resistivity regions. It is possible with illumination then to increase the electron concentration
in a limited region without increasing the proportion of ionized scatterers. It was discovered
that the linewidth was increased by ~50% over two orders of magnitude of electron concen¬

tration, with a y/n dependence, paralleling that on impurity concentration. This was not as
much as would be expected based on the mobility decrease of dc measurements: Bate et
al. (1965) show that even in a non-degenerate semiconductor, electron-electron scattering
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can enhance II scattering to the effect of lowering mobility to 60% of its value from II

scattering alone, but with an overall proportionality to n.
GORNIK ET AL. (1978) shows that the chief limitation on electron lifetime in indium

antimonide is intraband electron scattering, giving rcr ~ 10-lt) sec for n £ 1013 cm-3.

3.3.6 Neutral Impurity Scattering and Linewidth

NI scattering may determine linewidth in the case of low temperatures and uncompensated
samples (i.e., II scattering is largely absent or diminished). KOBORI ET AL. (1989) II
proceed from the results of ERGINSOY (1950) (see § 2.5.6) by introducing a model potential,
renormalized according to the EMA, with which to solve Eqs. 3.32. By approximating kz
to be 0, the following expressions for scattering rates from neutral donors are derived (a
distinct scattering cross-section is presented for neutral acceptors, but it is stated that the
results are expected to be approximately equal):

1
_ 1 157r Nma*h / Uwc \

(^Da) =Mr1> = ~8 ^T~ V^Bf)
and

1 1 5Nma*?i
(«r) = ([^NDer]"1) " ™*e '

1/2

(3.34a)

(3.34b)

where the subscript 'ND' refers to neutral donors. Eq. 3.34a is seen to predict a square-root
magnetic field dependence which is entirely at odds with the quoted results for n-GaAs,
which show a linewidth sharply decreasing as magnetic field increases. This problem is
initially addressed by generalizing Erginsoy's result for higher energy scattering. With this
modification, a rough agreement with experimental magnetic field dependence is achieved,
but at a linewidth an order ofmagnitude larger than observed. One possible explanation for
this discrepancy is posited; namely, the neglect of the cyclotron resonance peak shift.

Some of the above results, as presented in the papers of Kobori et al., on linewidth
dependence on various factors in the low temperature limit, are summarized in Table 3.1.
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Table 3.1: Approximate dependences of cyclotron resonance linewidlh, limited
by specific scattering modes, on various factors.

Scattering
mode

Ionized

Impurity
Neutral

Impurity

Acoustic Phonon

(deformation
potential)

Intra-
Landau level NiK~2ml1/2B~lT-1'2 AN1)a*m;r3/2B1/2r-1/2 mll/2BTl'2

Inter-
Landau level NiK-2m*eB~3i2T Ando*ml~xBT m* Bl/2T

3.3.7 Line-Narrowing with Hydrostatic Pressure

wasilewski et al. (1982) reported the dramatic narrowing (by an order of magnitude)
with hydrostatic pressure of the cyclotron resonance and impurity-shifted cyclotron reson¬

ance lines in indium antimonide. The samples exhibiting this behavior, in the region of
~4-7 kbars, were uncompensated. Above this pressure, the sample, at liquid helium tem¬

perature, became highly resistive (on the order of 10MCt), and could not easily be examined,
as it loaded the preamplifier.

The mechanism responsible was not clear, but certain possibilities could be ruled out at
once:

• Deionization of impurities: While ionized impurity scattering is responsible for broad¬
ening of the cyclotron resonance line, deionization in the medium pressure region
investigated occurs for only, say, one third, and at most one half, of all donors (see
§ 4.5). With a Nf'2 dependence, scattering alone could not make an order of magnitude
difference.

• Increase ofeffective mass: Again, even a doubling of the effectivemass could not explain
such a large change.

• Decrease ofself-absorption: If the observed narrowing were due to a decrease in free-
electron concentration and a consequential decrease in over-absorption, then narrowing
should be visible as well in a very thin (say ~10 p) sample, with no pressure applied.
While there is some narrowing, the effect is again quite small compared to that with
pressure applied, which at any rate causes further narrowing in thin samples (see Chapter
VIII).
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Two ideas have been presented to explain these findings. The first relies on the correlative
effects mentioned earlier with respect to the Stark effect; viz., in this case, in a fairly
compensated sample, the deionization of donors is not random, as a significant rise in
potential energy would result from deionized donors existing very close to ionized acceptors.

Therefore, it is hypothesized, the electrons are likely to distribute themselves in such a way

as to create neutral but isolated donors, and ionized donor-ionized acceptor pairs, whose
dipolar fields would in general be much weaker than the monopolar fields responsible for
large Stark effects.

Another possibility (WASILEWSKI, 1985 and PlOTRZKOWSKl ET AL., 1986) is that two
distinct phases exist in indium antimonide, a high purity and a low purity phase, leading to
anomalous mobility effects as described in § 4.7. If the electron migration due to differing
Fermi levels in each phase leaves a small population of electrons in the high purity regions
(accounting for the observed increase in resistivity), then minimal II scattering (propor¬
tional to Ni1'2), and therefore, minimal linewidth, will result. This model is supported
in WASILEWSKI (1985) by the disappearance from an indium antimonide sample's photo¬
conductivity spectrum of a particular shallow donor upon the application of high pressure.

Although the donor remains shallow, it apparently contributes very little to the photocurrent
because of the low electron occupation in its region.

The regions of high purity would necessarily have to be considerably larger than the
cyclotron radius of an electron (~0.5 /i) in order for the narrowing to actually be observed.
Therefore, a size of several microns across would be expected.
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CHAPTER IV

Impurities and Metastable States in III-V
Compounds

4.1 Introduction

It is, arguably, the defects in semiconductors that imbue them with their more interesting
or valuable properties. Here, "defects" is meant in the largest sense, including not merely
structural defects such as dislocations and vacancies, but surface states and impurities as

well, which also distort the lattice, and even lattice distortions brought on by external factors
such as temperature, pressure or magnetic field.*

In indium antimonide, which is easily grown quite pure (i.e., n « 1013cm-3),f some
defects have been well characterized:

Mechanical stress (resulting in plastic deformation), as that from polishing, is known
to introduce dislocations into indium antimonide. These dislocations are usually associated
with undesirable or spurious results, such as negative magnetoresistance, and the appearance
of surface etch pits at the point of emergence from the bulk of an edge dislocation. One of
the most common types of dislocation in III-V materials (madelung, 1964) is the so-called
"60° dislocation", which extends in the [111] direction. Depending which atom of the pair is
exposed along this defect, it may act as a row of acceptors or donors. On the other hand, the
electron mobility in mbe-grown indium antimonide containing high concentrations of misfit
dislocations can be very high; it therefore appears that dislocations are almost completely
electrically inactive (Stradling0), due to reconstruction of the core.

* Defects such as vacancies anil interstitial substitutions are thermodynamically driven events; as such,
there will always be finite (possibly metastable) concentrations of these defects.

f Uncompensated indium antimonide is always of n-type.
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Dislocations may effect the electron mobility in indium antimonide in various ways.
For instance, for current perpendicular to the axis of plastic deformation (or in other words,
perpendicular to the induced dislocations), scattering increases and the mobility drops, while
for current parallel to the dislocations, no effect is seen.

Plastic deformation by compression has been seen to result in the creation of interstitials
and vacancies, while grain boundaries have been observed to act like donors (madelung,
1964).

As is true in most III-V semiconductors, zinc and cadmium (which are bivalent) are

acceptors in indium antimonide, substituting for the trivalentln atom, and are quite shallow,
with ionization energies of ~7.5meV each (madelung, 1964). Other acceptors are mag¬

nesium, silicon and germanium, a shallow acceptor, while copper, silver and gold are double
acceptors. Silicon, however, is a donor in mbe-grown indium antimonide (stradllnga).

Sulfur, selenium and tellurium substitute on Sb+ sites, becoming shallow donors (i.e,
Sb+ is replaced by Te++ + e~), as they are in all III-V compounds. The remaining member
of this family, oxygen, is somewhat problematic (see below), but it forms a deep level in
many semiconductors.

A further problem in the growth of semiconductors, with indium antimonide no excep¬

tion, is the diffusion of the various atoms, host and impurity, during the formation (cooling)
process. Different atoms may diffuse into or out of individual grains (though most impurities
tend to cluster at grain boundaries) and by different mechanisms (e.g., interstitial "hopping",
bond exchanges, etc.). But diffusion may lead to various problems in the final product:
Heterogeneity, or a separation of phases in the extreme case; and to certain "correlation"
effects (see § 4.6 for discussion of electron correlation effects) which may more subtly in¬
fluence the electronic behavior of the semiconductor: In this case, impurity ions of opposite
charge may be drawn toward each other, creating dipolar fields which scatter carriers dif¬
ferently from monopolar fields. There is no evidence that this occurs in high purity indium
antimonide as used in the present studies, where the Coulombic force is very weak at the
average impurity ion separation. (This effect is likely to be present simply by virtue of the
motion of individual electrons between ions when the sample is cold, but different behavior
observed between bulk indium antimonide and mbe-grown material, which are formed at
different temperatures, indicates the actual formation distribution may be important as well
(O'Reilly, 1989).)

Because of the large radius associated with the small effectivemass of indium antimonide
(see below), the donor impurity atomic wavefunctions overlap significantly, thus creating
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a separate impurity band, even in the purest material currently available (iVD~iVA~1014
cm-3). These donors cannot be frozen out merely by lowering the sample temperature;

rather, a magnetic field is required (see Chapter III).

4.2 Shallow Donors and EMT

KOHN (1957) develops a theory of hydrogenic donor states wherein the wavefunction of the
electron of an impurity atom, ip(r), can be expressed as

i>(r) = ajFjir^jfr),
i

viz., a normal conduction band Bloch function y?(r) = u(r)exkrmodified by a "hydrogen-like"
envelope function F(r). The summation is over j multiple minima, and the various are
numerical coefficients or vectors reflecting the contribution of each Bloch basis function to
each irreducible group representation of the impurity atom symmetry. This derivation rests
on two approximations (see below), but provides some very useful results.

Using for a screened impurity ionic potential the form U(r) = —e2/K0r, where «0 is
the static dielectric constant,* the Hamiltonian of the electron of the impurity ion can be
expressed as (H0 + U)ip = Eif), where H0 is the Hamiltonian due to the host lattice, and ip,
the impurity wavefunction, is a linear combination of the wavefunctions of the unperturbed
electron:

V> = An(/c)V>n,Jt-
xi,Jc

Here, ipn<k is a Bloch function

Vv* = 771 un,k(r)etkr,V 2

where V is a volumetric normalization constant and u„tk is a periodic function, with k a

wavevectorin the first Brillouin zone, and n the energy band index. The resulting equation,
* Use of the static (rather than the high-frequency "dynamic") dielectric constant is justified, according to
Kohn, by virtue of the low frequency (relative to diat of odier electrons) of the impurity atom electron,
Ry*/27i. That is, since Ry* < Tiwlo, in its large orbital radius and slow motion, it encounters widely
averaged fields from much faster-moving charges involved in polarization of the crystal. /Co and k0q are
die "plateaux" of the dielectric function on either side ofwlo, with «o > kCXj.
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after taking the scalar product with ipn£, is

(£„(*) - E)An(k) +£ {nk\U\xx'k') AAV) = 0, (4.1)

where the matrix element

If the periodic function Mn,A«n',Ar' is expanded in a Fourier series with coefficients C^knl<k, in
terms of the reciprocal lattice vectors Kv, the matrix element may be expressed so:

At this point, the first of two approximations may be explained. Because the Coulombic
attraction between the electron and the impurity ion is greatly reduced by the dielectric
constant, relative to that in the hydrogen atom, the spatial extent of the electron wavefunc-
tion is comparatively enormous. Therefore, only those values of k close to 0 will contribute
substantially in the Fourier transform; i.e., the wavefunction will resemble a grouping of
Bloch waves from near the conduction band minimum. This will be quantified in Eq. 4.3.

Now due to the orthonormality of ■$, if k = k' = 0, then in Eq. 4.2:

Therefore, most of the contribution to the impurity electron wavefunction will be made
by terms in Eq. 4.1 where n = 0. In effect, this approximation neglects interband matrix
elements in the expression. Kohn demonstrates that in order of magnitude, A„^0/A0 ~

(Ef)aB/Ega*), where E0 is the ionization energy. Using for the latter the effectiveRydberg of
indium antimonide (see below), this ratio equates to between 10~5 and 10-6, thus confirming
the argument above.

(4.2)
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This leads to the following substitutions in Eq. 4.1:

An(k) —> 0, forn ^ 0

E0(k)
2 U2n-k

(0k\U\0k')

2m*

47re2

VK0\k-k'\2

This results in the final expression in momentum space of the Schrodinger equation:

which is identical to that for an electron orbiting a Coulombic potential of —e2//t0T. The
sum is properly taken only over the wavevectors of the first Brillouin zone, but the second
approximation is here invoked; viz., that the perturbing potential of the impurity atom,
U(r), varies spatially so slowly that its Fourier components U(k) = U(r) exp(—ik • r) d3r
outside the first Brillouin zone may be neglected. Therefore, the summation above is taken
over all k'.

Fourier transforming from k-space to real space, a function

F(r) = i^4„(^ (4.3)
*

is found such that
ft2
2ml

VJ + U(r) - E Fn(r) = 0. (4.4)

In this scheme, an effective Bohr radius a* and an effective Rydberg energy Ry* for the
donor electron can be defined, equal to those for the hydrogen atom (aB = 0.529 A and 1 Ry
= 13.6 eV) multiplied by an appropriate scaling factor:

*0 , n , m*/mQa = ———aB and Ry = —Ry,
m*/mQ nl

where 1 Ry = m0e4/2(«o7i)2. In indium antimonide, this means that the effectiveBohr radius
extends for about a hundred unit cells.
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In this notation, the ground state wavefunetion for the electron is

(4.5)

If Eq. 4.3 is inverted to solve for Au(k), and Eq. 4.5 is employed, it is found that

This means that at values of k Z I/a*, A0(k) becomes negligible. In particular, in indium
antimonide, since a* « 640A (assuming m*/mu = 0.014 and a0 = 17) while the lattice
constant a0 = 6.48 A, A0(k) is ~1.4 x 1011 as great at the zone center as at the zone edge.
It is worth noting as well that, from Eq. 4.5, the electron probability function (proportional
to the square of the modulus of F(r)) tends to "concentrate", becoming larger and narrower,
about the impurity ion with an m*3 dependence. This has profound consequences for the
observation of shallow states under hydrostatic pressure.

It is because of the admixture of band states ofwidely varying /c-values within the impu¬
rity wavefunction that phonons over a wide spectrum of wavevectors may interact strongly
with the impurity. However, an excited electron will tend to absorb strongly interacting
phonons of low wavevector (k £ 1 /a*), which can excite it to the more closely spaced
higher states, and it is less likely to emit the large wavevector phonons (k Z 1 /a*) resulting
from large transitions to ground state. Therefore, impurity state transitions between the
lower lying states brought about by photo-absorption may result in eventual "photother-
mal ionization", making these transitions visible as a photoconductive "pulse" (see Chapter

Finally, it can easily be shown that F(r) is indeed an "envelope" function as initially
claimed. The impurity electron wavefunction, as derived above, is

VIII).

1>(r) » ^ A0(k)ip0,k(r)
k
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But in u(r) as well, k ^ 0 may be neglected, so

i>(r) ~ -Jt^o.oWV A0(k)e,krV*
k

= u0,0(r)F(r).

The energy of the electron may in fact be significantly different from that predicted by
this effective mass theory, or EMT, and for many possible reasons, the primary one being
the central cell effect. This effect, wherein the core potential in the central cell of the
impurity varies from the ideal Coulombic potential, arises from any of three sources: 1) A
true "chemical shift", arising from the difference between the core potential of the impurity
atom and that of the host; 2) lattice distortion around the impurity atom due to steric factors;
and 3) the breakdown of the dielectric continuum approximation at small distances, where
the dielectric constant approaches its free space value.

The chemical shift, which is proportional to the density of the electron wavefunction at
the impurity site (dmochowskiet al., 1990), may be quite dramatically evinced in many

semiconductors in magnetic field spectra that show Zeeman splitting (see Chapter III). The
shift may vary from a few percent for large quantum number n, wherein the electron is far
removed from the defect, to several hundred percent for the ground state, in the case of high
effective mass, as in GaP. However, the effect is often visible in many semiconductors (to
~ 1%) even in no magnetic field. On the other hand, because of the node in the wavefunction
at the origin, the effect essentially disappears on all odd parity states, and even for n = 2.
In indium antimonide, the effect can be observed only in high magnetic fields or at high
pressure: At 10 T (7 « 50) and 6kbars, the effect is ~10% for the "A" donor (see below).

Another source of error in EMT is its neglect of conduction band nonparabolicity, which
in indium antimonide (see Chapter II) deepens the Is state. In high magnetic fields, due to
its association with the n = 1 Landau level, the 2p+-like state is most affected (STRADLING,
1980).

Finally, both spin and polaron interactions may complicate the picture. Polarons (inter¬
actions between electrons and LO phonons) contribute mostly to a deepening of the ground
state resulting from the substitution of the band-edge mass by the polaron mass (STRADLING,
1980).
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4.3 Deep Donors

Deep donors are those donors whose behavior is governed by their core potentials, which
more resemble deep rectangular-well potentials (with eigenenergies increasing as n2) than
Coulombic potentials of hydrogenic donors (whose eigenenergies converge as 1/n2 toward
a continuum). These donors may be treated approximately with tight-binding theory rather
than with emt in order to describe their electronic properties.* The word "deep" in this
instance describes not so much a large negative energy that might be associated with these
donors (for in fact so-called deep levels can exist as resonant states in narrow-gap semi¬
conductors), but rather the fact that the donor levels are governed by bands well removed,
energetically, from each other. Thus, the deep levels may not follow a unique band in the
case of hydrostatic pressure application or variable alloying, but may exhibit a manifold
nature as various experiments are performed, apparently being dominated by any of two or
more bands under different conditions. Notably, the Stokes shift, the difference between
the thermal and optical ionization energies, may be enormous, the latter being several times
larger than the former (see below).

Only a treatment which takes into account the interaction between the electronic state
of the defect and the vibrational state of the lattice ("vibronic" coupling) can explain the
large Stokes shift. Toyozawa (1978) concludes that the defect-lattice energy is given by
E = (A2 — gsX3 — gLX)EK, where the so-called electron localization parameter A is equal
to a0/a* (a0 is the host lattice constant and a* is the Bohr radius of the defect); gs is
a coupling constant for the short-range, elastic deformation potential, proportional to the
charge density and hence to A3; gL is the coupling constant for long-range Coulombic polar-
phonon coupling, inversely proportional to radius, or oc A; and EK is the electron kinetic
energy for A = 1. When A < 1, the state is hydrogenic. When A « 1, the electronic wave-
function is highly localized. The two states may involve a single donor atom, but are likely
to be separated by a large energy since the electron-lattice interaction energy is inversely
proportional to the square of the electron wavefunction radius for acoustical phonons (stone-
ham, 1979). (Optical phonons, on the other hand, exhibit a coupling constant with a l/a*
dependence, and therefore couple more readily than do acoustic phonons to delocalized
states.)

While the ionic core potential of a deep impurity may be little affected by small changes
in the lattice constant, the application of hydrostatic pressure is known to effect profoundly
* It is also possible in many cases to adapt the Kohn-Luttinger theory above by not neglecting the higher
order terms.
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the surrounding lattice (POROWSKI & TRZECIAKOWSKI, 1983), possibly due to a substantial
difference in its local compressibility from that of the pure lattice (for example, see next

section).

4.4 DX Centers

Certain poorly understood deep donors, responsible for, among other things, persistent pho¬
toconductivity (PPC) at low temperatures, have been under observation in various II-VI and
III-V semiconductors for well over twenty years (Lang & logan, 1977). In particular,
work on GaAs and the AlGaAs alloys has revealed the presence of the so-called DX centers*
(Lang & logan, 1979) and Saxena's donors (saxena, 1981), through a variety of ex¬
perimental techniques. Given the industrial importance of these compounds, it is vital to
achieve a better understanding of these defects; specifically, their chemical and structural
identity, means of processing to intentionally introduce or remove them, and the physical
principles underlying their remarkable behavior. The ppc centers, for example, were seen to

profoundly influence modulation doping (stormer et al., 1981), transport in 2D systems

(nlshinchi et al., 1983), and fet and hemt performance (arnold et al., 1981), though
not dll (double-heterojunction) laser or hbt (heterojunction bipolar transistor) performance,
which would be expected of a hole-trapping center (mooney, 1990).

Early work on ppc (Lang & Logan, 1977) revealed that at low temperatures, photo¬
conductivity may persist in numerous semiconductors even days beyond actual illumination,
and can be quenched only by warming the sample. Capacitance and optical measurements
subsequently revealed (Lang & Logan, 1979) a confusing picture wherein it appeared that
an occupied donor lay deep within the band-gap, but after excitation was found to be resonant
with the conduction band. In ALGai-^As with x ;$ 0.2, this relaxation or Franck-Condon

energy was several times the donor binding energy. This led to the perplexing question of
how a resonant state, normally expected from emt to be highly delocalized, could effect
such a large lattice relaxation (llr), and thus appear to be very well localized and associated
primarily with the T-, L- or X-minimum.

This situation, as seen in indium antimonide for example (see § 4.5), may be depicted
in the configuration-coordinate diagram seen in Fig. 4.1. In this figure, the abscissa is an

abstract or generalized lattice parameter Q, a significant variation in which reflects LLR. The
ordinate is the total energy of the system, including the energy of the electron and that of
* So named because they are Donors, associated with an unknown defect X, or are found to be associated,
at least apparently, with the X-minimum of the conduction band.
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the elastic deformation of the lattice. The parabolas represent the adiabatic potential curves
of the defect center. The parabolas centered at Qr represent the donor in its "shallow" (i.e.,
non-metastable) state:* the higher parabola represents the (positively) ionized donor and its
electron in the conduction band; the lower parabola, the (neutral) deionized shallow donor
in the unrelaxed state. The parabola centered at Qx represents the donor in its relaxed state.

Fig. 4.1: Configuration coordinate diagram depicting large lattice relaxation as ob¬
served in indium antimonide (see text, and also § 4.5). Upper lelt parabola: Donor
positively ionized, electron in conduction band; lower left parabola: Neutral dp
donor; right parabola: Occupied DX-center exhibiting llr. The vertical transition
from the DX state to the conduction band represents photoionization, and is a much
larger energy than that measured in a Hall experiment, viz., the difference between
the capture energy, E<*,, and the emission energy, Ec. The curved arrows represent
two possible paths for energy capture by the DX level. z1f-c is the Franck-Condon
shift.

One of the salient features of this type of diagram is that it reveals how activation or

* Also called the "substitutional" state (Mooney, 1991).

Qr Qx

Configuration coordinate Q
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ionization energies measured by different means can vary so radically from one another, and
how phenomena like ppc can arise: Superposed on the parabola at Qx is an arrow denoting
the optical excitation of an electron to the conduction band. In this case, there is neither
sufficient time nor thermal energy to bring about a lattice reconfiguration, so a large quantum
of energy, EP, is required for ionization in a strictly vertical transition. On the other hand,
emission of an electron from the donor in the X state over the higher barrier may result from
a thermally activated lattice reconfiguration with only the energy Ee. This may be succeeded
by the recapture of the electron by the ionized donor, but only if the electron attains Eoo,
the capture activation energy required to surmount the barrier.* The difference between Ee
and Eoo is the donor-binding energy E0, and is what Hall measurements of free-electron
concentration as a function of temperature can reveal. The difference between EP and E0 is
the Franck-Condon energy.

DX behavior is observed with virtually all substitutional donors, cationic or anionic, in
GaAs, AlGaAs, and many other III-V and II-VI compounds. Metastable donors are found as

well in silicon. In AlxGai_xAs, the DX center is the dominant state for x > 0.22. Initially,
DX donors were enigmatic in their identity as well as in their nature. A defect-complex was
proposed by Lang & Logan (1979), as it seemed unlikely that an isolated donor could effect
such llr. Subsequent research with GaAs exhibiting ppc has indicated that a DX level exists
260meV above the bottom of the conduction band, and is occupied only when the material
is heavily doped or subjected to hydrostatic pressure (at 24 kbar the band structure of GaAs
becomes almost identical to that of Alo.24Gao.7cAs, and similar centers become evident, at
least up to 30 kbar). As the defect appears to have substantial contributions from minima
removed from the zone center, it was thought likely to be of low symmetry; although there
was the opinion that the deep state is actually a separate level, distinct from the shallow level,
of s-like symmetry (hjalmarsonet al., 1986). morgan (1986) suggested the Jahn-Teller
effectf as a possible explanation for metastability in ALGaj-xAs.

Baj et al. (1976) investigated similar behavior in CdTe:Cl, in which a pressure-induced
low-temperature metastable state associated with the chlorine impurity was found to have
thermal and optical ionization energies of 80 and 1050 meV respectively. The relaxation
* Alternatively, tunneling may be possible, but this would depend on specific parameters of the impurity
and the host lattice; or, the electron may be captured by the non-metastable state of the donor at Ql-

f This is a form of llr wherein electron states which are degenerate by virtue of the symmetry of a crystal
may be split by a distortion of the crystal. The Jahn-Teller theorem states that for each such degenerate
orbital, there exists a normal mode of vibration such that distortion will occur spontaneously and lower
the overall energy.
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time (i.e., the exponential population decay time constant) was found to be strongly pres¬

sure-dependent, and is maximum when the capture energy is equal to the emission energy

(see Fig. 4.1); the same was found to hold true in indium antimonide.
Another example of a deep state, apparently stabilized by Jahn-Teller distortion, is that

of the EL2 defect in gallium arsenide. EL2 is an antisite defect, in this case, an arsenide
ion in the gallium position. It has a normal effective mass-like (EL2°) state, and a meta¬
stable (EL2*) state located at a higher energy, and normally unpopulated. It can, however,
be populated either by illuminating the sample at low temperature, or by pressurizing it to
~3 kbar, whence it is resonantwith the /"-minimum, and at which point it accepts an electron
from the conduction band, apparently as a negative-C/ center (porowski & sadowski) (see
below).

As discussed in Chapter III, fir photoconductivity has been used to help character¬
ize both shallow and deep donors in GaAs and AlGaAs. Interstate transitions give rise
to enhanced photoconductivity through photothermal ionization, and central cell structure
becomes evident at high magnetic fields, allowing impurity identification. Numerous inves¬
tigators have demonstrated the existence of hydrogen-like levels closely (though not solely)
associated with the r, L* and X f minima, thus implying that these centers are in fact donors,
rather than defect complexes. Furthermore, the transition of a donor from a shallow state to
a deep state with increasing pressure has been observed with this method (Wasilewski et
al„ 1982)4

One recent explanation of deep center metastability agreeing well with many (but not
all—see below) experiments (see mooney, 1991) is the negative-C/ model, described by
Chadi & Chang (1988). Normally, a donor atom in a crystal lattice possesses a positive
U:^[ i.e., energy is raised when a donor ion receives a second electron, due to the repulsion
between the two electrons. On the other hand, if the acquisition of the first electron results
in llr, it is possible for a metastable state to arise, in that the overall energy of the system
has been reduced, and this second ionization is likely in the presence of a second electron.

The configuration-coordinate diagram for this schema (as discussed by mooney (1991)
for AlGaAs) may be seen in Fig. 4.2.
* Wasilewski et al. (1982).

f Dobaczewski et al. (1988) and Dmochowski et al. (1988)
J It should be pointed out, as CHADI & CHANG (1988) argue, diat for many systems, this apparent tracking
of the defect state with the /-minimum is purely fortuitous, having nothing to do with the L band.
U = the effective Hubbard correlation energy.
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Fig. 4.2: Configuration coordinate diagram depicting negative-!/ model of llr
(see text and Mooney, 1991).

The parabolas centered at QT correspond to the deep, metastable DX level arising from
llr. The lower of the two represents the occupied state found deep in the gap. This
may correspond in fact to a negatively charged donor, and in this case there is likely to
be an excited neutral state (through which a postulated two step photoionization proceeds),
corresponding to the higher parabola on the same side. Excitation of an electron into the
conduction band from either of the two DX levels (or electron capture therefrom) requires
sufficient energy to surmount the barriers between the states (shown in thicker solid and
dashed lines with curved arrows), although tunneling may occur, depending on the barrier
breadth and height. The upper barrier appears to have a height of ~ 100 meV, corresponding
to a comparatively short-lived excited state.

The two parabolas centered on Q0 represent the donor in the "substitutional" configura¬
tion, the lower being positively ionized with both electrons in the conduction band, and the
higher being an excited one-electron state D11. This excited state, lying above the positively
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ionized state, is postulated in order to agree with kinetic studies (TIIEIS & MOONEY, 1990)
indicating a two-step thermal capture process.

Optical excitation, involving no phonon coupling, reveals a large ionization energy, as

shown. However (as is evident from experiments that achieve thermal equilibrium between
the lattice and the electrons) once the llr has been effected, the energy of the electrons,
which return to the bottom of the conduction band, is only slightly greater than when they
occupy the donor site. There exists, therefore, an energy barrier (shown with a thicker line)
that prevents the electron and donor level from spontaneously relaxing. Once the electrons
are rethermalized with only a small energy, however, themetastability is lost, and the original
state reappears.

The rationale for having hypothesized a negative-C/ model initially was the pseudopoten-
tial calculations done for a single Si donor atom in GaAs, showing the stability conferred on

the distorted configuration once a Si-As bond was broken. However, in the case of AlGaAs,
there are four non-equivalent substitutions of A1 for Ga atoms. There are also four DX levels
observed in GaAs/AlAs superlattices, lending some experimental support to the negative-C/
model. Also cited by Mooney in support of the model are exafs experiments, the absence
of an epr signal from the centers, consistent with paired electrons, dlts measurements,
Mossbauer spectra and photoconductivity experiments demonstrating that photoionization
of the centers removes two electrons. Only one magnetic susceptibility experiment is cited
as negative evidence.

Maude et al. (1987) investigated Shubnikov-deHaas oscillations and ppc, particularly
with regard to mobility, in highly doped n-type AlGaAs as a function of carrier concen¬
tration and pressure. The behavior observed was largely consistent with that observed in
highly S-, Se- and Te-doped indium antimonide by KoflCZEWlCZ et al. (1977) (with Hall
and thermoelectric power measurements) and porowski et al. (1981) (with Shubnikov
de Haas measurements) (see below). (This is not surprising inasmuch as III-V compounds
share nearly identical band structures and pressure coefficients.) The results were seen to be
qualitatively consistent (Maude et al., 1989) with a model of a deep donor which is singly
ionized at ambient pressure, and deionized at high pressure. This was concluded on the
basis of applying the Barrie (1956) model ofmobility limited by screened ionized impurity
scattering for a nonparabolic conduction band (in the Born approximation) to the system in
question:

Cn
* " Nlm;(kF)2F(X,kFy (4-6)
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where C is a eonstant, m*{kF) is the pressure-dependent effective mass at the Fermi energy,
and F{A, kF) is a term proportional to the scattering cross-section. It was observed that the
formula predicts for the deionization model an increase of mobility with pressure, largely
due to precipitous drops in the scattering cross-section and the impurity ion concentration.
On the other hand, the formula predicts, contrary to experiment, a decrease in mobility for
the negative-U model, as n decreases, removing screening and lowering the Fermi velocity,*
while Ni remains constant. However, according to clladi et al., (1989), the negative-!/
model does predict the observed increase in mobility with pressure: In the case of highly
doped samples, the value of the density of states needed to calculate the screening parameter
A (A2 « 4ire2g(eF)/n) used in Eq. 4.6 is:

. 3n n(P = 0) - n(P)
S(ep) =s;+^v • (4-7)

where W is the energy-width of the DX level distribution. The second addend in Eq. 4.7,
neglected by Maude et al., (1989), will allow an accurate match between theory and
experiment for W = 0.03 to 0.04 eV, an experimentally consistent value, while the neutral
donor model would require a value ofW = 0.2 eV, which is not consistent.

Furthermore, even without the use ofEq. 4.7, Eq. 4.6 may be found to predict an increase
in mobility in the negative-!/ model by virtue of certain correlation effects (see o'reilly
(1989), who argues that the uniform electron distribution screening model implicit in Eq. 4.7
is inappropriate in any case due to the highly localized nature of the donor electrons):
When ionized donors and acceptors are located near each other in a semiconductor, the
potential energy, relative to a neutral pair or a neutral-ion pair, is lowered. The dipolar fields
arising from this effect are on average of much shorter extent (oc 1/d3, where d is the ionic
separation) than monopolar fields arising from unpaired ions (oc 1 /d2), giving rise to less
scattering. If largely monopolar ionized impurity fields were to be replaced by dipolar fields
as the DX centers became negatively charged, the net mobility could thereby increase (see
§4.6).

Yamaguchi et al. (1990) presented a theoretical simulation of Si-doped GaAs,
AlxGai_xAs, and AlAs/GaAs superlattices, using a 64-atom "supercell", as opposed to
the 18-atom model of Chadi and Chang. They calculated total energy, considering the
Hellmann-Feynman force and using the ab initio self-consistent pseudo-potential method.
Their results, in consonance with previous work they cite, imply that the negative-!/ center

In the simple Rutherford model, r oc Vp.
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is metastable even at high hydrostatic pressures. Rather, a deep substitutional donor of Ax
symmetry and a higher lying T2 level are implicated to explain various photoluminescence
and photoconductivity results.

Finally, KortcZYKOWSKl et al. (1974) (see below) cooled to 77°K a single sample of
indium antimonide at various pressures, and measured the Hall coefficient against pressure
in each case (see Fig. 4.4). The higher the cool-down pressure (above 7 kbar), the lower the
free electron concentration in general, as more metastable states were occupied. However,
at the highest pressure measured, electron concentration was equal from trial to trial, i.e.,
independent of the cool-down pressure. This is strong evidence against the negative-C/
model in this case (see the discussion below).

4.5 Metastable Donors in Indium Antimonide

porowskiet al. (1980) reviewed earlier Hall measurements, involving variable hydrostatic
pressure, temperature and magnetic field, on pure n-InSb (ND — NA £ 1015cm-3). These
measurements (KoricZYKOWSKI et al., 1972; porowski et al., 1974; porowski & Sos-
nowski, 1976; and Dmowski et al., 1976) revealed the presence of two donor levels, one
of which was metastable. The summarized results can be seen in the following figures.

In Fig. 4.3 (a), the Hall coefficient is plotted for three pressures (applied at room tem¬

perature) against temperature in a cooling process. However, these curves do not reflect
equilibrium conditions, and the path by which they were attained is important. The samples
were pressurized as indicated while at room temperature, and were subsequently cooled. It
was found that for pressures £ 7 kbar, the Hall coefficient does not change significantly with
respect to pressure or temperature. However, for pressures above 7 kbar, deionization of
two donor levels is apparent. Freeze-out on to the deeper of the two levels continues as the
temperature is lowered, until approximately 100°K. At this point, the electron concentration
is relatively stable until the temperature is lowered by another 30°K, when the temperature
is low enough to freeze electrons out on to the shallower donor level. At 9.2 kbar, the donor
levels are deeper still, and each leg of the freeze-out is correspondingly higher on the plot. It
was also noted that while in the temperature region of 90-115°K, electrons transferred from
the -/"-minimum to the deeper level over the course of minutes, below 90°K such transfer
was so slow as to be virtually unobservable, apparently amounting to 270 days at 77°K. It
was thus concluded that a barrier of ~0.3 eV exists between this level and the ./"-minimum,*
* For a simple thermally activated process die time constant t may be linked to the barrier height £b by
t oc exp(£"bA'bT).
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(a) (b)

Temperature [K] Pressure [kbar]

Fig. 4.3: («): Hall coefficient vs. temperature for different hydrostatic pressures.
As temperature is lowered above 100°K, the deeper donor deionizes. At ~100°K,
it becomes metastable; further cooling deionizes only the shallower donor, and the
equilibrium condition indicated by foe dashed line is not attained. (b): "L-" and
"A'-associated" (see text) donor energies relative to the /"-minimum v.?. pressure.
Tire pressures corresponding to the measurements in (a) are marked with arrows.
(Reprinted and adapted from Porowski et al., 1980.)

conferring on the former a measure ofmetastability. The equilibrium state prevented by this
metastability is indicated approximately by the dashed line.

The energetics of this system are depicted in part (b) of the figure. Here it is
seen that the metastable state indeed exhibits mainly the character of the X-minimum
(dcx-r/dP = —20meVkbar_1, where the subscript /"" implies that the energy is
relative to the /"-minimum), while the other exhibits mainly that of the I-minimum
(dtL_r/dP = —10.5 meV kbar-1). However, the convention adopted by Porowski for
labeling these as "X-" and "I-associated" states is not actually meant to imply that the
states are genuinely located at these minima, as there are significant contributions to their
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respective wavefunctions from all parts of the band. Strictly, the convention implies no more
nor less than the similarity of pressure coefficients of conduction band energy.

It was initially guessed and eventually concluded from FIR experiments (see below) that
these two states, which cross into the gap at about 7 and 8 kbar, respectively, represent two
non-equivalent lattice sites of the same donor, which, by virtue of its depth relative to that
of known donors (S, Se and Te), appears to be oxygen, a prevalent contaminant.*

P [kbar]

Fig. 4.4: Hall coefficient vs. pressure at 77°K for different cool-down pressures
Pc (i.e., the pressure at which the sample is cooled from room-temperature to
77°K, whence it may be pressurized and depressurized reversibly): Curve (A),
Pc < 7 kbar (for several values of Pc); (B), Pc = 8.5 kbar; (C), Pc = 11 kbar. (From
Konczykowski et al„ 1974.)

At the same time as the above measurements were performed, a complementary set
of data was assembled, and is displayed in Fig. 4.4. In this case, a single uncompensated
* This is speculative. The depths of donors increase with electronegativity, for which there are many
different definitions and scales. Si and Ge are possibilities as well.
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sample of indium antimonide was cooled down isobarically to 77°K at numerous pressures.

Once the sample was cold, its metastable states were in effect inert, and pressure could be
changed isothermally and reversibly, leaving only non-metastable donors to influence the
Hall coefficient. The data show that when cool-down was carried out at pressures below
7kbar, the donor level was completely ionized (i.e., RH remained low and constant) at low
pressures (also below 7 kbar), regardless of the cool-down pressure. Subsequently, over the
range from 7-11 kbar, a transition region, wherein the "X" level crossed the ./"-minimum,
occurred, giving "freeze-out". This was followed by a saturation region where once again
Rh was constant, but high, presumably meaning that all the "X" levels were occupied. After
cool-down at higher pressures, Ru starts off at correspondingly higher values, indicating
that electrons had been frozen out onto the metastable level during cool-down. However,
as the pressure was varied following each cool-down, a saturation region is reached at the
highest pressures in which RH is invariant from trial to trial. This behavior is eminently
consistent with a picture of a semiconductor in which a constant number of electrons, An,
is divided between a population of "normal" (i.e., non-metastable) states dL, and another of
metastable states dx, such that, simply, NL + Nx = An, with Nx being determined by the
initial cool-down pressure.

This behavior would not be expected in a compensated sample, as was examined in
the present work (see Chapter VII): In such a case, if the number of acceptors were larger
than the number of non-"A" donors, then the electron concentration would be lowered

beyond the values observed in Fig. 4.4. In particular, the sample resistance would become
arbitrarily large with enough acceptors, lowering the electron concentration far enough
that the saturation point observed in Fig. 4.4 is never reached, as there would be too few
conduction band electrons to guarantee occupation at any given pressure.

If these metastable states were DX centers stabilized by the negative-// effect, it could be
expected that the differing populations Nx in each trial would freeze out differing numbers
2Nx of electrons, and three different Hall coefficients would be measured at the highest
pressure, which is clearly not the case: i.e., if the non-metastable "X" states freeze out

only one electron, then the saturation limit of curve (A) would be expected to remain at

Rh = 5.6 x 103 cm3 C-1. However, curve (C) would be shifted upwards with its saturation
limit at ~6.8 x 103 cm3 C-1 (assuming rH = 1). Curve (B) would be expected to correspond
to ~50% occupancy of the metastable levels, initially. This would leave an equal number
of normal levels, but these, accepting only one electron each, would freeze out half as many
electrons as they would if they too were metastable (as in curve (C)), and therefore a final
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saturation point of RH ~ 6.5 x 103 cm3 C-1 should appear.

It therefore appears that Konczykowski et cil. have obtained strong evidence, in this
sample, for a positive-C/ donor in indium antimonide. However, the experiment needs to be
repeated for a number of samples of varying carrier concentration.

It must also be noted that while these states are observed in a narrow gap material,
they are ~0.5 eV removed from their actual respective subsidiary conduction band extrema,
which precludes describing them by EMT; they are in fact deep donor states. There is
expected to be, therefore, significant admixture of states and corresponding symmetries.
STRADLING (1985) demonstrated this admixture using Fourier transform spectroscopy in the
far infrared, as illustrated in Fig. 4.5. In this experiment, a high magnetic field was used
to achieve substantial freeze-out, and to Zeeman-split shallow /"-associated donor levels,
allowing sharper resolution among them. At low pressure, the Is —* 2pu transition ener¬

gy for this deep donor ("A") tracks approximately with the /"-minimum,* but at 6kbar it
suddenly breaks and tracks approximately with the /-minimum, reflecting the deepening of
the ground state from 1s(F) to 1 s(Z).

This anticrossing behavior indicates that the two states involved share a symmetry,
therefore necessarily interacting with one another, f (These measurements involve very small
ground state energies—i.e., on the order of a few meV—and therefore must be conducted at

liquid helium temperatures. It is therefore not possible to observe any admixture with the
relaxed "/(""-associated state, which, as noted above, is accompanied by a 300 meV barrier.)

In Fig. 4.5 (b), the Is —> 2p_ transition is plotted as a function of magnetic field. This
transition is sufficiently sharp to allow resolution of the shallow donors (B, C and D).

It should be noted that by virtue of its metastability, "A" may be used to freeze out elec¬
trons at low temperatures by first pressurizing the indium antimonide to above 7 kbar, cooling
it to below 100°K, thus trapping electrons on the donor sites, and finally depressurizing the
sample while still cold. This restores the original ambient energy gap and effective mass,

thus allowing a spectroscopic comparison of its impurity energy and population levels in the
normal and metastable states. It is found that in an uncompensated sample, the /"-like state
of donor "A" disappears completely from the spectrum when this is done, illustrating that
* i.e., as the ground state energy varies approximately as that of the /'-minimum.

f Anticrossing occurs when a perturbation mixes states of matching symmetry, and a quantum mechanical
"repulsion" results: If two such states, £i and En, interact through a potential operator V, such that
H\2 = (11V|2) (using standard bra-ket notation), then second-order perturbation theory reveals that
E[ = j{£2i+£ii±[(£2i — E\i)2+4H^2]1^2}, where the prime indicates the perturbed state, En = Ei+Hu
and £*21 == £2 + H22•
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Fig. 4.5: (a): Anticrossing behavior of donor "A" is exhibited at 6 kbar for the
Is —* 2po transition, indicating admixture of F and L states. (b): The sharper
Is —► 2p- transition is shown, resolving shallow donors D, C and D. (Reprinted
and adapted from Stradling, 1985.)

the two donor states represent one donor species (Fig. 4.6).
The anticrossing between F and states shown in Fig. 4.5, taken with the results of

Fig. 4.6, show that all three types of level (F, deep non-metastable ("I") and deep metastable
("X")) all involve the same donor species "A".

Highly uncompensated samples like those studied in Figs. 4.4 and 4.6 would be expected
to become highly resistive, or insulating, at the highest pressures were the negativq-U model
correct: The concentration of donor "A" is known from spectroscopic studies, as in Fig. 4.6,
to comprise approximately half of the donor atoms. Therefore, if each donor A atom froze
out two electrons, there would be approximately no carriers left in the band. Compensated
samples, on the other hand, are highly resistive at the highest pressures anyway, as pointed
out above, so cannot as straightforwardly be used as an indicator.

Finally, it appears that donors in III-V semiconductors in general can be expected to
exhibit three types of levels: Shallow F-like levels and two deep levels, one of Ax (fully
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Fig. 4.6: Far-infrared data demonstrating that all states (shallow, deep and meta¬
stable) of donor "A" indeed represent one impurity species (Reprinted and adapted
from Stradling, 1985). If it is assumed that the integrated intensities of the peaks
accurately represent the concentrations of the active centers, it should be possible
with Hall measurements of the type illustrated in Fig. 4.4 to estimate the number
of carriers that can be frozen out by a donor.

symmetric) symmetry, but non-metastable, and another of metastable DX character. This
conclusion is invited partly by the work of DMOCIIOWSKIET AL., (1990, '91, '91) wherein
impurity states associated with various identified donors (S, Si and Ge) in high-purity GaAs
were investigated using FIR transmission and high pressure (up to 30kbar), as well as

photoluminescence. Shallow to deep Ax state transitions were observed for both sulfur and
silicon. Previous work with, e.g., DLTS, had confirmed that DX-like levels are extant under
hydrostatic pressure in GaAs doped with S, Ge or Si.

ANDERSON (1958) was one of the first workers to address the question of the effects of
localized potentials on transport in semiconductors. In particular, the question of spin
diffusion among donor electrons in silicon prompted the construction of a model of a semi¬
conductor wherein impurities were modeled as a band of sufficient disorder and low concen¬

tration that Drude-like conduction was not possible, but quantum tunneling, or "hopping"
conduction, was. (Because the band must be sufficiently "rarefied" to eliminate wavefunc-

4.6 Correlative Effects among Impurity Ions in Semiconductors
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tion overlap which would lead to a Drude-like situation, energy conservation, even allowing
for quantum mechanical violations, requires phonon assistance.) The theory presented by
Anderson in this case,* largely a tight-binding approach, was constrained to interactions
which, like the localized potentials discussed above, fell off very quickly with distance, i.e.,
faster than 1/r3, and which certainly therefore could not include the Coulomb potential.
At any rate, the salient conclusion of the work was that localization, and the cessation of
conduction, would occur when the variation in site potential was greater than the width of
the band which would result from the overlap of the impurity states.

Mott (1967) published a review of the ensuing work on disordered systems, which
included a number of inquiries into the density of states of a disordered system. In particular,
the question arose of whether a gap in the density of states would exist in such a system.
Mott concluded that for a one-dimensional system, a gap would not arise in a completely
random system, but would in a system of limited disorder. For a three-dimensional system,
the question was left open, but a primary concern was the definition of localization. Mott
proposed that while the distinction between "localized" and "non-localized" was qualitative,
a population of electrons, characterized as being within a specific energy band, whose mean

contribution to conductivity diminished toward zero as the frequency of the applied electric
field approached zero could be said to be localized.

ZlMAN (1968, '69) pointed out the distinction between cellular disorder, wherein, as in
Anderson's model, variations in potential occur from atom to atom, and structural disorder,
wherein the periodicity of the lattice is disturbed.

Cohen ET AL. (1969) reported on studies in amorphous semiconducting alloys and
presented a band model to account for the effects of localized states, by which the authors
meant states whose wavefunctions decrease exponentially from a given site. These states, it
was proposed, originate from the variation in valence bond characteristics (e.g., coordination
number) associated with a given atom (resulting from the compositional and translational
disorder typical of glassy solids), and give rise to a "smeared" valence band that extends into
the conduction band (and vice versa). This overlap results in electrons from the valence band
falling into lower conduction band states, with the Fermi level coming to rest somewhere
* This was one of the first implementations (beginning a long tradition in this subject) of the Markoff
statistical method for random variables, as modified by Holtsmark. In this case, a random variation in
potential energy is imposed on the distribution of "sites" (e.g., individual atoms, or, in the case of the
Holtsmark distribution, stars in space), leading to a treatment where the overall potential felt at any one
site can be separated into a background potential due to the large site population at long range and a local
potential due to a nearest neighbor.
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toward the minimum of the two tails, surrounded, energetically, by charged (localized) states
within each band. Furthermore, it is supposed that certain valence bonding requirements
are not satisfied, and there result broken bonds that also expose Coulomb potentials (Ambe-
gaokar et al., 1971). The final position of the Fermi level is influenced by the distribution
of these Coulombic potentials, which must self-adjust, by means of hopping conduction, for
example, to attain the lowest total energy. This difference in conduction mechanism at the
energy of the localized states, where the normal band conduction (finite at T = 0) is replaced
by a thermally activated process, gives rise to a "mobility gap". Within this gap, the charged
localized states may serve as traps for carriers.

In particular, the authors cite experiments with photoconductivity and intense transient
electric fields wherein conductivity was seen to decay rapidly after an initial stimulation,
but persisted for hours at low temperatures at levels still orders of magnitude greater than
normal. This metastability (not involving lattice relaxation) was ascribed to the existence of
traps in the vicinity of the Fermi level which give rise to supra-equilibrium concentrations
of carriers, and which relax only by the slow process of hopping conduction.

ambegaokar et al., 1971 examined hopping conductivity in amorphous semicon¬
ductors (Ge, Si and C), and using Mott's model and a percolation method for calculation,
derived Mott's conduction rule for disordered solids, which states that

<rDC oc exp[-(Ca3/g0kBT)1/4, (4.8)

where ( is a dimensionless constant, a is the rate of decay of the impurity wavefunction,
and g0 is the density of states. In their model, the authors tentatively assumed that there
was no correlation between occupation numbers at different sites. Furthermore, Mott's rule
depends on the continuity of the density of states at the Fermi level. But Ambegaokar et
al. proposed that the density of states germane to Eq. 4.8 would be lower than that for the
material as a whole.

In a series of papers beginning in seventies (e.g., Efros & silklovskli, 1974; Efros,
1976; Gel'mont & Efros, 1976; BaranovskiI et al., 1978; and BaranovskiI et al.,
1980), the question of the nature of the Fermi energy and its associated density of states
in disordered (doped or amorphous) crystalline solids, and their precise dependence on the
energetics of large ensembles of electrons, was investigated using various mathematical
models. Results were generated for systems of various dimensions.
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The key points of the model of Efros & sllklovskl! (1975), for instance, included that
the Coulomb potential represents a long-range interaction, and that for a three-dimensional
crystal it results in a "soft Coulomb gap", i.e., a drop to zero, at one energy only, in the
density of states near the Fermi level brought on by the Coulomb potential.

Without going into the mathematics of the self-consistent approach eventually presented
in Efros (1976) or the computer model of Gel'mont & Efros (1977), this effect can be
thought of as follows: A system in its lowest energy configuration at T = 0 cannot be
stabilized further by a redistribution of charges. In particular, the transfer of an electron
between localized sites should result in an increase of potential energy, as the initial site
must be below the Fermi level, and the final site above. Furthermore, this exchange of
sites cannot be stabilized by Coulombic terms to the extent that this stabilization energy

exceeds the energy of the transfer, for that would contradict the initial construction. But
it is because of the long-range nature of the Coulomb interaction (specifically, in that it
falls off more slowly than 1 /r3) that an electron cannot simply be moved out of a given
volume. Therefore, if an energy interval of width c centered about the Fermi energy is
imagined, two states e, < eF and Cj > eF cannot be separated by a distance R that is less
than e2/«e, for then their mutual interaction energy would be greater than e. This implies
a maximum concentration of states of e3/e° and a maximum density of states therefore of
e2/e6, implying that as e vanishes, so must the density of states. The energy width e3g1J2,
the range of energies in which the density of states must fall below g0, is called the Coulomb
gap. It is also pointed out in this work that the shallow energy levels interact strongly with
small energy electron-hole pairs. EFROS (1976) further states that due to polaron interactions
(many-particle excitations) and correlation, this gap, in the three dimensional case, is not
soft, but diminishes to 0 exponentially.

/
f

Efros and Shklovskii conclude that at low temperatures, conduction should be given by
<tdc oc exp[-(e2a/ftr)1/2].

baranovsklletal. (1980) examined dipole excitations, as well as excitations of higher
multipoles, which are considered to be very weakly interacting for the most part (although
quadrupole excitations play a large role in determining the specific heat at low temperatures).
The compactness principle was introduced, which states that if the displacement r of a low
energy dipole exceeds a value r0 = a3J2\/A/e, where 2A is the energy width of the system,
the probability of formation of that dipole tends to vanish with increasing r. This is a

manifestation of the Coulomb gap, in that a large dipole arm in effect transforms the dipole
into two individual charges, which themselves are forbidden within the Coulomb gap. It is
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stated that it is the dipole excitations that determine the ac conductivity of a sample, while
the monopole excitations determine the low temperature dc (hopping) conductivity. This is
because the dipoles are of low energy (small dipole arm) and comparatively large distance
from one another, and are as such "disconnected".

On the other hand, the dielectric properties of the material are significantly affected by
the dipole population, as pairs will alter their polarization in the presence of a newly added
charge, stabilizing it. This effect is, in ionic crystals, the so-called "polaron shift".

O'Reilly (1989), in response to the negative-!/ model controversy (see §4.5), calcu¬
lated pressure-dependent mobility values in degenerate Sn- and Si-doped GaAs for DX°,
uncorrected DX~ and correlated DX~ models. It was shown that in a random distribution

of impurity atoms, 50% of the impurities have an impurity neighbor within a distance of
~0.55iVr1/3, a distance less than half that expected if the impurities were arranged in an fcc
lattice. Therefore, electrostatic interactions may become significant at a lower doping level
than initially guessed. In fact, O'Reilly shows that energy is lowered by 43 meV in a sample
of doping Ni = 1 x 1019cm~3 if a DX~ donor and a d+ donor form at the above median
separation. Using the Born approximation, and taking the scattering cross section for two
positive donors a small distance L apart to be cr2(L) = a2 — crd(L), where <r2 is the scattering
cross section for a monopole of charge +2e and ad(L) is that for a dipole of length L, an
expression for mobility involving the pressure-dependent "trap-out" fraction / is derived.
This expression is dominated by a term (1 — /)/(1 — 2/), which drives the mobility upward
with pressure, in agreement with experiment. On the other hand, the expression breaks
down for large degrees of trap-out (/ £ 0.5), predicting infinite mobilities.

kossut et al. (1990) computer-modeled the effects of correlation on the pressure- and
concentration-dependent mobility of electrons in HgSe:Fe and heavily doped GaAs, and
compared the results with experiment. In this model, some donors must be neutral, and the
extent of impurity hybridization must be small, as in highly relaxed impurities such as DX
centers, or when symmetries are "incompatible", as in HgSe:Fe In all cases reported, the
experimental mobility was higher than would be expected from uncorrelated impurities.

Correlative effects with respect to cyclotron resonance were discussed at length in § 3.3.

4.7 Mobility Anomalies in Heterogeneous Samples

plotrzkowski et al. (1986) examined mobility in high purity indium antimonide, which
was studied in the present work as well, under conditions of high pressure freeze-out as
described above in § 4.5. As seen in Fig. 4.7, Piotrzkowski et al observed a number of
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Fig. 4.7: Anomalous mobility effects in indium antimonide after high-pressure
freeze-out: (a): Mobility vs. electron concentration subsequent to freeze-out; (b):
Mobility vs. temperature; (c): Mobility vs. pressure. In each case where they
appear, curve (a) results from no freeze-out (n « 4 x 1013 cm-3), and (b) from
virtually total metastable freeze-out (n £ 2 x 1013cm~3). Dashed lines represent
homogeneous samples, while solid lines are given by the model of Piotrzkowski
et al. (1986) (see text).

unusual features in the dependence of mobility on a number of variables.
In part (a) of the figure, electron concentration, measured at 77°K and 6kbar, has been

determined by previous freeze-out of the metastable centers at various pressures (above
7 kbars). It is seen that at the lowest concentration (i.e., where the largest portion of met-
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astable donors has been frozen out at the highest pressure), mobility plummets to ~15%
of its "expected" value, i.e, that indicated by the dashed line, which represents the results
for a homogeneous sample. Part (b) shows the dependence of mobility at ambient pressure
on temperature below 100°K. Curve (a) depicts the sample's behavior when jir;4x 1013
cm-3 (i.e., untreated), while in curve (b) n « 2 x 1013cm-3. Finally, part (c) also illustrates
the difference in mobility at 77°K between extremes of electron concentration, in this
case curve (a) representing n « 1.2 x 1014cm-3 (no freeze-out) and the lower curve (b)
corresponding to n « 1.6 x 1013cm~3 (virtually all donor "A" frozen out). It is seen that
at the lowest pressure, even though electron concentration remains constant for curve (b)
(see Fig. 4.4) mobility drops with pressure far more than expected due to increased effective
mass alone. (In all cases in these figures, the dashed line corresponds to the results of a
homogeneous sample.)

Piotrzkowskiefa/. posited a simplemodel wherein the sample comprised periodic layers
of two alternating impurity concentrations, arranged perpendicularly to the llow of current.
Such "growth striations" (periodic inhomogeneities) are typical in melt-grown crystals. In
this scheme, the high purity (uncompensated) phase contains an electron concentration at
77°K (ra77) greater than that of the donor "A" species (Nda) (which represents no more

than half of the impurities present), while in the low purity phase, because of compensation,
n77 < JVda (however, the concentration of donor "A" itself is assumed to be equal in the
two types of layers). In this case, as hydrostatic pressure is increased, the electrons will be
expected to diffuse from the high purity to the low purity region, as many more sites will be
available there to trap them. This results in the eventual rise of a back voltage, preventing
any further current flow into the low purity regions, which will be depleted. This leaves a

very small population of electrons in the conduction band or in the pure regions to contribute
to conductivity.

The solid lines in each figure are the calculated results of the model, when the purer of
the two phases had ND — NA « 1012 cm-3, i.e., was very pure.

It therefore appears that at the highest pressures, electrons are trapped in metastable
states at sites in the impure regions, which are depleted, leaving ionized donors in the pure

regions, which determine the conductivity.
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CHAPTER V

Theory of Photoconductive Detectors and
Noise

5.1 Introduction

To begin with, a simple model of intrinsic photoconductivity in semiconductors, particularly
applicable to indium antimonide, will be described. Spectra shapes, noise mechanisms, and
voltage/current relationships (including derivations of figures of merit*) will be examined.

It is assumed that the semiconductor detector is a rectangular prism of exposed surface
area A, with length /, width w, and thickness t. This material, it will be initially assumed,
is free of defects, including impurities and surface states. Further, let the material have
electron and hole concentrations n and p, respectively, which at equilibrium will equal n0
and p0, and which will be incremented under photoexcitation by An and Ap. It is assumed
that the fractional change in the carrier concentration is very small, as is the case in indium
antimonide in most instances, and therefore that any current or voltage changes induced
by photoexcitation will be second order. Let the electron and hole mobilities be pe and

respectively. Let b be the electron to hole mobility ratio, rj the quantum efficiency, R
the resistance of the detector, and e the charge of an electron. The detector is exposed to
an incident flux £ photons/cm2-s, where the wavelength A of these photons is no greater
than Aco = he/E^, the cut-off wavelength for the band-gap. An electric field E is applied
lengthwise to the sample by two ohmic (infinite recombination speed) contacts.

When photons impinge upon the semiconductor surface, then, rj^A are absorbed, creat¬
ing as many electron-hole pairs, assuming no two-photon processes, and assuming negligible
* Explanations of figures of merit germane to this discussion, i.e., responsivity, detectivity, etc., are to be
found in Appendix 1, along with expressions for their ideal limits.
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trapping (ofminority carriers). Within the lifetime of a majority carrier, it may be conducted
to the attracting electrode, only to be replaced at the opposite electrode by another identi¬
cal carrier simultaneously, as a result of charge conservation. This may of course happen
repeatedly to each of the multitude of carriers, resulting in a photogain G, often of many
hundreds; that is, each photon absorbed has on the average produced G, or approximately
t,./rt, current carriers, where rr is the mean recombination lifetime of the carriers, and rt
is the mean transit time for the carriers between electrodes. This means that the induced

photocurrent is

IP = r]$AGe, (5.1)

while the spectral signal-voltage (Vs) responsivity (see Appendix 1, viz., current vs. constant
energy interval) is

SWVO-2^. (5.2)he

which, for a spectrally flat (energy vs. wavelength) source yields a sawtooth shape cutting
off at Aco.

In order to determine G, assume the dark current in the detector is

I = ewt(npe + pfiu)E. (5.3)

Then the photocurrent above is also

Ip = ewt(p,eAn + fihAp)E, (5.4)

and the gain is therefore
wtE(fieAn + phAp)

G = — . (5.5)
t]<PA

Notice in Eq. 5.5 that G is effectively proportional to Act, the change in conductivity, and to
E, which, for constant current is proportional to 1/cr. Since responsivity is proportional to
G, this shows that it is also proportional to Aa/a « Aa/aQ. It can be shown (Long, 1977)
that for minority carrier holes, in the presence of negligible trapping, the Ap that appears in
Eq. 5.5 can be expressed as a function of the applied electric field:

Ap - i _ Zh[i _ eXp(—l/zh)]} = ^/(zh), (5.6)
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where rh is the hole lifetime and zh = phruE/l. Eq. 5.6 expresses the minority carrier
sweepout effect, which effectively reduces the minority lifetime by lowering the hole con¬

centration through recombination in the contacts, and is particularly pronounced in small
samples (/ < minority carrier diffusion length).

It may be mentioned here, especially with regard to sweepout, thatmuch of the literature
makes reference to certain "ambipolar" quantities. VAN ROOSBROECK (1953) shows that
under the assumption of certain standard conditions, a concentration of injected holes, for
instance, moves through a semiconductor with a group velocity Ep^, where the ambipolar
mobility /ra is given by

v — n

h \ ■ (5-7)n/flh + P/Pe

It should be emphasized that the holes themselves move at the drift velocity Eph. For
example, in a perfectly intrinsic photoconductor, this group velocity is zero. In other words,
when photo-injection results in equal concentration changes of holes and electrons in a

region of the semiconductor, then, even though the concentration profiles will diminish and
spread as recombination and diffusion proceed, the "pulse" of carriers will not drift one
way or the other, as it has a net charge of zero; nor will the hole pulse separate from the
electron pulse, as to do so would violate the assumption of microscopic electrical neutrality.
Rather, both holes and electrons will flow into the pulse region, from opposite directions,
and equal numbers will flow out, thus maintaining the pulse profile. On the other hand, in,
say, an n-type photoconductor, a pulse of holes will be able to drift in the direction of the
field, because the surrounding "gas" of electrons will quickly coalesce into a concentrated
pulse to maintain charge neutrality. Therefore, in the limit of infinite electron mobility and
concentration, the pulse mobility would be equal to the drift mobility of the holes, ph. In
general, the ambipolarmobility is chiefly determined by themobility of theminority carriers.

Further, an ambipolar diffusion constant

n + v
0a = / /0 (5.8)n/S) h +p/£>e

can be defined, where the respective electron and hole diffusion constants are as indicated,
and in general D = kBTp/e. Moreover, a characteristic diffusion length can be defined as
L = (2)r)1/2 (assuming equal recombination lifetimes for each carrier). It is actually this
distance which must be considered then in a careful treatment of sweepout effects.
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Substituting Eq. 5.6 into Eq. 5.5, we get for the gain in an n-type photoconductor:

Gn = (b + l)zh/(zh) = ^i^/(zh). (5.9)
This product saturates at a value of Gn = (b + l)/2 when z > 1, in other words, due to

sweepout.

5.2 Noise in Detectors

It is now germane to begin discussing noise contributions to the output voltage of the
detector, as these will determine the ultimate "sensitivity" of the device under various
conditions of use. Besides noise sources inherent in the device itself, there are the noise
or signal fluctuations present in the optical target, its surroundings, and in the amplification
stages to which the detector is connected. Because the first two cannot be eliminated, it
has become standard to refer to the signal or background limited performance of a detector
(see Appendix 1). To optimize detector performance, it is necessary to cool the first stage
of amplification as well as the detector, as the noise level of a room-temperature transistor
exceeds the absolute signal strength of most semiconductor detectors. This was considered
for these experiments, but not actually implemented (see Chapter VI). Here, only Johnson
or Nyquist noise, generation-recombination ("g-r") noise, and 1// or contact noise will be
discussed.

The last of these shall bementioned first. There often appears in semiconductor detectors
a noise component with an Ia/^(A/)1/2 dependence, where I is the detector current, a is
approximately unity, / is the modulation frequency of the signal, /? « — and Af is the
bandwidth. This noise, generally only visible below the kilohertz range, is usually ascribed
to surface states, surface leakage currents, or non-ohmic contacts. As yet, no complete
theory exists for it, but it is often completely eliminated by careful surface preparation. As
it was not problematic in the present experiments (wherein optical modulation was typically
between 100 and 1000 Hz), it will not be considered further here.

It can be shown (KRUSE, 1962) that the rms Johnson noise power developed in a sem¬

iconductor is 4kBTAf. This noise arises from random thermal motion of carriers, or in
other words, local velocity "aberrations" resulting in unsteady current, even in the absence
of bias.

The g-r noise voltage due to the spontaneous fluctuations in n and p brought about
thermally is (LONG, 1980) 2eRGy/gthAf, while that due to "extraneous" background flux
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4>b is 2eRG^r]<t>bAAf*
KRUSE (1962) shows, using the Wiener-Khintchine theorem, that the power spectrum of

the g-r noise in an rc-type semiconductor is

P(f)=4J°V' (5.10)
N( 1 + u;2rr2)

where / is the modulation frequency, as usual, 7(l is the average current, N is the average
total number of free electrons, and u> - 2tt/. In particular, then, it is seen that a highly doped
sample exhibits less g-r noise than a purer one, and that the noise power drops off roughly
with the square of the frequency above that frequency corresponding to the recombination
lifetime.

Therefore, the total noise voltage arising within the semiconductor itself is

VN = \ 4e(eg$hAG2R2 + egthG2R2 + ) Af. (5.11)

Because spectral detectivity is in this case (see Appendix 1)

_ (5.12)

we get

j)* (5 13)A

2/icvVb + 9th/A + kBT/G2RAe2'
KRUSE (1962) has derived expressions for the detectivities of photoconductors under various
limitations. The first is done from a purely materials standpoint. It is theoretically possible
to reduce to arbitrarily low levels all noise contributions except Johnson noise. Using a set of
differential equations expressing charge transport under the influence of fields, and making
a set of modest assumptions, an expression for the material-limited detectivity is derived:

3 A 2
EXe* Lie Tr4

DX = (5.14)
2hc(kBT)*n,2

* This result is derived from a model (kruse, 1962) wherein it is assumed that the background llux of
photons, obeying Bose-Einstein statistics, ultimately fluctuates as a Poisson process, and that for each
photon hu ;» kBTb, where Tb is the background temperature. This assumption is valid for light of
wavelength less than 30 /x, and a 300°K background.
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where
n _ sinhm + a2[coshm — 1]
*/V — j y

mj[(l + a1a2)sinhm + (ar + as)coshm]

^ _ (b+l)a*
b^{a + 1 )i(6a + 1)< '

a = nu/p0,b = /jLe/fih,m = t/(where Z,a is the ambipolar diffusion length), or = SiTr/La
and a2 = s2r,./Za, where and s2 are the surface recombination velocities* at the front and
back surfaces of the sample, respectively.

If there were no surface recombination, A could theoretically rise ad infinitum as m (or
the sample thickness) were decreased. Of course, the practical limits on this thinning are

the ever-increasing sample resistance which would load the pre-amp, and the decreasing
optical absorption. Secondly, it is found that 23 has a maximum, but finite, value when
a = 6-1/2. Still, from the rest of the expression, it appears that detectivity could rise without
limit, given a high enough field (which would cause breakdown, eventually), large enough
electron mobility and lifetime, and low enough temperature and electron concentration.

As discussed in Appendix 1, however, it is not possible to have infinite detectivity
without limiting the field of view to such an extent that no light intensity is measured. The
ultimate detectivity has been shown by KRUSE (1962) to be either background fluctuation
noise limited or signal fluctuation noise limited. These theoretical limits for any photocon-
ductive detector are also discussed in Appendix 1. A background limited photoconductor
(BLIP) can be approached if all other noise sources can be minimized.

In order to achieve BLIP performance then, it is necessary that both g-r and Johnson
noise be well below that of the background, or

gth/A < 77<?b

and

kBT/G'2RAe2 Crj$b. (5.15)

From the g-r theorem (VAN VLIET, 1958),

Po =gthTh/At,
* Surface recombination velocity is defined as the recombination rate per unit area per unit excess carrier
concentration (evaluated just inside the surface).

96



Theory of Photoconductive Detectors and Noise V §2

so, if n0p0 = n2, Eq. 5.15 can be rewritten as

rjn0Th/n2t > l/#b. (5.16)

This implies that to minimize background-linked g-r noise, the lowest operating temperature
is best, as n 2 increases exponentially with temperature.

Rearranging 5.4, we get

RA = I2/et(nb + p)ph. (5.17)

Finally, combining Eq. 5.9 and Eq. 5.17, we get

G2nRA = (b+ l)2[zhf(zu)]2l2/et(nb + p)ph . (5.18)

It is seen then that maximum gain, and therefore responsivity, can be attained by increasing
the effective electron lifetime, by in turn maximizing the hole lifetime. This is often done
purposely by providing traps for the holes. Conversely, sweepout lowers the effective
lifetime, and hence the gain; but the advantage here is that the response time of the detector
is decreased as well (as will be discussed later, overall response speed of a detection system
is often limited by RC time constants in the circuitry). Further, a high electron:hole mobility
ratio will result both in higher gain and better detectivity (too high mobilities give rise to

large Johnson noise currents), while a smaller electron concentration, as reflected in n0, will
not effect the gain, but will, in raising R, improve the detectivity.

Extrinsic semiconductor detectors must be cooled in order to provide the same carrier
lifetimes, because of greater scattering. Furthermore, the optical absorption is considerably
less, lowering responsivity.

5.3 Cyclotron Resonance Photoconductive Detectors

In the case of photon absorption by cyclotron resonance, the number of carriers stays
constant, but the mobility, limited predominantly by ionized impurity scattering, which is
energy-dependent (see § 2.5), increases, thus increasing the responsivity. In an ideal Putley
detector, the signal is proportional to the real part of the conductivity (HlNDLEY, 1964).

Impurity transitions, on the other hand, can contribute to an increase in conductivity in
a number of ways:
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• if the impurity concentration is high enough, the impurities will form a band, albeit of
fairly limited conductivity at liquid helium temperatures. However, the higher excited
states would be expected to have higher mobility, being quasi-free states;

• the electron may tunnel into the conduction band, induced by the electric field;
• the electron may absorb a second photon;
• the electron may be impact ionized by other, free electrons;
• the electron may exhibit electric field-induced "hopping" between excited states of
molecular complexes (CARTER ET AL„ 1977);

• but most commonly, especially with respect to indium antimonide at liquid helium
temperatures, the electrons absorb or emit phonons in the process of thermal ioniza¬
tion, which, when combined with the original photoexcitation, is termed photothermal
ionization. This was described in more detail in § 4.2.

Certain space charge effects in semiconductors will now be discussed. The bulk of a sample
may be thought of as a "sea" of electrons anchored to a lattice of largely immobile ion cores.

Within this collective "fluid" or plasma, a single electron may be treated as though it were
a classical oscillator. The oscillator eigenfrequency is we, with damping 7. The plasma
frequency is

where n0 is the density of oscillators. Generally, this frequency falls in the mid-infrared
at high doping levels, e.g., 1018cm~3, or at lower concentrations (1013—1014 cm-3) in the
millimeter wavelength regime. The index of refraction and the extinction coefficient may
be related to the complex dielectric constant as follows (SEEGER, 1982):

5.4 Optical and Plasma Effects

(5.19)

n2 — Ac2 = /tr = nQ +ur
1 — \JJ

+ UT
p(u>2 — u>2)2 +U>272

u>7
(5.20)

2nn - ftj = ur
p(u;2 — u>2)2 +U;272'
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In the case of free carrier absorption, Eqs. 5.20 reduce to

a;2
H2 — K2 = nr = K0 + p

u>'J + 72

u'2
2/1K = ftj

<7
(5.21)

cv(u>2 + 72),

in which case k = o;27/(2o;3v//t00), and

4?tk fiac <r0 ,
a = —— = oc A" (5.22)

A yAoo (wrDC)-

(/r0c may be estimated as 377 £2). Here, a0 is the DC conductivity, while rDC, the momentum
relaxation time, is in fact just the reciprocal of 7. The A2 dependency has been derived
classically, but in fact, an examination of various data (SEEGER, 1982) reveals that, for
instance, a cubic dependency may prevail. The precise nature of the dependency varies
with the dominant scattering mechanism, and this can be treated successfully using quantum
mechanics.

Absorption can also be expressed in terms of the rate per volume of transitions R/V of
electrons between two k-states: If the photon flux is equal to Nc/nV, where there are N
photons in the volume V, then

- = —. (5.23)
V nV

The actual monochromatic energy impingent on the sample then is Ncfuo/nV, which must

equal the time-averaged Poynting vector, 5 = [E x H], It can then be shown by equating
these flux energy expressions that

« = (5.24)
AlVn

where A0 is the magnitude of the magnetic vector potential in an EM wave.

As mentioned earlier, a free electron cannot absorb a photon, as the energy gained
by the electron would require a momentum change much greater than can be supplied by
the photon. In a solid, however, the large population of phonons can allow a virtual state
of an electron excited by a photon to exist briefly, to be followed by the absorption or
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emission of a phonon. In this way, the absorption of a photon is accompanied by a large
change in momentum and energy, decreasing the energy-dependent scattering (increasing
the mobility), and, hence, the conductivity.

Second-order perturbation theory gives the probability of transition from an initial state
k to a final state k" through an intermediate virtual state k' by the absorption or emission of
a phonon of wavevector q as

where "Kk>k is the Hamiltonian for phonon emission or absorption (+ or —, respectively) and
<Kk"k is that for photon absorption. The former tends to be ^-dependent, but not dependent
on k. !Kk"k is given by — (e.4(i/2m0)JV'yt, and 3V* is the momentum matrix element given
by — iU f ul„VTukd3r, where the u's are Bloch functions. The transition rate is given by
integrating Eq. 5.25 over all initial states:

where a factor of 2 has been included due to spin degeneracy. In the non-degenerate case at
electron temperature Te, if f(k') is neglected; if the photon momentum is neglected, allowing
the substitution 7k'k/m0 « 7i(k' — k)/m* if the parameter z± is introduced, being
equal to (Tiw ± Juvq)/2khTe; and if the parameter £ is introduced, equal to Ti1q*/Am*ekBTe;
then the final expression for rate is given by:

R± = exp(zT)exp[-i(£ + z^/OU d£. (5.27)

(5.25)

(5.26)

Therefore, from Eq. 5.24, it can be seen that

2 2Hocne2m*i(kBTe)iV
37t2

f°° 1I |W*'*|±exp(z:p)exp[--(f+ *!/0]£d£
(5.28)
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There are two cases of notewith regard to Eq. 5.28: First, for acoustic and optical deformation
potential scattering, the matrix element is independent of q. The integral of Eq. 5.28 thus
simplifies to

\Kk'k\l^V^)2zl%2{\z^\), (5.29)

where X2 is a modified Bessel function. On the other hand, for piezoelectric and polar
optical scattering, "Kk'k °c l/q, in which case the quantity corresponding to that in Eq. 5.29
is

h
exp(z^)2\zT\X1(\z^\). (5.30)4m*kBT,

For ionized impurity scattering with screening neglected, the analogous result is

h2 ^ 2
4m*kBTe

ez2Xu(\z\). (5.31)

(In ionized impurity scattering, no phonon is required, and in the above equation, z =

ftu}/2kBTe. Second order perturbation theory is still applicable, however, as the third
particle is the ion.

Below, then, is the list of absorption coefficient equations for each of the above scattering
mechanisms:

• Acoustic deformation potential scattering: In this case, the phonon energy is very small,
so zT fuv/2kBTe. A treatment (SEEGER, 1982) that accounts for phonon absorption
and emission (responsible for a factor of 2 in the expression below), as well as for
induced photon emission (by changing the sign of fuv in Eq. 5.25), yields:

- Voc23/2ne2£lc(m*eknTy/2 f T_\1/2 f Tiw \ f Tuv \
y/K^3TT3l2h3CiU} \2~e/ m \2kBTj 2 \2kBTe) '

where eac is a constant of proportionality known as the deformation potential constant.
This reduces to Eq. 5.22 (within a factor of 1.13) when T = Te (thermal equilibrium),
2kBT » Ticj (high temperatures), and if simply the DC values of mobility and conduc¬
tivity are substituted. In this case, optical absorption increases with increasing electron
temperature.

• Piezoelectric scattering:

a =
, (IV*sinh (ff-\ 3C, (2^) , (5.33)y/KZ3tr3l2h-n0e0mll'2w2 \TJ \2kBTJ \2kBTJ
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where AC is the electromechanical coupling coefficient.* In the classical limit, the sinh
and%i factors are ~ 1, while in the quantum limit their product is ~(7rkBTe/Tiu>y/2, and
a oc A2-5, independent of Te. As the absorption cross-section in this case is inversely
proportional to mobility, which is very high for PE scattering at low temperatures, this
mode of absorption is usually insignificant.

• Optical deformation potential scattering: Once more considering both absorption and
emission for both electrons and phonons, the following expression results:

_ flgC 23/WZ>'to;'/'T ,3/2
JkZ3jr̂ft>0u>3

(5.34)
sinh(z+ — z)z25C2(z+) + sinh(z_ + z)z2 3C2(|z_|)

sinh(z)

where D is the optical deformation potential constant of the band-edge. Its behavior
is shown in Fig. 5.1. For the longer wavelengths, a oc A2. The maximum at low tem¬

peratures is due to a resonant absorption wherein a photon is absorbed, and the energy
immediately released in the emission of a phonon of the same energy.

• Polar optical scattering: PO scattering is similar in behavior to OD scattering.

_ p0c 2ane>0)3/2 /2
37xll2h2uj3m* B

(5.35)
sinh(z+ — z)z+3Ci(z+) + sinh(z_ + z)\z^\%f\z-\)

sinh(z)

where a is the so-called polar constant, or polaron coupling constant, defined by

a =t(— -")> (5-36)137 V 2kB0 \tioo «J

where the fine structure constant is ^ = e2/(4tcn0hc), and 0 is the Debye temperature
(i.e., Tlu>lo = kB0).

* K?/{ 1 — AC2) = t2J/cci, where epz is the piezoelectric constant, and C\ is the longitudinal elastic constant,
given by Qtofqf, where Q is the mass density and the subscript T refers to longitudinal acoustic waves.
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Fig. 5.1: Free carrier optical absorption coefficient a for various temperatures.
Codps is a constant of proportionality. Reprinted from SEEGER, 1982.

Ionized impurity scattering:

a,
. sinh J^)(* .(5.37)

v/AC^"21/237r3/2^e^m*3/2u;3 \2kBTeJ \2kBT,
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CHAPTER VI

Experimental Methods

6.1 Sample Preparation

Most of the samples examined in these studies were prepared from commercially available
high purity n-type indium antimonide. The material was nominally undoped, with n «

5 x 1013cm-3 (but see Chapter VII), and was initially cut in ~lmm slices from boules.
It is in this form that we received it from our supplier, MCP, Ltd. Because the material
parameters and electronic and photoconductive properties of indium antimonide may vary

widely among samples, the bulk of the work was performed on material from one slice
of one boule (IS522T). It was necessary to use numerous samples cut from this slice, as

various experiments require samples of very different dimension, and also because of sample
breakage (indium antimonide is exceptionally brittle). However, material heterogeneity on

a micron scale may be appreciable (see § 4.7). Therefore, sample properties may vary from
experiment to experiment. Measurements were also performed to a more limited extent on
a material of comparable electron concentration and mobility cut from an entirely different
boule (IS520T) in order to afford some comparison. Cyclotron resonance narrowing ex¬

periments were performed as well on a highly compensated sample of 7i-InSb, labeled
6-98(16).

Work was also done on MBE-grown "headers", from RSRE, Malvern (samples 1040-
/GMW(24) and 1042/GMW(25)). These were cloverleaf Van der Pauw samples of n-InSb,
Z 1 n depth, grown on a p-type substrate, thus creating an insulating depletion region
between them. The quoted figures for the n-type layer were n = 1.4 x 1016cm-3 and
H = 208,000.

Bulk detector slices were cut from the boule wafers by means of the UNIPRESS wire-saw.
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This delicate precision instrument comprises a thin tungsten wire (25-60 /i) and bobbin
system, and a silicon carbide/oil slurry dispensing system. The wire is coated with a thin
layer of the abrasive slurry, and rapidly but lightly run lengthwise, back and forth, over the
sample. The sample is thus gradually eroded away, leaving a thin (~50 //) swath. The speed
of the cutting, the thickness of the cut, the quality of the cut surface, and the allowable size
of the sample are all variable over wide limits. A coarser grade of SiC, and more tension,
more weight and more slurry on a thicker wire will cut most quickly and most coarsely.
However, using careful technique and the most delicate settings, a 30/x slice, ~3 mm x 5 mm
in cross-section, can easily be cut.

The wire-saw is also supplied with a goniometer in order to allow precise directional
cutting. This feature was neverused in these experiments, however, since indium antimonide
has a nearly spherical conduction band, and its crystal orientation is therefore unimportant
to first order.

Once the sample has been sliced from the initial slab, it adheres to the surface thereof
by virtue of its very light mass and the surface tension of the oil. This position retention,
however, is actually quite helpful, as the sample can now be coaxed away from the remaining
slab simply by washing it off the face of the slab and onto a cotton swab using a squirt of
methanol. This avoids any handling of the sample with anything harder than a droplet of
methanol, as, again, it is merely the surface tension of the methanol that retains the sample
on the cotton bud. This is important in order to avoid dislocations that lower the electron
mobility, as well as to avoid completely obliterating the sample, which is exceedingly fragile.

Despite the delicateness of the instrument, experiments on slices taken directly from
the wire-saw, without lapping or polishing, indicate that surface damage remains from the
cutting, even with the finest slurry and slowest cutting (see Chapter VIII). It is therefore
necessary to polish or etch the samples prior to experimentation. It was not necessary in
these experiments to achieve an optically flat finish,* so polishing was omitted in favor of
etching only.

First, the samples must be cleaned of all oil and slurry from the cutting process, as well
as of the wax used to mount them in the saw. For this, a serial rinse in, successively, boiling

* While not easy to achieve, an optically flat finish may be undesirable as well. A sample with flat parallel
sides can act in optical experiments like a small Fabry-Perot interferometer, creating spurious resonances,
or "channeling". To avoid this, samples that are optically flat are commonly wedge-cut or polished. In
the present work, the lozenge- or canoe-shaped cross-section of the samples (formed by virtue of the
efficiency of the etchant at the sample edges) and their overall unevenness combine to eliminate this
concern (see Gornik et al., 1978, for instance).
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trichloroethane, boiling acetone and boiling methanol was done. During this operation,
the very fragile sample is suspended in the beakers on a ptfe sieve. The sample is then
etched in a 10% Br2/methanol solution. The same ptfe sieve is used to suspend the sample
in the etchant, but constant gentle manual agitation is maintained during the etching to
assure evenness over the surface. The etch was invariably continued to the point of sample
specularity, but whereas some samples were only lightly etched (for a half minute, just until
specularity), some were more radically etched (for minutes), removing ~50/i of material,
and, in one case, leaving only ~5fi. The etch is stopped and the etchant washed away by
serial washes in puremethanol. (It should be noted that the etchant lingers rather tenaciously
in the rough edges of the ptfe, so thorough cleaning with repeated washes is necessary.) As
contacting is to proceed presently at this stage, the sample is retained under pure methanol;
though for longer storage after etching, a nitrogen gas-filled glove-box may be used to avoid
oxidation.

Contacting the sample requires some preparation, prior to the etching of the sample.
Indium wire, the source of the contacts, is extruded and covered with oil in its manufacture.
It is thus necessary to clean the indium thoroughly. This is done by immersing a centimeter
length of it in a small beaker of acetone, and immersing this in an ultrasonic bath. Along
with the wire is placed a scalpel, glass slide, small glass squares (sample size) and tweezers,
which are used in subsequent manipulations of the samples. After a few minutes of cleaning,
the indium is placed with the tweezers on the slide, and the broad side of the scalpel is used
to flatten the wire into a ribbon. Small triangles of this ribbon (~ 0.2mm) are cut off, each
to become a contact on the sample. It is at this ready point that etching is done, such that
immediately after removing the sample from the methanol, it may be contacted.

The technique for contacting micron thick samples should be mentioned, as it is not
trivial: It is not possible to merely affix the sample to a firm substrate by means of adhesive,
for the sample would not then be subject to uniform (hydrostatic) pressure once immersed
in the pressure medium, both because the sample is irregularly shaped, meaning stresses
from contact with the substrate might be uneven, and because the substrate and adhesive
themselves are subject to differential contraction. The sample is so fragile that even the force
necessary to overcome its slight adherence to the carbon stage of the contacting furnace,
after heating, is enough to destroy it.

First, the freshly cleaned small glass square is placed (with tweezers) on the graphite
stage of the contacting furnace. The sample, still resting on the etching sieve, is removed
from the methanol and placed under a warm light to dry away the methanol. A methanol-wet
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cotton swab is gingerly brought to the surface of the sample, at which point the sample clings
by methanol surface tension to the cotton swab, and is thus removed from the sieve. It is then
gingerly rolled onto the small glass square, cushioned by the drop of methanol surrounding
it. Very slight heating from the contacting furnace evaporates the residual methanol. The
scalpel is used to transfer the indium "dots" from the slide on to the sample. The dots will
adhere to the nib of the scalpel with barely any pressure, and can thus be removed from
the slide. If a corner of the dot away from the nib (observed under a microscope) is then
lightly pressed onto one of the corners of the sample, the dot will be leveraged off of the
nib, and will fall into place on the sample. Four dots, typically, are positioned in this way.

Contacting can now begin in earnest.

Once the sample is centered on the stage, the latter is covered with a quartz top through
which a reducing gas (typically 10% H2/90% N2) flows. Airmust be scrupulously excluded,
by sealing the top down with silicone grease and maintaining a sufficiently strong gas flow.
The heat is gradually increased until the indium dots melt (156°C), as evinced by their
becoming highly specular spheres (hence the term "dots"). The heat is lowered at this stage,
and HC1 vapor is routed through the line, in order to further remove any remaining oxides.
After 30 seconds or so, a brownish scale appears on the dots. The HC1 is then replaced
by reducing gas, and the heat restored, so that annealing may proceed. A temperature of
250-300°C was found to be adequate for this. Excessive heat will damage the sample,
actually causing destructive sublimation (see below). The dots begin to wet the surface of
the sample, becoming hemispheres, and they assume a lustrous purple sheen, occasionally
even a brilliant scarlet, before they revert to a normal neutral specularity.

During this process, two other effects are seen. Fronts of very slight darkening radiate
outward from each of the dots, at a rate of a millimeter every few seconds. The dark circles
formed may remain, or may disappear with further heating. These may be areas where
indium vapor is being adsorbed to the surface, albeit in tiny (non-shorting) concentration.

In addition, prolonged heating will result in the sublimation of the indium antimonide
itself, or perhaps its absorption into the dots: After sufficient time, and on very thin samples,
craters become apparent around each indium dot. Indeed, the cratermay extend completely
through the sample to expose the glass below. Even before this point is reached, the indium
dot may "sink" through the sample, such that there is an indium hemisphere on each side
of the sample. It appears that if annealing is continued this far on very thin samples,
the contacts so produced are extremely non-ohmic, and these may be responsible for an

otherwise inexplicable failure to detect far-infrared radiation with these samples.
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At this point, the heat is turned down, and the reducing gas is allowed to flow while
the sample cools. Finally, the sample is removed and mounted into a ptfe ring or onto a

pressure bomb stage. For this, thin indium-coated wires are heated, away from the contacts,
and the warm ends allowed to melt into the contacts. For the thinnest samples (< 10/t),
extremely thin gold or platinum wires must be used. The stress generated by manipulating
even 48 s.w.g. copper wire soldered at one end to a sample contact will break the contact
and corner off of a very thin detector.

6.2 The Liquid Pressure Cell

Samples were pressurized in clamp cells manufactured by unipress ofWarsaw, Poland (see
Fig. 6.1). These cells are cylinders of beryllium/copper alloy of outer diameter 29mm which
fit into the bores ofmost superconducting magnet coils. BeCu alloy is advantageous in that
it is not brittle, a safety feature for a pressure "bomb"; it is hard enough to resist pressure
deformation at room temperature for short periods (~1 day); at liquid nitrogen temperature,
it appears to be stable for weeks; it is non-magnetic, even at liquid helium temperatures; and
it is reasonably machinable.

Within the cell is a 6.5-7 mm bore, and two pistons, one static and one sliding, which
seal it. The pressure medium is a high-boiling (120-160°C) petrol mix, which below 77°K
is an amorphous glass, which, through line-broadening studies, has been determined to be
hydrostatic to within 1%. The seal between each piston and the bore is made by a rubber
O-ring at initial low pressures and by an indium-coated brass gasket at higher pressures. The
static piston affords optical access into the working volume by means of a narrow (~2mm)
tapered bore down its center. The piston is itself sealed in the working space with a 4mm
thick sapphire window, which is initially attached to the highly polished piston end with
silicone grease. This bond is itself protected from petrol seepage by a thin ptfe sleeve,
heat-shrinkable sleeving, glue, or a varnish layer. Once pressure is applied, forcing the
window more tightly against the piston, the system is self-sealing.

The sliding piston provides the pressure application, adjustment and electrical feed-
through for the sample and manometer (see below). The electrical feed-through comprises
some dozen thin wires sandwiched in apyrophyllite matrix. Pyrophyllite (hydrous aluminum
silicate), obtained in a soft hydrate (gray-blue) form from stl High Pressure Laboratory,
sinters on the application of pressure. First, it is baked at 1,000°C for 30 minutes, in a silica
dish, to produce the anhydrite (light brown). Aftermanual grinding with an agate mortar and
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Fig. 6.1: Diagram of the unipress liquid pressure cell.

pestle, the fine powder* (normally stored in a dessicator) is tamped into the conical cavity at
the end of the sliding piston. With a special tool, this "charge" of pyrophyllite is compressed
outward to line the cavity. Enamel-insulatedwires are fed through the piston, and are splayed
* In order to properly pack and seal, the powder should be made so fine that it begins to assume a clay-like
texture, a state that can be achieved only when the particles are so small (generally with a mean diameter
on the order of a micron) that inertial forces are comparable to those of adhesion.
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out along the inside of the pyrophyllite layer. Another charge of pyrophyllite is added on

top of the wires, and a BeCu plug is lodged in this charge (using a table-top hydraulic press),
finally, to create the "sandwich", a pressure-tight seal. The wires exit the piston through a

ptfe sleeve, to terminate some centimeters later in a gold-pin plug (these small gold-plated
pins and sockets are found to be free of intermittency even at low temperatures). The wires
entering the working space are tightly coiled into a spring, protecting them from damage
and providing shock absorption for the sample stage.

The sample stage is a small Tufnol™ disc, in the rim of which are contacting posts. The
wires from the feed-through are connected to the posts on one side of the disc, while the
sample is connected on the other. Besides the sample, there is a manometer: A small bar
(~3mm x .5 mm x ,5 mm) of highly doped n-type indium antimonide (n ks 1018cm-3),
with a resistance that varies parabolically with pressure. This manometer is protected by a

smaller Tufnol™ stage placed over it, above which the sample is suspended from its contacts.
Over the entire assemblage is placed a protective Tufnol™ cap with a radiation aperture on

top. The pressure bomb is first sealed manually with a spanner, to a pressure of approxi¬
mately 1 kbar (~100MPa). It is then transferred to the small hydraulic press, surrounded
by polycarbonate safety panels, where it can be pressurized to about 12 kbar (25 kbar for
cells with nickel-chromium inserts). Throughout the process, the pressure is monitored by
measuring with four contacts the resistance of the manometer.

Immediately upon pressurization, the cell should be cooled to liquid nitrogen tempera¬
ture or below (even if it is not to be used immediately) in order to prevent its deformation.
Further precautions include preserving the cell, especially when cold, from air, as moisture
can degrade the electrical feed-through. The cell should not be manipulated when in cryogen,
as the enamel wires, if twisted when cold, may begin to short as the enamel cracks.

Depressurization proceeds almost exactly in the reverse order of pressurization. How¬
ever, the pistons must be extracted from the bore mechanically rather than manually, and
a special tool exists for this purpose. Furthermore, the gasket of the static piston is not
extracted with the piston itself, as it is in the case of the sliding piston. Therefore, a "punch"
is used to push the gasket out once both pistons have been removed.

6.3 The Gas Pressure System and the Pulsed-Power Supply

Pressure experiments in the 3-5 // region required the use of a pressure medium other than
petrol, as this exhibits many sharp absorbtions in the C-H stretch regions.* The gas cell,
* An attempt was made to run these experiments in the liquid pressure cell using a mix of chlor- (cont'd.)
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similar in construction and size to the liquid cell described above, removed this problem, and
further, allowed immediate and easy pressure variation during the experiment (see Fig. 6.2).

The pressure medium in this case is high purity helium gas from a cylinder, although in
principle any inert liquid or gas can be used with the compressor. Impure helium, however,
is found to solidify at high pressures and low temperatures, impeding the gas flow (the
capillary through which the gas flows, described below, is only 0.3mm inner diameter, and
therefore subject to complete blockage quite easily, including by over-flexion).* The gas

is transparent to infrared radiation, a major advantage. Furthermore, the gas is compressed
into the cell through a long, flexible capillary from a compressor. This allows the gas to be
controlled in situ, enabling the experimenter to change pressures even when the cell itself is
immersed in cryogen.

The compressor has three stages. Gas fed into the system from the cylinder is initially
compressed by a modified Diesel oil injection pump to 750 bars, completing Stage I. At
this point, the gas inlet is closed off, and Stage II of compression commences. Here, the
oil pump drives a piston (a so-called "hydraulic multiplicator") which has five times the
surface area at the oil surface as in the gas volume, hence effecting a five-fold increase in
the maximum gas pressure, to 3,750 bars. This is achievable of course only because at this
point, the working gas volume is quite small. Finally, the gas inlet to Stage III is sealed off,
and the oil pump is made to drive the press piston, which achieves 15 kbar in the cell and
the capillary (the total volume of Stage III being only ~8 cm3).

For these experiments, a standardized manganin coil, situated in Stage III, is used for
pressure measurements. This is because the manganin is calibrated to greater accuracy than
is the indium antimonide, is very temperature-stable, and is not required to fit in the bomb
itself. While the coil is quite stable, its resistance is nonetheless temperature-dependent, and
the biasing used to measure it must be zeroed on a bridge against a standard resistor each
time the bridge is used.

The pulsed power supply allows a series ofVan der Pauw Hall measurements to be taken
over fractions of seconds in rapid succession. The system entails the rapid alternation of
magnetic field direction with simultaneous measurement of currents, voltages and sample

(cont'd.) inated and fluorinated organic compounds, i.e., liquids lacking H atoms. Several attempts at
random mixtures revealed a large non-hydrostatic effect, to the extent that the samples were actually
broken by stress. CS2 has been used as a pressure medium, but due to its high toxicity was not tried in
these experiments.

* It should be noted, however, that solid helium has a very low shear modulus and can be used as a
near-hydrostatic pressure medium.
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Fig. 6.2: Diagram of unipress optical access gas pressure cell, as used in the
current work.

conditions such as magnetic field strength, temperature and pressure.

In the set-up used for this work, a pair of Helmholtz coils was energized with a 30 amp
40V pulse of 0.5 s duration. A pause of 0.3 s followed, to allow a "ringing" effect in
the magnetic field to subside. At this point, a second, longer pulse of 1.5 s duration was
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generated by a Keithley 220 current source. This powered four thyristors which supplied
current to the sample in each direction for each pair of current/voltagemeasurements. These
were in turn connected to the input/output bus (4 bits input, 4 bits output) of a Keithley
705 scanner. Voltages were then read and recorded by a Datron voltmeter. It was during
this second pulse that the magnetic field as well was measured (i.e., the magnet current was
monitored) over a 0.5 s interval.

6.4 SuperconductingMagnets

6.4.1 Architecture ofMagnet Systems
Various magnets were used for these experiments, depending on availability and ultimate
field and sweep rate required. The smallest was the 6.7 T (7.2 T pumped*) Clarendon
Laboratory Magnet. This had a very slow sweep, and was not very reliable (i.e., it often
tripped) at the highest fields. But because of its small size and that of its cryostat, it could
be wheeled out of a corner, lifted into position, evacuated, precooled, and filled with liquid
helium in only an hour.

A Thor 4 T/8 T double magnet, originally intended for cyclotron emission studies, but
often available cold, was used as well. This was the magnet used for most of the cyclotron
resonance narrowing experiments described in Chapter VIII. At St. Andrews University, an
Oxford Instruments 12.7 Tnmr high homogeneity f fast sweep magnet was kept continuously
cold, and was used for cyclotron resonance experiments. At Imperial College, the large mag¬

net available was an Oxford Instruments 13.5 T magnet.
Each of these magnets was fundamentally similar to the small Clarendon magnet.
Each magnet is insulated by means of an outer liquid nitrogen jacket, a vacuum space,

and, in the case of the larger magnets, several layers of "superinsulation", i.e., aluminum-
coated Mylar™. These components are entirely suspended by thin-walled necks from the
top flanges of the cryostat, to prevent heat conduction to the lower regions of the cryostat.
Plastic spacers are also present to limit swinging motion, which, as well as bringing inner and
outer surfaces into contact, can seriously damage the thin-walled components. Occasionally,
as in the Clarendon magnet, there are ports at the bottom of the cryostat that are meant to

* Applying a vacuum of ~10~4 torr will lower the temperature of liquid helium to as little as 1.8°K.
The lower temperature in turn increases the critical magnetic field to which the magnet can bo driven.
Generally, a large rotary pump with a capacity of 300-450 liters/min is required.

f The magnetic field in this case was rated as being constant to one part in 105 within the volume of a 1 cm
diameter sphere.
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hold windows for optical access. (Flanges in this region, and for the most part throughout
the magnet, are sealed not with O-rings, which would freeze, but with indium wire rings,
which form cold welds, if scrupulously cleaned of oil.)

Magnetic fields are often calibrated by the use of a Hall probe, which itself is calibrated
against a standard field. The calibration of the magnets used in these experiments was

carried out by Hall probe at St. Andrews University. The accuracy of the calibration is
widely assumed to be approximately 1%.

Use of the magnet, if starting at room temperature, required evacuating the outer jacket to
a pressure of typically between 10-4 and 10~5 torr, corresponding to a mean free path among
remaining particles on the order of the vacuum jacket width. This means that the cryogens

are heated principally by incoming thermal radiation and heat conduction down the sides of
the vessel from the 300°K top flange. Further, more efficient, evacuation proceeded by the
cryopumping action of the coolants themselves, especially the liquid helium. Precooling all
internal components and surfaces with liquid nitrogen was in all cases necessary, as liquid
helium, with a tiny heat of vaporization (20.9 Joules/gram—less than 1% that of water)
would be required in immense quantities to accomplish the initial cooling to 77°K. (Liquid
helium is quite expensive, and once lost, escapes the earth's gravity and falls to the sun.)
Table 6.1 gives some useful information about liquid nitrogen and liquid helium, and the
"cooling power" of each. In order to precool the inner space with liquid nitrogen, it first
should be rid ofmoisture, either by flushing it with helium or nitrogen gas, or by evacuation
and back-filling. (In the latter case, it is vital that the vacuum jacket be evacuated beforehand,
as the thin-walled helium can may be crushed by atmospheric pressure.)

In the case of the small Clarendon magnet, the inner liquid helium space could be filled
with liquid nitrogen, then re-emptied by applying a pressurized cylinder of helium or nitro¬
gen gas to blow out the liquid, all in the course of twenty minutes. In contrast, the large
Oxford magnet required two days to equilibrate to 77°K, primarily on account of the mass

of the solenoid (^50 kg), which is largely a poorly heat-conducting epoxy matrix called the
"potting". (In filling the actual coil space of a magnet with liquid nitrogen, it is never a good
idea to do it too quickly, as the epoxy resin of the coil matrix is susceptible to thermal shock,
and subsequently needs to be able to withstand very large Lorentz forces during a sweep. It
is always essential to ensure that virtually all liquid nitrogen is expelled from the cryostat,
as otherwise it will freeze within the magnet. Besides having a significant thermal mass, it
may provide unwanted insulation of the coil from the liquid helium.)

The solenoid of each magnet is a coil of superconductive multifilamentary copper-
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Table 6.1: Some practical cryogenic data applicable to the operation of supercon¬
ducting magnets (Source: Oxford Instruments).

Calorimetric quantities for:
Liquid nitrogen

(ln2)
Liquid helium

(LHe4)

Boiling point@ 1 atm [°K] 77.3 4.2

Latent heat of vaporization [J/gm] 198 20.9

Volume of liquid evaporated by 1 W [1/hr] 0.023 1.38

Liquid density at b.p., 1 atm [g/ml] 0.808 0.125

Gas density at ntp [g/ml] 1.25 x l(r3 1.79 x 10~4

Gas @ ntp to liquid volume ratio 648:1 700:1

Enthalpy change of gas [J/gm]:
4.2-77.3°K

77.3-273.15°K 234

384

1542

Cryogen required to cool selected metals [1/kg]

Cryogen: He4 He4 ln2

Initial temperature of metal: 300°K 77°K 300°K

Final temperature ofmetal: 4.2°K 4.2°K 77°K

Cooling only with the Aluminum
latent heat of vaporization Stainless steel

Copper

66.6
33.3
31.1

3.20

1.43
2.16

1.01

0.53
0.46

Cooling with vaporization Aluminum
and the enthalpy of the Stainless steel
gas Copper

1.61
0.79
0.79

0.22
0.11
0.15

0.64

0.33
0.29
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impregnated NbTi, typically containing in a single cross-section up to hundreds of filaments
5-10 fi in diameter, with a critical temperature of ~9°K, and critical fields on the order
of 10T. The multifilamentary nature of the superconductor allows for small strands of it
becoming "normal", i.e., resistive, as well as for "flux-jumps", explained below.

An "ideal" superconductor is classified as Type I. This means it goes from a purely
superconducting state, which completely excludes all magnetic fields, to a normal state at
a single critical field or temperature. On the other hand, most alloy superconductors fall
into the Type II category: Above a certain "first critical point", they have small normal
regions within that allow magnetic flux to penetrate, while the rest of the superconductor
remains flux-free. This has the effect ofpinning "fluxoids", quantum bundles of lines of flux,
within a superconducting region, as they cannot pass through a superconducting boundary.
However, they may from time to time jump from one region to another. The collapse and
rise of the associated circulation currents cause local heating, which, on account of the
superconductor's small heat capacity and small thermal conductivity, leads to a relatively
large temperature increase. This reduces the critical current, which then leads to more flux
jumps, and a flux avalanche may develop. However, isolation of the effect can be achieved
by limiting the superconductor's dimension to that of the filaments. The copper matrix
provides an alternative pathway for currents caught in normal filaments, thus reducing the
opportunity for runaway heating.

The Oxford magnet has two inner solenoids composed ofNi:Sn, which is better at high
fields ( £ 10 T) than the titanium-rich alloys.

Cooling with liquid helium proceeds by first transferring cold helium gas from a dewar
of the liquid through a double-wall evacuated transfer tube, into a funnel at the bottom of
the cryostat. Cooling proceeds from the bottom up. As the temperature drops, liquid being
forced through the transfer tube can condense, temporarily, and its vaporization further
cools surfaces around it by convection. Liquid helium can begin to collect in the Clarendon
cryostat after ten minutes or less of pumping, while a large magnet may require three times
as long, and many liters of helium.

Each magnet includes some means of gauging the fullness of the helium can. This is
quite important, as often an insert is present in the magnet, blocking from view the level of
the helium. If the level is higher than it need be to run an experiment, helium is wasted in
that the higher the level, the faster the boil-off. Furthermore, if the filling is too fast or the fill
level too high, a large boil-off of helium results. This flow is too fast to efficiently cool the
system at lower levels in the cryostat, so as the helium gas escapes, it cools the top flanges
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and plumbing of the magnet, freezing O-rings and electronics in a potentially disastrous
sequence. A large efflux of cold helium gas in this way, or in a quench, can supercool the
surrounding liquid nitrogen, leading to "suck-back": The lowering of the nitrogen vapor

pressure to the point where air (and moisture) rushes into the liquid nitrogen jacket. This
can bring about the icing up of the nitrogen vents (see below). It is important to note that
the cooling power of helium is contained mostly in the enthalpy change required to elevate
the temperature of the gas from 4.2°K to 300°K, which is almost 50 times that required to

vaporize the helium in the first place.

Conversely, it is easy to let the magnet run out of liquid helium altogether, because
the low temperature gas remaining at the bottom of the cryostat is still a good refrigerant,
and the magnet will remain superconducting for a few degrees above 4.2°K. However, in
the case of photoconductivity experiments, when light is being shone down into the sample
space, the lack of a good cryogen can allow the sample to heat well above the temperature of
interest. More seriously, in the event of a quench, when the magnet goes to a normal state,
the absence of liquid helium (which is 700 times as dense as helium at 1 atm and 300°K)
would likely result in the thermal destruction of the magnet. Even if there is no quench, but
merely a trip (a voltage-inducing current ramp-down resulting from, e.g., a too-high sweep

voltage), the heat evolved by the quench protection resistors is also potentially destructive.
While the helium level can be seen from the top flange if there is no insert present, and if

a clear plastic lid and flash-light are used, discerning depth this way is still often deceptive.
The Clarendon magnet includes a number of silec* diodes down its length. The conductivity
of these diodes varies sharply with temperature in the realm of 4.2°K. When surrounded by
gas near 4.2°K, a 3 ma current keeps the diodes warm; when surrounded by liquid helium,
the resistance rises to such a degree that the associated circuit cuts off the warming current.
This saves liquid helium, and the circuit then switches from a red to a green indicator light.
The series of indicator lights thus controlled served as a fill monitor. In the case of the Thor
magnet, a superconducting wire extends down the inner wall. It is meant, as it becomes
warm, to go normal just within that length ofwire not submersed, thus changing its resistance
as a function of fill depth. However, this system has an "all-or-nothing" action, probably
resulting from the entire wire reaching a single temperature, as superconducting wires are

also good conductors of heat, even in the normal state (copper wire at 4.2°K can be up to 10
times as thermally conductive as at room temperature (McClintock et al., 1984)).

* Silicon liquid-encapsulated Czochralski-grown.
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A largemagnet can be a dangerous place, generally speaking, though reasonable care has
prevented any mishaps in this laboratory. Cryogens in general are potentially dangerous,*
and a magnet with iced-over helium or nitrogen exhaust vents is a potential bomb, in that
escaping gas carries away with it much heat: When it is blocked, the temperature of the
space below rises, releasing more boil-off, and the system thus exponentially approaches a

critical point. Therefore, the use of at least one Bunsen valve (a closed rubber tube with a

slit cut in it as a one way escape valve) on a nitrogen jacket is strongly recommended.
When a magnet is kept cold for a very long time (the 12.7 T Oxford NMR magnet at

St. Andrews was kept under helium for over a year), small leaks can allow the vacuum jacket
to build up quite a large titer of frozen gases on its walls. In the case of gradual warming,
and a faulty pressure-release valve, the out-gassing from the walls can create an over-press¬

ure sufficient to implode the thin-walled inner helium vessel, or even to explode the heavy
outer can. If the vacuum is lost suddenly, the sudden effusion of helium gas, as well as of
nitrogen gas, can be explosive, but it can also rapidly displace most of the oxygen in a small
laboratory and lead to asphyxiation. This is in theory possible even in the case of a quench.
In the event of a quench, a huge current (over 100 amps in the case of a large magnet) must
ramp to 0 very quickly, thus building an enormous back-voltage (tens of thousands of volts,
potentially) through the inductance of the solenoid. In the case of poorly insulated or too

closely spaced components in the magnet, this can lead to arcing which has been known to
drill holes through the metal jackets of magnets, leading to a cryogenic catastrophe as well.

Finally, the magnetic field itself poses certain hazards. The 13.5 T Oxford magnet has
an enormous stray field, capable of visibly deflecting large keys over a meter away. Besides
the mischief this could cause tomagnetic discs, tapes, pacemakers and magnetic furniture in
the area, it is also very unstable. The movement within this field of another magnetic object
can lead to eddy fields which induce in the solenoid itself eddy currents. As a solenoid
has a maximum field and a maximum current that it can sustain before it goes normal, any
spurious fields or currents imposed on a coil operating near its maximum are inauspicious
things.

Most large magnets have a persistence switch and switch heater, though these were

not used in these experiments. The idea is that while a superconducting coil itself evolves
no heat as it conducts, the copper cables leading down to it (and, in a large magnet, often
carrying over 100 amps) do. Therefore, it is desirable to close the circuit of the coil on itself,
* Besides causing cold-burns, possible asphyxiation (see below) and embrittling plastics, liquid nitrogen
condenses liquid oxygen into solution or onto adjacent surfaces, creating a combustion hazard.
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allowing the trapped current to persist indefinitely. The switch between the two cables to
the magnet is always present, but it is kept normal by a heater, and thus carries no current.
If persistent mode is desired, the switch heater need merely be turned off. After a wait of
~1 minute, the switch is superconducting, and the supply current is ramped down. This
change in current creates a back-voltage through the inductance of the coil, which in this
case supplements, through the persistence switch, the diminishing current from the cables,
thereby maintaining full current in the coil at all times.

All magnets include a number of electronic diagnostic, control or safety features. For
instance, all magnets have a trip voltage setting, designed to cut the current to the magnet
or ramp it down rapidly if the applied voltage reaches a certain preset value. This could
happen if the magnet itself begins to quench (i.e., one portion of it goes normal, increasing
the resistance and thus the voltage drop), or if it is driven to too high a current. In this case,

as no voltage is dropped across a superconducting solenoid, the diagnostics must be made
across the output terminals of the power supply.

Because of the presence of parallel resistances (quench protection resistors, voltage
sensors, etc.) in a magnet, as the voltage sweeps up, current flows elsewhere than through
the coil. As the voltage sweeps down, the same is true, although the parallel currents are in
the opposite direction. Therefore, the current going through the coil itself is not a function
merely of the total output current from the power supply, but of the sweep rate and parallel
resistances as well. To know the exact field at any moment, therefore, it is not sufficient
merely to know the output current. It is possible to use a magnetoresistance probe, but two
problems arise: First, the voltage across the probe is not linear with field, and therefore
not straightforward to read offof a simple uncomputerized display such as a chart-recorder.
Second, there still remains a pseudo-hysteresis effect in that the time-constants of the e-

lectronics involved will continue to prevent a cyclotron resonance peak, for instance, from
appearing at the same field on the down-sweep as on the up-sweep.

Therefore, standard procedure is to take two sweeps at the same rate settings and with
the same time-constants, and to ensure that any features of interest are well away from the
end-points of the sweeps. In this way, true field can be read as that value exactly half way
between any two features—provided there is no "hysteresis" in the sample, as could come

about, not through magnetic effects, but by gradual warming of the sample by electrical
currents or laser illumination, changes in high hydrostatic pressure over the course of, say,
an hour, or by photoionization ofmetastable states.

Although it was not utilized for these experiments, a so-called "A-point fridge" was
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available on the Oxford 13.5 T magnet. In order to achieve the highest magnetic field
possible with a given coil, as noted above, it is necessary to lower the temperature as far as
possible. While it is possible to do this simply by pumping on the liquid helium space, this
is difficult and inconvenient, especially with a large magnet: A very large rotary pump is
required, and an enormous amount of helium is spent in the first hour or soofpumping; access
to the helium space (to change inserts, for example) is prohibited; and finally, it is necessary
to ensure vacuum-tightness rather than merely gas-tightness. A A-plate circumvents all of
these problems by acting as a convection cooler. The plate sits just above the solenoid in
the helium can, and can be filled through a needle-valve operated at the magnet's top flange.
A very small quantity of liquid helium in the plate's inner channels is then vacuum-cooled
toward 2.17°K, the so-called A-point of liquid helium, where the superfluid phase begins to
form. (Further cooling requires a diffusion pump and a long waiting period.) This cold plate
begins to cool the surrounding helium, which is only that in the vicinity of the coil. As the
helium reaches the A-point, it undergoes a phase transition, becoming denser and settling to
the bottom of the cryostat, slowly covering the coil. Further cooling may be suspended at
this stage, as rather than cooling the superfluid itself, which can sustain no thermal gradients,
it will result merely in moving the phase boundary upward from the magnet.

6.4.2 Insert Protocol

In order to position an experimental sample in the center of a supermagnet bore, the sample
must be suitably encased, and the magnetic field center position must be known.

Most samples are not immersed directly into liquid helium. Liquid helium, while not
dense optically or inertially, is subject to violent turbulence during a quench, which could
destroy a fragile sample. The sample could also be effected by thermal shock if submerged
too quickly. Therefore, and for general ease of handling, samples are mounted at the end
of thin-walled anti-magnetic stainless steel* tubing ("light pipes" in optical workf), and
these assemblages are themselves inserted into (generally) more robust outer sleeves, and
* Among common stainless steels, 316 and 321 have the lowest magnetic susceptibilities, of about 300 and

100 emu/g, respectively (White, 1979).

f In the current work, the light pipes were coupled to the sample by short tapered sections, which focus
the light onto the sample. One "cone" was electroformed of copper (a smooth conical surface is difficult
to machine), while another, for attachment to a pressure cell, was machined out of nickel-chrome alloy,
which has a high ir reflectivity.
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sealed with an O-ring. Suitable "plumbing"must be present at the top flange of the insert as
well: Before any cooling whatsoever can take place, the work-space must be evacuated, as
moisture, of any form, will block the infrared radiation typically employed in semiconductor
work, and as ice, which expands as it is formed, can damage samples. This work-space
is then back-filled with helium gas at an over-pressure from a cylinder or return system, in
order to expel any moisture that begins to leak in from the atmosphere.

In order to conserve liquid helium, especially in the case of a (massive) pressure-cell
being used, the insert is precooled in liquid nitrogen, a process which can take up to twenty
minutes. The rate of cooling of the sample itself, however, which may be accelerated by
the presence of the wires connected to it, may occur somewhat faster, and this may have
certain undesirable effects, particularly with regard to the population of metastable states

(see Chapter IV and § 6.8).

After the insert is precooled, it is lowered slowly into the helium space of the magnet:
As the helium gas in the insert cools, it contracts and draws in more warm helium gas

from the supply line, increasing the thermal mass. The clearance between the insert and
the magnet collar must be sealed, as cold helium gas can otherwise escape, driven both
by the over-pressure of helium gas in the magnet itself, and the inrush of the heavier air.
This has the doubly bad effect of freezing anything with which the escaping gas comes

in contact (such as O-rings or human flesh), and depositing much heat and moisture (and
presently, ice) into the magnet. (Once the magnet does become iced—all components down
the bore appearing a light gray—it is best to let the magnet thaw (a process which takes
days on account of the large thermal mass and the absence of convection), at least prior to a

ramp up to high fields. Otherwise, the thermal insulation of the ice could impede adequate
cooling of various components, such as the quench protection resistors and the copper leads
descending to the coil.) The seal around the descending insert must be suitably flexible and
sized correctly. An O-ring, for instance, is usually unsatisfactory, as it tends to grip the insert
too tightly if it seals at all, and is forced to roll as the insert descends, which may bind or tear
it. Furthermore, an O-ring easily freezes, losing all its resiliency and sealing ability, when
briefly exposed to out-rushing helium gas, as in the initial opening of the magnet aperture.
One of the best alternatives yet has been the Mecro™ seal, which resembles an o-ring with a

square cross-section (preventing rolling as it sits in a square-cut channel), but with a groove

cut around the top to allow the seal to change inner diameter without undue force or binding.

The inserts each possess a large thermal mass; therefore, prior to actual insertion, they
are cooled in a dewar of liquid nitrogen, typically for at least half an hour. Once cold, they
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are lowered into the helium bath, a long insert requiring about twenty minutes to descend,
in order not to thermally blast out more helium than necessary. In the case of the Oxford
magnet, it is recommended that the insert be electrically insulated with Mylar™ in the
vicinity of the solenoid, as the Ni:Sn manufacturing process often results in carbon deposits
on the windings' former, which is electrically isolated from the rest of the magnet (i.e.,
not grounded). This carbon can result in high resistivity shorts, which in the high voltage
generated by a quench could cause serious damage via arcing to a neighboring conductor.

It may be necessary at times, or even with each experiment, to locate the center of the
magnetic field. Usually, this is unnecessary, as magnets and the stainless steel or aluminum
supporting structures and associated implements are fairly rigidly held. Thermally induced
variations in the lengths of the struts, due to variable liquid helium and liquid nitrogen fill
levels, are negligible, as the magnetic fields within these solenoids are constant (within most
experimental precision) over a range of centimeters. Some inserts, however, are meant to
be variable height, to allow for different sample mounting configurations. Furthermore, a

magnet's coil is held in place by adjustable bolts, which, aftermanymagnet commissionings
and recommissionings, may be altered in setting. Therefore, a small bar of semiconductor,
or usually the sample itself, can be used to locate the field center by varying its position and
noting that height corresponding to the maximum (or minimum) in the magnetoresistance.

If an insert is to be used repeatedly or for an extended period, it may be economical
to remove, or elevate, and reinsert it, so as to prevent heat being conducted into the helium
bath.

The removal of an insert from the magnet should be slow, on the order of 15 seconds, to
prevent an explosive warming of the helium gas, which can blow seals and windows.

Two of the inserts used in the present work were of double-wall construction, with a

vacuum space between the two walls, and a thin dielectric spacer at the top to maintain
thermal separation. The shorter double-wall insert, used with the Clarendon magnet, was in
fact just the normal insert with a removable inner sleeve. Because of this mobility, it was
necessary to ensure with each use that the inner sleeve was not in contact with the outer

sleeve, which would have presented an unacceptable thermal leak. This was accomplished
by electrically isolating the inner sleeve by means of neoprene gaskets. Three bolts and
wing-nuts clamping this sleeve to the outer one were adjusted in tightness, against the
resistance of the gasket, to tilt the inner sleeve until an ohmmeter indicated the two sleeves
were not connecting.

The intention with either insert was to be able to pump on the inner space to lower the
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sample temperature to 1.8°K or thereabouts, or to fill it with liquid nitrogen in order to be
able to apply a high magnetic field to the sample at 77 °K. In practice, the short insert was
unable to maintain liquid helium significantly below 4.2°K, as its length created too large a

heat gradient.
Finally, an insert must have suitable electronic conductors in order to do Hall measure¬

ments, photoconductivity experiments, etc. Typically, some 10-14 wires will be present in
an insert to allow, say, six contacts to a sample for a Hall measurement, four additional wires
formanometry, and at least two thermocouple wires will be included, as well as connections
to a temperature-reference diode, for instance. The wires leading to the sample must be thin
enough to avoid heating the sample and boiling off liquid helium due to the large thermal
gradient,* but should also be thick enough to withstand manipulation and to keep circuit
resistive losses, also helium-expensive, minimal. Finally, long circuit wires that thread
through strong magnetic fields are liable to cause great difficulty with noise and distortion,
both from microphonic pick-up, where a vibrating conducting loop varies the magnetic flux
through it, and from capacitative effects. Therefore, adequate shielding is essential.

In practice, these sometimes divergent requirements were met as follows. On the short
insert (~80cm from top flange to sample), wires were typically ~40 s.w.g. silk-covered
copper wires, each in its individual thin-walled stainless steel conduit, of approximately
quarter-inch tubing. This arrangement allowed the wires to be cooled directly by the liquid
helium so as to avoid heating the sample, and were of negligible resistance. Unfortunately,
they are also quite fragile and prone to shorting. Therefore, they are often threaded through
loose-fitting ptfe sleeving for protection, both from sharp stainless steel edges and from
tangling. The stainless steel tubing surrounding each wire is electrically contiguous with
the top flange of the insert, which is kept at ground potential. This prevents the capacitative
effects mentioned earlier, but the system is still very microphonic because of the motion of
the wires relative to the tubing.

In the longer inserts (~ 130 cm from top flange to sample), the same system was originally
employed. However, as the difficulty of threading thin wires through sleeving and conduits
increases exponentially with the lengths involved, a move to coaxial "cryogenic" cable was

made. This is extremely thin stainless steel wire surrounded by a thin foil of shielding.
While the thermal conductivity is exceedingly low, the resistivity is quite high (~50 Q for
the circuit). Therefore, to get accurate voltages on a sample of low resistance, it is essential

* A few copper radio wires leading down a short insert can transfer 600 mW of thermal power, enough to
boil off a liter per hour of liquid helium.
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to do four-contact measurements (which are of course the preferred method in any case to
eliminate non-ohmic contact effects from the readings).

6.5 The Czerny-TurnerMonochromator

Both homemade and production (Bentham) models of the single-beam Czerny-Turner
monochromator were employed in order to conduct intrinsic detection experiments in the
near-infrared (i.e., the 3-10 /i region). This is a very common laboratory tool, simple in its
construction and robust: Concave collimating mirrors provide self-correction for off-axis
rays, and offer no wavelength dispersion as do lenses, and the simple sine-bar drive renders
an angle, and hence a wavelength, proportional to displacement.

Gratings blazed at ~4 fi were used,* as the band-edge of indium antimonide falls in
the region of 5 fi, varying with temperature, pressure and magnetic field. The maximum
theoretical resolution for a given wavelength depends only on the width of the grating (as
opposed to its line density), and the Bentham monochromator used gratings of ~40 x40mm2,
replacing the previous 1 inch square grating.

The slit width of the monochromator is determined by a variety of needs: Total power
transmitted through the exit slit is approximately proportional to the square of the slit-width
(assuming that the slits are set equally), but resolving power is inverse to the width of the
exit slit, provided the slit itself does not become narrow enough to appreciably diffract the
wavelength of interest: R = Xnf /s(dcos 6;), where R is the resolution, n is the order of
the reflection, / is the focal length of a collimating mirror, s is the slit-width, d is the line
separation, and 6, is the incident angle. The monochromator was generally run so as to be
able to easily resolve the C02 doublet, a separation of ~0.03 fi.

In each case, a stepper motor and associated electronics were present in order to register
wavelength on either a chart recorder or into a computer data file.

The monochromatorwas often flushed with nitrogen gas at room temperature, in order to
eliminate the large ir absorbances of air-borne moisture. Generally, it was found that ~90%
of this absorption could be eliminated, sufficient to prevent it masking any major features.
Unfortunately, a series of small water absorptions (vibrational/rotational combination bands)
occurs in the region of the indium antimonide band-edge, and these can often obscure or be
mistaken for structure.

* Blazed gratings, or echelettes, have their reflecting surfaces oriented such that the first order of the desired
wavelength is providedwith maximum surface. In this way, typically 80% of the diffracted intensity falls
in the desired order.
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In combination with themonochromator, of course, was a source of infrared radiation, in
this case an Oriel "globar" of silicon carbide heated to ~ 1000°K, with amaximum emissivity
at ~4 ji. It was run at constant voltage (~11 V) and after an initial warm-up period, current
was seen to remain constant to within a couple ofpercent over the term of these experiments.
The spectral irradiance (see Appendix 1) was provided by Oriel.

A small chopper was used to modulate the light for PSD measurements.

6.6 The CO2 and fir Lasers

An Edinburgh Instruments PL4 continuous wave C02 laser, of 50W maximum polarized
poweroutput, was used to pump an EI Model 195 far infrared laser, a passive cavity resonator
filled usually with methanol (though formic acid, CH3OD, andmany other lasing vapors can
be used). Typically, lOOmW of 118.8 p radiation can be generated from the latter, along
with many other lines.

Each laser was kinematically mounted on aluminum blocks bolted to a granite slab
resting on inflated innertubes supported by polystyrene blocks, serving as an optical bench.

6.6.1 Principles ofC02 and. FIR Laser Operation

Light propagation through most media is damped exponentially according to the equation
I(x) = /0 exp[—a(w)x], where /(x) is the intensity as a function of propagation distance
and a is the absorption coefficient, a function of the light frequency w. Such absorption is
to be expected in a classical, orMaxwellian system, where an ensemble of atoms in thermal
equilibrium is characterized by the Boltzmann distribution, wherein

Xt
NTexp

<Ej - E-)
knT

(6.1)

and Xi < Xj. The absorption coefficient a is given by cra(Xj — Xt), where <ra is the
absorption cross-section. If Xi > Xj at any point, the absorption coefficient becomes
negative, and thus, a gain coefficient.

Laser action in general relies on such a "population inversion" to enhance stimulated
emission of radiation. In an excited system, the total probability of photon emission due to
an electron relaxing from a level zto a level j is the sum of that for spontaneous (incoherent)
emission, Aij, and that for stimulated (coherent with the stimulating radiation) emission,
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U(uwhere U(cu) is the density of the stimulating radiation. A and 23 are the so-called
Einstein coefficients, which are related to the lifetime of the transition rtJ as follows:

Merely providing a flux of stimulating radiation is not sufficient to achieve a population
inversion, as an equilibrium between absorption and emission is eventually attained. If
N, = Nj, the medium becomes transparent.

As such, a third energy level is required at an energy higher than P, to spontaneously
emit radiation while allowing the electron to relax into Ex. In this way, Et can be populated
at a rate greater than that by upward transitions from Ej, and a steady state population
inversion is achieved.

If there are four states, with a state Ej separate from the ground state, and in which
the electrons have a negligible lifetime prior to decay to the ground state, more efficient
inversion is possible, in that less stimulating radiation is channeled into absorption from Ej
to E{.

The C02 laser relies on the population inversion depicted in Fig. 6.3.
An electric discharge is used to populate (by collision) the v = 1 vibrational level of the

ground state of N2, which, having no dipole moment, cannot emit radiation to relax. This
state, then, is metastable, and can become highly populated. This allows efficient selective
excitation of the C02 from the ground state (00°0) to the vibrational level 00° 1, a transition
only 18 cm-1 larger than that of the N2. This deficit, which is tiny relative to the overall
transition of over 2300 cm-1 from the ground state, can easily be made up for in collisional
energy transfer.

Emission takes place in the infrared between vibrational levels 00° 1 and either 10°0
(10.4 fi) or 02°0 (9.4 //). These vibrational levels include modes that bend the C02 molecule
away from its equilibrium linearity, producing a temporary dipole moment by virtue of
the great electronegativity of the oxygen atom. However, each vibrational level is split
into several rotational levels (see Fig. 6.4, for example), which add small rotational quanta
(~1.5cm_1) to the total transition energy sum. The transitions wherein AJ = +1 (and the
transition energy is enlarged) make up the so-called P-branch transitions, whereas those in
which AJ = — 1 and the transition energy is reduced comprise the P-branch.

The lower downward transitions take place in the far-infrared. These typically occur
much faster than transitions within the IR region, and the transitions from 10°0 and 02°0 to

3,1,1 = (6.2)
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(ground state)

Fig. 6.3: Energy level diagram for CO2/N2 laser.

01 *0 occur an order of magnitude faster than those from 00° 1, thus creating the necessary

population inversion between 00° 1 and the lower states.
On the other hand, the rate of decay from 01 *0 to 00°0 is very slow, and "self-trapping"

might occur within the higher levels, stifling the gain, but for the presence of helium gas.

Helium, by virtue of its great thermal conductivity, very effectively depopulates the OHO
state. The same effect can be attained by cooling the gas. The PL4 laser uses a flowing gas

mix of 7% C02, 18% N2 and 75% He for this purpose, and includes a running-water-cooled
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discharge tube as well.

Also critical to lasing efficiency are the dynamics of the gas involved. The energy

density within a constant volume of gas increases with pressure. Most efficient pumping
is observed when the ratio of the electric field of the discharge to the numerical molecular
density is in the neighborhood of 1016 V cm2. This means that for a longitudinal discharge
of 1 m in length, in a gas at 1 atm, about 106 V are required. This threshold can be lowered
by preionizing the gas with transverse electrical discharges at atmospheric pressures (TEA),
which also lower the overall circuit inductance so that very short pulse risetimes are possible.

Optimally, 70% of the power of a discharge may be channeled to CO2(00°l) and
N2(u = 1). Since the quantum efficiency in this case is 0.41, the overall efficiency of such a

laser is ~30%.

An optically pumped far-infrared laser (or OPFIRL) works, of course, on the same prin¬
ciples as above: Pumping radiation must be closely matched to the absorption frequency
of a molecule with a dipole moment which in this case must be permanent, as the FIR lines
correspond to rotational states of this moment, with the emission strength directly propor¬

tional to the dipole moment. The rule of thumb for an appreciable transition probability
is fid Z IDebye (IDebye = 10_18esucm), where /id is the dipole moment. Typically,
methanol (CH3OH), deuterated methanol (CD3OD), fluoromethane (CH3F), formic acid
(HCOOH) and ammonia (NH3) are employed. (While ammonia does not have permanent

dipole moment in the strict sense, it occupies only two states of opposite parity, which give
rise to two sets of rotational levels.)

A schematic energy-level diagram for a suitable permanent dipolar molecule such as

methane is shown in Fig. 6.4.
As mentioned earlier for the case of the C02 laser, each vibrational mode is associated

with a series of rotational levels. These levels are specified with two quantum numbers, J
and K, called the rotational level and the second rotational quantum number, respectively.
J may take on the values 0,1, 2... , while M, the quantum number representing the angular
momentum component in the direction of rotational symmetry (= MTi) may take on any

value — J, (</ — 1), ... 0..., J. K is a quantum number associated with rotation of the
molecule about its symmetry axis, and is usually reserved for non-linear molecules. These
molecules in general have three differentmoments of inertia. If all are equal, the molecule
is said to be a spherical top. If only two are equal, a symmetric top, as in the case of
fluromethane and methanol. At any rate, K, like M, is limited to values 0, ±1, ±2,... ,
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Fig. 6.4: Vibrational/rotational state diagram of CH3OH for opfirl

and since energy depends on K2, all levels except K = 0 are twofold degenerate. The
selection rule for a lasing transition is that AJ = — 1 and AK = 0.

At 300°K, typically, only the ground state vibrational level is occupied. Optical exci¬
tation results in the elevation of electrons to the corresponding rotational levels in the first
excited vibrational level, resulting in a population inversion with respect to two adjacent
rotational levels in the upper vibrational state. Radiative decay may occur through cascading
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transitions. In mid-infrared lasers, there is likely to be self-absorption in the ground state,
but in fir lasers, anharmonic bonding terms result in small variation in rotational interstate
energies, preventing this problem.

Population inversion in an opfirl is maintained by ensuring that the state J' — 1 in
Fig. 6.4 depopulates quickly enough to avoid self-absorption. The rate of this relaxation
back to the ground state, rD, is determined mostly by the rate at which vibrational energy can
be lost through collisions with other molecules and with the resonator walls, r oc 1/Pd2,
where P is the pressure, and d is the diameter of the resonator. A pressure between 30 and
300mtorr is generally employed, and 100 //bar was standard with the Model 195.

At such low pressures, the mean free path of the molecules is quite large, as are the
mean free velocities, and appreciable Doppler broadening, to an extent far greater than the
natural pumping linewidth, results. Doppler broadening is given by Au = 2u0(vz/c), where
u0 refers to the central exciting frequency, and vz is the longitudinal component ofmolecular
velocity. Since the velocity distribution is largely bimodal (i.e., to and fro), rotational groups
are split into two populations.

It can be shown that the power available from an opfirl is approximately

where Qq is the quantum efficiency, tiu)Fm/hu>lR; Qc is the cavity efficiency, (1 + A/T)~l,
where A is the net cavity loss from absorption at end mirrors, waveguide losses, scatter, etc.
(but not transmission) and T is the transmission per round trip; gx is the degeneracy within
the ith K-rotational level; aIR is the absorption coefficient for the pumping radiation; L is
the cavity length; rm is the empty cavity loss for the pumping radiation; and PiR is the input
power ofpumping radiation. The bracketed term is thus the portion ofpump power absorbed
by the gas. On the surface, it appears then that increasing the pressure, which increases ccir

proportionately, should increase the output power. However, above a critical pressure Pc,
relaxation processes dominate, and PFm rapidly drops to zero. In fact, Pc is independent of
pump power, all other things being equal.

Eq. 6.3 breaks down at very low pressures near a resonant driving field, or when the
pumping radiation is offset from the absorption transition by more than the Doppler width,
but is intense enough to drive multiphoton absorption processes nonetheless. In these cases,

the coherent pumping model is required, a semi-classical model incorporating Schrodinger's
equation for multiphoton kinematics.

(6.3)
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6.6.2 The PL4 C02 InfraredLaser

While the PL4 is suited to operation in either cw or pulsed mode, power per se was not

generally a problem in deriving signal from indium antimonide, one of the world's most
sensitive detectors of IR radiation. Furthermore, as most of the experiments were conducted
with the small sample mounted in the pressure-bomb, where it was completely immersed in
glassified hydrocarbons of presumably poor heat-conducting capability, sample heating was

a real concern (see below), and intensities were purposely kept low, occasionally even to
the extent of introducing into the optical path PTFE filter discs to lower the 10.6 p radiation
component, which penetrated the windows of the OPFIRL. Therefore, only cw operation was

used, although the output was chopped at ~250 Hz, typically, to allow PSD electronics to
detect the photoconductivity changes, which are on the order of only 1% or less. This speed
seemed to work best for the elimination of ground loop noise and 1// noise (see Chapter
V).

The PL4 is capable also ofrunning in a sealed mode, as when expensive isotopic mixtures
of C02, which can generate different lines, are being used. However, in these experiments,
only the flowing gas mode, which better prevents thermalization, was employed.

The laser is supported and thermally stabilized (structurally speaking) by invar rods,
the discharge tube itself by perspex (polyethylene) plates. The tube is a 9mm periodically
corrugated bore* glass tube surrounded by a water jacket and a gas jacket which, by
channeling the gas over the water jacket, precools the gas. The tube ends are O-ring sealed
on air-cooled ZnSe Brewster windows that are wedged in order to frustrate interference
effects, and which optically couple, with minimum loss, the radiation from the low-pressure
region to the rest of the system, and protect other components from the discharge. They also
render the output vertically polarized. 90% of this output is in the TEM00„ mode,f with a

nearfield beam diameter (at the 1/e2 points) of approximately 7.5 mm, and a divergence of
< 2 mrad.

The laser requires 30 kV at up to 30 mA, and filtered cooling water at a rate of 2-
3 liters/min. The above described gas mixture is supplied at a pressure of ~30 mbar, but
discharge should be commenced at about half that.

* Corrugation (in this case on the order of 1 cm) frustrates off axis modes and allows coupling to end
windows.

f i.e., no longitudinal field components, and n wavelengths in the cavity.
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The laser is tuned by means of a water-cooled blazed diffraction grating at its back
end and a piezoelectrically translated output coupler. Tuning was in fact not trivial. While
the lines are broad enough to find easily, the stability during the first ten minutes or so of
operation was generally unsatisfactory, necessitating allowance for a (literal) warm-up and
equilibration period, occasionally as long as two hours. This is was apparently on account
of the variation in cavity length with temperature, though if this is the only reason, a steady
state temperature was ostensibly never reached. Over the course of ten minutes of spectra
taking (which may require close to half an hour for each direction in the extreme case of
high fields, long time constants and dense structure), the laser stability was often called into
question, though at times it was unclear whether inconstancy of signal was due to sample
heating, sample pressure loss, or instability of the fir laser. A slight instability in the
pumping radiation can result in large fluctuations in the fir output, as heating can affect the
fir cavity as well as the gas itself, which beside thermalizing can chemically deteriorate;
and if the pumping radiation is near threshold intensity, it can exponentially vary the output.
A line stabilizer, which worked by receiving signal feedback from the detector and inputting
this to the piezo-drive, was available but remained unused: It was found to be ineffectual,
possibly because of its reliance on the constancy of the signal output.

Alignment of the laser by users is possible, and instructions are to be found in the
manuals. However, the laser was aligned by the manufacturers in situ prior to these experi¬
ments. The laser is mounted on a makeshift optical bench as described above, and appears

to be quite free of vibrational problems or disalignment.
The only problem to have come up in this respect was a mysterious, and large, disalign¬

ment of the associated steering optics for directing the PL4 radiation into the opfirl. The
nearfield not-quite-Gaussian mode pattern of the PL4 is such that, running at its maximum
(and typical) output power of 60W, it can ignite wood over approximately a 1 cm diameter.
It appears that this intensity was too much for the polymeric grub screws which held in place
the mirror on a newly purchased optical mount. As they were tightened with some force,
and as the first steering mirror (see Fig. 6.5) is over a meter away from the input coupler
of the opfirl, it is likely that the grub screws were softened sufficiently to "creep" slightly,
and thus completely misdirect the PL4 radiation from the pinhole of the input coupler (see
below).

A list of all available pumping lines and their output, as well as the induced fir radiation
wavelength, was provided with the laser manuals. A portion of this tabulature, listing those
lines employed in the current work, is reproduced in Table 6.2.
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6.6.3 The Edinburgh Instruments OPFIRL

The EI Model 195 fir laser is a non-flowing mode, gas-filled Fabry-Perot waveguide res¬

onator, capable of using numerous gases, and is widely tunable. The laser consists of an
outer Pyrex™ tube serving as a gas envelope, an inner waveguide of either brass or Pyrex™,
and sealed housings at either end, one of which is adapted to allow gas exchange and input
coupling, and the other of which comprises the output coupler and fine-tuning mechanisms.

As explained above, a permanent dipole molecular gas, such as methanol of spectral
grade (used exclusively in the present work) serves as an active medium in an opfirl,
and must be maintained at a pressure of ~100 //bars. In this case, the gas is maintained
statically within a Pyrex™ envelope, while thermalization is prevented by rapid collisions
of the molecules with the waveguide, rather than with each other, and by the chopped
nature of the radiation. Because the gas is not continuously replenished, and because many

optional gases are either corrosive (formic acid) or radioactive (CH3OD), the laser is sealed
at the end houses with ultra-high vacuum (uhv) fittings. These include thick warp-resistant
stainless steel flanges and oxygen-free copper gaskets, which are sealed by means of knife-
edge rims on the flanges, which are bolted to one another with typically 8 or 12 bolts
placed circumferentially. Tightening proceeds by doing opposite bolts in sequence around
the circumference, and continuing the process repeatedly until the increase in resistance
to tightening indicates that the knife-edge has penetrated the copper. No rubber or other
polymeric components are present.

The Pyrex™ envelope is bonded to the inner stainless steel flange of each end house
by means of a glass-to-metal seal and rolled bellows, which beside providing a hermetic
seal, isolate the Pyrex™ from differential thermal expansion of the rest of the laser, which
is thermally stabilized by three invar rods.

The 1.5 m waveguide of the opfirl may be either Pyrex™ or brass, though in the present
work, only the latter was used. While brass takes longer to outgas than Pyrex™ (an important
consideration—see below), it allows a greater range of wavelength to be attained than does
the Pyrex™, which can be used for wavelengths only up to ~500//. This would have been
unsatisfactory in the present work. The waveguide, of 24.9mm inner diameter, is highly
polished on its inner surface.

The input coupler is in the form of a ZnSe window of approximately 25 mm diameter,
positioned ~14cm in front of a 45 mm diameter concave aluminized glass mirror with
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a 1.2mm pinhole through its center, through which the radiation from the PL4 must be
focused. This mirror is positioned by three screws pressing it against a wavy circular spring
(see paragraph on alignment, below). The output coupler is an aluminized glass mirror of
similar diameter, in the center of which is a silicon window of ~ 1 cm diameter, held in with

epoxy. This window is the standard adjustment window, and as such is mounted on the front
of a stainless steel bellows, allowing it about 2 cm of movement. Besides there being an

output translator for this movement, three micrometers can angle the mirror by differentially
compressing the eight springs that surround the bellows and terminate on the front plate.
These micrometers terminate with ball bearings, which are seated against kinematic mounts
(an indentation, a groove and a plane) inset in the outer face of the output coupler.

Alignment of the lasers (of the OPFIRL relative to the PL4, and the mirrors and cavity of
the OPFIRL relative to each other) is conveniently carried out using one or two He-Ne lasers
(and a small beam-splitter if only one is used), and numerous mirror mounts. First, the
steering optics are adjusted by aiming the He-Ne down the center of the OPFIRL cavity with
both couplers removed. It is very difficult to simply point the He-Ne down the center, as the
acceptable angular range is very small. It is best to remove the He-Ne by two meters or so,
and line up its apparent direction (judged simply by that of its plastic case) with that of the
laser, taking a sightline over the the top of the OPFTRL. Once the He-Ne beam is propagating
directly through the waveguide, two Lucite™ discs, etched with cross-hairs, which fit into
the ends of the waveguide, can be used to easily ensure that the He-Ne is aligned with
the laser to much better than the required 1°. As two mirrors are all that is required to
collinearize one light beam with another, the two mirrors closest to the OPFIRL are used to
steer the He-Ne beam along the path defined by the PL4 and the first mirror in front of it.
This path can be easily demarcated by mounting, along the approximate path, two small
sheets of paper affixed to optic mounts. If the PL4 is switched on, well off its central peak,
just enough power will emerge to slowly brown the first sheet of paper. A scalpel can then
be used to scrape out this small burn to leave an aperture through which the second sheet
of paper may be browned. (The heat sink/shutter should always be down when operations
near the invisible beam are carried out, and goggles or glasses of some form should be worn
constantly.) With the PL4 laser off, the He-Ne can be switched back on and the two mirrors
adjusted to steer it through the apertures defined by the PL4. Once the path is thus adjusted,
it may be necessary to fine tune it. This can be done by mounting the input coupler mirror
(with the pinhole) and sending low-intensity PL4 radiation through it. A fluorescent screen,
comprising small panels of differing sensitivity, can then be mounted in front of the output
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end of the waveguide, and a fluorescent light shone on it. When the intense laser IR impinges
upon this screen, it quenches the fluorescence and thus makes itself visible as a dark spot.
A correctly directed IR beam will show up on these panels as a series of fine concentric
circles, which should not be asymmetrically fragmented or shaded, in the ideal case. Small
adjustments with the steering mirrors will allow this pattern to emerge. The input angle at
this stage of alignment can in fact be judged visually, as the highly focused input beam will
cause the edge of the pinhole to glow when the former is displaced slightly from the optic
axis. (It should be noted that the screen, while having heat sinks, will become quite hot, and
a sensitive panel on it may actually burn quite easily.)

The OPFIRL is aligned by first translating the He-Ne toward the edge of the waveguide.
This is in order to make use presently of the reflecting surfaces of the cavity mirrors, which
do not cover the axial center. First, using a beam-splitter and several mirrors, the He-Ne
beam is steered into the input end of the waveguide, and the output coupler mirror is affixed
and adjusted to send the He-Ne beam back along its path, thus ensuring (since the He-Ne
is already parallel to the optic axis) that the mirror is perpendicular to the optic axis. A
small mirror is affixed, solidly, to the outside of the output mirror, such that the original,
unsplit He-Ne beam is incident on it. The reflection of the He-Ne off of this external mirror
is traced to a wall or other suitably immobile marker, and the reflected beam's position
recorded. Thus, the output coupler mirror can be later repositioned by adjusting it with the
micrometers so as to make the He-Ne's reflection coincident with that of the original.

At this point, the output coupler mirror is removed, the input coupler mirror is affixed
so as to send the first He-Ne beam back along itself (making the mirror normal to the optic
axis), and the output coupler mirror is repositioned.

In order to prevent contamination of one gas with another, or contamination of the laser
cavity with residue of previous reagents, which can dramatically lower signal strength and
contribute to line instability, the cavity should be scrupulously cleaned. The waveguide can

be washed in a mild detergent, followed by several liberal rinses with distilled water, and
rinsed with isopropyl alcohol to degrease it and to displace the water (which can freeze and
kill IR propagation), while mirrors and flanges must be similarly rinsed and degreased. The
waveguide should be handled only with gloves. In particular, the vacuum pump (see below)
must have an oil mist filter and cold trap. Failure to supply this leads, after a short time, to
the collection of pools of low-vapor-pressure oil within the bellows and other internal nooks
of the laser. While this does not in itself appear to kill laser operation, it is difficult if not
impossible to remove, and if bakeout of the Pyrex™ envelope is attempted, all components,

134



Experimental Methods VI §6

mirrors included, will be covered with oil—which will kill the lasing action.
In order to ensure optimal operation, the laser cavity should be evacuated overnight to a

pressure of ~10-7 torr. The active gas must then be purified (de-aired), which will result in
markedly lower threshold powers and higher output power (often by a factor of two or three).
This is achieved with the freeze-pump-thaw technique, which is carried out by means of
the needle valve and test-tube connected to the input manifold: The methanol, for instance,
is frozen by immersing the test-tube, as it extends from the manifold, in a small bath of
liquid nitrogen. It is then vacuum pumped to remove gaseous impurities. As it is thawed,
usually by the warmth of the hand, other liquid components of lower vapor pressure than
the methanol start to escape, although if this is continued for too long, the vapor pressure of
the methanol itself will rise to the point that it is lost up the vacuum system. Therefore, this
cycle must be repeated a few times, until no more bubbling is seen as the methanol thaws.

Afterward, the methanol is allowed to enter the cavity by means of the same needle
valve, up to a pressure of ~100 /xbars.

6.6.4 Laser Artifacts

Because of mixed modes (i.e., lines of different frequency) emerging from the PL4, and
because even a single line typically gives rise to two lines from the OPFIRL, mixed modes
emerging from the OPFIRL can be expected, and are also problematic. Fortunately, it is
usually possible to distinguish one mode from another by using the translator to vary the
cavity length. As micron adjustment is possible, it is easy to track the disappearance and
reemergence of specific lines as the cavity length proceeds through successive multiples of
A/2, provided the wavelengths are not too close: The 70.51 \i and 699.4 //. lines are easily
discernible this way (provided the 70.51 fi line is visible at all: As practically the shortest
wavelength mode available on the laser—though weaker lines are available down to 37 fi—
it is the most vulnerable to laser disalignment or mirror contamination by oil). Observing
the intensity of signal as a function of micrometer distance allows the identification of the
wavelength of a particular mode. If too many modes are present to do this easily, or if the
noise level is such that signal identification is uncertain, filters can be interposed between
the output coupler and the brass light-pipe to eliminate unwanted wavelengths. For instance,
PTFE transmits only about two thirds as much 70.51 /x radiation as it does 699.4 ji. The
pumping and output lines most commonly used in this work are shown in Table 6.2.
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Table 6.2: Typically, each CO2 pumping line stimulates at least two strong fir
lines. Methanol, the most versatile of the fir lasing gases, gives rise to over one
hundred lines. The strongest of those lines, often used in the current work, as well
as their relative strengths, are shown below. It should be borne in mind that output
power is not indicative of the strength of the detector's response, necessarily (see
Chapter V). (Data selected from Edinburgh Instruments printout.)

CO2 Pumping line
(wavelength [//] and branch)

fir Wavelength
w Relative power

9.52P16 1223.658 -1

570.5678 0

369.1137 0

223.50 0

164.60038 0

9.68P34 699.4 +2

486.1 +1

70.51163 +2

63.36954 0

10.14R38 469.0233 0

251.1398 0

163.03353 0

9.33R10 232.93906 -1

164.7832 +1

96.52239 +1

9.69P36 170.57637 +2

118.83409 +1

One artifact that appears to have arisen from the mixing of modes is the broadening of a
cyclotron resonance linewidth (see Chapter VIII). In particular, a resonance corresponding
to 170 \l stimulation was found to be anomalously broad, even though bias and temperature
were as low as usual. The likely explanation for this is that the resonance was appearing on

the shoulder of that due to the much more intense 118.8 fi, and prolonged exposure to the
latter resulted in substantial sample heating.

A similar problem, occasionally exacerbated by mixed modes in the laser, is one of
shifting quadrature. This was especially troublesome with the 699.4 \i line at low magnetic
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fields: In this case, free carrier concentration is very high (not having been magnetically
frozen out yet) and A2 is also at practically the largest value available from the laser, typically
at a high intensity. Absorption therefore is at a maximum, even in a very thin sample (see
Chapter III), and apparently sample heating occurs. As resonance proceeds through its range
of magnetic field, one observes the psd signal change phase by up to 180°. This indicates
that conductivity is perhaps being stanched by thermal effects, far beyond those of modest
notching (see below). These thermal effects, moreover, would be expected to have time
constants more on the order of the optical chopper frequency than of the electron relaxation
time, thus swaying the phase of the output as well as its sign.

One problem possibly encountered in the current work is that of thermoelectric effects.
Because of the great heating power and coherence of the laser, small areas of a sample may
become significantly warmer than others. In the case of a contact to a copper wire becoming
warmer than a neighboring contact, this can lead to a large voltage being induced in the
sample. In cyclotron resonance spectra, this evinces itself as a (possibly) very large negative
peak at the point of greatest absorption, as the thermovoltage is not necessarily of the same

direction or phase (i.e., time dependence) as the photovoltage.
A final problem occasionally leading to difficulty in identifying resonances or transitions

is that of "notching" . In this case, a high intensity photoconductive peak is apparently split,
resembling the expected outcome from Zeeman splitting or second Landau level transitions.
Stillman et al. (1985) proposed that this effect was due to the alteration ofmaterial optical
constants at the highest absorption levels. In these experiments, notching was not generally
observable, as the samples were made as thin as possible to achieve a true lineshape, and
power levels were kept low.

6.7 Hall Measurements

SeveralHall measurements were undertaken in Warsaw, Poland at unipress, the high pres¬

sure research center, on a sample of indium antimonide.
The material tested was high-purity, high-mobility bulk n-type indium antimonide from

MCP, Ltd., nominally of electron concentration n sa 5 x 1013cm-3 and mobility /i ~

600,000 cm2 V-1sec-1 at 77°K.* For these measurements, a small, square cross-sectional
slice (~ 3 mm x 3 mm x 0.5 mm) was notched to form a Van der Pauw "cloverleaf", etched
* These measurements, however, were taken by the manufacturer under conditions, especially magnetic
field strength, unknown to us. Furthermore, as is explained in Chapter II, measurements of n are
complicated by the presence of various scattering processes which alter its proportionality to the Hall
coefficient. Finally, the heterogeneity of the ingot sampled introduces wide variations into the (cont'd.)
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in a bromine/methanol solution to high specularity to a final thickness of ~150/i, and
contacted with undoped indium dots. Hall measurements were taken from 77°K to 290°K
only, involving no optical excitation. The applied magnetic field used was usually ~0.13 T,
though fields as low as ~0.03 T and as high as ~0.16T were used as noted.

The gas-pressure system and the pulsed power supply described above were used in
order to be able to vary pressure while the sample was cold, both in a metastably pretreated
state and in the "normal" state.

Metastable pretreatment, or high pressure freeze-out (hpfo), involved pressurizing the
sample to a pressure above 7 or 8 kbars while at 290°K, then cooling it by filling the cryostat
in which the pressure-cell was lowered with liquid nitrogen from a pressurized dewar. The
pressure, which is maintained by "locking in" the gas, drops as the temperature of the cell
is lowered, but only by a limited amount (on the order of 10%), as the volume of gas cooled
is only a small portion of the total volume under pressure. The rate of cooling by this
method at any one temperature is highly erratic, depending on the instantaneous turbulent
flow characteristics of the liquid and gaseous nitrogen phases. Therefore, it is difficult to
determine precisely how extensive impurity freeze-out will be, as the number of carriers
trapped on DX centers depends strongly on the exact pressure and rate of cooling at ~90°K.

6.8 Cyclotron Resonance Experiments

Cyclotron resonance and shallow impurity spectra were taken for a number of indium an-

timonide samples. Previously (Wasilewski, 1982), it had been noted that some n-InSb
samples remained low resistance at high pressures an low temperatures, and did not show
narrowing, but that certain compensated samples (e.g., sample 6-98(16), also used in this
work) attained extremely high resistance ( Z 10MQ) above 8 kbars at 4.2°K, which degraded
the signal obtainable from them, as the preamp was loaded. One sample, however, IS522T,
of especially high mobility, proved to offer good signal through a range of pressures, and
exhibited narrowing over most of this range.

The mode structure and polarization of the laser were largely inconsequential in the
current studies, as the brass light-pipe and metal mirrors, the integrating cone which focuses
the radiation on to the sample by tapering down from ~ 15 mm to ~5 mm, and the integrating
hemisphere behind the sample all serve to "homogenize" the radiative field and average the

(cont'd.) actual donor concentrations. We are therefore unable to rely on the precision of the quoted
figures. Our own measurements in fact indicate that n « 9 x 1013 cm-3 and ji & 780,000 cm2 V_1sec_1
at 77°K.
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intensities. All spectra were taken with the sample in the Faraday geometry (i.e., E J_ B).
Theoretically, certain interstate transitions are prohibited in this geometry by selection rules.
However, by virtue of the finite thickness and misorientation of the sample, and the multiple
reflections of the radiation within the optics just described, Voigt configuration components
are in fact present as well.

All work in the far-infrared region (i.e., > 50 n) employed a tpx (poly-4, methyl
pentene-1) filter ~1 mm thick, usually unpolished, as the wavelengths transmitted are large
relative to surface roughness features. Black polyethylene located either at the bottom of
the insert or at the output aperture of the fts was used as a 300°K or optical radiation filter.

Samples were cooled to 4.2°K by insertion into the magnetic bore. Because of the
pressure-cell's robustness, it has a large thermal mass which is very expensive to cool in
terms of cryogen. In order to conserve liquid helium, the insert in which samples in the bomb
were mounted was first precooled in liquid nitrogen in a styrofoam bucket. As explained
in Chapter IV, the population of metastable states is very sensitive to the precise rate of
cooling in the region of 100-120°K. While the mass of the bomb was such that it took
approximately 20 minutes to reach 77°K when cooled in the insert in this manner, it appears
that cooling of the sample itself through the sensitive region may not have been uniform
from trial to trial, as linewidths appear to have varied by more than normally expected (see
Chapter VIII), possibly due to varying numbers of ionized donors.

The general set-up for these fir measurements is depicted in Fig. 6.5, which includes
elements such as the pressure cell, superconductingmagnet and lasers described above. Also
included is the electronics used, i.e., psd and biasing components.

Cyclotron resonance during metastable freeze-out was examined using the hpfo tech¬
nique by mounting the long magnet insert near the gas compressor and using a cylinder of
helium to back-fill the insert to avoid icing. The sample was pressurized at room-temper¬
ature to ~12kbars, and cooled to 77°K by pumping liquid nitrogen through a supply line
into a small styrofoam bucket surrounding the cell. The final pressure attained in the one

successful trial, after leakage and cooling, was ~9.1 kbars. The pressure in the vicinity of
90-100°K, and the rate of cooling in that region, which strongly determine metastable state

occupation, was not recorded.

Special long-handled "spanners" were used to disengage the capillary from the pressure-
cell while both were still immersed in the cryogen. The assembly of insert, cell, helium gas

cylinder, and bucket of liquid nitrogen was then wheeled quickly into the laser laboratory.
It is not known what effect, if any, exposure of the sample to liquid nitrogen had on the
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experiment. While the liquid itself may not have surrounded the sample (as the aperture
into the cell is only ~0.3 mm in diameter, and any small quantity of liquid nitrogen entering
may have gasified), certainly nitrogen gas remained in the sample space. The insert was
quickly removed from the bucket and inserted into a sleeve which had been bunged closed,
back-filled with helium and precooled in liquid nitrogen. It is not possible to say how much
warming or icing the sample suffered during this transition. It is not likely that much water

vapor entered through the aperture, both because of its small size relative to that of the
sample space, but also on account of the effusing nitrogen gas. It is likely that the icing
stopped at the aperture. The sample was then inserted into the superconducting magnet and
brought to 4.2°K reasonably quickly. Any nitrogen gas remaining in the cell would have
frozen, but whether it was deposited on the sample, and, if so, what effect it had, are difficult
to judge.

6.9 Intrinsic Detection Experiments

Intrinsic detection experiments were conducted on most samples mentioned above, but the
most extensive work was done on IS522T. A Czerny-Turner monochromator and gas com¬

pressor were used to examine pressure- and wavelength-dependent response to IR radiation in
the 1-10 \i range at 77°K. Samples were also examined at 4.2°K in a magnetic field, though
not with the gas-pressure system, as an explosion or sudden depressurization could have
been devastating for an expensive superconducting magnet. The mix of petroleum spirits
needed to employ the liquid pressure cell was not compatible with the near-iR wavelengths
being studied, so no successful pressure work was carried out in this case.

The general set-up was as depicted in Fig. 6.6. Most of the components involved have
been described above. In order for the pressure-cell in this case to be cooled, however, it
was necessary to immerse the end of a supported insert into a bucket of liquid nitrogen, as
the optical access to the cell necessitates the use of a side-entering gas capillary, and this
extents outward from the cell several inches.

In order to successfully control sample conditions when the gas-pressure system was

utilized, many components of the experiment required remote control, as the gas compressor,
and all components at high pressure were isolated behind a polycarbonate screen. Thus, a
small telescope and mirror were used to read the grating position on the monochromator,
and a pumping dewar was required to fill, through a long rubber hose, the liquid nitrogen
bucket in which the sample insert was submerged. Biasing control and stepper-motorcontrol
also had to be extended outside of the gas compressor enclosure. Because the S/N ratio
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Fig. 6.6: Experimental set-up for achieving metastable hpfo in a sample prior
to cyclotron resonance experiments. All manipulations must be conducted behind
protective screens, while allowing signals, control voltages, cryogens, etc., to pass
through.
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decreased dramatically as the length of conductor connecting the sample to the first stage
of amplification was increased, the preamp was positioned immediately above the liquid
nitrogen bucket, and connected to the wires emerging from the pressure-cell with short
lengths of coaxial cable. This was also the case for the biasing power supply.

All intrinsic (i.e., near-infrared, or 2-10 fi) experiments employed a sodium chloride
filter of ~4mm thickness, highly polished (to optical transparency), and which was stored
in a dessicator. NaCl is transparent in the near-infrared up to ~50 fi. This is also the region
where dn/dX is least for NaCl (Hadni, 1967).

6.10 Computer Modeling

Finally, all mobility and lineshape calculations and models were conducted using Mathe-
matica 2.0, implemented with a remote kernel on an IBM RISC System 6000 work-station,
and front end on a Macintosh II.
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CHAPTER VII

Hall Measurements on Indium Antimonide

Discussed in this chapter are the results and interpretation of the Hall measurements described
in the previous chapter. The sample was one which had shown both dramatic narrowing
of the cyclotron resonance linewidth under hydrostatic pressure (see Chapter VIII on FIR

results) and DX-like metastability (see Chapter IV). The Hall data provide information on
donor levels and carrier properties responsible for these phenomena.

7.1 Results at 290°K

The first measurements reflect the sample's Hall behavior at ~290°K during slow pres-
surization to (and subsequent depressurization from) 12kbar. The applied magnetic field
nominally ranged from 0.126T to 0.133T, but these figures may be about 15% too low (see
below). The plot of electron concentration (n) against hydrostatic pressure in kbar (P) is
presented in Fig. 7.1, from which various important parameters can be deduced.

First, at 290°K, the sample is virtually intrinsic (nt ~ 1()16 cm-3, where n, is the intrinsic
electron concentration), son = nt. The experimental value of n at ambient pressure was

apparently ~ 1.5 x 1016cm-3. Results cited by HlLSUM & ROSE-INNES (1961) (see Fig. 7.2)
indicate that n « 1.6x 101Gcm-3.

However, as explained in § 2.6, a fair degree of uncertainty is inherent in all these
measurements by virtue of the unevaluated Hall factor, rn, which takes into account the
appropriate averages for various scattering mechanisms, and which can be almost as large as
2. Again, rH is normally defined in the low magnetic field limit where /x5 <C 1; in indium
antimonide, this corresponds to a field at 77°K of <C 0.02 T, or at 290°K ofC 0.15 T, neither
of which was true in these experiments. Therefore, for the time being, the Hall factor will
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FIG. 7.1: Electron concentration in n-InSb vs. pressure (290°K).

be assumed to be unity. The results presented in Fig. 7.2 are also uncorrected for rH, so the
discrepancy between the values quoted above is minor.

Further uncertainty in our measurements of n arises from the non-uniform thickness
of the very thin etched sample, for in a Hall measurement, n is inversely proportional to
the sample thickness. The imprecision of the geometry of the sample's contacts, while
not as great as that of the thickness, increases the uncertainty. Finally, an error in the
assumed sample temperature of only 5°K would result in a discrepancy of almost 15%
in n. Hence, the above quoted electron concentration is very approximate. On the other
hand, we measured the mobility /r to be 88,000 cm2 V-1sec-1, a value which exceeds the
accepted published results (77,000 cm2 V-1sec-1 when polar optical scattering is dominant
(Landolt-Bornstein)), by about 15%.

This could be explained if the actual magnetic field were 15% higher than originally
assumed, as the mobility is inversely proportional to the magnetic induction in a Hall meas¬
urement, while being independent of the largely uncertain sample thickness. While n is
directly proportional to the magnetic induction, the discrepancy in the above values of n
due to an incorrect value for the induction is largely concealed by that due to the unknown
thickness.

Throughout this chapter, therefore, the values of fi quoted or used in calculations, and
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JOV

FIG. 7.2: Intrinsic electron concentration (logarithm) in indium
antimonide vs. temperature: Various experimenters' results, taken
from Hilsum & Rose-Innes (1961) (Hall data uncorrected for the
low-field scattering factor ni).

those depicted in the figures, are corrected as above by ~15% (see Fig. 7.3). Values of n
are corrected for the uncertainty in thickness by ~7% so as to be consistent with Hilsum's
figure at 290°K.

Because n; is a function of the band-gap energy Ez, which is known very accurately,
the data of rt; vs. P can be used to determine dE^/dP. Furthermore, because the exper¬
imental dependence of In n on pressure (Fig. 7.4) is a quite straight line, at least up to
7kbars, dEjdP can be taken as roughly constant (this is justified in §2.3) to facilitate the
forthcoming calculations.

dEjdP at 290°K can be determined from the slope of the curve of Fig. 7.4 by taking
the natural logarithm of each side of Eq. 2.8. (The slope, as opposed to the y-intercept,
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or as opposed to attempting a best fit, is the feature considered, as the uncertainty in n

makes a close fit unwarranted, and because, as pointed out above, the dE^/dP term will
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dominate the slope). Using a value of 0.17 eV for the band-gap at 290°K, a value of
0.012 eVkbar-1 is deduced, substantially less than the widely quoted 0.015 eVkbar-1 of
Porowski and others (although a value of 14meV kbar-1 deduced from cyclotron resonance

measurements is quoted by Huant et al., 1984). (An error in n of a constant—that is,
pressure-independent—multiplicative factor, due for instance to an error in sample thickness
or temperature measurement, would not account for this discrepancy. rH, however, could be
pressure-dependent, and therefore could conceivably alter the slope of In n vs. P.)

Eq. 2.8 can also be invoked to determine a value form°s at 290°K of 0.016. In principle,
this would allow Eq. 2.7 to be used to determine a Fermi energy at 290°K of —0.028 eV.
(In fact, this value for eF results from using Eq. 2.3 as well). However, if this value is
substituted with the value of m°s above into Eq. 2.5, a value for n emerges of 1.47 x 1016
cm-3, in disagreement with the initial value of n by ~10%. This illustrates the limited
applicability of Eq. 2.7, especially when the Fermi energy is very close to the conduction
band.

Using the derivative of Eq. 2.17 with respect to pressure and the zero-pressure band-edge
mass of 0.013 at 290°K, various values for dm^/dP can be determined:

The sample was cooled to 77°K, pressurized to ~ 13.5 kbar and depressurized. These data
can be analyzed in a set of calculations similar to those just displayed above.

Fig. 7.5 shows that at 77°K, n at ambient pressure is ~1()14 cm-3. Using a 77°K value
for the band-gap of 0.228 eV and an approximate value for m°s of 0.014, Eq. 2.8 gives a

value for n of ~2 x 109 cm-3. This implies that the semiconductor is not intrinsic at this
temperature, and therefore neither m°s nor eF can be evaluated by the above methods. The
following values of dm^/dP result from assuming the value of 0.014 for m* (stradling
and wood, 1968), and by assuming that dE^/dP is temperature-independent:

at 290°K.

7.2 Results at 77°K

at 77°K.
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FIG. 7.5: Electron concentration (logarithm) in n-InSb vs. pressure (77°K).

While room-temperature mobility is dominated by polar optical scattering (although
the deformation potential scattering of acoustic phonons also plays a significant role), these
mechanisms are secondary at 77°K to charged impurity scattering. Electron mobility tends
to decrease with increasing pressure due to the concomitant increase in electron effective
mass and decrease of the dielectric constant.

Comparing Figs. 7.3 and 7.6 illustrates that while at 290°K the drop in mobility with
increasing pressure is the only visible trend, at 77°K, mobility, overall much higher than
at 290°K, begins to rise at high pressure, due to the freeze-out of impurity ions as the
band-gap increases. In fact, charge-center-scattering-limited mobility (/Xcc) rnay at times
be used to determine, via the Brooks-Herring or Conwell-Weisskopf formulae, for instance,
the concentration of ionized impurities (see Chapter II).

However, in the present case this exercise is complicated by the fact that, as seen in
Fig. 7.7, the mobility increases with decreasing temperature, even though no more impurities
are freezing out.

Because Fig. 7.5 shows a virtually constant n (~1014 cm-3) at the lowest few kilobars,
it is apparent that in this region the donors and acceptors are all ionized, and therefore that
n = Nd — Na, where ND and NA are the donor and acceptor concentrations, respectively.

In Fig. 7.6, the mobility can be seen to decrease with increasing pressure, as explained
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Fig. 7.7: Electronmobility in n-InSb vs. temperature (logarithm ofeach): Warming
curve at ambient pressure.

above, until about 9 kbar. Beyond this point, as donors begin to freeze out, and ionized
impurity scattering is diminished, the mobility increases, eventually plateauing roughly at
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its value at 5 or 6kbar of ~630,000 cm2 V-1sec_1.
If the equations of Chapter II linking ionized impurity-limited mobility to donor con¬

centration (Eqs. 2.36, 2.38, 2.39 and 2.41, for example) were correct, ND and NA could
be deduced from Fig. 7.6 as follows: At zero pressure, none of the impurities have frozen
out, so the total number of scatterers is ND + NA. It is also known that n « 1014 cm-3 and
that fj, « 780,000 cm2 V-1sec-1. Using the Brooks-Herring model, for instance, assuming
Eqs. 2.38 and 2.39 were valid in this regime, and using Eqs. 2.3 and 2.5 to determine m°s,
it is found that /3bh = 13.6 and Nx = ND + NA & 1.4 x 1015cm~3. Since ND — NA = 1014
cm-3, one could conclude that NA and iVD were ~6.5 x 1014cm-3 and 7.5 x 1014cm-3
respectively. This is probably too high, implying that NA and ND are within 15% of each
other.

Applying the Conwell-Weisskopfmodel, Nx can be found by solving Eqs. 2.36 and 2.38
self-consistently. The results in this case are Ad ~ 5.2 x 1014cm-3 and NA ~ 4.2 x 1014
cm-3, still rather close.

Finally, applying Eqs. 2.40 and 2.41, the results are ND « 5.5 x 1014 cm-3 and NA «
4.5 x 1014cm~3.

Looking at the other extreme of the data, however, at 13 kbar where virtually all of the
donors have been frozen out,* the same equations can be solved using the high-pressure
values for /x, m*, n and n. However, Nx will also be different: Here, if freeze-out were
complete, the original number of ionized centers, ND + NA, would have decreased by the
original number of conduction band electrons, ND — NA, leaving 2NA ionized sites; but
there is still, according to Fig. 7.5, an electron concentration of ~2 x 1012 cm-3. This figure
must be added to the total number of ionized donors. Again, different models give different
answers. In the Brooks-Herring model, the value for /?Bh shoots up to almost 100, but NA
and Nd work out to be only ~2.7 and 3.7 x 1014 cm-3, respectively. These are less than
half of the respective values calculated above based on the ambient pressure results. The
enormous variation of (3mi gives some clue why: The bracketed term in the Brooks-Herring
equation (Eq. 2.38) varies by a factor of two, while the actual change in screening is not that
dramatic; once the electron concentration has fallen well below that of the scatterers, it is no

longer possible for them to effectively screen themselves, so the screening term cannot be
changing significantly.

Performing the same exercise with the Conwell-Weisskopf and Zawadzki-Szymanska

* The plateauing indicates that not quite all the donors have frozen out: If they had, it would be expected
that mobility would have continued to drop precipitously with increasing electron effective mass.
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models, one arrives at values for NA and ND of ~3.4 and 4.4 x 1014cm~3 with the former,
and ~3.0 and 4.0x 1014cm-3 with the latter. These are each higher pairs of concentrations
than given by the Brooks-Herring model, but are in fact likely to be too high.

It therefore appears that none of the prominent models of cc-scattering is alone accurate
or sufficient for the present case. If there were another significant contribution to the
scattering, all of the above numbers would decrease accordingly to more realistic values.
It was for this reason that the extensive mathematical exercise depicted in Appendix 2 was

attempted, so that the mobility, which is also limited by PO scattering, could be modeled as

successfully as in LlTWlN-STASZEWSKA (1981).

7.3 Donor energy

An estimation can be made of the deep non-metastable donor energy relative to the T-
minimum (i.e., its ionization energy) as a function of pressure. This can be done using
Eq. 2.12. The resulting plot of eD vs. P, using the values of NA and ND derived above from
the high pressure regime, is illustrated in Fig. 7.8.

At low pressures ( £ 7 kbar) n is virtually constant as the donor is above the T-minimum,
making deductions about the donor energy level impossible. In the high-pressure regime,
however, it is apparent that the donor binding energy increases at ~.01 eV kbar-1. This
is in agreement with the results of POROWSKI (1980) concerning the non-metastable donor
associated with the Z-minimum.

7.4 Metastable Donors

7.4.1 Metastable Donor Concentration

Presented here are some results of the Hall investigation of metastable donors. Fig. 7.9
depicts the examination of electron concentration after the sample has been pressurized to
about 12 kbar at room temperature, cooled to liquid nitrogen temperature, thus trapping
electrons on numerous metastable donor sites, and depressurized while at 77°K, reionizing
only the non-metastable donors.

The figure shows an exponential increase in n as pressure is removed, below about
4.5 kbar. This is typical of intrinsic electron concentration (as in Fig. 7.4) as a function of
pressure. However, the measured electron concentration at ambient pressure is ~1.8 x 1012
cm-3, and Eq. 2.8 indicates that the intrinsic electron concentration at 77°K in indium
antimonide should be ~2 x 109 cm-3.
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Fig. 7.8: Energy of the Z,-associated donor state vs. pressure
(77°K), exhibiting a slight curvature (possibly due to other donors)
against a straight line.

Eq. 2.8 does not, however, correct for the extreme nonparabolicity of the conduction
band of indium antimonide. The "empirical" intrinsic electron concentration of indium
antimonide as a function of temperature can be determined by "straightening out" Fig. 7.2
by plotting ln(ni T~3^2) vs. 1000/T, and extrapolating, as in Fig. 7.10.

A best-fit program resulted in the approximate relation

ln(niT~») = —1.41 +33.63. (7.1)

From this equation, n\ at 77°K would be at least 3 x 10U) cm-3 at ambient pressure, a full
order ofmagnitude above that predicted by Eq. 2.8, but still only one sixtieth of that actually
observed.

Although the liquid nitrogen used in these experiments was no more than three days
old, and was kept in a closed dewar, it is conceivable that enough 02 had been absorbed
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Fig. 7.9: Electron concentration (logarithm) in n-InSb vs. pressure (77°K): De-
pressurizing as indicated from 11.5 kbar, with metastable DX centers frozen out.

from the air to raise the temperature slightly, as no independent temperature calibration
was employed. In the extreme case where virtually all the cryogen was in fact oxygen, its
temperature would be 90°K. The intrinsic electron concentration at this temperature, from
Eq. 7.1, would in fact be 5.4 x 1010 cm-3.* However, if the slope of the data points in the
question in Fig. 7.9 is examined, it is found to be ~0.32 (on a natural log basis). On the
other hand, from Eq. 2.8, one finds that the slope should be ~ 1.13, practically a factor of
four off. While it is true that Eq. 2.8 does not correct for nonparabolicity, the slope of its
logarithm is dominated by the energy gap pressure dependence. It therefore appears that
this increase may be another donor species, located right at the band-edge, that is swamped
in Fig. 7.5 by the presence of electrons from donor "A". If it is assumed that the number of
these donors is governed by an to/k^T factor, then the donor energy can be estimated as

in the previous section, and it is found to decrease with pressure at a rate of ~3 meV/kbar.

* As pointed out previously, a modicum of uncertainty will persist regarding the concentration figures, as
the scattering term rH in the Hall coefficient has not been calculated; nor have various geometric factors,
including the exact thickness of the sample, been precisely treated.
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FIG. 7.10: The "straightening" of Fig. 7.2 by plotting \n{n{T~3/2)
vs. 1 /T, displaying a slight curvature (due to nonparabolicity of the
conduction band) against a straight line.

This is in fact consistent with what is seen in Fig. 7.11 (see below).
In Fig. 7.11, which begins where Fig. 7.9 left off, pressure was removed from the sample

at 77°K, and the sample was then rewarmed to 290°K. This result (shown in solid black
circles as well in curve (B)) is contrasted with warming curves generated both at ambient
pressure (curve (A)) and at constant high pressure (curve (C)).

Curve (C) resulted after the sample had been fully pressurized at ambient temperature,
and then cooled with liquid nitrogen (the gas-generated pressure on the sample ranged from
11 kbar at 77°K to 12 kbar at 290°K). The curve is shown only above 100°K. The data below
this temperature have been suppressed in this figure because they, as well as those of curve
(B), are dependent on the rate at which the sample was cooled, and therefore the two curves

cannot be meaningfully compared. This is because, at high pressure, when the sample is
cooled at any finite rate, metastable donors become occupied. At 77°K, these metastable
sites have a time constant on the order of one year, and therefore do not equilibrate during
the experiment. The extent to which they become occupied depends quite strongly on the
rate of cooling in the neighborhood of 100°K. Because this experiment was concerned
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Fig. 7.11: Electron concentration (logarithm) in n-InSb vs. reciprocal temperature
(warming curves): Curve (A) ( v ) was taken at ambient pressure, with no pressure
treatment. Curve (B) ( • ) resulted from depressurizing from 12kbar to ambient
pressure (see Fig. 7.9) prior to warming. Curve (C) (□) was generated while
approximately 11 kbar was maintained on the sample.

primarily with warming curves, cooling was effected simply by pumping liquid nitrogen
into the sample insert. With rapid cooling, a large fraction of the deep lying metastable
states becomes occupied. Because the donor species responsible for this metastable state is
identical to that for the non-metastable state (see § 4.5), the number of available non-meta-
stable donor sites decreases dramatically. This allows a larger number of electrons to remain
in the conduction band than would be present during equilibrium cooling. Above ~110° K,
in contrast, the electron transfer time to non-metastable states is <C 1 second, implying that
the electrons reach thermal equilibrium well within the experimental time-frame.

An examination of curve (B) reveals a slight change in the number of carriers between
77°K and 90°K. This may be due to the increase in the intrinsic electron concentration as

the sample was warmed. The observed change is ~5 x 10u cm-3, while that expected from
intrinsic carriers, according to Eq. 7.1, is ~1012 cm-3, assuming the temperature calibration
is correct. If the temperature is as widely off as speculated above, i.e., if the range in
question is between 90°K and 103°K, then the electron concentration at the higher temper-
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ature would be ~4.4 x 1013 cm-3, almost twice that measured. Therefore, it is unlikely that
the calibration is off by that much, and the possibility of a shallow donor responsible for the
observed rise in electron concentration in Fig. 7.9 cannot be excluded.

Fig. 7.11 can be used to obtain a lower limit to the number of metastable donors, by
subtracting the electron concentrations at each of the two plateaus in the warming curve, and
by assuming that the value at the higher plateau is ND — NA. This yields NDm % 8 x 1013
cm-3, meaning perhaps one third to one half of the donors had been frozen out metastably
at 11 kbars, as expected from central cell results (STRADLING, 1985) (although with a high
degree of compensation, it is highly unlikely that all donor "A" sites would be occupied).
A reexamination of Fig. 7.9 reveals that at the highest pressures, the electron concentration
drops precipitously, as the deepening non-metastable donor sites freeze out virtually all
the remaining electrons of the conduction band, and does not saturate. Therefore, a small
unknown number of non-metastable donor "A" sites remains unoccupied.

Fig. 7.12 shows the high-pressure warming curve in full, along with one taken at lower
pressure: That is, the sample was pressurized to 10.2 kbar at ambient temperature, rapidly
cooled to 77°K (during which time the pressure within the cell declined to 9.2 kbar) and
then slowly warmed (on the order of 1°K per second). Again, at low temperatures, rFI may
be changing in unknown ways, and may be contributing to the unusual apparent elevation
in carrier concentration seen below 100°K.

A comparison with the results presented in Chapter IV is appropriate at this point, and
Fig. 4.4 has been reproduced here for convenience. The figure, it will be remembered,
shows the results of Hall measurements of an uncompensated sample cooled down to 77°K
at a variety of "cool-down" pressures Pc, then reversibly, isothermally, pressurized and
depressurized from ambient pressure to almost 14 kbars. If we assume that rH = 1 for the
sake of argument, then the actual electron concentration is calculated by using RH = 1/ne.
In curve (A), the sample has been cooled to 77°K at a variety of pressures, all below 7 kbar. In
this case, all the results of sweeping through the pressure range were identical. It is seen that
at ambient pressure, the electron concentration is ~1.4 x 1015 cm-3, and that it decreases at
the highest pressure to a saturation value of~ 1.1 x 1()15 cm-3; in other words, ~3 x 1014 cm-3
electrons have been frozen out onto non-metastable sites, which are saturated at the highest
pressures. Curve (B) corresponds to a cool-down pressure of 8.5 kbar. Here, ~2.5 x 1014
cm-3 donors are frozen out metastably in the cool-down process, while another ~5 x 1013
cm-3 are frozen out reversibly on remaining sites, which again become saturated at the
upper end of the pressure range. Finally, in curve (C), cool-down has taken place at 11 kbar,
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Fig. 7.12: Electron concentration (logarithm) in n-InSb vs. reciprocal tempera¬
ture (warming curves): The lower curve (□) was generated while approximately
11 kbar was maintained on the sample. After pressurization, at room temperature,
it had been non-equilibrium cooled to 77°K, preventing substantial freeze-out. The
upper curve ( • ) shows the same process at a pressure of 9.2 kbar.

metastably freezing out practically all the sites of donor "A".
It must be pointed out once more that this saturation could occur only with uncompen¬

sated samples, such that there remain in the conduction band a sufficient number of electrons
to completely saturate the available donor "A" sites. In the sample examined in the present
work, the extent of compensation, as shown in Fig. 7.5, is such that at 77°K and ambient
pressure, the electron concentration is fully an order ofmagnitude lower than in the sample
depicted in Fig. 4.4 (compare to curve (A)). When, in the current work, high hydrostatic
pressure was applied to the sample during cool-down (see Fig. 7.9), the electron concentra¬
tion dropped a further three orders ofmagnitude, again showing no signs of saturation, even
at the highest pressures (compare to Fig. 4.4, curve (C)).
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A reproduction of Fig.4.4 (see text).

P [kbar]

7.4.2 Mobility in the Metastable State

Mobilitymeasurements taken simultaneously with the concentration measurements depicted
in Figs. 7.5, 7.9, and 7.11 are shown in Figs. 7.13 and 7.14.

There are two salient features in these figures. Most obvious of course is the increased
mobility when the metastable donors are frozen out, visible in each figure. Assuming no

significant change in PO-scattering between the normal and the pressure-treated states of the
sample, and ignoring neutral impurity scattering, it can be allowed that the difference in
mobilities is due entirely to a difference in II scattering. This argues against the negative-!/
model, unless correlation of ionic scatterers is invoked, as the pairs of ionized centers would
be expected to lower mobility. However, this result can be examined using the equations
invoked and the results obtained above. In particular, if the change in the ND due to metasta¬
ble donors is 8 x 1013 cm-3, as discussed in the previous section, Eqs. 2.38 and 2.41 can be
used to estimate the expected proportional change in mobility. If a total donor concentration
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Fig. 7.13: Comparison of electron mobilities (logarithm) in n-InSb against pres¬
sure at 77°K: •— metastable centers frozen out (see Fig. 7.9); O— metastable
centers unoccupied (reproduced from Fig. 7.6).

of 4 x 1014 cm-3 is assumed, metastable freeze-out would be expected to result in an increase
in mobility of 25%, at least twice as large as that seen in the figure. In other words, DX
center freeze-out is apparently not removing as many ionized centers as might be expected,
thus in fact reinforcing the negative-f/ model.

Also obvious is the upturn near 12kbar of the data points associated with metastable
freeze-out. Not only is this absent in the other curve, but there is in fact a very slight apparent
downturn or saturation in the non-metastable case.

A third feature is more subtle, visually, but apparently quite reproducible. Centered at
~5.5 kbars in Fig. 7.13, and at ~160°K in Fig. 7.14, is a very shallow, broad peak in the
mobility. This peak appears to be entirely absent in the untreated sample at 77°K and in the
high pressure curve in Fig. 7.14.

Finally, conspicuous in its absence from Fig. 7.14 is the anomalous behavior evident
in Fig. 4.7 (c). This may imply that the sample measured in the current work is highly
homogeneous compared to that of PiOTRZKOWSKI ET AL. (1986).
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Fig. 7.14: Electron mobility in n-InSb vs. temperature (logarithm of each), warm¬
ing after metastable cycling: Curve (A) (v ) was taken at ambient pressure with
no pressure treatment; curve (B) ( • ) resulted from depressurizing from 12 kbars
to ambient pressure (see Fig. 7.9) prior to warming; and curve (C) (□) was gener¬
ated while approximately 11 kbars was maintained on the sample. (See Fig. 7.11,
which concerns the same experiments as this figure. All curves are delineated by
corresponding tokens and labeled accordingly.)
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CHAPTER VIII

Photoconductivity in Indium Antimonide
under Hydrostatic Pressure

8.1 Indium Antimonide as an Intrinsic Photoconductor

A variety ofn-type indium antimonide samples was examined for intrinsic detection behavior
under a range of hydrostatic pressures, temperatures and magnetic fields, as described in
Chapter VI. In the initial photoconductivity experiments, n-type indium antimonide was

examined at 11°K without hydrostatic pressure, and the very first samples were unetched.
The photoconductive spectra (derived as explained in Chapter VI) were characteristically
peaked at the band-edge (as seen, for example in Fig. 8.5, which, however, was taken
at 4.2°K). This is a well-known effect in an unetched or poorly etched sample, wherein
radiation of supra-gap energy is immediately absorbed within the first micron or so of the
sample's surface. An unetched surface exhibits a high recombination velocity, dramatically
attenuating the photoconductive (recombination) lifetime, and hence, as explained in Chapter
V, the gain.

Normal etching, as described in Chapter VI, clearly improved the surface quality of the
detector, and removed the band-edge peak (as in Fig. 8.3). However, at 4.2°K, even after
etching, a very narrow peak at the band-edge becomes evident (see Fig. 8.5). Further, the first
experiments wherein the sample was put under hydrostatic pressure (see below) also evinced
this band-edge peaking, even at 77°K, thus raising the possibility of excitons or perhaps
some variable surface recombination speed mechanism. This behavior was investigated as

detailed in the next subsection.

The MBE-grown samples from RSRE described in Chapter VI, observed under intrinsic
radiation in a magnetic field at 4.2°K, did not exhibit the peaking. This is consistent with the
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Fig. 8.1: The photoconductivity spectra of n-type mbe-grown indium antimonide
on a p-type substrate at 4.2°K in several different magnetic fields, exhibiting both
a band-edge shift and Landau level shifts with field. (See Fig. 8.2.)
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notion of the peaking arising from surface damage, as an epitaxial surface would be expected
to be largely damage-free. However, also missing from the spectrum (see Fig. 8.1 at 0 T) was
a sharp absorption edge, possibly indicative of either damage or strain, although the substrate
was p-type indium antimonide, so lattice matching was not the problem. Unlike any bulk
samples observed in this work, the MBE samples exhibited photoconductivity oscillations
as the wavelength was varied, as indicated in Fig. 8.2. A comparison of the positions of
these peaks and valleys with the magneto-optical transmission data reported in indium anti¬
monide by PlDGEON ET AL. (1967) reveals the dependence of the photoconductivity signal
on the absorption of the sample, with the oscillations reflecting the Landau level spacing.
Oscillations are in this case visible because the epilayer was only 1 ji thick: Normally, these
oscillations are "ironed out" by virtue of the over-absorption of the bulk, even in the 3-5 \i
thick slice.
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Fig. 8.2: The positions of the "valleys" in the photoconductivity spectra ofFig. 8.1
vs. B, corresponding to successive Landau levels. The curvature results from the
extreme nonparabolicity of the conduction band.
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8.1.1 Intrinsic Photoconductivity with Hydrostatic Pressure

The first spectra of indium antimonide photodetection under hydrostatic pressure obtained
with the gas compressor were at the very lowest pressures, e.g., ~ 1 kbar (see Fig. 8.3).
It is apparent in the figure that modest pressure has brought about a four-fold increase in
responsivity.* At these low pressures, the resistivity of the sample was found to remain fairly
constant as pressure was increased. According to the simple model presented in Chapter
V, it would appear that the concomitant increase in responsivity would therefore be due to
an increased electron recombination lifetime. This increase is possibly due to hydrostatic
pressure-induced variation of the energy of hole-traps (as seen by piotrzkowskl, 1984 in a

similar sample of indium antimonide, in which a similar increase in photoresponse occurred
at ~3kbar).

At slightly higher pressures, however (see Fig. 8.4), the sample exhibits an intense
band-edge peaking accompanied by a severe attenuation of the remainder of the spectrum,
thus behaving like an unetched sample.

A further interesting feature in these spectra was the appearance beyond the band-edge
of a large response peak, ostensibly due to carriers from impurities (see Fig. 8.4b). The
smaller peak and absorption at slightly lower wavelength appears to have been attenuated
somewhat by the coincidence at this point of the C02 absorption, which in this experi¬
mental set-up could not be removed entirely. Therefore the true relative intensities of these
spectral features are difficult to appraise. Why this extrinsic peak should show so intensely
at 4.4 kbar, and not, for example, at 3.5 kbar, is not clear.

Experiments were conducted in which a sample of indium antimonide was simultane¬
ously subjected to hydrostatic pressure and to magnetic fields up to 6 T (such as in Fig. 8.5).
At ambient pressure, it was seen that the peak position deepens at a rate of ~3 meV/T,
while the band-edge deepens at ~4 meV/T. This would not exclude excitonic behavior,
though the existence of excitons in indium antimonide at 77°K, where the thermal energy
is about three times as great as the excitonic binding energy at zero field, was viewed with
some skepticism. Furthermore, the rate of deepening observed was only about two thirds
that predicted using the model of nonparabolicity-corrected excitonic energies developed by
Johnson (1967) and Vrehen (1968).

* In this figure and in subsequent ones, nir spectra have not been normalized with respect to the blackbody
spectrum of the globar source.
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Fig. 8.3: The effectof 1 kbar hydrostatic pressure on the photoconductive response
of n-InSb at 11°K to near infrared radiation. The spectral amplitudes are shown to
scale, with a slight vertical displacement.

Another possible explanation of the peaking was proposed by WASILEWSKI. A sample
which is etched enough to not spectrally exhibit surface recombination at ambient press¬
ure may nonetheless possess a damaged surface: The recombination lifetime in the bulk
is sufficiently short to become the limiting factor; i.e., the low recombination speed at a

good surface allows carriers to recombine in the bulk. On the other hand, when hydrostatic
pressure is applied and the bulk lifetime is extended because of trap freeze-out, the limiting
factor may be the surface recombination time.

However, were this the case, the amplitude of the "attenuated" portion of the high pres¬

sure peaked spectrum would still be expected to exceed that of the zero pressure spectrum.
In Fig. 8.4, not only is the responsivity at short wavelengths lower than for an unpressurized
sample, but the signal-to-noise ratio has obviously suffered as well.

Alternatively, a model wherein the surface recombination speed changed with both tem-
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-o

Fig. 8.4: Photoconductive response of n-type indium antimonide under approx¬
imately (a) 3.5kbars and (b) 4.4kbars of helium pressure at 77°K. In (b), the
arrow marks the approximate position of the band-edge (as determined from the
applied hydrostatic pressure, which was seen to predict the band-edge position to
within ~1%), implying the large peak in response to its right may be extrinsic
photoexcitation.

perature and pressure was proposed. In order to minimize the effects of damage, however
minimal and however deep, therefore, a sample of indium antimonide (IS520T) was etched
down to a thickness of only 5 fi, thus removing about 50 fi of material after the slice was cut
from the wire-saw. Because the petroleum spirits used in the liquid cell absorbs strongly in
the near andmid-infrared, it was decided to use the gas pressure system (described in Chapter
VI) to avoid spurious or confusing absorptions in the spectrum. With these modifications
in the set-up, a detector was produced which exhibited a greatly increased responsivity at
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Fig. 8.5: The figure shows the shift with magnetic field of the band-edge peak in a
sample of indium antimonide at 4.2°K. As noted in the text, the rate of shift does
not correspond closely to that of an excitonic peak.

~ 10 kbar relative to that at ambient pressure, and which showed no band-edge peaking at all,
thus apparently confirming that the peaking had resulted from surface damage. The spectra
obtained in these runs are shown in Fig. 8.6.

The responsivity at 2.9 fi of the sample is seen in this case to increase upon pressurization
to 12 kbar by approximately two orders of magnitude, though this was observed to vary

substantially from sample to sample. In all cases, the resistivity of the sample was observed
to increase over this pressure range by roughly the same amount, which is to be expected
from the fact that the photoconductive gain is proportional to Acr/<r0 (as discussed in §5.1);
however, the change in responsivity was in some cases a factor of two or three higher
still (perhaps on account of increased recombination lifetimes, as mentioned above with
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Fig. 8.6: nir photoconductive spectra taken at high hydrostatic pressure: While the ambient
pressure run, shown for comparison, exhibits the spectral envelope of the blackbody source,
the higher pressure runs ( £ 5 kbar) feature an apparent absorption at ~3 // which does not
shift with pressure, and which appears in the metastable state as well, as in Fig. 8.7. The
responsivity of the sample at 2.9 // at 12 kbar is approximately 100 times that at ambient
pressure, as is the resistivity.
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regard to Piotrzkowski's results), while at other times it was lower, perhaps on account of
mechanically induced damage.

8.1.2 HPFO in an Intrinsic Detector

The near-infrared spectrum of indium antimonide in a metastable hpfo (high pressure

freeze-out) state is shown in Fig. 8.7. In this case, the sample had been pressurized to
12 kbar, cooled to 77°K, and depressurized while cold. The two salient features of this result
are the appearance of an absorption at ~0.4 eV, and an increase in the sample resistivity to
~350 Q. Afterwarming and recooling at ambient pressure, the resistance dropped to ~ 110Q
(about 10% higher than the original resistance), and the normal blackbody spectrum-shaped
response curve was restored.

169



Photoconductivity in Indium Antimonide under. .. VIII §1

1.2 1.0 0.8 0.6
1111 ii 11111111 i ii i | i

0.4
i i i i I—

0.2

Energy [eV]

>

3

>
b
o
3

S

o
-C
cl.

n-InSb IS520T

Okbars, metastable

i i i i i
6i i i 4

Wavelength [microns]

Fig. 8.7: nir spectrum of indium antimonide in the metastable hpfo state at 77°K,
0 kbar, after being pressurized at room temperature to 12 kbar.

The behavior the resistivity exhibits is quite different from that expected from the
sample examined in the previous chapter, IS522T, even though the two samples appeared to
be similar. In particular, the product of themobility and the electron concentration of sample
IS522T when in the metastable state would be approximately 1 /30th that in its normal state,
implying a resistance an order of magnitude higher during metastable freeze-out than that
actually seen with IS520T.

8.2 Cyclotron Resonance in Indium Antimonide under Hydrostatic Pressure

Here follows a discussion of the effects of hydrostatic pressure on cyclotron resonance line-
width, as observed in three samples of ra-type indium antimonide: 6-98(16), IS520T and
IS522T. As mentioned in Chapter VI, the last of these samples (the Hall characterization
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of which was the subject of Chapter VII) had displayed a dramatic cyclotron resonance

narrowing over a fairly wide range of applied pressures, in contrast with the first of the
samples, which, while displaying the narrowing (WASILEWSKI, 1982), became too noisy at
4.2°K above 8kbar ( £ 10MQ) to observe signal in (see discussion below); and at lower
pressures, there had been no noticeable narrowing. The middle sample, IS520T, with Hall
characteristics approximately equal to those of IS522T, was examined for comparison.

Measurements of cyclotron resonance linewidth must proceed with some care, as there
are several variables involved. Particular care must be taken to minimize lattice or carrier

heating by the electric field or from the absorption of laser radiation. Experimentally, for
instance, as was remarked in Chapter III, linewidth is dependent on lattice temperature,

though only above ~30°K. While this would not at first sight appear to pose a problem in
the current work, where all measurements were conducted in the bore of a liquid helium-
cooled superconducting magnet, an anomalous linewidth due to carrier warming can in fact
arise. When such carrier warming was clearly present, the results were discarded.

By virtue of the experimental set-up, i.e., constant wavelength excitation and varying
magnetic field, there is some distortion of the cyclotron resonance peak away from a true
Lorentzian lineshape. Furthermore, in high magnetic fields, increasing numbers of elec¬
trons freeze out onto impurity sites, changing the nature of the sample being observed (see
discussion in § 3.3.1).

Another major experimental determinant of cyclotron resonance linewidth in n-type
indium antimonide is the precise conditions of cooling; in particular, the rate of cooling
in the region of 100°K when the sample is under pressure £ 7 kbar (see discussion in the
previous chapter). Varying cooling rates lead to differing amounts of freeze-out, affecting,
predominantly, the ionized impurity concentration in the bulk (low conduction band elec¬
tron concentration is not an important variable), which influences linewidth (see Chapter III)
approximately as V//2. As explained in Chapter VI, once the "bomb" was pressurized, the
magnet insert was immediately immersed in a liquid nitrogen dewar to prevent deformation
and loss of pressure, and to conserve liquid helium. While the procedure itself was highly
uniform, the magnitude of the variation in frozen-out electron concentration in this method
has not been evaluated.

A final experimental variable of potentially great influence on linewidth is the applied
bias. Biases were kept as low as possible to avoid hot electron effects, but minimum biases
were necessary in order to overcome background noise, photovoltaic effects, etc. No meas¬

urements of linewidth against bias were conducted at ambient pressure, but IS520T was
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pressurized to ~ 10 kbar in order to see the effects at high pressure. The results are plotted
in Fig. 8.8, while the spectra themselves are visible in Fig. 8.9.
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Fig. 8.8: Cyclotron resonance linewidth vs. approximate electric field in n-type
indium antimonide at ~ 10 kbar. The linewidths are those measured on the low-field
side of the right-hand (cyclotron resonance) peaks of Fig. 8.9.

Hot electron effects are somewhat moderated at 10 kbar because of the large increase
in effective mass. It is rather surprising to see a decrease in linewidth, however, up to
260mV/cm, possibly due to the prevalence of small angle ballistics or increased screening.

Fig. 8.10 shows the variation of responsivity for the same data, as measured simply by
the height of the cyclotron resonance line in Fig. 8.9, against electric field.

According to PUTLEY (1965), the responsivity varies with applied bias in proportion to
the quantity (3V, where f3 is the variation ofconductivity with electric field, (1 /cr)[da/d(E2)],
and V is the applied bias. Furthermore, higher order terms of E are expected to enter the
dependence when E > 0.1 V/cm. As seen in Fig. 8.10, there is a strong power curve de¬
pendence in responsivity up to ~400mV/cm, beyond which point, apparently, hot electron
effects dominate. In fact, a best-fit revealed an E3A dependence. Unfortunately, no analytic
expression for the electric field dependence of a Putley detector is available for comparison.
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Fig. 8.9: Cyclotron resonance at 118.8 n in n-type indium antimonide at ~ 10 kbars
varying with bias. The sample dimensions are ~5 mm x 5 mm x 0.2 mm, with
the bias applied along the greater dimensions. The curves at the lowest biases (in
(a)) show some distortion due to photovoltaic effects. (a), (b) and (c) are each
on different vertical scales. The variation of responsivity with bias is plotted in
Fig. 8.10.

Other complications in measuring resonance linewidths involve the fundamental physics
of the semiconductor itself. Because of the nonparabolicity-induced inhomogeneity of the
line-broadening, for instance, it is difficult to appraise a "true" cyclotron resonance linewidth,
i.e., one that is determined purely by rCR, the relaxation time described in § 3.3. To minimize
the uncertainty, the linewidth was often measured based on the low-field halfwidth of only
the cyclotron resonance peak, which is reasonably accurate for collision time estimation
(STRADLlNGi). However, appraising this width from the combined signal trace of two
partially resolved pseudo-Lorentzian curves can be deceptive, in that the FWHM of the actual
individual resonance is considerably smaller than that apparent from the sum trace. For this
reason, a large number of sums of two (homogeneous) Lorentzian curves were computer-

generated in order to produce output replicating the experimental trace. This output was
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Fig. 8.10: Responsivity (simply the height of the cyclotron resonance peak in
Fig. 8.9) vs. electric field.

used as a guide to estimate r, the halfwidth at half maximum. However, occasionally
the high-field side of the peak was the narrower, because the low-field side was distorted
by its summation with the more rapidly rising portion of the icr peak. Finally, as can

be seen in many of the upcoming traces, various long-wavelength low field lineshapes are

very non-Lorentzian in appearance, either because of the appearance of the "shoulders" of
subsidiary peaks, or possibly on account of biasing effects (although as was seen in Figs. 8.9
and 8.8, the variation with bias of linewidth was very small at high pressure, in the regime
in which the measurements were made). It is in this long-wavelength region, furthermore,
that the most dramatic changes in lineshape are visible, in that at ambient pressure, the cr
and icr peaks, even in the thinnest samples, are almost entirely unresolved, whereas rather
rich structure is evident within the long-wavelength regime at even low pressures.

Fig. 8.11 exhibits the narrowing effect seen on the same sample (6-98(16)) byWasilew-
ski (1982). Not only is the narrowing visible over only a quite limited pressure range, but
the character of the cyclotron resonance peak is quite different from that of sample IS522T
(see e.g., Fig. 8.12): In particular, even when several volts per centimeter were applied
to the sample, the amplitude of the cr peak was minute compared to that of the icr peak
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Fig. 8.11: Cyclotron resonance narrowing in n-type indium antimonide sample
6-98(16), as reported previously by Wasilewski (1982), over a small range in
pressure. Even though the bias ranges as high as several hundred millivolts per
centimeter, the cyclotron resonance peak (on the right) is very small due to freeze-
out. The magnetic fields quoted are the peak values.

because of the high pressure freeze-out of the conduction band electrons. In Fig. 8.12a,
for example, the trace corresponding to 6.2 kbar was obtained with a bias of only ~30mV
(< 100mV/cm). Sample IS520T, as will be seen, usually tends to show CR amplitudes lying
between the two other samples.

Another point of slight difference between 6-98(16) and IS522T is that of high pressure

S/N behavior: In each sample, S/N degrades markedly at pressures on the order of 10 kbar,
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but IS522T continues to exhibit good S/N at least a kilobar higher than 6-98(16). The
reason for this behavior is not clear. While it is true that the high resistance of the samples
loads the preamplifier, this cannot account for the large amount of noise that appears. If
the Piotrzkowski model of growth striations in the material is valid, the increase in noise
could be explained as the result of all the current being channeled through a very small
volume, thus possibly creating an avalanche effect and an increase in shot/current noise.
Alternatively, as there may exist many different paths through the striations, the noise may
represent rapidly changing current paths. If correlation is the reason for the narrowing, it
is conceivable that the increased dipole concentration at higher pressures presents a greater
cross-section to the electron current, creatingmore opportunities for impact ionization of the
anion, resulting in a higher shot/current noise superposed on a much lower signal current.

Fig. 8.13 presents a similar set of spectra for the two MCP samples, taken with 251.1 /x

radiation, and again illustrates the sample-dependent nature of the linewidths, in that the
cyclotron resonance at ambient pressure in IS520T is narrower than that of IS522T with
almost 4kbar on it. What is more, the former sample was ~200 /x thick, inviting over-

absorption broadening, while the latter was only 50 fi thick.
Figs. 8.14 through 8.16 show the cyclotron resonance spectra of the MCP samples at

the extremes of wavelength, and the great difference in effect that hydrostatic pressure has
in these instances.

fi-field

Fig. 8.15: Hydrostatic pressure can dramatically resolve low energy resonances
such as this at 570 /x. (b) shows a spin-flip transition upfield from the cyclotron
resonance. This is discussed in § 8.2.2.

176



Photoconductivity in Indium Antimonide under. VIII §2

fi-field

Fig. 8.12: The gradual narrowing of the cr and icr peaks with hydrostatic pressure
for IS522T is shown in (a), revealing substantial narrowing even under 7 kbar. At
9.2 kbar, the sample resistance is so high (> 20 MO) that it loads the preamplifier.
While IS520T in (b) shows comparable narrowing, it did not exhibit as dramatic an
effect as IS522T within the pressure range studied. The magnetic fields quoted are
the peak values.

The linewidths (AB1/2 = hwhm) are plotted against pressure for the different wave¬
lengths tested in Figs. 8.17 through 8.21.
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Fig. 8.13: Narrowing of the 251.1 n CR and ICR peaks. Note in (b) that the
resonances at ambient pressure are narrower than those at 3.7 kbar in (a), even
though IS520T is a substantially thicker slice (~200 //,). The magnetic fields
quoted are the peak values.

In order to compare these results with the work cited in Chapter III, the linewidths can
be plotted against magnetic field at a constant pressure.* Those figures that have the most
data tend to show a linewidth that reaches a minimum value, about 0.01 T, at a magnetic
field of~ 1—1.5 T, with the higher pressures pushing theminimum toward higher fields. This
behavior is in general agreementwith the results of Kaplan discussed in § 3.3.4. In particular,

* Not all these data were taken at the same time; therefore, the actual pressure corresponding to a given
pointmay vary somewhat from the quoted pressure.
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Fig. 8.14: Narrowing with hydrostatic pressure of the 70 \i cyclotron resonance in
n-type indium antimonide. While narrowing relative to the cr and icr separation
is apparent, absolute linewidth stays more or less constant (see Fig. 8.17).

the quantity I/a, is proportional to (m*en)1^ for a given magnetic field; or equivalently, the
magnetic field of the minimum is proportional to the square root of the effective mass.

Therefore, in the regime of lower pressures (< 10 kbar) where n is fairly constant, the
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Fig. 8.16: More narrowing of low energy resonances. Again, IS522T shows a
more dramatic effect than IS520T. In (b), for example, the three peaks shown are
entirely unresolved in the ambient spectrum. The peak at ~0.01 T has not yet been
identified: It may correspond to free electron absorption.

change of effective mass governs the position of the minimum, pushing it toward higher
magnetic field as it increases with pressure. At the highest pressures used in this study,
the minimum would be expected to be about 30% higher than at ambient pressure; a fair
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agreement, given the roughness of the curves.

Comparing the above results with those of Kobori et al., as presented in Table 3.1,
a correction or normalization for various pressure-dependent parameters can be made for
inter-Landau level scattering by multiplying the linewidths by the factor

(mP)\ (m*e(P)\ (Bcr(P)\~3/2
VM(0)A rn: J \ k(0)J \Bck(0)J '

where the argument (0) refers to the corresponding quantity at ambient pressure, and Bcr
is the field of the central maximum of the cyclotron resonance peak. The values of N\ used
are taken from Fig. 7.5, by assuming that the electron concentration is ND — NA and that
Na is 4 x 1014 cm-3. The equivalent expression for intra-Landau level scattering is

/Ni(P)\ fm*e(P)\l/2 /«CP)V2 (Bcniny1
V ^(0) / v m:: J \ «(0) J \Bcr(0)J '

However, these corrections are in fact only of the order of a few percent, even at the highest
pressures, while it is seen in Fig. 8.20, for example, that the linewidths may change by an
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Fig. 8.20: Linewidth vs. pressure: 251 \i.

order ofmagnitude with pressure. This argues for an extra influence, such as heterogeneity
or correlation. Because none of the mobility anomalies due to heterogeneity, discussed in
§ 4.7, were observed in these studies, it is tempting to ascribe the anomalous narrowing to
correlation.

8.2.1 Cyclotron Resonance in Metastable Indium Antimonide

In the study of cyclotron resonance in indium antimonide in the metastable HPFO state (see
§6.8), it was possible to perform measurements at one pressure only (~9.1 kbar) on the
sample (IS522T). The spectra taken both during HPFO and afterward, when the sample had
been warmed and recooled, are compared in Fig. 8.30. While the spectrum taken after HPFO
is virtually identical to that taken before the treatment (as in Fig. 8.12), that taken during
HPFO (when, from Fig. 7.11, n w 2 x 1012 cm-3) shows comparatively sharp CR and ICR

peaks, with abruptly widening "wings". This is indicative of an energy-dependent scattering
mode becoming dominant in this state, as discussed in § 3.3.
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Fig. 8.21: Linewidth vs. pressure: Long wavelengths. It was not possible to
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occasionally of unusual shape or structure.
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8.2.2 Spin-Associated Effects under Hydrostatic Pressure

In both MCP samples, IS520T and IS522T, effects of spin splitting became apparentwith the
application of hydrostatic pressure. In the pressure range of ~7.5 kbar to 8.5 kbar, spin-split
spectra such as that of Fig. 8.31 were typical. These structured spectra varied in amplitude
from sample to sample and did not always appear. Why the spin-splittingwas never observed
outside of this regime is not clear.

Both samples, but IS520T especially, also exhibited spin flip transitions at elevated
pressures. These resonances are typically very sharp, as in Fig. 8.32, and of much lower
amplitude than the cyclotron resonances. These have been studied previously as a function
of pressure (KUCHAR. MEISELS F.T AL., 1984), and therefore were not investigated further.
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-I— 1 1 1 1 1 1 1 1 1—1—1—1——i—i—i—r | r-T -r-i—r"T—i i i | i—i—r—i—|—i—i—i—i—

w-InSb
IS522T

■
-6.5 kbar

■

■

■ ■

—1 . . 1 . , . . 1 .... . . . , 1 . . i i i i i i i l i i i i i i i i i

186



PHOTOCONDUCTIVITY IN INDIUM ANTIMONIDE UNDER. VIII §2

0.02 1 i i » i—|—i—i—i i | i—i i i |—i—i—i i |—i i i i |—i—i i i—|—i—i i i |—i i i—r-

_ 0.015
iS
OS

£

^ 0.01

I
1
a

J
0.005 -

w-InSb
IS522T
-7.4kbar

i i i i i l i i i i i i i i i l i i i i i i i i i l

Magnetic Field B [Tesla]

Fig. 8.25: Linewidth vs. magnetic field: 7.4kbar.
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Fig. 8.26: Linewidth vs. magnetic field: 8.4 kbar.
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Fig. 8.27: Linewidth vs. magnetic field: 8.8 kbar.
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Magnetic field [Tesla]

Fig. 8.30: Comparison of cyclotron resonance in indium antimonide at ambient
pressure in a metastable hpfo state at 4.2°K (prior to which it had been pressurized
to ~9 kbar, cooled to 77°K and depressurized) (a) with that in its normal state (b).
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Fig. 8.31: Spin-splitting of the cr and icr peaks in n-type indium antimonide.
The magnetic fields shown are those calculated from Eq. 3.19 based on the stated
pressure and wavelength.
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Fig. 8.32: The sharp spin-flip resonance with hydrostatic pressure.
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CHAPTER IX

Conclusions

This chapter presents a summary of the results and conclusions arrived at in the preceding
chapters and in this work over all. § 9.1 discusses the significance of the Hall measurements
undertaken in Warsaw. § 9.2 itemizes the observations made on re-type indium antimonide
samples subjected to hydrostatic pressure and magnetic fields at low temperature, while § 9.3
reviews observations concerning cyclotron resonance linewidth and lineshape in the same

samples.

9.1 Hall Measurements on Compensated Indium Antimonide

Hall measurements in indium antimonide are complicated by the inexact knowledge of the
Hall factor rH, which is dependent on modes of scattering, temperature, magnetic field,
and possibly pressure; but because the resistivity of indium antimonide itself changes quite
rapidly with magnetic field (even the small fields used in most Hall experiments), there is
no straightforward way to arrive at the magnetic field dependence of rH. Therefore, it was
assumed throughout this work to be equal to unity.

Using pressure to vary electron concentration in a compensated sample of re-type in¬
dium antimonide (as pressure forces certain donor impurities below the conduction band
minimum), a value for the band-gap pressure-dependence of 0.012 eV kbar-1 was deduced,
~ 15% less than the accepted value. This may reflect the dependence on pressure of the Hall
factor. The pressure coefficient of the effective mass at the bottom of the conduction band
was also estimated at various pressures at both 77°K and 290°K.

Three models of ionized-impurity-limited mobility (Brooks-Herring, Conwell-Weiss-
kopf and Zawadzki-Szymanska) were invoked in an effort to arrive at impurity concentrations
in the sample tested based on mobility measurements. None of the models appeared to give
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wholly plausible results in this respect, always predicting suspiciously similar values for
acceptor and donor concentrations. An extensive model due to SZYMANSKA AND DlETL
(1978) was invoked in an effort to include polar-optical mode scattering, but this hefty
numerical program failed to converge.

An estimation was done of the non-metastable ("Z-like") donor energy as a function of
pressure, and the result, ~0.01 eV kbar-1, agrees closely with that of POROWSKI (1990).

Numerous Hall measurements were performed on indium antimonide involving its met-
astable donors. When these donors were frozen out (by pressurizing the sample to above
7 kbars at 290°K and cooling to 77°K), depressurization revealed an exponential increase in
electron concentration well above that predicted for known donors, apparently revealing a

new shallow donor.

The Hall measurements performed were inconclusive with respect to the existence of
the negative-C/ effect in indium antimonide: Metastable freeze-out was found to increase
mobility, while in the simplest negative-?/ model, it would be expected that mobility would
decrease with pressure; on the other hand, that expectation is reversed if correlation effects
are allowed. In fact, however, the increase in mobility observed was only half that expected
due to freeze-out alone, implying that the (uncorrelated) negative-?/ effect may be present
after all.

9.2 Indium Antimonide's Photoconductivity in the Near Infrared

Most conspicuous in the investigations of photoconductivity in indium antimonide under
hydrostatic pressure was the behavior of the band-edge portion of the spectrum: While band-
edge peaking (due to surface recombination) has long been noticed in poorly etched samples
even at ambient pressure, pressurized samples exhibited this effect even after being etched
to a nominally sufficient extent to remove surface recombination. The fact that this peaking
disappeared with more radical etching, and was not present at all in MBE-grown samples,
indicates that it was likely caused by damage extending more deeply into the sample, or
by some other surface feature not removed by lighter etching. The possibility remains that
the application of hydrostatic pressure, which was not attempted with the epitaxial samples,
increases the surface recombination rate, leading to the attenuation ofphotoconductive signal
at high energies.

It is highly unlikely that the peaks observed at 77°K are excitonic in nature, given the
large thermal energy present; and even those observed at 4.2°K are unlikely to be excitonic,
given the shift of these peaks with magnetic field.
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Ofmost interest in the case of intrinsic photoconductivity is the enhancement of infrared
responsivity with the application of hydrostatic pressure. This was seen to rise on average

by two orders ofmagnitude in an uncompensated sample, as would be expected to first order
from the similar increase in the sample's resistivity. In fact, enhancements both substantially
less and greater than two orders ofmagnitude were also observed. The greater enhancements

oa

appear to be due to an increase in -enefgy lifetime due to hole freeze-out, while the smaller
enhancements may have resulted from mechanical damage inflicted on the very thin and
fragile samples.

Most unexpected was the appearance of a very large absorption at approximately 0.4 eV
in the NIR spectrum of uncompensated indium antimonide which had been metastably cycled
(pressurized, cooled to liquid nitrogen temperature and depressurized). This absorption was

seen to disappear after the sample had been "relaxed", i.e., rewarmed to room temperature,
and recooled to 77° K subsequently. Thus it appears to correspond to some higher lying
metastable donor.

9.3 Cyclotron Resonance in Indium Antimonide's under Hydrostatic Pressure

Because a large number of factors can influence cyclotron resonance lineshape and line-
width, an attempt was made to determine the effect of some of them, or to at least bring
them under control, i.e., standardize them.

The broadening of linewidth by high electric fields, due to hot-electron effects, is well-
known at lower pressures. It was examined in the present work at high hydrostatic pressure
(~10kbar), where the effective mass of the electrons is about twice as high as at ambient
pressure. The surprising result was that up to an electric field intensity of ~0.25 V/cm,
the linewidth exhibited a marked decrease of some 50%, perhaps due to an increase in
small-angle ballistics or increased screening. The linewidth was seen to rapidly increase
above this voltage, and to then plateau, at voltages as high as 1 V/cm, most likely due to hot
electron effects.

Electric field intensity was also observed to increase the infrared responsivity of the
sample, following a power curve of exponent 3.4, up to 0.4 V/cm. Beyond this, the re¬

sponsivity levels off quite, sharply, in fact dropping slightly as the field intensity approached
0.6 V/cm, prior to slowly climbing again.

Prior to this work, the narrowing (by up to an order of magnitude) of cyclotron reson¬

ance peaks in indium antimonide had been observed over only a very limited pressure range

(WASILEWSKI, 1982), and exhibited very little amplitude in the free electron ("CR") peak
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relative to the impurity-shifted peak ("ICR"), due to freeze-out. Furthermore, when the same

sample used in the original work was investigated in this work, it was observed that even
with biases of several volts per centimeter, the amplitude of the CR peak remained very low.

Both the uncompensated and the compensated sample investigated additionally in this
work exhibited cyclotron resonance narrowing over almost the entire range of applied press¬

ures, up to ~10kbar, with the uncompensated sample yielding narrower peaks, presumably
due to reduced scattering. Furthermore, both the amplitude and the integrated intensity of
the CR peak were comparable to those of the ICR peak, even though biases were kept low to
avoid heating effects (which proved minor at the highest pressures anyway). Also observed
in these samples was the dramatic narrowing at high pressures of spin-flip transitions,
while, between ~7.5 and 8.5kbars, spin-split states were observable, even at very low
magnetic field. Finally, the signal-to-noise ratio observed in the resonances of these latter
samples was very high relative to that of the original sample, and was observed, in the
cases of all samples, to degrade at successively higher pressures (although the propensity
of the highest resistance samples to load the preamplifier may have played a role in this).
However, if the original sample contained growth striations separating relatively pure and
impure phases (PlOTRZKOWSKY ET AL., 1986), currentmay have been channeled through the
restricted volume of the purer phases, giving rise, conceivably, to avalanching and increased
shot noise. Alternatively, rapidly switching current paths could also be responsible. The
increased dipole concentration resulting at higher pressures within a correlated material
could also give rise to increased impact ionization and shot noise at these pressures.

The behavior of the narrowing itself was seen to agree qualitatively with the work of
Kaplan ET al. (1973), where a minimum linewidth of ~0.1 T appears in the neighborhood
of IT applied magnetic field, which figure tends to rise with pressure. Applying the
equations given by KOBORI ET al. (1990), a narrowing of the cyclotron resonance line-
widths by approximately 28% was predicted, but this figure is far away from the order of
magnitude narrowing often observed. Thus it is concluded that an additional factor, other
than net impurity ion concentration, dielectric constant or effective mass, is responsible
for the narrowing; the two chief contenders at this juncture being heterogeneity effects as

reported by Piotrzkowsky, or correlation. In the absence of even any hint of the anomalous
mobility effects observed by Piotrzkowsky, it appears that correlation is responsible for the
lion's share of the narrowing.

Finally, the effect on cyclotron resonance lineshape was investigated, in one trial only,
for the case of high-pressure metastable freeze-out, wherein the sample was pressurized to
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~9 kbar, cooled to 77°K, depressurized and exposed to fir radiation in a magnetic field to
elicit cyclotron resonance. The resulting resonance lineshape featured both a broadening in
the "wings" and a sharpening of the apices of the normally more Lorentzian curves. This
lineshape is associated with energy-dependent scattering processes, though the exact form of
the dependence is not deducible from the available data. The original Lorentzian lineshape
was restored after the sample had been rewarmed to room temperature and then reexamined
at 4.2°K, with no pressure treatment.
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APPENDIX 1

Figures ofMerit

In order to compare the quality or sensitivity of optical detectors of varying modes of op¬
eration (i.e., photoconductors, photomultipliers, pyroelectric detectors, etc.), it is necessary
to specify a number of parameters, and to define a number of standards against which the
detector under consideration may be judged. The following casual discussion, however, will
be geared mainly to "figures of merit" applicable to photoconductors.

Perhaps the most basic figure of merit for a detector is the so-called responsivity, 3?.
This is generally defined as the current or voltage change in or across the detector per
watt of incident radiant power. Further, it is generally specified as a spectral rcsponsivity
9£a[(v) or (i)]. Note, however, that no account is taken of either the signal-to-noise ratio
(S/N) or the conditions of the detector's use, including its construction. The quality of the
detector then, or the intrinsic sensitivity of the material used, for instance, is left open to

question.
The noise equivalent power, or NEP, is defined as that radiant power incident on the

detector which will yield a response with a S/N of unity. Its reciprocal, the detectivity, D, is
then the extrapolated S/N per watt of incident radiation, although the two are not generally
proportional, of course. As such, D is rarely if ever used. Often, the reference bandwidth
is specified with the NEP, which itself is rarely used with infrared detectors, but more often
with optical detectors. Assuming the spectral responsivity of a detector covers the right
wavelength, then, S/N is certainly the main criterion of sensitvity in choosing an individual
detector to do a particular job; for if the responsivity is low, it can always be amplified; but
if the S/N is low, no amount of amplification will help.

Ultimately though, neither NEP nor D is a good figure to discriminate between different
materials or geometries, for example, in rating a detector. This is because the S/N of a
detector, especially a photoconductor, depends on its area, bandwidth and field of view. In a

simple model, if the exposed area of a detector is, say, quadrupled, it will receive four times
the radiation, create four times the photocurrent, and therefore yield four times the signal as
before. The rms noise, on the other hand, increases by a factor of only two, that is, by the
square root of the change in area, following a stochastic model. S/N, then, increases by the
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square root of the area. The bandwidth dependence is exactly analogous to that of the area,
so that a fourfold increase in the bandwidth, assuming a flat response, results in a doubling

In order to compare the "intrinsic" S/N of two detectors independently of areas and
bandwidths, D~ ("dee-star") has been introduced. This is simply the detectivity D divided
by the square roots of both the exposed area A and the bandwidth A/. More often, the
spectral detectivity D\ is specified, this being limited to a specific wavelength with a 1 IIz
bandwidth. Alternatively, a blackbody-referenced detectivity can be defined for BLIP.

Because it may be necessary to detect a target embedded within a broad background of
radiation, often a 290°K ambient, it has become standard practice, when possible, to restrict
the field of view of the detector from lit steradians to only that solid angle sufficient to
view the target, using a cooled (ideally non-radiating) optical channel or light pipe. This
has the effect of eliminating background blackbody noise. A simple derivation, treating the
target as a point source, disregarding signal fluctuation noise, assuming no reflection within
the shield, and assuming a Lambertian* detector, has been introduced by KRUSE (1962).
If the uniformly distributed background light intensity from a lit steradian solid angle is
integrated from a conical axis (see figure) to a half-angle 9, weighting the contribution by
cos 9 to account for the Lambertian response, it is found that total detected noise power

goes as sin2 9, and therefore that the detectivity varies as 1/ sin 9. Therefore, to standardize
detectors against varying fields of view, D*~, or "dee double star" has been introduced,
equal to D* sin 9. KRUSE (1962) has shown that there are two fundamental limitations on the
ultimate detectivity of a photoconductor exposed either to a 2ir steradian blackbody noise
background or even to a "pure" signal.

When a photoconductor's S/N is limited only by the background noise (in other words,
all intrinsic noise contributions are well below that of the background), it is said to operate
in the BLIP mode.f The theoretical limit of D* for a detector with a cut-off wavelength Aco,
corresponding to a cut-off frequency uco, a spectral quantum efficiency of r](y), aimed at a
monochromatic source of frequency vs, and staring into an ambient background at Tb, is
shown to be

* Lambertian detectors or emitters, by definition, absorb or emit diffuse light from a surface with an intensity
that varies as the cosine of the angle between the sightline and the normal to the surface.

f Background Limited Infrared Photodetector

of the S/N.

(Al.l)
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When hvs/kBT > 1, this reduces to

D\ = (A1.2)hus
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APPENDIX 2

The Mathematica Program

Below is the Mathematica program that allowed evaluation of the complicated formulae
presented in Chapter II. Most of the file is fairly self-explanatory, as the syntax is very

straightforward and quite common (multiplication signs (*) are optional, and take precedence
over addition, for example). As in C, comments are bracketed by (*...*), One possible
point of confusion is the meaning of N [ (argument) ], which means, generally, to evaluate
as a number, rather than symbolically (i.e., N[Pi], for example, would be numerically
calculated and expressed, rather than left as [Pi] in the final answer). Also, the percent

sign,% symbolizes the previous result. It should be noted that the evaluation of the individual
matrix elements dtj may take up to 12 hours on the IBM RISC 6000.

Delta = 1.441971 1CT-12;

q = 4.8 10 ~-10;

qcoul = 1.60219 10~-19;

mO = 9.1066 10~-28;

me = 1.274924 10"-29;

mh = 4.09797 10~-28;

kappainf = 15.7;

kappaO = 17.9;

kappaL = kappaO - kappainf;

omegaTO = 34810000000000.;

omegaLO = 37070000000000.;

hbar = 1.054592 10"-27;

kB = 1.38 10~-16;

Psp = 1.45318633 10~-19;

Aprime = 0;

M = -5.5;

Lprime = -2.7;

Nprlme = -4.4;
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(****•••**••**********•• ADJUST ****************************)

eF = -.0275 eV;

T = 77;

Ni = 10~15;

n = 10"14;

P = 0;

(♦a.**.***.**...*.***.****.*.*.***.*.**.*...*.**.*****.*.******)

Eg := (0.237 - 6 10"-4 T"2/(500 + T)) eV + P 0.015 eV

f[®_] := l/(E~((e - eF)/(kB T)) +1)

dfe[e_] := D[f[e],e]

k[e_] := Sqrt[ ((e + Eg) (e + Eg + Delta) e)/(Psp~2 (e + Eg

+ (2/3) Delta) )]

dke[e_] := D[k[e],e]

(* DO THIS FIRST: ADJUST eF TO MAKE nfermi = n *)

nferml = N[(l/Pi~2)] NIntegrate[f[e] k[e]~2 dke[e],

(e, 0, .1 eV), AccuracyGoal->2,

WorkingPrecision->4]

meff[e_] := hbar~2 k[e] D[k[e], e]

Dabc[e_] := ((Delta +1.5 (e + Eg))(Delta + e + Eg)(e + Eg)

+ (Delta + e + Eg)"2 e + .5 e (e + Eg)~2 )

a[®_] := Sqrt[(1/Dabc[e]) (Delta + 1.5 (e + Eg))

(Delta + e + Eg) (e + Eg)]

b[«_J := Sqrt[(Delta~2/(3 Dabc[e])) e]

c[e_] := Sqrt[(2/(3 Dabc[e])) (Delta +1.5 (e + Eg))"2 e]

lambda = N[Sqrt[kappaO kB T/(4 Pi q~2 n)]];

xi[e_] := 4 k[e]~2 lambda'2

A[e_] := b[e]"2 (b[e]/2 - c[e] Sqrt[2])"2 - (b[e]"2 + c[e]"2)

B[e_] := -(b[e]"2) (b[e]/2 - c[e] Sqrt[2])"2

+ (b[e]'2 + c [e]~2)"2

Fcc[e_] := Log[1 + xi[e]] - xi[e]/(l + xi[e])

+ 4 A[e] (1 + 1/(1 + xi[e])

- (2/xi [e]) Log[1 + xi[e]])

+ 2 B[e] (1 - 4/xi[e]

+ (6/xi[e]~2) Log[l + xi[e]]
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- 2/(xi[e] (1 + xi[e])) )

tauCC[e_] := N[(hbar~3 k[e]"3 kappa0~2)

/( 2 Pi q~4 Ni meff[e] Fcc[e])]

(*IN ORDER TO PLOT THE FUNCTIONS ABOVE TO DISCOVER THEIR NORMAL¬

IZATION FACTORS (SEE BELOW), OR TO USE THE 'NORMALIZED VARIABLE'

ARGUMENT [e eV] (WHICH IS IN FACT JUST AN IMMEDIATE VALUE) FOR

INTEGRATING THEM (ALSO SEE BELOW), IT IS NECESSARY TO GIVE THEM

IMMEDIATE = ASSIGNMENTS, WHICH ARE INDICATED BELOW BY THE INITIAL

'N'. *)

NtauCC[e_] = tauCC[e];

Plot[NtauCC[e eV],(e, 0, .1}]

Nk[e_] = k[e];

Plot[Nk[a eV]~2,(e, 0, .1)]

Ndke[e_] = dke[e];

Plot[Ndke[e eV],(e, 0, .1)]

Plot[Ndke[e eV]~-l,{e, 0, ,1)]

Ndfe[e_] = dfe[e];

Plot[Ndfe[e eV],(e, 0, .1)]

Nf[e_] = f [e] ;

Plot[Nf[e eV], (e, 0, .1)]

Nmeff[e_] = meff[e];

Plot[Nmeff[e eV], {e, 0, .1)]

(****************** BARRIE'S PROCEDURE FOR MU ******************)

(*IN ORDER FOR THE INTEGRATION BELOW AND ALL SUBSEQUENT

INTEGRATIONS IN THE FILE TO WORK PROPERLY, CONSIDERING

THE EXTREMES IN THE VALUES OF THE FACTORS, THEIR EXTREME

DIFFERENCES, AND THE EXTREMELY SMALL ABSCISSA VALUES, THE

"NORMALIZED" ABSCISSA [e eV] MUST BE USED AS THE VARIABLE

OF INTEGRATION, AND EACH AMPLITUDE MUST ALSO BE NORMALIZED

BY A CONVENIENT FACTOR. THESE VARIOUS FACTORS ARE THEN

CORRECTED FOR OUTSIDE OF THE INTEGRAL.*)

NIntegrate[NtauCC[e eV] 10~11 Nk[e eV]~2 10~-12

Ndke[e eV]~-l 1(T20 (-Ndfe[e eV]) 10~-9,

{e, 0, .1)] lCT-10 eV



The Mathematica Program A2

N[% q/(3 hbar~2 Pi~2 n)]

% 10~7 1.6 10~-19/(4.8 10~-10)

(**************** BOLTZMANN EQ AND PO SCATTERING ***************)

Nq = l/(E~(hbar omegaLO/(kB T)) -1);

eplus[e_] := e + hbar omegaLO

eminus[e_] := e - hbar omegaLO

hminus = If[ e >= hbar omegaLO, thls=l, this=0];

Plot[hminus, {e, 0, .1 eV>]

rhoO[x_] := ( (a[e] a[x])~2 + 0.25 (b[e] b[x])~2

- (b[e] b[x]) (b[e] c[x]

+ c [e] b [x]) /Sqrt [2]

+ (b[e] c[x] + c[e] b[x])~2/2 )

rhol[x_] s= 2 a[e] a[x] (b[e] b[x] + c[e] c[x])

rho2[x_] := ( 0.75 (b[e] b[x])~2

+ b[e] b[x] (b[e] c[x] + c[e] b[x])/Sqrt[2]

+ 2 b [e] b [x] c [e] c [x]

- 0.5 (b[e] c[x] + c[e] b[x])~2 + (c[e] c[x])~2 )

KVplus[x_] : = k[x] + k[e]

KVtainus[x_] : = k[x] - k[e]

phi[e_, i_] := (e/(kB T))"(i-1)

Nphl[e_, i_] = phi[e,i];

Vplus[e_, i_] s= (

0.5 (phi[e, i] - ((k[eplus[e]]~2 + k[e]~2)/(2 k[e]~2))
* phi[eplus[e], i])

* ( rhoO[eplus[e]]

+ rhol[eplus[e]](k[eplus[e]]"2 + k[e]~2)

/ (2 k [e] k [eplus [e] ])

+ rho2[eplus[e]] ((k[eplus[e]]"2 + k[e]~2)

/(2 k[e] k[eplus[e]]))~2)

* (Log[(l+lambda~2 KVplus[eplus[e]]"2)

/ (l + lambda~2 KVtninus [eplus [e] ] ~2) ]

- (4 lambda"2 k[eplus[e]] k[e])

/((l+lambda~2 KVplus[eplus[e]]"2)
* (l+liunbda"2 KVlninus [eplus [e] ] "2) ) )
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+ ( -(phi[e, i] - ( (k[eplus[e]]"2 + k[e]~2)/(2 k[e]"2))
* phi[eplus[e], i])

* ( rhol[eplus[e]] (1/(4 lambda~2 k[eplus[e]] k[e]))

+ rho2[eplus[e]] ( (k[eplus[e]]"2 + k[e]~2)

/(4 lambda"2 k[eplus[e]] k[e]) ) )

+ phi[eplus[e], i]/(4 lambda"2 k[e]"2)

* (rhoO[eplus[e]] + rhol[eplus[e]](k[eplus[e]]"2 + k[e]~2)

/<2 k[e] k[eplus[e]])

+ rho2[eplus[e]] ((k[eplus[e]]"2 + k[e]~2)

/(2 k[e] k[eplus[e]]))~2) )

* (4 lambda~2 k[eplus[e]] k[e]

- 2 Log[(l+lambda~2 KVplus[eplus[e]]"2)

/ (l+lambda~2 KVminus [eplus [e] ] ~2) ]

+ (4 lambda"2 k[eplus[e]] k[e])

/((l+lambda~2 KVplus[eplus[e]]"2)

* (1+lambda"2 KVtainus[eplus[e]]"2)) )

+ ( (rho2 [eplus [e]]/ (8 lambda~4 k[e]"2 k [eplus [e] ] "2) )

* (phi[e, i] - ((k[eplus[e]]'2 + k[e]"2)/(2 k[e]~2))
* phi[eplus [e], i])

phi[eplus[e], i]
* (rhol[eplus [e]] (1/(8 lambda~4 k[eplus[e]] k[e]"3))

+ rho2[eplus[e]] ( (k[eplus[e]]"2 + k[e]~2)

/(8 lambda~4 k[eplus[e]]"2 k[e]~4))) )

* (4 lambda~4 k[eplus[e]] k[e] (k[eplus[e]]"2 + k[e]~2)
- 8 lambda"2 k[e] k[eplus[e]]

+ 3 Log[(l+lambda~2 KVplus[eplus[e]]"2)

/ (l+lambda~2 KVininus [eplus [e] ] "2) ]

- (4 lambda"2 k[eplus[e]] k[e])

/((l+lambda~2 KVplus[eplus[e]]"2)
* (l+lambda~2 KVminus [eplus [e] ] "2) ) )

+ (phi[eplus[e], i] rho2[eplus[e]]

/(16 lambda"6 k[e]~4 k[eplus[e]]'2))

* (3 lambda"2 (KVplus [eplus [e] ] "2 - KVlninus [eplus [e] ] "2)

- lambda"4 (KVplus[eplus[e]]"4 - KVlninus[eplus[e]]"4)
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+ (1/3) lambda's (KVplus[eplus[e]]'6 - KVminus[eplus[e] ] ~6)

-4 Log[(l+lambda'2 KVplus[eplus[e]]"2)

/(l+lambda~2 KVminus[eplus[e]]~2)]

+ (4 lambda'2 k[eplus[e]] k[e])

/((l+lambda~2 KVplus[eplus[e]]'2)
* (l+lambda~2 KVminus[eplus[e]]'2)) ) )

Vminus[e_, i_] s = (

0.5 (phi[e, i] - ((k[eminus[e]]'2 + k[e]'2)/(2 k[e]"2))
* phi[eminus[e] , i])

* ( rhoO[eminus[e]]

+ rhol[eminus[e]](k[eminus[e]]"2 + k[e]~2)

/(2 k[e] k[eminus[e]])

+ rho2[eminus[e]] ((k[eminus[e]]'2 + k[e]~2)

/(2 k[e] k[eminus[e]]))"2)

* (Log[(l+lambda"2 KVplus[eminus[e]]"2)

/(l+lambda'2 KVminus[eminus[e]]"2)]

- (4 lambda"2 k[eminus[e]] k[e])

/((1+lambda'2 KVplus[eminus[e]]"2)

*(l+lambda"2 KVminus[eminus[e]]"2)))

+ ( -(phi[e, i] - ((k[eminus[e]]'2 + k[e]~2)/(2 k[e]"2))
* phi[eminus[e], i])

* ( rhol[eminus[e]] (1/(4 lambda~2 k[eminus[e]] k[e]))

+ rho2[eminus[e]] ( (k[eminus[e]]"2 + k[e]~2)

/(4 lambda'2 k[eminus[e]] k[e]) ) )

+ phi[eminus[e], i]/(4 larobda'2 k[e]'2)

* (rhoO[eminus[e]] + rhol[eminus[e]](k[eminus[e]]'2 + k[e]~2)

/(2 k[e] k[eminus[e]])

+ rho2[eminus[e]] ((k[eminus[e]]"2 + k[e]~2)

/(2 k[e] k[eminus[e]]))'2) )

* (4 lambda~2 k[eminus[e]] k[e]

- 2 Log[(l+lambda'2 KVplus[eminus[e]]'2)

/(l+lambda'2 KVminus[eminus[e]]"2)]

+ (4 lambda'2 k[eminus[e]] k[e])

/((l+lambda'2 KVplus[eminus[e]]'2)
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* (l+lambda"2 KVminus[eminus[e]]~2)) )

+ ((rho2[©minus[e]]/(8 lambda'4 k[e]~2 k[eminus[e]]"2))

* (phi[a, i] - ((k[eminus[e] ]"2 + k[e]~2)/(2 k[e]"2))
* phi[eminus[e], i])

phi[eminus[e], i]
* (rhol[eminus[e]] (1/(8 lambda~4 k[eminus[e]] k[e]~3))

+ rho2[eminus[e]] ( (k[eminus[e]]"2 + k[e]~2)

/(8 lambda"4 k[eminus[e]]"2 k[e]~4))) )

* (4 lambda'4 k[eminus[e]] k[e] (k[eminus[e]]"2 + k[e]~2)

- 8 lambda'2 k[e] k[eminus[e]]

+ 3 Log[(l+lambda"2 KVplus[eminus[e]]~2)

/(l+lambda~2 KVminus[eminus[e]]"2)]

- (4 lambda~2 k[eminus[e]] k[e])

/((l+lambda~2 KVplus[eminus[e]]"2)

* (l+lambda~2 KVminus[eminus[e]]"2)) )

+ (phi[eminus[e], i] rho2[eminus[e]]

/ (16 lambda~6 k[e]~4 k[eminus [e] ] "2))

* (3 lambda~2 (KVplus[eminus[e]]"2 - KVminus[eminus[e]]"2)

- lambda"4 (KVplus[eminus[e]]"4 - KVminus[eminus[e]]"4)

+ (1/3) lambda~6 (KVplus[eminus[e]]"6 - KVminus[eminus[e]]~6)

-4 Log[(l+lambda~2 KVplus[eminus[e]]"2)

/(l+lambda~2 KVminus[eminus[e]]"2)]

+ (4 lambda"2 k[eminus[e]] k[e])

/((l+lambda~2 KVplus[eminus[e]]"2)
* (l+lambda~2 KVminus[eminus[e]]"2)) ) )

NVplus[e_, i_] = Vplus[e, i];

NVminus[e_, i_] = Vminus[e, i];

TauPO[e_, i_] ;= ( (q~2 kappaL omegaTO~2

/(hbar~2 kappainf~2 omegaLO f[e] k[e]))

(Nmeff[eplus[e]] Nf[eplus[e]] NVplus[e, i] (Nq+ 1) +

Nmeff[eminus[e]] Nf[eminus[e]] NVminus[e, i] Nq hminus))

Plot[q~2 kappaL omegaTO~2/(hbar~2 kappainf~2 omegaLO Nf[e eV]

Nk[e eV]), (e, 0, .1)]

NTauPO[e_, i_] = TauPO[e, i];
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Plot[NTauPO[a aV, 1], {e, 0, .1>]

Plot[NVplus[a eV, 1], {e, 0, .1}]

Plot[NVminus[e eV, 1], {e, 0, .1>]

L[e_, 1_] s= (roe£f[e]/q) TauPO[e, i]

+ phi[a, i] meff[e]/(q tauCC[e])

NL[e_, i_] = L[e, i];

Plot[NL[a eV, 1], {e, 0, .1>]

Plot[TauPO[a eV, 1], {e, 0, .1}]

(* hbar omegaLO = 3.9 10~-14 erg = .024 eV *)

d[i_, j_] s= NIntegrate[ -Ndfa[a eV] 10~-11 Nphi[e eV, i]

NL[a eV, j] 10~-2

Nk[a eV]~3 10~-18, {e, 0, 0.1}] 10~31 eV

d[1,1]

a0[i_] := NIntegrate[ -Ndfe[e eV] 10"-11 Nphi[a eV, i]

Nk[e eV]~3 10~-18, {e, 0, 0.1}] 10~29 eV

a0[l]

(* INDICES DO NOT AGREE WITH S&Ds 0,0 -> 3,3 vs. 1,1 -> 4,4

dmatrix = Table[d[i, j], {1,4}, {j,4}]

daOaO = Det[{{0, a0[l], a0[2], a0[3], a0[4]},

{a0[1], d[[1,1]], d[[1,2]], d[[1,3]], d[[l,4]]},

{a0 [2], d[[2,1]], d[[2,2]], d[[2,3]], d[[2,4]]},

{a0[3], d[[3,1]], d[[3,2]], d[[3,3]], d[[3,4]]},

{a0[2], d[[4,1]], d[[4,2]], d[[4,3]], d[[4,4]]}}]

dd = Det [d]

sigma = N[(q/3) Pi~2 (daOaO/dd)] (*cgs!*)

mu = sigma/(n q) (*cgs*)

% 10^7 1.6 10~-19/(4.8 10^-10)

Det[d]
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