University of St Andrews

Full metadata for this thesis is available in
St Andrews Research Repository
at:
http.//research-repository.st-andrews.ac.uk/

This thesis is protected by original copyright


http://research-repository.st-andrews.ac.uk/

Computer-Assisted Proofs and the F4%¢
Conjecture

Dale C. Sutherland

A Thesis submitted for the degree of Doctor of Philosophy
University of St. Andrews

March 2006




fiir elige. . .



Contents

Declarations
Acknowledgements
Abstract

1 Introduction

1.1 Definitions and Elementary Theory . . . ... .. ... .. ..

1.2 CobEnomstsbion: o v sevs s @wsmswmen wa na @ x o8 Ks
1.2.1 The Todd-Coxeter Coset Enumeration Algorithm
1.2.2 The Modified Todd-Coxeter Algorithm . . . .. .. ..

1.3 Coset Enumeration, Strategies and Computer Implementation
1.3.1 GAP: Groups, Algorithms, Programming . . . . . . . .
1.3.2 ACE: Advanced Coset Enumerator . . . ... ... ..

2 PEACE: Proof Extraction after Coset Enumeration

20 IobredVekims:  « s v wiwn iy s m s E BR K E 8RN GRS

2.1.1 Coset Enumeration and Definition Sequences . . . . . .

212 TheProofTable -+ .+ sewew 68 #3 o0 vamemuws
2.2 PEACE and the Modified Todd-Coxeter Algorithm . . . . ..
2.3 Additions to PEACE . . . . . . .. .. ... ...
24 The PEACE GAPpackage . . . « ¢ v v v v v v v vvn v v v
i Bl o v wo s s ox s ns v adm e a s HA s W 68O K G ¥ R

3 From Proofwords to Proofs
31l Proot TYEes s wi:os o 73 o3 cdmus % 88 &5 5% 55 s s

iii

iv

26

63

69
69



3.2 Lemma-based Proof Generating Program .

4 The F*"¢ Conjecture
4l InbrednBbion . - o o« wowmaa s e s m e s
4.2 Using Lemma based PEACE proofs . . . .
43 P fora e el v i b5 5w s s
did FEelet R or BB o vn ow v
45 Feceatkefora e k€Z .o oo v i
4.6. Fo-2caatke for g ¢,k € Z with (2,k) =1 .
4.7 Fa-jeaatke for o o j k€ Z with (j, k) = 1

5 Proof of the F**¢ Conjecture

A Corrected Proof of Lemma 3.3
A.1 Lemma 3.3 and the Original Proof . . . .
A.2 The Corrected Proof . . . ... ... ...

B Proof of the F*"¢ Conjecture for d =5
B.1 G. Havas and E. F. Robertson’s proof . . .
Bil.l Introduction s « : svwcawes sa
B.1.2 Proof of the Conjecture when d = 5

Bibliography

1

169

203
203
205

209
209
209
210

218



Declarations

I, Dale Christina Sutherland, hereby certify that this thesis, which is approx-
imately 60,000 words in length, has been written by me, that it is the record
of work carried out by me and that it has not been submitted in any previous
application for a higher degree.

date: CL/c 5/ 0L signature of candidate: R
name of candidate: Dale C. Sutherland

I was admitted as a research student in September 2002, and as a candidate
for the degree of Doctor of Philosophy in September 2003; the higher study
for which this is a record was carried out in the University of St Andrews
between 2002 and 2005.

date: Ob/o2/ 0L signature of candidate:
name of candidate: pale U. dutheriana

I hereby certify that the candidate has fulfilled the conditions of the Resolu-
tion and Regulations appropriate for the degree of Doctor of Philosophy in
the University of St Andrews and that the candidate is qualified to submit
this thesis in application for that degree.

date: é/ 03 ’ 06 signature of supervisor :
name of supervisor: Prof. Edmund F. Robertson

In submitting this thesis to the University of St Andrews I understand that
I am giving permission for it to be made available for use in accordance
with the regulations of the University Library for the time being in force,
subject to any copyright vested in the work not being affected thereby. I also
understand that the title and abstract will be published, and that a copy
of the work may be made and supplied to any bona fide library or research
worker.

date: Qo/O3/ Ol signature of candidate: S
name of candidate: paie . sulneriana

il



A cknowledgements

With gratitude, I would like to acknowledge those who provided me with
help and support during this degree. I wish to first thank my supervisor,
Prof. Edmund F. Robertson, who gave me so much time, encouragement,
assistance and direction throughout these three years. For all their ideas and
collaboration in my research, I must thank both Dr. George Havas and Prof.
Robertson.

For providing financial support, I want to express my appreciation to the
three funding bodies: the Overseas Research Students Awards Scheme, the
University of St Andrews and the School of Mathematics and Statistics at
the University of St Andrews. This funding could not have been attained
without the help of my supervisor as well as Prof. Nikola Ruskuc and Dr.
Colin M. Campbell.

Finally, I would like to acknowledge my family and friends. You were

there for me, and I thank you.

v



Abstract

This thesis studies finitely presented groups and the process known as coset
enumeration, which finds the index of a finitely generated subgroup in a
finitely presented group, provided this index is finite. The Todd-Coxeter
algorithm for coset enumeration is described, as well as its modified version,
additionally finding a presentation for the subgroup. Coset enumeration is
suitable for computer implementation, and GAP and ACE, two programs
containing such functions using different strategies, are outlined.

Proof Extraction After Coset Enumeration (PEACE) is a computer pro-
gram that allows one to show a group element is in the subgroup. Descrip-
tions are provided of modifications to PEACE, giving this program the extra
functionality of creating subgroup presentations with the Modified Todd-
Coxeter algorithm. Using different strategies during the enumeration to
determine varied subgroup presentations is also discussed. Additionally, a
program converting the output of the original PEACE program, showing
an element’s membership of the subgroup, into a lemma-based step by step
proof is implemented and described.

“The F**¢ conjecture’ was proposed by Campbell, Coxeter and Robertson

in 1977 to classify the groups

Fabe = (r,s r2, rs“'rsb?'.s“)

b ‘2(a+b+c)>.

by considering the homomorphic image H®"¢ = (8|0, raPratrss, s
The lemma-based proof generating program is used as an aid in considering
the groups F**¢ and the corresponding conjecture. Lastly, a proof showing

this conjecture to be true is provided.



Chapter 1

Introduction

1.1 Definitions and Elementary Theory

As this thesis concentrates largely on groups within the class having finite
presentations, we begin by introducing necessary definitions and concepts for

this area of group theory.

Definition 1.1 Let X be a set, and let A consist of the alphabet formed

from the union of X and X' = {z7'|z € X}. A word w over A is said to be

I nor 27!

reduced if neither xa~ x appear as a subword of w for any x € X.
To describe the concept of a group of reduced words, we need first to
introduce an identity element. This will be the empty word, composed of
no letters. It is obviously a reduced word itself, and we denote it by 1.
For a word, w = 'z ...25, where each z; € X and ¢; € {—1,1} for

j =€

i € {1,2,..,n}, the inverse w™! is z, s

e This leaves only to
describe the composition of two reduced words. The concatenation of two
reduced words may not itself be reduced, but from it, we can produce a
1

reduced word by continually cancelling each zz~! or 7'z that appears until,

for every x € X, no such subwords occur.

Definition 1.2 Let X be a set. The free group generated by X, F(X), is

the set of all reduced words over X U{x~!|z € X'} under the binary operation



of concatenation with reduction.

Definition 1.3 Let G be a group and H < G be a subgroup. For any
a € G, the right coset of H generated by a is the set Ha = {halh € H}.
Similarly, the left coset of H determined by a is the set {ah|h € H}, which
is denoted by aH.

Some elementary results follow from the concept of cosets.

Theorem 1.4 Let GG be a group, and let H < G.

e For a € G, where H is finite, |Ha| = |aH| = |H|. When H is infinite,

all of Ha, aH and H have the same cardinality.
® G = UaGG Ha = UQEG aH.

e For a,b € G, either Ha = Hb or Ha N Hb = (. Similarly, either
aH = bH or aHNbH = 0.

e For a,b € G, then Ha = Hb if and only if ab™' € H. For left cosets,
aH = bH if and only if a='b € H.

Theorem 1.5 Let G be a group, and let H < G. If R = {Hala € G} and
L = {aH|a € G}, then |R| = |L| where R or L is a finite set. Where either

are infinite, R and L have the same cardinality.

Definition 1.6 Let G be a group and H < G be a subgroup. The index of
H in G, denoted [G : H|, is the number of right cosets, or equivalently, left
cosets of H in G.

Definition 1.7 Let G be a group. For h,g € G, the conjugate of h by g,

written hY, is the group element g~'hg.

Definition 1.8 Let G be a group and N < G. N is said to be a normal
subgroup of G, denoted N <G, if, for every g € G and h € N, the conjugate
h9 lies in N. Equivalently, for some hy € N, we have h9 = h;.



Where N < @G, it also holds that g7!Ng = N for any g € G, each right
coset of N in G is also a left coset and Na = alN for every a € G. Given

this, it follows that the set of cosets of N in G forms a group when N 4G.

Definition 1.9 Let G be a group and N <9G. The factor, or quotient, group
of N in G, written G/N, is the group formed from all the left, or right, cosets

of N in G with the binary operation
(aN)(DN) = (ab)N, a,b € G.

Definition 1.10 Let G be a group and R C G. The normal closure of R

in GG is the intersection of all normal subgroups containing R.

Where G is a group, the normal closure of a subset R C G is generated
by the set of conjugates, {g~'hglg € G,h € R}, and is the smallest normal

subgroup containing R.

Definition 1.11 Let X be a set and R C F(X). If we consider the group
G = F(X)/N, where N is the normal closure of R in F(X), then (X|R) is
said to be a presentation of G, and we write G = (X|R). The elements of
X are referred to as defining generators and the elements of R as defining

relators.

Oftentimes, if G has a group presentation, we will simply write G = (X|R)
rather than G = (X|R). We may also refer to a relation r = 1 where we

mean the relator r € R, and G can be presented as G = (X|{r = 1|r € R}).

Definition 1.12 G is said to be finitely presented if there exists a presen-
tation, G = (X|R), such that both X and R are finite sets.

Where G = (X|R) is a finitely presented group with X = {zy,...,2,}

and R = {ry,...,r,}, then for simplicity, the presentation can be written as

G = (:I'.l: SR ea:'nl'rl: #lay 'r'.-n.)



rather than G = ({z1,...,Z.}|{r1,. .-, Tm})-

1.2 Coset Enumeration

The main aim of group theory is to gather information on and make classi-
fications of groups, most of whose size render hand calculations impractical.
Computing the size and structure of large groups by listing each element is
inefficient with regards to both time and memory and impossible for infinite
groups. As such, designing algorithms to simplify these computations has
become an important problem in computational group theory.

Given a group G and a subgroup H < G, the problem of determining the
index of H in G is called coset enumeration and is one of the most important
tools for investigating finitely presented groups. When H is trivial, coset
enumeration determines the size of G, and where the size and structure of H
are already known, it may reveal information on the same characteristics for
the whole group, without considering all the elements.

Although it was probably first used by E. H. Moore [25] to find ab-
stract definitions of groups, the method for the enumeration of cosets, given
a finitely generated subgroup of finite index in a finitely presented group,
was first described by J.A. Todd and H.S.M. Coxeter in 1936 [29]. Sev-
eral modifications of this algorithm have also been outlined, which have the
added benefit of constructing a presentation for the subgroup in terms of
the subgroup generators as well as determining the index. As many of our
results were obtained from programs based on this procedure, we will give
an outline of both the Todd-Coxeter coset enumeration algorithm and the

Modified Todd-Coxeter coset enumeration algorithm.

1.2.1 The Todd-Coxeter Coset Enumeration Algorithm

Let G be a finitely presented group such that

G = (X|R),



with X = {z1,%s,...,2,} and R = {r;,72,...,Tm}, and let H < G be a sub-
group generated by a finite set of group elements, {hy, hs, ...,k }. Provided
|G : H] is finite and the elements of both the relator set R and the generating
set of H are written as products of the defining generators of G and their
inverses, the Todd-Coxeter coset enumeration algorithm gives a method for
computing the index of H in G.

The method refers to cosets as numbers, usually determined by the order
in which they are introduced into the process. As H is itself a coset, it is
indicated by the number 1 and at the start of the algorithm, is the only
coset defined. Three types of tables, relator, subgroup generator and coset,
are created in the first step, and coset enumeration proceeds by continually
adding information to the tables until all the rows are complete, or closed,
when the process terminates. The number of rows in the coset table, each
representing a coset, is the index.

Let us consider a subgroup generator h; of H. H is a subgroup, and
so, for any h € H, we must have hh; € H, thus Hh; = H or 1h; = 1.

€:

€4 - o €ig -
For each subgroup generator h; = z;'x;? ... x;"* of H, where z;, € X and

€, € {—1,1} for k € {1,2,...,s}, the associated one-row table is:

i ip AFis
. ” . i’.! e & ,T-'S

R

The relator tables are formed based on the fact that, in the group G, each

relator r; € R is equivalent to the identity, and as such, given any coset a,
€ €4, (3
we have ar; = a. Thus, for each r; = z;'x;? ... 2" € R, where z;, € X and

€. € {—1,1} for k € {1,2,...,t}, we form the table:

5y ofin

‘Lj1 g2 AR T

The relationship holds for each coset, and so, unlike the one-row subgroup
tables, for every new coset defined during the enumeration, an additional
row, containing the new coset number in the first and last columns, is added

to the relator tables.

o]



nformation regarding the relationships an st cosets when acted upon
Inf ation regarding the relationsl amongst cosets when acted upo
by group generators is indicated in these two types of tables in the same way.

€iy .Sia

If, in one row of the table corresponding to the word w = z;'z;? ...z},
where z;, € X and ¢;, € {—1,1} for k € {1,2,...,s}, the j-th and ;-'+ 1-th
column entries are the cosets a and b, respectively, then we know (I.I!-j = b
and b:r;fi" =g,

The‘ coset table contains a column for each of the group generators x € X
as well as its inverse and grows during the enumeration to contain a row
for each coset. This table is used to store the relationships amongst cosets
through the multiplication by a generator. If we have determined that az;* =
b, for cosets a and b and €, € {—1, 1}, then the entry in the column headed
by z;¥ and in the a-th row is b.

Information is added to the tables in any of three different ways: defini-
tions, deductions or coincidences. A definition is the simplest form of new
information and involves introducing a new coset into the process to fill an
empty entry in a table. Definitions are immediately added to the coset table
and used to help complete rows in the other tables. Numerous cosets may
need to be defined before new information of another type is found.

When the last empty entry in a row in either a relation or a subgroup
table is filled, we may obtain new information called a deduction. If the

relationship ax{” = b had been used to complete the row in the table:

Er €5
331" 2’3

a b c

then we obtain new information, bx{* = ¢, indicated by the underline. This
deduction can then be added to the other tables, possibly resulting in further
deductions.

A coincidence occurs when a deduction has been obtained, but the coset
table already contains a different value for the corresponding entry. Here,
two cosets, a and b, have been revealed to be the same, and b is removed
from the tables by replacing every occurrence of b by a and by deleting the
b-th rows from the coset and relator tables. Processing coincident cosets can

result in the discovery of further deductions and coincidences.



The process is guaranteed to terminate in a finite number of steps if the
index of the subgroup H in G is finite, although the time required and num-
ber of cosets defined can vary dramatically, even if G is trivial. Obviously, if
the index of the subgroup is infinite, the ever-growing coset table can never
be completed, and the process will continue forever. During coset enumera-
tion, we cannot know whether the process will ever actually terminate. At
any stage of a long enumeration, it may be that the number of cosets is,
in fact, infinite or that the index is finite, but the process requires a very
large, but finite, number of steps. Thus, coset enumeration provides us with
information only when it terminates, and it cannot determine that the index
of a particular group over one of its subgroups is infinite.

As process termination depends only on the index being finite, not on
the order of the coset definition sequence, coset enumeration allows for a
great variation of approaches. There have been numerous strategies, such
as Felsch-type, Hasselgrove-Leech-Trotter-type (HLT-style) and Lookahead-
type definition styles, suggested for the order in which cosets should be de-
fined to minimise the required time and number of defined cosets during the

process.

1.2.2 The Modified Todd-Coxeter Algorithm

The Modified Todd-Coxeter algorithm for coset enumeration proceeds in a
fashion much the same as that of the original coset enumeration method,
using a similar set up of relator, subgroup and coset tables. In this modifi-
cation, however, we have an augmented coset table, and as well as keeping
track of each coset, the process also involves choosing an element of each
coset, known as its coset representative. The set of coset representatives is
used to find a presentation for the subgroup H.

With the original Todd-Coxeter coset enumeration algorithm, a number
indicated an entire coset, and in the initial step of the process, the number
1 was set to indicate the entire coset H. The table entries now, however,
refer to the coset representative 7, of a coset a, and in the augmented coset

table, the coset representative of H is given to be the identity element and



is indicated by 1.

Previously, both the first and last columns of a row in the relator and
subgroup tables contained the coset number that the row represented. Be-
cause the numbers indicated entire cosets, this resulted from the fact that
for any coset a, any relator r and any subgroup generator h, then ar = a
and 1h = 1. Using the idea of coset representatives, the triviality of the
relators allows us to write 7,7 = 7, for any relator r and any coset a with
representative 7,, and our new relator tables can be set up as before. We
require some changes, however, with the formation of the subgroup tables.
Here, 1 represents the identity rather than the entire subgroup H, and for
any subgroup generator h, we no longer have 1h = 1, but 1h = hl. Thus,
while the first column entry is 1, the last column now contains hl.

During this modified version, if we deduce that 7,z}* € b for cosets a and
b, zr € X, e € {—1,1} and 7, and 7, the coset representatives of a and b,
respectively, it cannot be assumed that 7,2, = 7,. Both 'raa::;“ ebandm, € b,
and since Hr, = b, then 7,2}* € Hm,. Thus, there must exist a subgroup
element h € H such that 7,2;* = h7,, and as the coset table deals in coset
representatives rather than cosets, we need to find this element h in terms of
the subgroup generators. In the 7,-th row and in the column headed by z}*,
the augmented table would contain the entry h,.

The idea of computing corrective subgroup elements to allow relationships
amongst cosets to be expressed in terms of their coset representatives can
be extended to products of group generators. Finding the subgroup element,
using the concept of coset representatives, is a matter of successively replac-
ing each coset representative-generator pair by its corresponding augmented
coset table entry. If 7,, 7, and 7, are the coset representatives of the cosets a,
b and ¢, respectively, and hy, by € H have been found such that 7,25 = hy7,
and T(,:I,‘;j = lyT., then both az{ = b and b:cjj = ¢. Let us consider TQ(I?:I,‘;J).

Obviously, it lies within the coset ¢, but we want to find h € H so that



Li

Ta(zi'z ) = h1.. Here,

€, €

hr, = Ta(ﬂii‘ij-J)
- €i .6
= Ta:.',é':tj
= hmx;j

= h.kaI;-j

= hhre,

and h = hph;.

We do not need to worry about determining this subgroup element when
making new definitions. If, during the process, we define 7,27* = 7 for some
coset a with representative 7,, zx € X and ¢ € {—1, 1}, then where b = ax}*,
we take the coset representative of b to be exactly the element 7. Thus, the
corresponding coset table entry for 7,x}* is simply 7.

The augmented coset table begins to contain these corrective subgroup
elements after a deduction is made in a subgroup table. For each subgroup
generator h; = m:]‘a,j;? ...xzy® € H, with z;, € X and ¢, € {-1,1} for
ke {1,2,...,s}, we have Hh; = h;H and 1h; = h;1. If the table for h; closes
giving a deduction implying a.’c:;"' = b for cosets a and b, then

e 2. om® =hil

1s

and
€

1

€ —€; —E€jy,
1 N A i [Pl . k+1
o e Lyt =hlx vz "

i R T

gy
g1

with 1:1;::‘ J :Lf;"_“ll €aand lz; " ...z € b. Since the subgroup table is
closed, there must be an entry in the augmented coset table corresponding
to each entry in the row, excepting that of the deduction. From these, we

can form the words w; and w, so that

—€;

—€q,,
=wi7, and lz; *... ’fk+f+l

1zt . gk

i Ty = WaTp.



Both w; and ws are products of subgroup generators, and we have

Eip  Eig [ s §
lz;, 'z.?...2;7 = hil
&4y - —€i Cigg
legt ...z, = hlz ™ .. %,
éik o f
WiTeZ;," = hiwap.

[
Hence, our augmented coset table entry for Ta:z:.i;" 1s
withyw
1 iWaTp.

As any relator r; = z 'z ... 25, with z;, € X and ¢;, € {-1,1} for
ke {1,2,...,t}, is trivial, then given any coset a with representative 7,, we
have ar; = a and 7,7; = 7,. If the deduction implying a:r:;i“ = b occurs from
the completion of the 7.-th row of the relator table, where all a, b and ¢ are
cosets with representatives 7,, 7, and 7., then

€91 .89 €5t
TeXi T s ok

G — Te

and
€t _fjk-i- 1

Eiy, Eio bt
Telegy gy 1353 s 1 T3

ik = Tedy,
Using the augmented coset table, we can then find the two words, w; and

wy, over the subgroup generators so that

—€y —€4y.
=wy7, and T.x. et

€41 €ik—1
Te¥ 1 TS |

E: oy i = Bl A
J1 Jr=1 WaTh

Thus,
€it
WTaZ)| = WaTh,

and the augmented coset table entry for 'ra:r:;i"‘ is

wy I'HJQTb‘

Coincidences may also occur in this modified version of the Todd-Coxeter

algorithm. When two cosets, a and b, are found to be the same, however,

10



we cannot remove 7, the representative of b, from the tables in the same
fashion as the original method, by merely replacing each occurrence with 7,
the representative of a. While a and b are identical, it is not necessarily the
case that the representatives were chosen to be the same coset element and
s0, they cannot be used interchangably. If a and b are found to be coincident
from a deduction implying cx}* = a, where cz}* = b had previously been
determined, then we must have words w; and ws, both products of subgroup

generators, such that
T =dinT,, and e =ian

Thus, w7, = wat, and we can remove 7, from the tables by replacing each
occurrence of 7, with w; 'w;7,.

Once all the tables have closed, then the index has been determined and
the set of coset representatives, along with the augmented coset table, can be
used to find a presentation for the subgroup. One of the benefits of using the
modified Todd-Coxeter algorithm is that the resulting presentation for the
subgroup is given in terms of the original subgroup generators, rather than
a new generating set as is seen in other methods, such as the Reidemeister-
Schreier method.

PR :

T L 1 7. : .
nxt ozt =1, with z;, € X and ¢, €

{—1,1} for k € {1,2,...,¢}, then it must be the case that wr, = T,w = 7,

.l €4
For any trivial word w = !
for any coset a with representative 7,. Applying our augmented coset table,

we obtain:

Ta = ToW

Ej2

= Ttz
_ it (e g e T

— e :
= wlbeI,jE RN

= wWWs...WsTa,

. €4 €5
where the table contains 'ruzr:;l‘ = W Tp, Tg,:f:jf = wyT. and so on. Thus,
w = wiws.. ... ws = 1. As, for i € {1,2,...,s}, each w; is obtained from

11



the augmented coset table, it must be a product of the subgroup generators
{hi1,...,u}, so w = 1 has been rewritten in terms of these generators. Any
relator of the group G is also a relator of the subgroup H, and from our
augmented coset table, can be rewritten for the subgroup presentation. The
method employs this rewriting step when a deduction is found in a relator
table, and therefore, new information for the subgroup presentation is found
only in lines of relator tables where a deduction has not occurred.

The method also used the step 1h; = h;1 where deductions were found
in the subgroup table for h; € {hy,...,ly}. After the tables have been
completed, in any subgroup table where a deduction did not occur, we obtain
new information. Using our rewriting process, where h; = 'I:::“L':;Z - 'cf €
H, with z;, € X and ¢, € {—1,1} for k € {1,2,...,s}, then we can find a
word w over the subgroup generators so that

€ig

Thy= la 07, .o =wl.
Thus, h;1 = wl, and we have a new relator w™th;, a product of subgroup
generators, for our presentation.

Where G is a group with finite presentation (X|R), |X| = n and |R| = m,
it has been shown [26] that a presentation for a subgroup H = (hy, ..., hy) of
G with finite index [G : H| = a, where the cosets are numbered contiguously,

can be given as

<h],...,h[ | lhi—_—hil fOI'i':E{l,Q,...,l},
grjt=1forje€ {1,2,...,a} and r € R).

Thus, using the augmented coset table and the rows of the relator and sub-
group tables without deductions, we are able to determine all the relators

necessary to form the presentation of our subgroup H.

12



1.3 Coset Enumeration, Strategies and Com-

puter Implementation

Both forms of the Todd-Coxeter coset enumeration method allow for com-
puter implementation, and it is thought that the first such occurrence was a
partial implementation of the original Todd-Coxeter method by Haselgrove
in 1953 on the EDSAC I at Cambridge, described by Leech [24]. Even in
the modern group theory programming language and computer system, GAP
[16], most methods for finitely presented groups rely on coset enumeration.

The main issue in the implementation of coset enumeration is determining
the best rule for introducing new cosets. When the index of the subgroup
in the group is finite, the algorithm is guaranteed to terminate. The tables
will eventually close for any sequence of coset definitions, as long as for each
defined coset a that does not become coincident, then each of the cosets az;’
for z; € X and ¢; € {—1,1} will be introduced in a finite number of steps.
This simple condition is known as Mendelsohn’s condition, and a theorem
proving this is given by Neubtiser in [26]. The length of sequences with this
property, however, can vary dramatically as a result of the definition strategy.

As computer programs are judged according to their time and space ef-
ficiency, and the total number of defined cosets determines the memory re-
quired as well as greatly influences the running time, an implementation that
defines the fewer number of redundant cosets is generally regarded as the bet-
ter one. Even the strategies in the earliest coset enumeration implementa-
tions by Felsch [12], Leech [24], Haselgrove and Trotter [30] were proposed to
reduce total cosets, and since then, extensive experimental studies on various
strategies have been performed, such as in [8] and [18].

In the Todd-Coxeter algorithm for coset enumeration, there are three
types of tables, and relator and subgroup tables are used to determine de-
ductions once a row is completed. This is equivalent, however, to performing
scans of the relators and subgroup generators both from the left and right
using the coset table and so, the storage of relator and subgroup tables is very
inefficient with regard to space. Rarely do implementations include tables

other than the coset table.
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There are two classical strategies of coset enumeration. The first, known
as the Felsch-method after the first description of a program using this
method was given by Felsch in 1961 [12], concentrates primarily on the coset
table, making definitions so that table entries are filled line by line. After
each definition ax = b for cosets a and b, scans are made from coset a of
all cyclic permutations of the relators beginning with z and then, from coset
b, ones beginning with 7!, so that resultant deductions and coincidences
can be found and processed. This Felsch-type definition strategy tends to
find fewer redundant cosets as deductions and coincidences are found and
handled before any new definitions are made. The scans required after each
definition, however, can lead to longer running times.

The Haselgrove-Leech-Trotter (HLT) method, the other of the earliest de-
scribed strategies and the basis of the implementation by Haselgrove, makes
definitions in an attempt to close a line in one of the relator or subgroup
tables. The method proceeds by completing a scan from every coset for
each relator, at each stage making definitions enough to fill the row in the
corresponding table. Additionally, for the subgroup, scans are made of the
subgroup generators as well. Only after the scan of a row is complete and
this new deduction formed are the new definitions processed to find the re-
sulting deductions and coincidences. The many scans involved in the Felsch
method are avoided using the HLT method, although leaving all deductions
and coincidences until a row has been filled tends to cause more redundant
cosets to be introduced.

It can be a faster method, but the HLT style does not attempt to make use
of any new information resulting from definitions made while tracing relators
until much later. In a strategy based mostly on the HLT method, described
in [8] and called the Lookahead method, enumeration alternates between two
phases. In the first, definitions are made in the HLT style, considering rows in
relator and subgroup tables without processing definitions to find deductions
and coincidences until a certain number of cosets have been defined in the
phase. The process then switches from this defining phase to the lookahead
phase, using the definitions to find impending deductions and coincidences to
add to the tables. According to their comparisons with the Felsch method,
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and the pure HLT method, Cannon, Dimino, et al. [8], formed the conclusion

that the Lookahead method was, in general, better than the other two.

1.3.1 GAP: Groups, Algorithms, Programming

The GAP computational discrete algebra system [16] provides a program-
ming language as well as libraries of algorithms and algebraic objects. Al-
though many of the functions in GAP are implemented in the GAP program-
ming language itself, the kernel of GAP is written in the C programming
language. GAP was developed mainly to facilitate computational research
in group theory, although it includes many packages providing links to other
systems and is used in research and teaching of various areas of algebra.

As the GAP system and programming language provide an extensive set
of functions for finitely presented groups, most of which employ some form
of the coset enumeration method in their implementation, GAP is used as
a tool in much of this thesis. Both the Todd-Coxeter coset enumeration
algorithm and its modified version are included in the GAP functions for
finitely presented groups, so we shall briefly describe their implementations.

Coset enumeration is performed in GAP using the Felsch-type definition
strategy and thus, the rule for determining the next definition is to search
the table, row by row, for the next empty entry. After making a definition
to fill this entry and expanding the table if necessary, scans of all applicable
subgroup generators and cyclic permutations of the relators are made. Here,
storage is needed for the coset table, the subgroup generators and all cyclic
permutations of the relators. Any GAP function requiring coset enumeration
uses the function CosetTableFromGensAndRels, which requires three lists,
the group generators, the group relators and the subgroup generators, as
input. The user is also able to set a maximum value for the number of cosets
defined in the process. As long as the number of live cosets at any point does
not exceed the maximum or the available memory, this function, written in
the GAP language, outputs a data structure representing the coset table,
whose length is the index.

In the GAP system, the faster language, C, is used to implement time



critical operations, and as the time necessary to perform the numerous relator
and subgroup generator scans is one of the disadvantages of using the Felsch
strategy, CosetTableFromGensAndRels does not perform these required scans
itself. To reduce the running time, this GAP function passes the scanning
task to a C function, FuncMakeConsequences, which also determines and
processes any deductions and passes control, in turn, to the C function Han-
dleCoinc when a coincidence occurs.

GAP also has the capability of finding subgroup presentations of finitely
presented groups and contains functions implementing the Modified Todd-
Coxeter algorithm as well as those using a modification of the Reidemeister-
Schreier method. The Reidemeister-Schreier method builds a subgroup pre-
sentation using Tietze tranformations and a completed coset table, although
it does not necessarily produce a presentation in the original subgroup gener-
ators. Recall that the Modified Todd-Coxeter method of coset enumeration
has the advantage of producing a presentation in the original subgroup gen-
erators, but the entries in the augmented coset table can become very large
and the method can produce quite lengthy relators.

The subgroup elements of the augmented coset table can be expressed
as words in the given generators of H, but in general, these words tend to
become unmanageable because of their enormous lengths. The GAP imple-
mentation of the Modified Todd-Coxeter methods is based on an algorithm
outlined by Arrell and Robertson [2] using a tree structure and Tietze trans-
formations to cut down the length of the presentation and reduce the size
requirements of the augmented coset table.

In Arrell and Robertson’s algorithm, products in the augmented coset
table of length greater than one are not allowed to be carried through the
enumeration. A highly redundant list of subgroup generators is built up
starting from the original generators of H and adding additional generators,
which are defined as abbreviations of products of length two in the preceding
generators. Thus, each of the subgroup elements in the augmented coset table
can be expressed as a word of length at most one in the resulting subgroup
generators.

If H = (Xy|Ry) and the product hi'h§? is encountered, where h;, h; €
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Xy and €,€2 € {—1,1}, then a new subgroup generator h = h,g‘h;? 1s intro-
duced. Adding h to the set of subgroup generators and h = h.f‘h.;g to the set

of relators of H produces
(XU ),

an equivalent presentation to that of H = (Xy|Ry;), as it has merely under-
gone a Tietze transformation.

The additional products in the coset table will now only be in the form
of single subgroup generators, or their inverses. Thus, only the index of the
element in the set of generators, with a negative sign to indicate an inverse,
needs to be stored in the augmented coset table. Although a tree structure
is required to keep track of the definitions of new subgroup generators, this
is still better space-wise than forming an augmented coset table in the usual
way.

Similarly to the original Todd-Coxeter method functions in GAP, the
modified version, AugmentedCosetTableMte, also uses the Felsch definition
strategy, passing control to the C functions, FuncMakeConsequences?2 and
HandleCoinc?2, to perform necessary scans and to find and handle deduc-
tions and coincidences. AugmentedCosetTableMtc returns a data structure
representing the augmented coset table as well as the tree to decode the
secondary generators. This function is usually called from within another
GAP function, and the returned augmented table can be used to form the
subgroup relators in the new subgroup generator set. The decoding tree is
then used to convert the resultant presentation to one over the original sub-
group generator set, and rather than simply performing back substitution,
attempts are made to reduce the number and length of relators and eliminate

generators by performing Tietze transformations.

1.3.2 ACE: Advanced Coset Enumerator

The Advanced Coset Enumerator (ACE) exists both as a stand-alone pro-
gram written in C [17] as well as a package for the GAP system [15] and

provides a very powerful tool for research with finitely presented groups.
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ACE allows for experimentation in coset definition strategy and enumera-
tion style through user controlled options, and the biggest advantage of the
ACE coset enumerator is the huge number of options available with regard
to strategy, style, and manipulation of the presentation. There also exist
options allowing the user to interact with ACE during an enumeration as
well as those for running an enumeration on equivalent presentations of the
group, using different combinations of relator orderings, permutations and
inversions.

While the built-in GAP coset enumerator allows only for the use of the
Felsch coset definition strategy, in ACE, one can choose from various prede-
fined strategies or can tailor strategies using a combination of styles. Here,
when a new coset number has to be defined, there are basically three pos-
sible types. A definition using the Felsch strategy, scanning the coset table
and filling the first empty entry, is known as a C-style definition, and based
on the HLT strategy, an R-style definition refers to one in which a coset is
defined to fill the first empty entry during a relator scan. ACE also creates a
stack of coset definition possibilities that will complete the scan of a relator
from a coset, and one may choose to make definitions from this Preferred
Definition Stack. Using preferred definitions follows a strategy known as the
minimal gaps strategy, where the idea is that by closing a row in a relator
table, a deduction is immediately obtained.

The enumeration styles are mainly determined by different combinations
of the C style and R style definitions, which are controlled through alterations
of the values of the ct factor and rt factor options. There are eight styles: C
style, Cr style, CR style, R style, R* style, Re style, R/C style and defaulted
R/C style, and by assigning values to ct factor and rt factor, one of the styles
can be selected. Other options influencing the enumeration strategy are asis,
fill factor, lookahead, mendolsohn, no relators in subgroup, pd mode, pd size
and row filling. Thus, the user can control the enumeration by choosing an
appropriate set of options for a specific presentation, which is beneficial for
experimentation with enumeration strategies to find the best definition style,
producing the fewest redundant cosets.

Alternatively, ACE contains various commands for predefined enumera-
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tion strategies formed from the eight styles and other options. If no strategy
option is passed to ACE, default is used, which presumes that the enumera-
tion will be easy, although switches to a strategy designed for more difficult
enumerations if this is found to be untrue. Two other straightforward op-
tions are easy and hard. Easy will quickly succeed or fail, default may succeed
quickly or will try the hard strategy, and hard will run more slowly, from the
beginning.

The remaining predefined strategies are felsch, hit, pure ct, pure rt and
sims, where felsch can have either of the values 0 or 1 and sims can be
assigned any of the values 1, 3, 5, 7 or 9. The ACE definition styles and
strategies are outlined in detail in the manuals of both the ACE GAP package
and the ACE stand-alone.

The coset enumeration is invoked by either of the commands, begin or
start, and ACE will return the index if there is sufficient memory for the
maximum number of defined cosets in the table at every point in the process.
If an enumeration is attempted and insufficient memory is available for this
maximum number of cosets required to find the index, one can make changes
in style, strategy or in the group presentation and subgroup generator list
themselves and start a new enumeration.

However, ACE also allows the user to change some parameters and con-
tinue with the enumeration, retaining any information in the coset table and
building upon it. There are two modes in which this can be done. The mode
with command continue resumes the subgroup generator and relator scans
from where the enumeration left off, while the redo or check mode keeps
all the current table information but begins scanning from coset 1 again. If
the enumeration stopped during the relator scans for coset number a and
if the changes to the enumeration would invalidate the current coset table,
such as if the add relators or add generators commands had been used to
add elements to the set of group relators or subgroup generators, then it is
not guaranteed that the scans of the relators and generators for the cosets
with numbers less than a would still be completely determined by the table.
Thus, only the ACE mode redo, rather than continue, can be used to resume

an enumeration in this case.
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As the purpose of ACE is to find the index of a finitely presented group
over a finitely generated subgroup, where, in many cases, an extremely large
number of cosets are required, space saving is critical, and once a coinci-
dence has been determined, there is no longer any need to keep a record of
the inactive coset. Thus, ACE provides two commands which control the
recovery of memory allocated to redundant cosets from the coset table, leav-
ing a compacted table where all active cosets are numbered contiguously.
The compaction option defines the percentage of rows of the table that must
be redundant before ACE will automatically begin to reallocate table rows
during an enumeration. The recover command allows the user to explicitly
invoke a table compaction.

The ACE commands, aep and rep, allow the user to run the enumeration
for different combinations of relator orderings, rotations and inversions. The
aep option, for all equivalent presentations, takes in an integer value from 1
to 7, which, written in binary, represents the active flags for the three types
of relator manipulations. An enumeration is then performed for each combi-
nation of the orderings, rotations, and inversions that are active according to
this set of flags. The option rep stands for random equivalent presentations
and takes in two integer arguments, where the first is the same flag repre-
senting integer as that of aep and the second is the number of presentations
to be generated and tested.

The ACE package provides both an interactive and non-interactive GAP
interface with the Todd-Coxeter coset enumeration functions of the ACE
stand-alone C program. Using input and output streams, the ACE package
controls the commands written to these streams according to the GAP func-
tion call and translates the C program output read from these streams into
appropriate GAP output. The user may still control enumeration style and
definition strategy in this interface as the package allows options to either be
specified during a function call or pushed onto a stack before the function is
invoked.

As well as functions for each of the facilities available in the ACE stand-
alone, the GAP interface also provides the function ACECosetTableFrom-

GensAndRels, accepting the same inputs as the built-in GAP enumerator
2 l (=] p
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CosetTableFromGensAndRels, but using the ACE enumerator to find the
coset table. As such, one can employ the powerful ACE enumerator with
any of the ACE options and strategies to generate different coset tables in
GAP than would be produced by the built-in function.

Many of the GAP functions for finitely presented groups require coset
enumeration, and although CosetTableFromGensAndRels is the main driver
in GAP for coset enumeration, it is regarded as an internal function, often
being called from within another function for groups of this type. GAP
allows, however, for the usual coset enumerator to be supplanted by the ACE
coset enumerator so that the function, ACECosetTableFromGensAndRels,
becomes the main driver and ACE is used for coset enumeration. This is

easily obtained by assigning
TCENUM = ACETCENUM;

so that a call to CosetTableFromGensAndRels, either directly by the user or
indirectly from within a function, actually calls the ACE equivalent. When
coset enumeration is called internally, any options passed to the calling func-
tion are in turn passed to ACECosetTableFromGensAndRels and so, the
strategies and style options of ACE can still be employed. The GAP enu-

merator can be reset to the original GAP coset enumerator by the command
TCENUM := GAPTCENUM,;

With this, using the ACE package in GAP can be very helpful in experimen-
tation and programming with finitely presented groups, as it allows the user
access to the various GAP functions for groups of this type as well as provides
the user with the ability to control the enumeration, normally unavailable in
GAP.

Although many strategies and style options are available for coset enu-
meration, ACE does not contain functionality for the Modified Todd-Coxeter
version or any other method of finding presentations for subgroups. As the

main driver for the GAP functions using the Modified Todd-Coxeter algo-
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rithm is CosetTableFromGensAndRelsMtc rather than CosetTableFromGen-

sAndRels and only the latter is reassigned by the command
TCENUM := ACETCENUM;,

replacing the default GAP enumerator with that of ACE does not influence
the Modified Todd-Coxeter functions within GAP.

Considering methods for generating presentations for subgroups of finitely
presented groups and attempting to find ‘better’ such presentations is where
our research began. Although ACE allows one to experiment with coset
enumeration, no such tool existed for the Modified Todd-Coxeter method of
generating subgroup presentations. The C program, Proof Extraction After
Coset Enumeration (PEACE), uses an ACE-based enumerator, and our work
of modifying this program for the Modified Todd-Coxeter algorithm and
developing a GAP package is covered in the next chapter.

22



Chapter 2

PEACE: Proof Extraction after

Coset Enumeration

2.1 Introduction

Once coset enumeration has been employed to find the index of a finitely
presented group G over a finitely generated subgroup H < G and a complete
coset table has been formed, one can use this to prove that a group element

h € G is also a member of the subgroup. If

G = (X|R)
with X = {@,29,...,2,} and R = {ry,72,...,7m}, then expressing h in
terms of the group generators and their inverses, we can write

Eq €ir €ig
hi=xte2 .

.,'1 o r""? CCY .is

where z;, € X and ¢;, € {—1,1} for k € {1,2,...,s}. As the index [G : H]

has been found and the coset table is closed, we are able to then determine
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the set of cosets {1, ay,as,...,as} such that

€
ap = lz;!,
Cig
gy = oz,
L
Qs = Q1T

Thus, 1h = 1'1::1'1,:;2 ... = a,. As H is a subgroup and the coset table
does not contain any redundant cosets, then h is actually a subgroup element
only if ag = 1. Otherwise, h € H where a, # 1.

The ability to show the membership of a group element in the subgroup
relies on the validity of the coset table, and for a specific enumeration per-
formed using the Todd-Coxeter algorithm, this cannot be easily checked.
Thus, although proofs have been given for the correctness of enumerations
using some coset definition strategies, we would require such a proof for the
strategy of our specific enumeration before we could assume the coset table
is valid. However, using the definition sequence of a completed enumeration,
the C program, Proof Extraction After Coset Enumeration (PEACE) [19],
written by George Havas and Colin Ramsay, allows one to extract an easily
verified proof of the subgroup membership for a group element.

In its output, PEACE produces a string expressing a reduced group ele-
ment h € G as a product of subgroup generators and, possibly conjugated,
group relators. As it freely reduces to the original word and, when the re-
lators are removed, reduces to a product of subgroup generators, it is easily
shown that this proof word represents h in both its original form as well as
written as a product of the subgroup generators. Thus, it forms a proof that
h € H, and the proof word as well as the presentation of GG, the generators

of H and the original group element h make up the proof certificate.

Example 2.1 As an example of a PEACE proof word and certificate, con-

sider the presentation for As,

As = (a,bla?, b3, (ab)®),
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with the subgroup generated by {a"‘ b*} and isomorphic to Ay. For the group

element w = a~'b*ab®, PEACE produces the proof word
[Aba|[Aba][Aba][Aba](bbb),

where A represents the inverse of the generator a, square brackets enclose sub-
group generators and round brackets, group relators. Removing the brackets,
it is easily seen that the proof word reduces to Ab%ab?, which is exactly the

original word w, and as the relator (b%) is trivial, then

w = Ab'ab®
= [Aba][Aba][Aba][ Aba](bbb)
= [Aba][Aba][Aba][Aba]
= ()

We have thus obtained a proof of w € (a®,b*). This simple example can also

be easily shown by hand since (b*) = 1 and a~'b'ab® = a~'ba = b* € (a®, b*).

As already indicated, the main inputs of PEACE include the group pre-
sentation, the subgroup generators and the group element whose membership
in the subgroup is to be proved. PEACE allows for presentations with a gen-
erating set of size of up to 26, and each generator must be input as a lower
case letter. PEACE then refers to the inverse of a generator as its corre-
sponding upper case letter, and the inverse of the generator  can be input
as either z — 1 or X. In this chapter, we will keep to our notation of referring
to the generator inverse as ~'. To input the group G and subgroup H < G

defined by
G2 (B850 oy Ealli598; cvny Py B0 H =R B0, o5 he)s

where m,n € Z*, | € Z*, n < 26, the group generators are all lower case
letters and elements of the set of relators as well as those of the set of subgroup

generators are words over the defining generators and generator inverses, we



require the initial PEACE commands:

group generators: xp,Ta,...,Tn:
group relators: ry, 7o, ..., m;

subgroup generators: hy, ha, ..., hy;
Typically, a PEACE run involves 3 steps:
1. generation of a definition sequence by coset enumeration,
2. manipulation of the definition sequence,
3. production of a proof table and resulting proof words.

The outputs of PEACE are whether or not the group element, which is input
after the proof table has been generated, is also a subgroup element, and if
it is found to be so, the associated proof certificate.

We will complete our introduction of PEACE by describing the three
steps of a run for the original C program. The rest of this chapter will be
devoted to outlining our modifications of PEACE to perform the Modified
Todd-Coxeter algorithm for coset enumeration as well as our development of
a PEACE package for GAP. We designed such tools with the aim of using
them to experiment with forming subgroup presentations, to try and find

‘better’ such presentations than formulated by the built-in GAP functions.

2.1.1 Coset Enumeration and Definition Sequences

The objective of a PEACE run is to find a proof showing the presence of
a group element in the subgroup, and as the produced proofs vary with
different definition sequences, an ACE-based enumerator is used, allowing
for experimentation to obtain different sequences and thus, different proofs.

Similarly to ACE, all of the predefined strategy commands, default, easy,
felsch, hard, hit, pure ¢, pure r and sims, are included in the PEACE enu-
merator. PEACE also allows the strategy to be defined by the user with the
options, asis, ct factor, fill factor, lookahead, mendolsohn, no relators in sub-

group, pd mode, pd size, rt factor and row filling. An additional option, col
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ordering, controls the order in which the group generators and their inverses
are laid out in columns of the coset table. This option can be useful for
strategies such as felsch, where definitions are made according to the coset
table, filling the left most empty column entry in the first incomplete row.

The enumeration is queued using the begin or start commands, and if
the enumeration is able to complete, the resultant table can be printed
with the print table input. An incomplete enumeration may be resumed
in PEACE with different parameters using the continue command, and sim-
ilarly to ACE, this mode retains all the information of the coset table and
the relator and subgroup generator scans are resumed from where they left
off before the enumeration halted. However, as no options exist that modify
the presentation and would require the command redo rather than continue
in ACE, there is no PEACE command equivalent to redo, which began the
scanning of all relators and subgroup generators again from coset 1. Each
of the other two steps of a PEACE run are invoked only by user commands,
and thus, the enumeration step can be performed multiple times with differ-
ent combinations of options and styles to produce a definition sequence of a
desired type before the proof table is formulated.

In addition to a column for each generator and generator inverse, the
PEACE coset table also contains four auxiliary columns. Unlike ACE, where
redundant cosets have no further use and the coset table can be compacted
to remove these redundant cosets, in PEACE, the entire definition sequence
must be retained as it is necessary to build the proof table. Thus, for each
row, the entries in the first two auxiliary columns contain information on
whether the coset is redundant and with which other coset it is coincident as
well as linking to the next pending coincidences in the queue. The last two
auxiliary columns contain the coset v and the generator or generator inverse
a defining the coset [ represented by the row of the table, such that ca = 3.

Although the second step of a PEACE run is not actually required once a
complete definition sequence has been produced, there are some options, such
as ds op, enumds and prune, which allow for the output or manipulation of
the sequence. The ds op command prompts PEACE to output the definition

sequence of the last enumeration, either to a file or to the standard output
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stream.

The enumds command takes in an integer argument specifying the num-
ber of definitions to be tried, which must be smaller than the current defini-
tion sequence legnth, and PEACE attempts enumerations with all definition
sequences of this specified length.

The option, prune, based on the short-cut method of the Interactive Todd-
Coxeter (ITC) GAP package [13], tries to reduce the length of a complete
definition sequence. If this length is [, then tracing backward from the last
processed coset number «y, the coset numbers {ay,, ..., a;,, oy, } can be found
such that the definition sequence contains

_ iy 1 _ S
oy = lrch and o, =, 7",

where :cff” is a generator or generator inverse for each i € {2,3,...,k} and
a; = «y,. Thus, they are the cosets involved in the definitions that were
actually used to reach coset number «;. These coset numbers are marked as
‘indispensable’, and the definition of each coset in this set is moved to the
beginning of the definition sequence. The definitions of the remaining cosets
in the original sequence are placed at the end, and the enumeration is then
begun again using this re-arranged sequence. Although it must complete the
enumeration, as the original definition sequence was enough to lead to a full
table closure, the enumeration may finish before all of the definitions have
been processed. The subset of definitions of the re-arranged sequence closing
the tables then becomes the new definition sequence, and this procedure is
repeated, creating shorter definition sequences, until all cosets are marked

‘indispensable’ and the final, pruned definition sequence has been produced.

2.1.2 The Proof Table

Setting up the Table

Given that a complete definition sequence has been formulated, the final
step of a PEACE run is to build a table from which a proof word can be
produced. The proof table is set up similarly to that of the coset table in an

enumeration and, in a sense, an entry retains the reason or the event in the
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enumeration resulting in this entry. As we will be referring to two different
tables, let us adopt the notation CT (row, col) to mean the entry in the coset
table for the coset number row and generator or generator inverse col. We
will use PT'(row, col) for the corresponding entry in the proof table.

Once PEACE has a completed coset table, the generation of the proof
table is performed on the PEACE command pt. The command loop parses
this command and calls the function puce_pt(), which clears the coset table
by setting each entry to 0, excepting the last two auxiliary columns con-
taining the definition sequence. These definitions were enough to close the
tables, so the current coset table size is sufficient and the proof table is allo-
cated memory enough for the same number of rows and columns. Unlike the
coset table, however, each entry consists of a pointer accessing a linked-list
detailing the history of all the events that obtained new information for this
entry. Initially, the state of each of these proof table entries is NULL and
modified to be that of a list once the entry is filled or altered by a definition,
deduction or coincidence. The proof table also contains one auxiliary col-
umn, which, similarly to the first auxiliary column of the coset table, records
the coincidences as well as their proof words.

Each element of the linked list is a structure with three main attributes
in addition to the next pointer for the proceeding element in the list. The at-
tributes are seq, the number indicating where in the sequence of events this
new information was determined, result, the resulting coset for the coset-
generator pair corresponding to the proof table entry containing the linked
list, and data, a pointer to the data or the determined proof word for this
deduction or coincidence. Thus, where « is a coset number and ' is either
a group generator or its inverse, the entry PT'(«, z}') is a list, not only indi-
cating the coset numbers 3, such that we have found az;' = [, by definition
or deduction, but also the proof word showing the deductions and coinci-
dences involved in determining each of these relationships. Each entry in the
auxiliary column of the proof table is a single element of this structure type,
containing the proof word formed from the relator or subgroup generator
scan resulting in the coincidence.

After the coset table has been cleared and the shell of the proof table
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built, each definition in the sequence saved in the third and fourth auxiliary
columns of the coset table is processed in order, entered into the tables and
placed on the deduction stack. Here, with the definition az' = 3 for coset
numbers o and 3, group generator z; and ¢; € {—1, 1}, the entry CT (o, z¢*)
is reset to 3. Memory is allocated for the data structure representing this
definition where the member attribute seq, for the sequence number, is given
a value accordingly and result is assigned the value 3. For definitions, the
data field pointer and next pointer are both NULL, and as no deductions will
have yet been found or processed, the pointer PT (o, z{') is set from NULL

to the single element list containing this definition.

Using the Tables: Scans, Deductions and Coincidences

The process for building the proof table proceeds similarly to coset enu-
meration, using information in the table to perform relator and subgroup gen-
erator scans to deduce new information. Before continuing with the method
generating a proof table, descriptions are required of some functions used
within puce_pt(), namely al0_apply, al0_coinc and al0_dedn. From within
these functions, there are also calls to the function, ptbld1, for generating
proof words, and functions dealing with secondary coincidences, al0_cols12,
ptbld2and pthld3.

Relator and Subgroup Generator Scans

The alO_apply function takes in a coset number and subgroup generator
or cyclic permutation of a relator and applies the coset to this group element
using the coset table in an attempt at finding a new deduction or coincidence.
If the application is on the coset o by the word
&5

Ci1 L Eig
- ]:I ol 1:2 . . ?J ]

with z;, € X and ¢;, € {—1,1} for k € {1,2,...,7}, then firstly, a forward

scan is initiated, stopping when all of the cosets oy for s € {1,2,...,a} have
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been found such that

. 5 .ET-G S .
= (9, cee Qg1 T o= Qg

Ciag
ta41

completes and j = a. In the latter case, then there may be a coincidence and

and either there is no coset table entry for a,x or the forward scan
it needs to be checked that, for coset numbers, a, = «a. If a < j, however,
a backward scan is then performed, finding cosets g, for t € {1,2,...,b} so
that

—; . i 7 —€i_ih—
oLy, v =P, 511}}._‘;’ b=0 . ﬁo—ll'z-j_:b_{f) Y =By

It stops where either there is no coset table entry for [31,:1:; i‘; ~* or the backward
scan has reached the same point as that of the forward scan and a = j — b.
Here, the equivalent row in the relator or subgroup generator table would be
i1 ia fjbil i

o aq Q-1 } Qa, B | Bo-1 B

«

and both «, and 3, have been determined for one entry. Thus, a check for
a coincidence must be done and when, for coset numbers, «, # 5y, alO-apply
passes control to the function al0_coinc.

If the backward scan stopped with a < j — b — 1 then there is insufficient
information in the coset table to close the row of this table. However, where
a=7—>b—1, then

i al,f'r'.-‘ oL €l b1

i L ia a1 i bt T ij

aq [ ;Bb ‘ ﬁl

The coset numbers «a, and 3, appear as adjacent entries, and the deduction

¥

(. - - - .
aez; "' = 3, has been found. This new information is pushed onto the de-

iu-i-l

duction stack to be processed later, and ptbld1 is then called.

Proof Words from Deductions
When a deduction has occurred, this new information needs to be added
to the linked list of events that have modified the result of the appropriate

proof table entry. The function ptbld! determines the proof word for the data
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pointer attribute of the new element to be added to the list. In PEACE, if

a deduction 62,:;’ = = is found whilst scanning the relator

for the coset o with x;, € X and ¢;, € {—1,1} for k € {1,2,...,s}, then this

deduction resulted from the use of the coset table to find the cosets

op=ag=a and o= a;-lzzr:-:‘_‘l‘ forte€{2,3,...,s+ 1}.

Thus, 8 = aj, ¥ = a;41 and
€; . —Ei: —_— —_ —Eq
> (R = i-1 1 e is 341
pz;,) = By 7 ooz (i), my ]
_ S e N T ~€ijq
= ajftj T ey ) iy
—€i. o~y — —€; .
= : ] iy o P i+1
= 01Ty, 5 - Ty (P)TT Ty

= apz, " )z .. A

1 tj+1
= a(r;)r; ™ x, It
— i is v ij-l—l
i s RS
= oz, T...T]

—%i5 ~€ij41
= 0T, 1 Ty

€f .
_ ) i1
= Q2T
= 511

The new element of the linked list for the proof table entry PT(3, :c /) has
result set to 7, while the member attribute data points to the proof word of

the form
—€i._ —€; —E; —€; —E€i,_ e
J=1 2 3 . is s—1 i+l
B ¥y Qgey el Oply o (r) a 23" o %3, 7' s ogae Tigy

Subgroup generators involved in deductions are indicated by square brack-
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ets, and similarly, for the same deduction obtained from a scan of a subgroup
generator s; with a = 1, the proof word data attribute accesses the string
—€i._ —€;, —€; — £ —E —€qi
e =1 ; L P s . Cig . =1 .kl
3’3 'I’i_-,'_1 Q1 -+ ’"Eig g 'L'i| 1 ['S'i] 1 3"1',.- Qg :L?:s_l e Qg J’iJ+1
Involving the coset numbers in the proof word is important. A proof word
contains the reasoning behind and events resulting in new information in the
coset table. For example, consider the proof table entry PT(«,x;) where

one of the elements of this linked list has the simple proof word

a2’ g a® oy (r)y

and result «y. Obviously, the proof word indicates that this entry was obtained
scanning relator r = z}* 'r;’a,f‘ from coset 7, but to show the entire sequence
of events resulting in this deduction, we need to include the reasoning and
events behind each of fl:b';-j = [ and {3:1:;" = ~. Thus, where o w; 8 and
[ W2 7y are the respective proof words, then we can make the expansion
v 1; ’ B 33;“ ' (7) Y
= a W gwy (r) .

Through continual expansion, the justification for az}" =+ then includes all

the events leading to this deduction.

Coincidences

Once a proof word is found and entered into the proof table, however,
later deduction processing may yield a coincidence making one of the coset
numbers in the proof word redundant. A coincidence of coset numbers 3
and 7, found so vy becomes redundant, means that some proof table entry
PT(«, z;') contains a list of least two elements, namely, one with result 3 and
one with result v, each possessing different proof words. Although ~ is now
redundant, it may have been involved in a previous deduction and appear
in a proof word of another proof table entry. If the string o z}' v :z:;f 5isa

substring of a proof word, then the events and reasoning behind this proof
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word includes that of the deduction az;’ = 7, not azi’ = 3. Therefore, the
expansion requires the proof word for the entry with result v. However, as
~ had become redundant, no further deductions would be made for v and
there may be no entry for 'y:c;"' = §. Thus, the expanded proof word becomes
a T N=0 :1:;"' 5 and incorporates the proof words for oz;’ =~ and ,8:1:;*‘ =0,
as well as that of the coincidence v = £.

Coincidences are handled by the function al0_coine, making the coset
with highest index redundant. In the coset table, cosets can be indicated
as redundant using the first two auxiliary columns, and it is simply a mat-
ter of replacing each occurrence of the now inactive coset with the other and
clearing the entries in the redundant row. Handling coincidences in the proof
table cannot be done in the same way. As mentioned above, coset numbers
are a necessary part of proof words and can appear in the proof words of
various proof table entries if they are part of the scan which resulted in the
deduction. Since redundant coset numbers are needed even after a coinci-
dence has been found, the coincidence is indicated in the auxiliary column of
the proof table and the event resulting in this new information is recorded in
the form of a proof word. Thus, whenever the redundant coset is encountered
in a proof word expansion, there is a proof word outlining the reason for the
coincidence, which must be included in the proof word so that processing can
continue from the non-redundant equivalent of the coset.

If a coincidence is found during a relator or subgroup generator scan, then
this is a primary coincidence and the proof word for the auxiliary column of
the proof table in the redundant row is determined by the function ptbld?2.
The proof word is found in a similar manner to that of a deduction, and
where the scan involved the word

€1 . Cig

TUL = :L‘” 7:2 .. “ij

for coset o with z;, € X and ¢;, € {—1,1} for k € {1,2,...,7}, then the
equivalent row in the relator or subgroup generator table would be

iy 2o Eigpn

i £l 1a Tat1 Tt L5

e oy D1 Gy Bia | Bo—1 B | a
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for some a € {1,2,...,5} given that the forward scan produced the coset
numbers «, for s € {1,2,...,a} and the backward scan produced the coset
numbers 3, for t € {1,2,...,5 —a}. Thus, a, and §;_, are found to be
coincident and the coset with highest coset number is redundant. Using

—€a T e B s o B Gt

: B Sy, P Ti | e By
then where the coset numbers «, > f;_,, the auxiliary column entry in row
a, of the proof table would contain the proof word for a, = [3j_, as

- —e
o] (wi) o Ty, ! B .‘.311;(&+T+ 6_;5—&-

. —€ig i
Oy Ty~ ue oy By
Alternatively, when a, < (3j_4, then the proof word of §;_. = a, in the
auxiliary column entry of row 3;_, would be
By Ti - B %) @ (@) a2l oy T an

Given a coincidence of coset numbers v and 3, the function al0_coinc also
handles the transfer of information from £, the redundant coset number, to
a. For each generator or generator inverse zj', the entries CT (v, z;') and
CT(3,z") must be compared to use the information in the S-th row to fill
empty entries and modify current entries in that of the a-th row of the tables
and to find secondary coincidences. The inverse entries are also updated
accordingly.

Various cases exist and require different proof words to show both the co-
incidence and any secondary coincidences. The PEACE manual [19] outlines
the formation of the proof words for each case, although we will describe this
formation for a few of the most general cases. Obviously, if CT (3, z;') = 0,
then nothing needs to be done.

Where CT' (o, z5') = 0 and CT(S,z;') = 3, then there are two cases. If
CT(a,2z;) = 0, then PT(a,2) becomes the list composed of the single

element with result o and proof word

a=p0 z;! B=a,



while a single element is assigned to the empty list PT (o, z; '), having result
a and proof word
a=8 % " p=a.

If CT(a,z;") = v # 0, however, then a secondary coincidence has been
found involving the cosets a and v, which is added to the coincidence queue.

For CT(a,25") = 0 and CT(3, ') = v # f3, the entry PT(«, '), which
had previously been NULL, is given a list element with result v and the proof
word attribute data of

Wi
a=p Ti 7.

The list at entry PT'(vy,x;“) must contain an element with result 3 and is

given a new head element with result o and data

€
Y% B=a.

Lastly, the coset table is adjusted so that CT'(«, z;') = v and CT (3, x}') = 0,
and the coincidence is added to the first two auxiliary column entries of row
B.

During the formation of the rest of the proof table, if az;' or yx;“ occurs
during a scan, then the resulting cosets will be given as v or a, respectively.
Any new proof word using one of these new relationships will contain the
substring o ' 4 O ~ x;“ . Proof words formed before the coincidence
was discovered, however, are left unchanged and may still contain 3 xi' 4 or
v x; " g. The entries of the proof table are not cleared after a coincidence,

I
Ei

and so there is still an element of the list PT(3, x{') with result v and proof

word B W1y for some string w; of generators, generator inverses, coset
numbers and either ‘=" symbols or a relator or subgroup generator, which
can be used for the expansion. The same is true of the list PT'(y, z;“) for an
element with result 3, whose proof word is ~ wi" 3 Using the proof table,
where the coincidence of cosets a and f is given in the auxiliary column of

the 3-th row with proof word B W2 for some string ws, the expansions of
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a vy and ~ x;“ o are then

[3

nEi i
a Ty = 032,8 T;" vy
= q Wy : 3 vl ~

= o wgl B Wiy
and
: —€i
¥ a = ¥ T 6=CY

e
T =«

P I
— v Wy ,6 Wa ¢y,

4

Thus, the justifications include the fact that the new deductions had been
obtained from old deductions plus a coincidence.

Where CT(3,25") = A # 0 and CT (o, zi") = 6 # 0, there is a possible
secondary coincidence of cosets A and 0, and several special cases arrise where
{a, By {A, 6} # 0. Secondary coincidences can trigger a sequence of coinci-
dences, which must be reflected in the proof word. Each of these is added to
the coincidence queue handled by the function al0_cols12 and, athough coin-
cidences are processed in the order in which they are determined, secondary
coincidences must be immediately marked in the first auxiliary columns of
the coset and proof tables and their proof words determined as they affect
the resulting proof table entries. If {a, 8} N {\,d} = 0, then the proof word
for the new element of PT'(«a, x;') cannot be formed until the representatives
of cosets A and 0 are determined, assuming « is not found redundant. A
previously determined coincidence involving either A or § may still be unpro-
cessed and in the coincidence queue and thus, either A or § may be marked
as redundant and represented by a different coset. However, once all sec-
ondary coincidences are found for this case and where A and ¢ are found to
be represented by the cosets A" and ¢', respectively, then the proof word of

this final secondary coincidence will take the form
€ Ei
M= vov =X €Z; 6:0: €T o= - :(5.'1
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if, for coset numbers, \' > §. Otherwise, the form is

St v =F T a=4 .‘.'3:‘ A =0 = L

Filling the Proof Table

Having processed the definition sequence and saved all of these definitions
in the coset and proof tables, puce_pt performs an initial scan of the subgroup
generators for coset 1 as well as of cyclic permutations of the relators for all
cosets before the deduction stack is processed. This scan, using al0_apply,
occurs to determine any deductions and push them onto the deduction stack,
all the while entering the appropriate data in the coset and proof tables. It
also occurs solely in case the definition sequence, and thus the deduction
stack, had been empty.

A call to al0-dedn is then made by puce_pt to process the deduction stack.
Popping off the top most deduction ax{’ = 3, all the cyclic permutations of
the relators beginning with z{* are applied to coset a, and all cyclic permu-
tations of the relators ending with z§' are scanned from coset 3 using calls
to al0-apply. Any new deduction is added to the deduction stack, the proof
word of the new proof table entry element is determined by ptbld! and coinci-
dences handled by al0_coinc. This process continues until the deduction stack
is empty and all deductions have been processed. However, since al0_dedn
only applies the deductions to relators, another loop is required to scan the
subgroup generators. This, of course, may result in further deductions and
the deduction stack will need to be processed again. Thus, puce_pt alter-
nates between calls to al0_dedn and a loop scanning each subgroup generator
using al0-apply until the subgroup generator scans produce no deductions or
coincidences and the deduction stack is empty.

If the definition sequence is valid, these definitions will have been enough
to close the tables and complete the enumeration. At this point in the con-
struction of the proof table, the coset table should be complete and the scans
of all subgroup generator and all cyclic permutations of the relators should
contain no holes. For safety, puce_pt calls the function chket, which checks

the coset table by performing these scans.
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To help illustrate the process of forming a proof table, we shall work

through a small case.
Example 2.2 The quaternian group (Js can be given by the presentation
(a,bla*, b*, a®b~2, aba~'b)

and the subgroup (a) over Qg has index 2. Using the definition sequence
2 =1b"1,3 = 2b71,4 = 3b!, these definitions are first added to the coset

table to obtain:

coset [a a”' b b7!' coinc chain defn
1 0 0 0 2 n/a n/a n/a
2 0O 0 1 3 0 0 15
3 0o 0 2 4 0 0 2!
4 0 0 3 0 0 0 3b~!

Before these deductions are processed, we must perform the subgroup
generator and relator scans. Firstly, the subgroup generator a is applied to
coset 1. The forward and backward scans result in the deduction la = 1,
and as this was from a subgroup generator scan, then PT(1,a) is given the
element with result 1 and proof word | [a] {. Similarly, an element is added
to PT(1,a™") with result 1 and proof word 1 [a™'] . The coset table is
updated so that both CT(1,a) =1 and CT(1,a™ ') = 1.

Moving to the relator scans and beginning with coset 1, no new deductions
are obtained for the relator a*. For b%, there is no information in the table for
the forward scan. The backward scan, however, gives 1 b™' 9 b™! 3 b= 4, so
we obtain 1 b 4 b 3 b 9 b 1 and the deduction 16 = 4. An element with result

4 and proof word

1 (0 107 g b7 307y
is added to the proof.table entry PT(1,b). The inverse entry PT(4,b7') is
given an element with result 1 and proof word 4 b3 b9 b (b‘"i)l, and the

coset table is modified as well.

At this point, the partial coset and proof tables are:

39



coset [a a' b b7' coinc chain defn
1 1 1 4 2 n/a n/a n/a
2 0 0 1 3 0 0 151
3 0 0 2 4 0 0 ap—1
4 0o 0 3 1 0 0 371
coset #1 coset, #2
a |1 1fa]l a | NULL
gx [T a1 a~! | NULL
b 4 1016712071367 14 b 1 defn
b=t | 2 defn b= | 3 defn
coinc n/a coine null
coset #3 coset #4
a NULL a NULL
a~! | NULL a”! | NULL
b 2 defn b 3 defn
b=! | 4 defn b=' | 1 4b3b2b1(b~%)1
coinc null coinc null

Considering the next relator a®b=2 with coset 1, the forward scan com-
pletes and results in { a 1 a1 b~' 9 b~' 3. Since the scan should finish on
1, we have obtained a primary coincidence of cosets 1 and 3. Thus, the

associated proof word is
3 b 2 b]_ a™? 1 a! 1 (azb_z) 1.

We now need to transfer any relevant information from the redundant
coset 3 to coset 1. For both a and a!
CT(3,a) = 0 and CT(3,a™') = 0. For the group generator b, however,
we have CT'(1,b) = 4 and CT(3,b) = 2 and, thus, have encountered the sec-

ondary coincidence of the cosets 2 and 4. Since no previous and unprocessed

, nothing needs to be done as

coincidences involving either 2 or 4 had been found, then the representatives
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of these cosets are just themselves and the proof word is

4b ' 1=3bo

This coincidence is added to the chain of pending coincidences, and coset 4 is
marked as redundant and represented by 2. The proof table entry PT'(1,b) in-
volves the coincidence of cosets 2 and 4 and is left until this coincidence is pro-
cessed, when it will be handled along with its inverse, PT(2,b71). CT(3,b)
is then reset to 0 and, as CT'(2,b~') will be handled when the coincidence of
2 and 4 is processed, this entry is also reset to from 3 to 0.

The last step of processing the coincidence of cosets 1 and 3 is to consider
CT(1,b7') and CT(3,b™1). Since the former contains 2 and the latter 4, we
have the secondary coincidence of cosets 2 and 4. As this coincidence has
already been determined, although not yet completely processed, the coset
table indicates that the representative coset of 4 is actually 2. As the entry of
CT(1,b7') is already 2, then nothing needs to be done except to reset both
CT(3,b7') and CT(4,b) to 0. The tables at this stage are:

coset |a a' b b7! coinc chain defn
1 1 1 4 2 n/a n/a nfa
2 0O 0 1 0 0 0 15
3 0O 0 0 0 1 4 2b~1
4 0 0 0 1 2 0 3b~1
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coset #1 coset #2

a |1 1fa]l a | NULL
al |1 1[a7!1 a! | NULL
b 4 1(6%)167126"13b714 b 1 defn
b= |2 defn b= |3 defn
coinc n/a coine null
coset #3 coset #4
a | NULL a | NULL
a~! | NULL a~! | NULL
b 2 defn b 3 defn
b=! |4 defn b= |1 4b3b2b1(b~ )1
coinc | 1 3b2bla"'la='1(a*b~?)1 coinc | 2 4b7'1 = 3b2

Before we can return to the relator scans, we still need to process the
coincidence of cosets 2 and 4, which is sitting in the chain of pending coinci-
dences. As the coset table entries for row 4 are all 0 for the group generators
a, a~! and b, nothing needs to be done for these cases. For b~!, then since
CT(2,b7!) = 0 and CT(4,b™') = 1, we add a new element to PT(2,b7")
with result 1 and proof word 9 — 4 b=! 1. The coset table is updated so
CT(4,b7') = 0 and CT(2,b7') = 1. Additionally, for PT(1,b), a new list
element is added with result 2 and proof word 1 b 4 — 9, and CT'(1,0) is
changed to 2.

coset [a a' b b7' coinc chain defn
1 1 1 2 2 n/a n/a n/a
2 0 0 1 1 0 0 1571
3 0O 0 0 0 0 2b~1
4 0O 0 0 0 2 0 3b1
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coset #1 coset #2

a |1 lal a | NULL
a”l |1 12 a”! | NULL
b 2 1bd=2 b 1 defn
4 1(b")167 1207136714
b=! | 2 defn bt (1 2=4b711
3 defn
coinc n/a coinc null
coset #3 coset, #4
a NULL a NULL
a”! | NULL a~! | NULL
b 2 defn b 3 defn
b1 |4 defn b=t | 1 4b3b201(b~*)1
coinc | 1 3b2bla'la='1(a?b~2)1 coinc | 2 4b7'1 = 3b2

There are no more pending coincidences and we can return to the relator
scans, with coset 1 and relator aba='b. Using the current coset table, the
forward scan gives | a | b 9, while the backward scan yields | b=! 9. To-
gether, we have 1 @ 1 b 9 a™'9 b 1 and the deduction 2a~' = 2. Thus, since
CT(2,a™') = 0, this coset table entry is set to 2 and a new list element is

given to PT(2,a™") with result 2 and proof word
9 s 1 a™? 1 (aba™'b) 1 b! 9.

Similary, we set CT(2,a) = 2 and a new list element is added to PT(2,a)

with result 2 and proof word
oby (b tabla ) 1aqbo.

Here, the tables are:
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coset |a a' b b~! coinc chain defn
1 1 1 2 2 =n/a n/a nfa
2 [2 2 1 1 0 0 1p!
3 o oo 0 1 0 27!
4 0O 0 0 0 2 0 3b!
coset #1 coset #2
a |1 1[a]l a |2 2bl(b~'ab~ta"')lalb2
al! |1 1[a 1 a™! |2 2v'1a"'1(aba"'b)1b712
b |2 14=2 b |1 defn
4 1(b")167 1207136714
b=! |2 defn 1 |1 2=i4p"11
3 defn
coine n/a coinc null
coset #3 coset #4
a NULL a NULL
a~! | NULL a~! | NULL
b 2 defn b 3 defn
b=! |4 defn b=' | 1 4b3b2b1(b~*)1
coinc | 1 3b2bla~'1la™'1(a®b2)1  coinc | 2 4b~'1 = 3b2

As neither scanning each relator for coset 2 nor processing each of the pre-

viously determined deductions yields any further coincidences or deductions,

the proof table is complete.

Using a complete proof table, a group element h can be shown to also

be a subgroup element by extracting its proof word from the proof table.

The peace command, prove: h, extracts the proof word if it is a subgroup

element, and either cert or acert prints out the proof certificate. While cert

allows cyclic permutations of the relators to appear in the proof word, acert

produces the proof word with the original relators. Where

h =g

Jél )i2 ..
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with z;, € X and ¢, € {—1,1} for k € {1,2,...,s}, then, using the coset
table, the non-redundant coset numbers o, for t € {0,1,..., s} can be found
so that

ap=1 and o4 = (1’1\-_13,‘?:" for k € {1,2,...,s}.

As long as the coset number a, = 1, then A is a subgroup element, and from

E,‘I €. Eig

v P | "
1 3‘1] (63] ‘L'E'g JULE & | :Lf:a 1

?

the proof word can be formulated by continually expanding it through the
substitution of proof table entries. For h, the first expansion would involve
the element with result o4 in the list at entry PT(ak_l,:z:::") for each k €
{1,2,...,s}. Where the associated proof word is ¢, _; Wi ; for strings
wy., then

18" g Tyl oo 0y Ty 1

= 1 W1 W2..o- qeq Ws -

If the list element with result a4, is a definition, then no substitution occurs
and ¢, :1"._;;" oy remains. The expansion proceeds by continually scanning
left to right, replacing each coset number-generator pair, or coset number-=
pair indicating a coincidence, with its corresponding proof word according to
the resulting coset number until each such pair is a definition.

After every scan, the intermediate proof word is reduced, so that any
substring of the form w, o ws 3 wy ! o ws for strings wy, we and ws becomes
w; o ws. This reduces the size of the proof word in PEACE and requires
fewer substitutions to complete the expansion. The proof table contains
only one element of the list PT'(«, x) with result 3 for generator or generator
inverse x, and the entry PT(3,2~') has only one element of result «. The
associated proof word of the latter is the inverse of that of the former, so

reducing at each stage does not affect the resulting proof word.



Example 2.3 As a simple example, consider
®lp*, p?),

a presentation of the trivial group. Using the trivial subgroup, coset enumer-
ation is performed and the proof table is built and output with the PEACE

input commands,

gr: p;

rel: p3, p2;
start;

pt;

pr pt;

The PEACE output of the proof table is given below, where the column
entries indicate result, seq or the number indicating where in the sequence
of events this deduction was made and data. The bottom row represents the
auxiliary column of the proof table, outlining whether the coset is redundant,
if it is a primary (P) or secondary (S) coincidence and the associated data
proof word. We will use the table to show how PEACE forms the proof word

of p* to prove it is also a subgroup element.

coset #1 coset #2
P 1. 6 1=2pl P 1 2 defn
2 4 1(pp)1P2
P 1L T 1P2=1 P 1 3 2pi(PP)1
2 1 defn
coinc n/a coinc | P 5 2P1P2P1(ppp)l

Consider the group element p*, which is obviously in the trivial subgroup

as the group is {1}. From the coset table, p becomes

121P1 2121,
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and using the proof table, | p ; expands to

171

1=2P 1

1 (P)1pop1p2p]

1(P)1 () 1Poap1 ()1 Papr
1 (P11 )1,

R S

and
1p1pP1P1P1 =1 (P)1 ()1 @) 1.

'

x4

Thus, the proof word for p? is
(P*)(@*)(®*)(P*)(»*) (0°) (P*) () (0*) (P*) (*) (P*),
which freely reduces to p*. Removing the relators, it reduces to 1.

Example 2.4 For an example containing subgroup generators, consider the
element w = ab*a of the group G = {a, bla*, b*, a~*b~'ab) with subgroup (a?),
which has index 6 in G. This is input into PEACE by

gr:ab;
rel:a4,b3,ABab;
gen:a2;

start;

pt;

pr pt;

The formulated proof table is then
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coset #1 coset #2

a |2 16 1laa]1A2 a |1 2 defn

A [2 1 defn A |1 15 2al[AA]l

b 4 18 1(bbb)1B3B4 b 6 22 2(bbb)2B5B6

B [3 3 defn B |5 20 2al(ABab)1B3A5
coinc n/a coinc null
coset #3 coset #4

a 5 24 3bla2(ABab)2B5 a |6 31 4=7Tab

8 28 4(aaaa)dAGATAS

A |5 7 defn A |6 25 4b3(BAba)3A5B6

b 1 4 defn b 3 6 defn

B (4 5 defn B |1 17 4b3b1(BBB)1
coinc null coine null
coset #5 coset #06

a 3 8 defn a 4 26 6b5a3(ABab)3B4

A |3 23 5b2(BAba)2A1B3 A |4 32 6AT=14

7 11 defn

b 2 19 5a3bl(BAba)lA2 b |5 10 defn

B [6 9 defn B |2 21 6b5b2(BBB)2
coinc null coinc null
coset #7 coset #8

a 6 12 defn a 7 14 defn

A |8 13 defn A |4 27 8aTabad(AAAA)4

b null b null

B null B null
coinc | S 30 T7AS8=6a4 coinc | P 29 8A4b3a5(ABab)5B6

From the coset table, ab*a becomes

1agbgbsboany,

48



and using the proof table, it expands with reduction to

1a2bgbsbaay

1 [ Ag (¥)gB5Bgbsagby (BAb) ] Agag
1 (] Ao (b°) 9 B5agby (BAba)

1 [a%{ Ao *) 9 aq (ABab) { By Agasgbq (BAba)
1 [@®]1 Ag (V°) 2 aq (ABab) 1 (BAba) §

100’1 A2 (') g a .

A

Thus, the proof word for ab®a is [a?]A(b*)a. With the commands,

prove:ab3a;

cert;
the proof certificate is output.

#- PEACE 1.100 proof certificate ——
*  Group Generators
ab
*  Group Relators
bbb
aaaa
ABab
¥ Subgroup Generators
(1
* Word
abbba
* Proof Word
l[aa) A(bbb)a
# =X
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2.2 PEACE and the Modified Todd-Coxeter
Algorithm

Once PEACE has been described, it is easy to see the similarities of the
Modified Todd-Coxeter coset enumeration algorithm with the methods to
produce a proof table and extract a proof word. A subgroup presentation is
formed in the Modified Todd-Coxeter algorithm by rewriting each subgroup
generator and group relator in terms of the subgroup generators to determine
the subgroup relators. The proof table provides a way to rewrite a subgroup
element in terms of the subgroup generators, so, as they must be subgroup
elements, each of the subgroup generators and group relators can be rewritten
from this table.

Recall that in the Modified Todd-Coxeter algorithm, when the first de-
duction is determined in the table of a subgroup generator h, we use the
fact that 1h = hl to find the augmented coset table element. For example,
where h = abc and this initial subgroup generator deduction resulted from

-1

the information la = a and 1l¢™ = 3 obtained from the augmented table,

then we write

labe = hl
ab = hle™!
ab = hp.

Thus, the table entry for row @ and column corresponding to b is h/3. This
new entry is carried through the enumeration so that whenever ab is en-
countered in a relator or subgroup generator table scan, it is replaced by
hp.

Consider the same deduction in the construction of the PEACE proof

table. Here, writing
b= a [abc|c7!,

then the determined proof word for the element of the list PT'(cv,b) with



result 5 would be
a A1 [abe] ¢ Cﬁ,

where, in PEACE, A and C represent a~' and ¢!, respectively. Only the
result of this deduction, however, is carried through the formation of the proof
table. For the group element w = wybws, with wy and wy also group elements,
scanning from coset number v where we have found either yw, = « from the
forward scan or, from the backward scan, yw; I = 3, then only 3 B o will
appear in the proof word for this deduction assuming neither a nor 3 have
been found redundant. However, a word ¢ that is either a subgroup generator
or a group relator must be in the subgroup, and once the proof table has
been completed, we are able to continually expand g to find a proof word.
Rewriting g as its corresponding string of coset numbers and generators and,
again, assuming neither a nor 3 are redundant coset numbers, if there is a
substring o b g, then the substitution « A j labc] 1 C 3 would be made
in the expansion. Therefore, expanding any such proof word in the proof
table results in a proof word that has a form alike that of the augmented
coset table entry, although it also contains group generators and generator
inverses. These extra elements are those coset number-generator pairs that
resulted from definitions, could not be further expanded and were necessary
only to show the resultant proof word freely reduces to the original word.

Deductions involving relators found during the construction of the proof
table are handled similarly to those involving subgroup generators, and the
relator is enclosed with parentheses, rather than square brackets. In the
Modified Todd-Coxeter algorithm, however, these types of deductions use
yr = « rather than yr = rv for a relator r and coset number 7, and thus, r
does not appear in the deduced augmented coset table entry. However, if a
proof word in a proof table entry had all relator substrings removed and was
then reduced, the resulting proof word could be expanded to form a proof
word similar to that of the corresponding augmented coset table entry of the
Modified Todd-Coxeter algorithm.

It is easy to see that the method of determining proof table entries for a

deduction could be changed to simulate that for determining the augmented



coset table entries. In fact, the complete proof table could be itself used to
obtain the subgroup presentation for the Modified Todd-Coxeter algorithm.
This coset enumeration algorithm employs the fact that, if G is a group with
finite presentation (X|R), |X| = n and |R| = m, then a presentation for a

subgroup H = (hy,...,h;) of G with finite index [G : H] = a can be given as

Chiyss sl | 1Thi=hd dor § € {1,2;: lh;
jri~t=1forj € {1,2,...,a} and r € R).

Consider the constructed proof table. Each entry can be expanded and
slightly altered, removing relators and reducing, to resemble the correspond-
ing augmented coset table entry. If, for a subgroup generator h;, we extract
its proof word from the table, then we obtain a string which, when all the
brackets are removed, reduces to h;. When the relators are removed and the
resulting string reduced, we are left with a product of subgroup generators
equivalent to h; and a new relation of the subgroup. This corresponds to the
relator 1h; = h;1 of the subgroup presentation.

The same can be done for a relator » € R and coset number 1. The
extraction from the proof table of the proof word for r rewrites r = 1 in
terms of the subgroup generators and corresponds to the relator 1rl = 1 of
the subgroup presentation.

It remains to determine the subgroup relators jrj~! for r € R and
j € {2,3,...,a}. The prove command in PEACE only allows a scan from
coset 1, but, using the proof table and the same method for extracting a
proof, we can obtain a string of subgroup generators and conjugates of re-
lators by expanding from ; T a;- Reducing freely, we are left with r and,
after removing any relators, we obtain a conjugated product of subgroup gen-
erators. The latter is either trivial or has the form g~'hg for a group element
¢ and product of subgroup generators h. Because this is equivalent to r and
we know r = 1, we have g~'hg = 1 and h = 1, a new subgroup relator. The

1 1

group element g~ is such that it belongs to coset j and j = Hg™". From

Example 2.4 with relator a’ and coset number 2, then 9 a* 9 is rewritten



as 9aqa9aiag,and

2a1a9%0a10a3
= gajfejAgaylfea Ay
= ga[ad][ed 1 Ag
Removing coset numbers leaves ah?a™! where h is the subgroup generator aa.
This still freely reduces to r = a* and so, is also trivial. As such, ah?a™ =1
and h? = 1, which is the subgroup relator corresponding to 2a0%2= 1.

Hence, from our proof table, we can extract each of the necessary relators

for the subgroup presentation.
Example 2.5 Consider again the group presented by
(a,bla*, b a="b"ab)

with subgroup (a?) from Example 2.4. Using the same proof table, then the

proof words extracted for each relator and non-redundant coset are

Group Subgroup
Coset | Relator | Proof Word Relator
1 |at [aa)[aq] [aa)? =
b (bbb) i=1
ABab | (ABab) 1=1
2 |ad alaallaal A [aa)? =1
b (bbb) 1=1
ABab | (ABab) i=1
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Group Subgroup

Coset | Relator | Proof Word Relator
3 a’ blaa) A(ABab)a(ABab)[aal [aa]® =1
A(ABab)a(ABab)B
v b(bbb) B 1=1
ABab | (ABab) 1=1
4 at b(BAba)A(BAba)ab(B Aba) [AA]? =1
A(BAba)a|AA|BB(aaaa)
b(BAba)A(BAba)ab(BAba)
A(BAba)a[AA|BB(aaaa)
b bb(bbb) BB 1= 1
ABab | b(BAba)b(BAba)A(BBB) o=y
a(bbb) BB
5 a’ ablaa] A(ABab)a(ABab)[aa) A [aa]® = 1
(ABab)a(ABab)BA
b ab(BAba)A(bbb)a(ABab) BA L=
ABab | ab(BAba)A(BAba)a|AA]B L= 1

(BAba)A(BAba)ab(BAba)
A(BAba)a[AA|BB(aaaa)b
(BAba)A

6 a’ b(BAba)ab(BAba)A(BAba)a [AA]2 =1
[AA]|BB(aaaa)b(BAba) A
(BAba)ab(BAba)A(BAba)a

[AA]BB(aaaa)b(BAba)AB
b bab(BAba) A(bbb)a(ABab)BAB | 1= 1
ABab | ba(ABab)B(AAAA)bblaa] A [aa]® =1

(ABab)a(ABab) BA(ABab)
a(ABab)b(BBB)|aa] A(bbb)
a(ABab) BAB

Therefore, using h = a2, the subgroup presentation is (h|h?).

Having thus realised that the Modified Todd-Coxeter method for deter-

mining subgroup presentations in terms of the original subgroup generators
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could be simulated using PEACE, we set about to make additions to the
program to give PEACE this functionality. Presentations can be judged in
terms of length, efficiency, ease of computability or any other desirable trait.
The built-in Modified Todd-Coxeter method in GAP uses the Felsch strategy
for coset definitions and so does not allow for experimentation in determining
‘better’ subgroup presentations. Different proof tables are obtained from dif-
ferent definition sequences, and as PEACE uses an ACE-based enumerator,
which controls the resulting definition sequence, adding this new function-
ality to the PEACE program would allow for such experimentation in the

hopes of producing various presentations of a subgroup.

2.3 Additions to PEACE

The version of PEACE for which we made our modifications and additions, to
allow for the formation of subgroup presentations using the Modified Todd-
Coxeter algorithm, was version 1.1. Our idea was that, by experimenting
with different enumerations and definition sequences, we might be able to
form different and, potentially, better such presentations.

PEACE was designed with the intention of having the ability to work
alongside the GAP package, Interactive Todd Coxeter (ITC) [13], a program
that allows the user to interact with an enumeration of a subgroup of a
finitely presented group, executing single steps using a graphics surface, and
thus, letting the user see exactly what is happening. Definition sequences
can be input to and output from I'TC, and the PEACE commands ds ip and
ds op were added to allow for these sequences to be created or modified in
either PEACE or ITC and passed back and forth between the two programs.

In this version of PEACE, however, while the option ds op had been added
to allow for a definition sequence to be output in various formats to a file or to
the screen, the implementation of the option ds ip had not been completed,
and the use of this command in PEACE resulted solely in the production of
the message, “** The ds ip feature has not been (fully) implemented yet”.
Therefore, our first addition to PEACE was the completion of the functions

needed for this option.

o
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The ds ip option invokes a call to al2_readds, which parses in a comma
separated definition sequence either from a file or from standard user input.
This definition sequence is stored in two arrays, where, if the coset number
i is defined as i = jz, then the entry at index i — 1 of one contains the coset
number j and that of the other, the generator letter . The coset table is then
set up and initialised as for an enumeration, except the definition sequence is
entered into the last two auxiliary tables. Each definition is saved in the coset
table and pushed onto the deduction stack. The subgroup generators are then
scanned from coset 1 and the cosets in the table are processed against the
relators by a call to procdefn for each coset. This function determines and
processes further deductions and coincidences to fill the table. The validity
of the coset table is then checked with chkct, testing for any holes in the
subgroup generator and relator scans.

Only complete definition sequences are accepted with the PEACE com-
mand ds ip. If the coset table formed using ds ip is not valid and there are
holes found in the scans of chket, then the PEACE run is aborted. Thus,
another user command was added to PEACE to allow for partial definition
sequences. ds ipp behaves similarly to ds ip except, rather than checking the
table after processing the definitions, the table is completed using the func-
tion all_start, which resumes the enumeration using the current definition
strategy, similarly to the continue PEACE command.

To modify PEACE for the Modified Todd-Coxeter algorithm of deter-
mining subgroup presentations, the keywords, mt, pr mt, rewrite and pre-
sentation, were added. It would have been possible to form the subgroup
presentation from a proof table, removing any relators from the resultant
proof words of the subgroup generators and relators to find the equivalent
product of subgroup generators for a new subgroup relator. Additional func-
tionality would then only have been needed to extract the proof words of
the relators for coset numbers other than 1. However, from Example 2.5, we
can see that the extracted proof words of even a very simple case can grow
quite long. It was desired to be able to use the modified PEACE program
to find subgroup presentations for much larger and more complicated groups

and subgroups and so, the command mt was added to form a new modified



table.

The function puce_mt produces the modified table, which has the exact
same structure as that of a proof table. This function is based on the proof
table version, puce_pt, making calls to al0_apply and alO_dedn to use the saved
definition sequence and build the table. The first step of puce_mt, however,
is to set the new global variable mtbuild to true. The words in each element
of the lists of a table entry are identical to those that would be in the proof
table, except without any relators, so rather than introducing new functions
for each of the functions, al0_apply and al0_dedn, as well as the proof word and
coincidence building functions, ptbld1, ptbld2 and al0_-cols12, these functions
were modified slightly so relators are omitted from the produced words when
the mtbuild flag is true. Also, when the flag is true and h; is the i-th subgroup
generator as ordered by PEACE, then where [h;] or [h; '] would appear in
a word in the proof table, the modified table uses the notation [_z_i] and
[-X 4], respectively, in the corresponding word. After the modified table
is completed, mtbuild is reset to false. The command pr mt outputs the
formulated modified table.

For any coset other than the subgroup, if the usual method was employed
for extracting the proof word of a relator from the table, however, a conju-
gated product of subgroup generators would be produced, rather than the
desired unconjugated product. The new reduction function mitcred was then
implemented, based on the reduction function for the extraction of a proof
word pwred, but changed so that, as well as removing any strings 2~ 'z from
the modified proof words, a word with the form zy2z~! was reduced to y for
strings x and y.

The command rewrite was added as a modified table equivalent to the
prove and acert/cert input commands for the proof table. This command
takes in a word h, and if the initial trace finds that it is, in fact, a subgroup
element, extracts the modified proof word from the modified table. This
word is equivalent to h and written as a product of subgroup generators,
using the new notation of [_z_i] for the i-th subgroup generator.

The last new command implemented for PEACE was presentation. Our

aim for this enhanced PEACE program was to incorporate it into a GAP
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package based on the one formed for ACE. This package acts as an inter-
face to the C program, interacting with ACE through input and output
streams. Thus, the presentation command does not produce the actual sub-
group presentation, but extracts the modified proof word from the table for
each subgroup generator and relator for coset 1 and for each relator for all
other non-redundant cosets. Thus, it lists all the necessary subgroup relators
for the presentation, which could easily be read in by the GAP interface and

turned into a formal presentation.
Example 2.6 The Fibonacci group F(2,5) [9], defined by the presentation
(a,b,c,d, e[abc_l, bed™!, cde™, dea™, eab™"),

has been shown to be isomorphic to Ciy, the cyclic group of order 11 [10].
Of course, as [F'(2,5) : (a)] = 1, then a must generate the entire group and

have order 11.

PEACE 1.100

gr:abcede;

rel:abC,bceD,cdE.deA eaB;

gen:a;

start;

INDEX = 1 (a=1 r=1 h=>5 n=>5; 1=4 ¢=0.00; m=4 t=4)
mt;

#— Modified Todd-Coxeter Table build ——
Initialising the CT/MT ...

Filling the CT/MT ...

Checking the CT/MT ...

CPU=0.00

# =

pres;

From subgroup generators:

a = [x1]
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From relators:

Coset #:1

abC = [x.1][x1][x-1][x-1][x-1][x-1][x-1] [x-1][x-1] [x-1][x-1]
beD =

cdE = [ X1][ X 1)[X1][X 1) [ X1 [ X-1) [ X-1) [ X 1) [ X1 [ X1 [ X A1)
deA =

eaB =

#

Thus, we have the subgroup presentation (z|z{').

Example 2.7 For a larger example, the group As = PSL(2,9) can be

presented as
(a,bla®,b*, (ab)®, (ab®)®).

Here, (a, a®) is a Sylow 2-subgroup, and using the modified PEACE program,

we obtain:

PEACE 1.100

gr:ab;

rel:a2,b4,(ab)5,(ab2)5;

gen:a,Bab;

hard;

start;

INDEX = 45 (a=45 r=1 h=>50 n=50; 1=4 ¢=0.00; m=45 t=49)
mt;

# - Modified Todd-Coxeter Table build ——

Initialising the CT/MT ...

Filling the CT/MT ...

Checking the CT/MT ...

CPU=0.00

#

pres;
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PEACE then outputs the resulting subgroup relators. Where a = [_z_1]
and Bab = [z_2], the non-trivial subgroup relators given by PEACE are:

Coset # Relator Subgroup Relator

1 a? [25:1][-2.1]
2 a? [z-2][x2]
i b [X-1][-X-1]
12 b [X-1)[-X 1]
21 B [X2[X2
22 B [X2[X2]
26 (ab)® [=d][z2][z-d)[22] 2] 22][ X A][.X 2]
33 (ab)® [z ][z2)[x1][22][x1][-2-2][ X -1][-X 2]
39 a? [z 1)[z2][ - 1)[2-2][ X 1])[-X 2][ X 1][x2]
o1 X 2][X 1 2] 1] X 2 XX 2
42 a? [z-2][x-2]
43 (ab)® [=z-1)[x2][z-1)[x2][-x1][x-2][-X-1][-X-2]
44 a? [x-1][z1]
45 a? [z 1)[z2][2-1][22][- X 1][ X 2][-X1][-z-2]
(21X 2] X 1] z-2] o] X 2] X 1] X 2
47 (ab)® [z 1)[z2)[z1][x2][-X1][-X-2][x-1][-x-2]
48 a? [ 2][-2][2.2)[- X ][ X 2][-2.1][=2][ X 1]

[-X 2][-z1][w-2][2-1][-z2][2-1][x2][-X -1]
[ X 2][-z1][2-2][ X 1][-X 2][2-1][x2][2-1]
(ab)®  [2-2][2-1][--2)[-X1][-X 2] [-21][2-2][-x-1]
49 B [X1[X 2] X [ X 2] [ X 1) [ X 2] [ X 1][X 2]

As 71 = 27" and 2o = 23", the set of relators is then {2%, 23, (z122)*}

and the subgroup presentation is

(x1, za|3, 23, (7120)*).
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2.4 The PEACE GAP package

From our modified version of PEACE, a GAP package was created, based on
the ACE GAP package. The GAP code acted as an interface to the C pro-
gram through input and output streams, providing functions to perform tasks
by writing commands and options to the C program and reading and inter-
preting the resultant output. As well as the PEACE equivalents for most of
the functions of ACE, the package was augmented for the various procedures
of the PEACE C program to contain interactive and non-interactive func-
tions, such as PEACEGenerateProofTable, PEACEGenerateModifiedTable,
PEACEProve, PEACEProofCertificate, PEACEProof, PEACEProofNoStart,
PEACEGeneratePresentation, PEACESubgroupPresentation and PEACE-
Subgroup PresentationNoStart.

The main driver of the Modified Todd-Coxeter algorithm in GAP is Aug-
mentedCosetTableMte, which outputs a data structure for the augmented
coset table containing secondary generators and a tree from which these
can be converted back into products of primary generators. Implementing
a PEACE equivalent would involve creating a new table in GAP from the
modified table by expanding each ¢ x B where for non-redundant coset
numbers « and [ and generator or generator inverse x, the entry of the coset
table at row « and column corresponding to « is 3. Then, a set of secondary
generators would need to be introduced to produce a table of the correct
structure. Our main goal, however, was to use PEACE to produce the sub-
group presentations, rather than GAP, which builds subgroup presentations
using the Modified Todd-Coxeter method by producing this augmented table
and then employing a rewriting process to generate the new subgroup rela-
tors. We thus decided it was more beneficial to first implement a PEACE
equivalent of the GAP function PresentationSubgroupMtc, so that PEACE
was used entirely to produce the subgroup presentation.

PEACEPresentationSubgroupMtc takes in, as input, a finitely presented
group G, a subgroup H < G and, optionally, the string to be given as the
subgroup generator name in the produced presentation. PEACE strategy op-

tions and styles can also specified for use during and after the enumeration
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by being either passed as options in the function call or pushed onto the op-
tion stack before PEACEPresentationSubgroupMte is invoked. The function
PEACESubgroupPresentation is then called to create a new PEACE ses-
sion, from which PEACEStart, PEACEGenerateModified Table and PEACE-
GeneratePresentation are employed to perform the enumeration, generate
the modified table and prompt PEACE to output the subgroup relators.
PEACEGeneratePresentation then reads the subgroup relators into GAP,
creating the set of elements to be used as the relators of the presentation,
which is returned to PEACESubgroupPresentation.

As shown in Example 2.7, the relators may appear numerous times in
the output and one relator may also appear as a substring of another. To
reduce the number of unnecessary relators and the length of some relators in
the new subgroup presentation, PEACEGeneratePresentation calls the GAP
function SimplifyPresentation, which searches for relator subwords in each
relator of the presentation and reduces the number and length of the relators.
Thus, PEACEPresentationSubgroupMtc outputs the presentation produced
by PEACE, where the relators have been reduced by Tietze transformations.

The GAP enumerator is supplanted by the ACE enumerator when the

assignment

TCENUM := ACETCENUM;

is made. Using the PEACE package, the similar assignment
TCENUM := PEACETCENUM,;

causes PEACECosetTableFromGensAndRels to be employed whenever a call
is made to CosetTableFromGensAndRels. This results because TCENUM
is a data record with member attribute CosetTableFromGensAndRels, and
both ACETCENUM and PEACETCENUM are similar records with the
attribute CosetTableFromGensAndRels assigned to be ACECosetTable From-
GensAndRels and PEACECosetTableFromGensAndRels, respectively. Sup-
planting the GAP function PresentationSubgroupMtc, therefore, would re-
quire PEACETCENUM to contain a new member attribute Presentation-
SubgroupMtc:=PEACEPresentationSubgroupMtc. The addition of the record
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element PresentationSubgroupMtc would also be required in the internal data
record TCENUM of GAP to allow this function to be overwritten.

2.5 Results

In order to test our modified version of PEACE against GAP, a script was
written to run our new function PEACEPresentationSubgroupMtc 100 times
on a specific group and subgroup with different, randomly generated style
option values. A presentation for each of the five shortest resulting total
relator lengths was then logged to a file. The script also called the GAP
version of this function, so the PEACE outputs could be compared.

The group presentations and subgroup generating sets used in our initial
trials of PEACE were obtained from the Ph.D. thesis of Ali-Reza Jamali
[23]. Where PEACE produced a presentation with different total relator
length than that of GAP, to check the results were accurate and defined the
same group, the function IsomorphismGroups was used to show that the two

groups defined by the differing presentations were isomorphic.
Example 2.8
As = PSL(2,5) = PSL(2,4) = (a,b|a®,b?, (ab)®)

e Taking the subgroup (a, [b, a]*b~!), which is a Sylow 2-subgroup, GAP
produced a presentation with 2 generators and 3 relators of total length
8. In each of 100 runs of PEACE using randomly generated style
options, a presentation of the same length and generator and relator

set sizes was produced.

e GAP returned a presentation for the Sylow 3-subgroup (b) having 1
generator and 1 relator of length 3. PEACE produced a presentation

with the same characteristics for each of its 100 runs.

e For the Sylow 5-subgroup (ab), both GAP and PEACE output presen-

tations with 1 generator and 1 relator of length 5.
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e For the three maximal subgroups, A; = (a® b%), Dyo = (a*®, bab) and
S3 = (a,bab='(ab)?), both GAP and PEACE produced similar presen-
tations, one with 2 generators and 3 relators of total length 11 for A,
and Djo and one with 2 generators and 3 relators of total length 9 for

S
Example 2.9
PSL(2,7) = PSL(3,2) = (a,bla*,b*, (ab)", [a, b]*)

e For the Sylow 2-subgroup (a, a®), each of the 100 runs of PEACE pro-
duced a presentation with 2 generators and 3 relators of length 12,
similarly to GAP.

e The Sylow 3-subgroup (b) produced the same result, as both PEACE
and GAP returned presentations with 1 generator and 1 relator of

length 3.

e Likewise for the Sylow 7-subgroup (ab), the PEACE output was compa-
rable to that of GAP, with presentations made up of a single generator

and relator with length 7.

e Both generating sets for the maximal subgroup Sy, namely {a,b®}
and {a,b®'}, resulted in comparable presentations from PEACE and
GAP, creating presentations with 2 generators and 3 relators of total
length 13.

e Finally, for the maximal subgroup 7 : 3 given by (b%,0*°), GAP pro-
duced a presentation with 2 generators and 3 relators of total length
12. For the 100 PEACE runs, two different presentations were cre-
ated. A presentation with total length 12 appeared 57 times, while the

remaining 43 runs resulted in a presentation with total length 18.

The 2 previous examples involved quite small groups and subgroups and
were used as a test that the output of PEACE was accurate. In these cases,
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PEACEPresentationMtc produced comparable results to that of the GAP
version of this function. When we moved on to larger groups, such as Ag,

PSL(2,8) and then PSL(2,11), we began to see more variable results.

Example 2.10
As = PSL(2,9) = (a, bla®,b*, (ab)®, (ab®)®)

e Both PEACE and GAP produced a presentation with 2 generators and
3 relators of total length 12 for the Sylow 2-subgroup {(a, a®).

e Using the Sylow 3-subgroup (ab~'abab?, bab~'(ab)?), GAP produced a
presentation with 2 generators and 3 relators of total length 10. Like-
wise, each of the 100 PEACE runs output the same presentation for

the subgroup.

e A l-generator, l-relator presentation with relator length 5 was pro-
duced with both the PEACE and GAP functions for the Sylow 5-
subgroup (ab).

e While, for the maximal subgroup As = (a,ab’ab~'ab), GAP produced
a presentation with 2 generators and 3 relators of total length 15, the
simplified presentations output from PEACE for the 100 runs included
43 with total relator length 15, 17 of length 41, 28 of length 61 and 12
of length 93.

e Ajs can also be generated by the set {a, abab='ab®}, and the presentation
formed by GAP for this subgroup had 2 generators and 4 relators of
total length 45, which simplified to a presentation with 2 generators
and 3 relators of total length 15. The presentations for As; given by
PEACE included 24 of length 15, 42 of length 41, 26 of length 61 and
8 of total relator length 93.

e For the maximal subgroup 32 : 4 = (a®,b%), the GAP function gave a

subgroup presentation with 2 generators and 3 relators of total length
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17. Of the 100 PEACE runs, 5 of the resultant subgroup presentations
had length 17 and 95 had length 23.

e PEACE was able to produce a subgroup presentation with relator
length smaller than the simplified presentation given by GAP for the
maximal subgroup, Sy = (a, bab(ab?®)?). The presentation returned by
GAP has 2 generators and 4 relators of total length 33, simplifying to a
presentation with 2 generators and 4 relators of total length 21. While
PEACE produced a presentation with length 21 for 21 of the 100 runs, it
also constructed a presentation with length 13 for 79 runs. For one such
instance, the presentation was (hy, ho|h?, h3, hihy Yhihg'hihy hihst),
and, using the GAP function IsomorphismGroups, we were assured
that the group formed from this presentation was the same as that of
the presentation given by GAP. Alternatively, one could rewrite this
presentation as (hy, hs|h?, h3, (h1hs)?), where hy = hy', which is a stan-

dard presentation for Sy.

e S, can also be generated by the set {a, (b’a)?bab}, and for this sub-
group, the presentation given by GAP was one with 2 generators and
3 relators of total length 13. 83 runs of PEACE produced a presenta-
tion with the same relator length. There were also 15 occurrences of a

presentation with length 21 and 2 with length 33.

Example 2.11
PSL(2,8) = SL(2,8) = (a, bla®, b%, (ab)°®, ((ab)*(ab™')*)?)

e For the maximal subgroup 2% : 7 = (a, bab~'(ab)?), GAP output a pre-
sentation with 2 generators and 4 relators of total length 26, which
could not be simplified further by the function SimplifyPresentation.
Of the 100 PEACE runs, however, 19 produced a presentation with
length 18, 1 of length 21 and 80 of length 26. One of the presentations
of length 18 was (hy, ho|h?, hl, hy*hihy*hih3hy) and was shown to de-

fine the same group as that produced by GAP through the use of the
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function IsomorphismGroups.

e For the maximal subgroup Dis = (a,a’®), both GAP and PEACE
produced presentations with 2 generators and 3 relators of total length
22,

Example 2.12
PSL(2,11) = (a,bla®,b*, (ab)'}, ((ab)*(ab™")?)?)

PSL(2,11) has order 660 and, even using the Sylow 2-subgroup (a, a“’“)zb>,
100 runs of PEACE could not be completed for this case. The process was
extremely slow and after eight runs, the C program halted in the middle
of extracting a proof for a relator, leaving GAP waiting for output that
would never arrive. However, in the eight completed PEACE runs, each
produced a presentation with total length 8, similarly to the GAP function,

PresentationSubgroupMitc.

As indicated, the PEACE package produced comparable results to the
GAP function for formulating subgroup presentations with the Modified
Todd-Coxeter algorithm. In many cases, by experimenting with the coset
definition style, PEACE returned various different presentations for a sub-
group, and in a few instances, produced presentations with shorter total
relator length than GAP. Thus, it was shown that PEACE could be used for
experimentation with coset definition styles and strategies with the Modified
Todd-Coxeter algorithm for finding presentations of subgroups. However,
even for relatively small cases, such as the group PSL(2,11) with order 660,
the extractions of proof words for each relator produced intermediate proof
words that were extremely long, too long for the C program to manage.
Larger groups caused slower proceedings and more occurrences of failed runs
due to insufficient memory. Thus, as we wanted to be able to experiment with
much larger groups, where the subgroup presentations were more complex,

PEACE was deemed an impractical tool.
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Chapter 3

From Proofwords to Proofs

3.1 Proof Trees

As we have seen, once PEACE produces a proof word for an element h of
the group, it has proved that h is also an element of the subgroup. This can
be easily verified as the proof word is a product of subgroup generators and
conjugated relators and, removing all brackets, freely reduces to h. While the
proof word is itself a proof, it does not show any step by step reasoning usually
provided in a mathematical proof. Oftentimes, similar steps and reasonings
to those of an established proof can be used in the proofs of other cases or
changed to make generalisations for objects with similar characteristics. We
wondered whether, given a proof word, we could use it to prove similar cases
for other group and subgroup pairs, and we, thus, attempted to implement
a procedure converting a proof word into such a step by step logical proof to
aid in this process.

We found that producing a step by step proof from a PEACE proof
certificate is a matter of recursively dividing the proof word into disjoint
products. If p is the proof word and ¢ is obtained from p by removing the
relators and reducing, then clearly, p and ¢ represent the same element and
pq~' = 1. Here, ¢ is merely h written as a product of the subgroup generators.

-1

Let us consider the word w that is obtained from pg™ where we have re-

moved the square brackets indicating subgroup generators and then reduced
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the resulting word to obtain a product of group generators and relators.

Lemma 3.1 Proving w = 1 is equivalent to providing a proof of p = q.

Proof. For each subgroup generator that had appeared in p, the inverse is
found in ¢~!. Consider the first such generator of ¢~!. By the construction of
g~!, it is the inverse of the last subgroup generator of p. Thus, the subword
of pg~! between the generator and its inverse is a product of conjugated re-
lators and must be trivial. Therefore, the generator acts as a conjugator of
this trivial subword, and this conjugated subword is also trivial. Continu-

I acts as a conjugator for the

ing inductively, each subgroup generator of ¢~
subword of pg~! found between itself and its inverse, producing yet another
trivial subword.

We need now to check that w, too, has this form. As it has been reduced
after removing the square brackets surrounding the subgroup generators, it
may be the case that all or part of a subgroup generator has disappeared
in the process. In this instance, however, consider the subword between
and including this partial subgroup generator a and its inverse a~! in the
unreduced word. The part of this word that disappears with the subgroup
generator must have the form a~! and also be part of a conjugate of a relator.
Thus, similarly to the a™! that had been the inverse of the original partial
subgroup generator a, it must be such that a lies within this subword on
the other side of the relator. After having reduced, either a and a~! are

1

adjacent and also disappear in the reduction, or both a and a™" are in the

reduced word, conjugating the subword between them. Thus, removing the
relators in w, we would then be left with the identity, and, removing the
square brackets, w is a valid proof word itself: a proof word for the identity.

Proving w = 1 is equivalent to providing a proof of p = ¢. O
Example 3.2 The group
F(2,5) = (a,b,c,d,elabc™, bed™ ", cde™  dea™ , eab™")

is isomorphic to Cj;. The subgroup (a) is the entire group and so, b € (a).
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For the element b, PEACE produces the proof certificate

#—- PEACE 1.100 proof certificate
Group Generators
abede
* Group Relators
abC
beD
cdE
deA
eaB
¥ Subgroup Generators
a
* Word
b

*  Proof Word
d(aED)(dCB)(bAE)D(deA)[a][a]c(eDC)C(cBA)[a](beD)d
(dCB)(bAE)D(deA)[a][al(cBA)[a](bAE)(eDC)[A][A](aED)
d(eaB)(beD)D(dCB)[A](abC)c(cdE)(eaB)(beD)C(cdE)
(eaB)[A](abC)[A][A](aED)d(eaB)(bcD)D(dC B)[A](abC)
c(cdE)C[A][A](aED)d(eaB)(beD)(deA)D(dC B)[A](abC')
[A][A](aED)d(eaB)(beD)D(dCB)[A](abC)c(cdE)C[A][A]
(aED)d(eaB)(beD)(deA)(bAE)D(deA)[a)(a)

4 3

Where p is the proof word, then removing relators and reducing, ¢ becomes

[AJ[A][A][A][AJ[A[A],

and the adjusted proof word w, obtained from pg~! by removing any square

brackets, is then
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w = d(aED)(dCB)(bAE)D(deA)aac(eDC)C(cBA)a(beD)d
(dCB)(bAE)D(deA)aa(cBA)a(bDAE)(eDC)AA(aED)
d(eaB)(beD)D(dCB)A(abC)c(cdE)(eaB)(beD)C
(cdE)(eaB)A(abC)AA(aED)d(eaB)(bcD)D(dCB)A
(abC)c(cdE)YCAA(aED)d(eaB)(beD)(deA)D(dCB)A
(abC)AA(aED)d(eaB)(beD)D(dCB)A(abC)c(cdE)C A
A(aED)d(eaB)(beD)(deA)(bAE)D(deA)aaaaaaaaa

Freely reducing, w becomes ba”, while removing the relators, w reduces to 1.

Given that w is formed from products of conjugates of trivial elements,
which can be further decomposed into products of conjugates of trivial ele-
ments, then w can be broken up into disjoint products, such that

R ™ e WO

where z; is a word over the group generators and conjugates w;. Each w;
1s either a relator, an inverse relator or, like w, can be broken down further
into disjoint conjugated products. Thus, the proof word w can be recursively
broken down until all such products are relators.

A rooted tree can then be created with w as the root and each vertex,
a subword of w. For a vertex, v, where we would write v = v, vy .. v *
with each z;; being a word over the group generators, then the children of v

are the words vy, vg, ..., v such that v; is the left-most child of v.

I; .T.i I
V="0;" s iUy "
™ Vo (e Ve
vy, V1, Ul*‘l

| | l

The leaves of the tree are then relators or their inverses and each vertex in

the tree is equivalent to the group identity. We are now in a position to build
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up our step-by-step proof.

A subtree can be viewed as a proof for the word r at the root, where
the last line of this proof is 1 = r. Beginning with one branch in the tree,
consider the leaf vertex v; and its parent, v = v;" ... U:l’l_ ’ v;ri"' U;_;fl s & vii"‘.
As v; is a leaf, it must be a relator and so, is trivial. Our proof begins with

the lines

IZUJ'

— gl
= T

V;T;;
where each line has been reduced.

Using the subtrees rooted at every v, forn € {1,...,j—1}U{j+1,...k},
we can form the proofs for each of 1 = v, and extend them to obtain 1 =
x; Y, . Now, to obtain 1 = v in our proof, we need sucessively apply each
of the proofs of 1 = v, for integers n from j — 1 down to 1 and then for
integers n from j + 1 to k.

When considering the word v,™ for n < j, from the proof 1 = z; Lo, ,
we form the lemma a = b where b~! is the subword of v, of maximal length
such that

27 0ns, = ab7,
and the last line of our main proof is 1 = bw’. Thus, by substituting a for b,
the next line of our proof would be
1 =auw.

1

For n > j, from the proof 1 = 2] "v,x;,, we form the lemma ¢ = d where

¢! is the subword of maximal length such that
—1 — =1
T Uy, = ¢ d,

and the last line of our main proof is 1 = w’c. Thus, by substituting d for ¢,

the next line of our proof is
1 =wd.
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Each substitution is equivalent to multiplying either on the right or left
by :r;lvna:i“, thus, iteratively applying the substitutions obtained from these
lemmas for n from j — 1 down to 1 and then for n from j 4+ 1 to k, we end

up with a proof for

1=vi" .. v, 00 ) T, o o

J J j+1 .. uvk — ‘U-

Example 3.3 For a simple example, consider the group F~"!3, presented
by

F~113 = (p s|r?, rs~lrsirs®),

over the subgroup (rsr). For the element s¢, PEACE produces the proofword
[RSR](R?)[rsr)(R?)(rSrsrs®)S*(R?)(rSrsrs®)s?,

which shows s® = 1, and of course, s® € (rsr). Thus, our adjusted proof

word is simply the original proof word having removed any square brackets:
r s (e D rsr(rm?) (rs rsrs®)s T3 (r %) (rs T rsrs®) s,
We can now divide the proofword up into disjoint products.

g = 7"ls'lr'1(r'2)rsr
= (r ) (rs lrsrsd)

c = s3(r %) (rs rsrs®)s’.

Reducing further gives

a; = r—2
bl = T_2
by = rsirsrs®
c; = ?"_2
Cy = rs trsrs®
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. G i 5
Then, the proofword can be written as (a;)""(b1b2)(c1¢2)® , and our resulting

tree structure is

r g~ Y= Drar(r= 2 (ra~ Y rars®)s (e 2) (ps~ rors®)s?
= (a1)™"(bybz)(c1c2)*"

P (r~H(rs~trsrs®) (r~2)(rs~'rsrs®)
=a, = (b1)(b2) = (c1)(c2)
2 g T e
r=2 rslrsrs® 2 rsTlpsrs®
= by = bs =c = C

If, in this example, we always use the leftmost child as the main branch
of a subtree, then the first line of our proof is a; = 1, which we obtain
because a; is a relator. We then need to find the lemmas corresponding
to (b1)(b2) and (c1)(c2), which are obtained from the proofs constructed by
the subtrees rooted at these elements, to apply them to a; = 1. Now, in
these subtrees, the main branches are b, and ¢y, respectively, and we require
the lemmas corresponding to by, and c;. These nodes are both leaves and
so, are relators. Thus, we obtain b = 1 and ¢ = 1 in the first line of
the proofs of these lemmas. We need to find a subword w of b; so that
by = wyw, by = wlws and byby reduces to wyws. Here as by = r~2 and

Irsrs®, then w = r~!, and the required lemma corresponding to by

is 77! = s7lrsrs®. Similarly, the required lemma for ¢y is = = s~ lrsrs®,

2

by = rs”

Thus, using this lemma and the relator by = ¢; = r~=, we can find the proofs

1 1

of biby = cico = 1~ s Irsrs® = 1.

Again, as neither b;bs nor c;cy are the main branches of the tree, we need
to convert the proofs, b1by = and ¢, = 1, into useful lemmas to apply in the
main proof. The current line in our proof is a; = 1, but before we can use
each of b1by = and c1e = 1, we need to conjugate a; by rsr and reduce, thus

1r=2sr = 1. Now, multiplying

ai™ by biby = r~ts~rsrs® on the right would result in r~1s~!r~lsrs® and so,

resulting in the next line in our proof, r~'s~



the proof byby = 1 needs to be converted to the lemma r~'sr = srs®. Using

this, the next line in our proof is then r~'s~!r~lsrs® = 1. We need now to
3, —1 —1

3
apply (c1¢2)® = s7°r~'s
of cic; = 1 is converted to the necessary lemma by first conjugating by s*

and then re-arranging the new relation to obtain r~'s~1r~1

rsrs® on the right, resulting in s°. Here, our proof

srs3 = 5. Thus,
the final line of our proof, corresponding to the proof of the root of the entire
tree and obtained from this new lemma, would be s® = 1, as required.

The proof as well as the necessary and sometimes, very simple, lemmas

formed from the tree are as follows:

Lemma 3.3.1 r! = s 1rsrs®
Proof
1 = rslrsrs® from by or ¢,
r~1 = s lpgrg’
Lemma 3.3.2 rlsr = srs®
Proof
I = gyt from b,
= rlglpgrs® from Lemma 3.3.1
r-lsr = srs®
Lemma 3.3.3 r~lslr-lgrs® =5
Proof
1 = grlp1 from ¢
= rlglpgrs? from Lemma 3.3.1
= g o r g trers®)s’
= § 3 lg~1rgrg®
8 = rlglrteae

Lemma 3.3.1 corresponds to the leaves, by and ¢, Lemma 3.3.2 corre-
sponds to the subtree rooted at bjbs and Lemma 3.3.3, to that of cjco, ex-
tended for (¢;c5)*°. Our proof is then
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L. = %) from a,

from Lemma 3.3.2

= 3 from Lemma 3.3.3

3.2 Lemma-based Proof Generating Program

From our method of obtaining these lemma-based proofs from PEACE proof
words, we implemented code to automate this procedure. The main wrapper
function for this procedure is findProof, which takes in both a proof word
string and a filename to which the lemmas and step by step proof are output.
As any necessary relators and subgroup generators will appear in the proof
word and are indicated by their respective types of brackets, the function does
not require any of the group generator, group relator or subgroup generator
sets.

findDisjConj is employed to first break the proof word up into disjoint
conjugates and place these words as vertices in a tree structure, beginning
at the root and continually subdividing, considering one level of the tree at
a time. The tree is then a list representing the successive levels in the tree,
where each element is also a list, corresponding to the nodes in order from
left to right. The tree is structured so that every branch has the same length.
Thus, if a relator is obtained in an early step, then the corresponding branch
is extended by a path of vertices, each with the relator as the corresponding
word, until the branch is the same length as the others and the final list
in the tree contains all of the leaves, or relators. Since extra brackets are
added to surround each disjoint product of the word in a node, it is easy to
determine the number of children required for each vertex when using this
tree to construct the required lemmas and proofs.

Once findDisjConj has returned the tree containing the subdivided proof
word, findProofTree builds up the required lemmas and the step by step proof.
Each node is given a proof structure, containing a list of strings involved in

the proof, a lemma number, a height number to indicate in which level of the
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tree it sits, as well as a list containing the numbers of the lemmas involved
in the proof. Beginning at the bottom of the tree, the proof for each leaf
node is created, with lemma number 0, height 0, an empty list of involved
lemmas and a single element string list containing “r;=17, where r; is the
relator corresponding to this leaf. Working up towards the root of the tree,
each level of the tree is processed in turn, generating the proofs of the nodes
in that level. As the tree has been extended in parts so that each branch has
the same length and the leaves all appear in this bottom level, then working
upwards, not each node in the same level of the tree will be given the same
height number. If the node contains only one relator, the proof of this node
is simply the proof of its child, with the same height number, string elements,
list of involved lemmas and lemma number.

The proof for each node is created from the proofs of its children. In an
attempt to require fewer lemmas in our final proof, the child with the proof
having the maximum height number is chosen as the main branch, and our
new proof is given a height one greater than this. The lists of strings of the
proofs for each of the children nodes are also given either one or two new
string elements. These convert the proofs into the required lemmas, showing
the re-arrangement of the trivial word ab = 1 into a™! = b to be used in the
main proof. The extra string element is added if the trivial word needs to
be conjugated before being re-arranged. Each of the lemma numbers of the
children used in this proof is then added to the list of involved lemmas for
the proof, where the number of the main branch is the first element, followed
by those multiplied on the left and then those multiplied on the right. The
lemma number for this node is then given a value accordingly. When the
proof for the tree root has been determined, the process terminates.

Ignoring very trivial lemmas, such as those relators with lemma number 0
that have not been re-arranged, findProof writes the proofs in order of lemma
number to the specified file. As such, the output is not very user friendly; the
main proof is given in segments amongst the required lemmas, but one can
determine this main proof by working backwards, using the list of involved
lemmas at each step to determine the number of the main branch. Although

the program contains recursive functions, a type which can be very expensive
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in terms of running time and algorithm complexity, this was not thought to
be an issue as the internal processing of PEACE can produce long internal
proof words and so, insufficient memory prevents extremely long proof words

from being produced.

Example 3.4 The Klein group K = (a, b|a?, b%, (ab)?) has order 4. For the
proof that K is abelian, we require a 'b~'ab = 1 and so, over the trivial
subgroup, we can use PEACE to generate the proof word of a='b~!ab € (1).
PEACE produces the word A(B?)a(A?)(abab), freely reducing to ABab and,

having removed relators, to 1.

Original /Adjusted Proofword:
A(B?)a(A?)(abab)

Original/Adjusted Equation:
ABab =1

Lemma #:
0 abab =1
A = bab

1 B2 =1
A(B*a =1
AB%a =1

2 AA=1
Abab =1
Ba = ab
resulting from:[ 0 ]
3 AB.Ba =1
ABab=1
resulting from:[ 1, 2 |

Example 3.5 For a more complicated example, the group Fj; is defined by
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the presentation
E; = (a,b, clc_la.ca_Q, a tbab™2, b_lcbc_2).

This group is actually trivial, although it is not obviously so, and E; is
interesting because it also a possible counter-example to the Andrews-Curtis
conjecture [1]. Higman [22] proved E; to be trivial by showing that one
generator could be expressed in terms of the others and by then using a
result involving derived groups. He manually proved ¢ = ba~*b~'a?b to show
this. Using PEACE, Havas and Ramsay [20] provided a proof word of the
same, containing only eight relators and showing ¢ € (a,b). Here, we use
this proof word to give a step by step proof of ¢ = ba=*b~'a?b, through
cb~ta"%ba'b™' = 1. The output from our program, interpreted into lemmas

and a main proof, is as follows.

Havas and Ramsay’s Original Proofword:
(Cbc?B)[b][A][A](a*C Ac)[A][A](a*C Ac)[B](bC? Be)
Cb(ca’CA)(aB?Ab) Be(CacA?)[a][a)(Cbc® B)[b]
Original Equation:
c = bA*Ba?b
Adjusted Equation:
cBA%ba®B = 1
Adjusted ProofWord:
(Cbc®B)bA?(a?C Ac) A?(a?C Ac) B(bC?Be)Cb(ca*C A)
(aB?Ab)Be(CacA?)a?(Cbc? B)bBA?ba' B
Lemma 3.5.1 o~ ! =b"2a"'b
Proof

1 = ab2a from 2" relator
a~l = b2

Lemma 3.5.2 be! =c¢lbe
Proof

1 = b2 le from 3"¢ relator
bc! = clbe
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1 2 1

Lemma 3.5.3 a)a~'c=ca? and b)cla=a’"
Proof

1 2

1 = claca™? from 1° relator

a_lc = ca,_z

Lemma 3.5.4 b~ lca=? = 2bla?
Proof
1 = clbe?b? from 3"¢ relator
= a?(ctbc?b 1 )a?
= a?c b la2
b~lea=? = b la?
Lemma 3.5.5 bc b le=1
Proof
1 = c¢ b ! from 3" relator

be=2b~te

The proof is then

1 = ca*cla! from 1°¢ relator
ca’c tat
= ca?c b 2%a b from Lemma 3.5.1

= ¢ 'b(ca’c b 2a"b)b e
¢ Ybea’c b %a e

= ¢ lhea?c v 2.0 e

= ¢ lbea?e b 2ca? from Lemma 3.5.3a

= ¢ Ybea?e b b ea™?

= cYbea?c R a? from Lemma 3.5.4
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= ¢ lbc.a’c b 1c?b a2

be tale b 1e?h a2 from Lemma 3.5.2
bri(be—tate b b ta~2)b

= cla2c b1 la"?

cla.ac™ b 1b a2

= a%clac7 b 12 a~% from Lemma 3.5.3b
(o 1 R TR o i 1

c lac b 1c?ba2ba?

e Ya.cm Vet Y 2ba?

a’?c 2712 ta2ba? from Lemma 3.5.3b
ba=2(a’c?b'c*b~'a"?ba?)a’b~!

= b 2b b Ya2batb !

= bc b le.ch la2bath! from Lemma 3.5.5

= cb la2bath!

I

The results we obtained from using PEACE along with our lemma-based
proofs generated from proof words by our new program are contained in the

following chapter.
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Chapter 4

The F%'¢ Conjecture

4.1 Introduction

In 1966, at a conference held in Waterloo, Ontario, R. M. Foster, an electrical
engineer, presented a census of symmetric trivalent graphs with up to 400
vertices. His work in this area had started in the 1920s, due to his interest
in electrical networks and the use of symmetric graphs. The census was
compiled largely by hand, with only one omission of order up to 402, and is
now known as the Foster Census [14].

H. S. M. Coxeter had one of the few copies of this document and he, too,
became interested in the subject. During Coxeter’s research, while consid-
ering groups with Cayley graphs that are 0—symmetric [11], he defined the
finitely presented groups, F®b<.

Where a, b, ¢ € Z, the finitely presented group F®*¢ is defined as

Fobe = (p, s|r?, rs®rsirs®).

The F®"¢ groups fall in the class having a two-generator, two-relator
presentation, and as known finite groups of this class were few, Campbell,
Coxeter and Robertson began an investigation which led to ‘the F®*¢ con-

jecture’, published in 1977 [3]. In the work leading to the conjecture, the
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structure of F**¢ was examined by considering the homomorphic image,
Hobe = i g2 g% rstrstrs®) wheren=a+b+c.

Where 6 : F*b¢ — H%"¢ is the natural homomorphism, then # is also an

epimorphism. Thus, by the first isomorphism theorem, we have
Fa,b.c/k(,?,g ~ Hu,h,c

Campbell, Coxeter and Robertson were able to completely determine the
structure of the groups H**¢, and where d = (a — b,b — ¢), they found that
when (a,b,c) = 1, unless n = 0 or (d,6) = 6, H** is a finite metabelian
group. Also when (a.b,c) = 1, if d > 6 or n = 0, the groups F*"¢ are
infinite. When (a,b,c) = t # 1, the groups F**¢ and H**¢ are infinite
unless H/tb/te/t wag abelian, in which case, F@b¢ &= Hube = ¢, Tt was
then left to determine the structure of the kernel of 8 with F®%¢ for d < 5
and (a,b,c) = 1.

While all of the results used in [3] to determine the structure of H®"¢
are true, the proof of Lemma 3.3, stating that the derived group of H®*"¢
is abelian when (a,b,c) = 1, is flawed. As the F®»¢ conjecture only com-
pletely determines groups of this type if the structure of H**¢ is known, it
is imperative that the required lemma holds. We thus give a revised proof
for Lemma 3.3 of [3] in Appendix A.

In the following chapters, we will use the notation x ~ y to refer to x
commutes with y for two elements x and y.

The F%%¢ conjecture is as follows.

The F*¢ Conjecture: (Campbell, Coxeter and Robertson [3, §12])
Suppose (a,b,¢) =1 withn =a+b+ ¢ # 0 and let

9 i Fﬁ,b,c — Ha‘b,(:

be the natural homomorphism. Setting N = kerf, then

e N=1lifd=1,
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e N=1ifd=2,

o N=Z(ifd=3,

o N=Z(Qgifd=4, and
o N=SL(2,5)ifd=5.

The conjecture was proved true when d = 1 in [5], and an alternative

proof can be found in Corollary 3.4 of [6]. Many special cases supporting
the conjecture have been proved, as in [3], [6], [7], [27] and [28], and quite
recently, a proof for d = 5 was given by Havas and Robertson [21], which also
appears in Appendix B. The proof of the conjecture in the cases d € {2, 3,4}
is quite different in nature from d = 5, due to the fact that in the former
cases, (d,6) # 1. In this chapter, we shall outline the process from which we

obtained proofs for these last three cases.

4.2 Using Lemma based PEACE proofs

Since its formulation in 1977, other than for some special cases, attempts at
proving the F%»¢ conjecture had been unsuccessful by conventional means,
and the cases d € {2,3,4} remained open. We began our research with
groups of this type after testing our program for generating lemma based
proofs from PEACE proofwords using a few small groups of the form, Fb¢,
and found it to be a very useful tool.

A group, F**¢ for a,b,c € Z where d = 2, can be shown to be a sup-
porting instance of the conjecture if it can be proved that F®%¢ = H®be
or, equivalently, s** = 1. Thus, this would be done by finding the PEACE
proofword of s*" for the group F"¢ over the trivial subgroup and, with our
program, generating its corresponding step by step proof.

Our first attempts using PEACE and our proof generating program were
for the element s**% in the subgroup (rsr) of the group FL3F for k =
3,5,7,9. All of these groups fall into the case d = 2, and, using our script,

PEACE was run 1000 times with randomly generated variables and strate-



gies. Our aim was to find the shortest proofwords, where length was measured
by the number of relators appearing in the proofword. We used the subgroup
(rsr) in an attempt to reduce the size of the proofwords, and therefore, the
length and complexity of the resultant proofs. By running coset enumera-

2k+8

tion, it was easy to see that s = 1 for these small examples, as including

2k+8

the relator s did not change the index over the trivial subgroup, and so,

s2+8 ¢ (rsr). Thus, s**8 ~ s, and since s?**® = rs'r for some integer t,

2k+8 2k+8 2k+8 2k+8

then s ~ rsr and s is central. Here, s = s" and s = il B&

t = 0, and a proof of s***% € (rsr) is actually a proof of s**% = 1 as our
proofword would reduce to the identity after removing all relators.

For the instances involving £k = 7 and k = 9, the proofwords generated
were extremely long and so, to shorten the definition sequence and reduce
the size of the resultant proofword, runs using the PEACE prune option were
also initiated.

For each group, the five best proofwords were considered and we used our
program to produce proofs from these proofwords. As even short proofwords
result in proofs with many steps using our method, those obtained from our
PEACE runs for the groups F'** with k = 3,5,7,9 were very long. The
shortest proofword of s'® in the subgroup (rsr) of the group F'*° had a re-
lator length of 17, yet produced a 44 step proof, while the shortest proofword
of 526 for F1*9 had length of 37 and yielded a 250 step proof.

Although we could not hope to find patterns and make generalisations
from such proofs, we did try to observe common characteristics and seek
significant ideas within the proofs. After comparing and studying each of our

PEACE-generated proofs, we were able to make the following observations:
e The difficulty did not seem to increase with increasing values of k.

e Expressions longer than 4 syllables rarely appeared in the proofs of

2k+8 — 1. so after 2 = 1, all words in the proof were essentially of the

form rs®rs®

s
rs'rs® = 1 for some «, 3,7,6 € Z.

e The proofs seemed to use the fact that, in this particular case, b —a =
2a.
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From these observations, we were able to formulate a proof that s***% = 1

in the groups F'** for k € Z. The resulting theorem, along with its proof,

is given below.
Theorem 4.1 For the groups
FY3% — (p, s|r?, rsrs®rs®)
where k € Z, then s***% = 1 and
F13k = g3k — (p s|r? rersPrs®, s218),

Proof. For FY** with k € Z, we have

rsr = s Frs3 (4.1)
rs®r = s7lps7* (4.2)
rs'r = s3rs7!

rs*3r = (rs73r)(rs*r)
= sFrsps! (4.3)
rsf*t3r = (rsdr)(rstr)
= s lpg (kt)pgml (4.4)
rs?r = (rsr)(rsr)
= g Fpg (k33 (4.5)

We now show that s21t8 = 1 in F1.3F,
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—k+1 k+5TS_3TS_2TS_

2
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r.8"

—kpght5 gkpg g—2p

_kT82k+5-TS_1T

—kpg2kt5 g3p gk

_kT82k+8TSk

s r

2k+8

rskHlpgh+6 g=lpg—(k+3)pg—1 gk—2

1

by 4.1

by 4.3

by 4.5

by 4.4

by 4.3

by 4.2

by 4.1

O

Encouraged by our success with the computer generated proofs for F13k,

we then tried to find proofs for the groups F*>* with k € Z, where k is odd

to ensure d = 2. However, the same characteristics of the F''3* proofs did

not appear in those for F32F as the proofs found by PEACE increased in

difficulty with the size of £ and more than 4 syllables were involved in the

relations at many stages of the proofs. Also, in this case, we did not have

b — a = 2a, so our proof for F** could not easily be generalised for F*5*.

We did, however, make the observation that relations of a certain type

continually appeared in the resulting PEACE proofs as well as in our at-

tempted manipulations of the relators. For F*7, we used PEACE and our
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proof generating program to verify the truth of relations
(rs'°rs®)? = 1, (rs'?rs®)? = 1 and (rs'rs)? =1

in the group. It was recognised that proving the validity of all relations of

this form in such a sequence is sufficient since (rs’rs'®)* = 1 is a member of

this sequence and
:
1 = (rs°rs'®)? = s

1

as required.
Examining different proofs for F*>F with small k, we found that the
relations

9, . 29, =
(7‘8"”’4_3?‘8!' 2 =1 formeZ

held, and having discovered what we should try to prove, we used induction
to obtain a proof of this result. As k& must be an odd integer to force d = 2,
then k 4+ 5 must be even. Thus, substituting m = (k + 5)/2 into our new
relation sequence gives (rs*+¥rs®)? = rs?*+16p = 1 and s***1% = 1, proving
F35k == g35F for an odd integer k.

We had noticed in the case of F1** that our proof required the fact that
there existed a relation amongst the three powers, a = 1, b = 3 and ¢ = k,
namely b — a = 2a. This did not hold in the groups F*** and was the
reason the proof could not be modified for groups of this type. Thus, we
chose to next consider groups of the type F? %92 for an odd integer a,
as, for such a group, there can be found some symmetry in its form. Here,
if @ is an odd integer, then d = 2, (¢ — 2,a,a + 2) = 1 and the relations
(a+2)—a=a-(a—2) =2 exist. We hoped these relationships amongst
a— 2, a and a + 2 could be used to help find a proof.

Studying the resultant PEACE proofs for groups of this type, we were

able to see occurrences of members of the sequence
(rs*mrs**=?)% =1 for m € Z.

It would be enough if we could show that all relations of this type held, as

substituting m = 0 would give s*" = s% = 1 and the kernel of the natural
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homomorphism 6 : Fa~2®e+2  Fa=2aa+2 wauld be trivial, as required.
However, using the special relationships amongst the powers of s in the

a—2 2 2

relator rs* 2rsrs*t2 we were able to determine that both s%¢ ~ rs?r and

2

r ~ s 2rs* and found that it was sufficient to show that every element of the

sequence
(rs®™rs¥*2™2 =1 formeZ

was a relation in the group. An induction proof was thus employed, and our

proof for the case F*~2®%*2 5 as follows.
Theorem 4.2 For the groups
Fa—?,a,a+2 — <?,, S]TQ,TSG_Q?‘S(LTSa‘i_Q)
where a € Z and a odd, then s% =1 and
Fa—~2,a,a+2 ~ Hﬂ.—?,ﬂ,m}-? - <?,., S|T2‘ 7'8“_27'83?‘5&4-2, Sﬁr;v}’
Proof. For F¢~2%%%2 where a is odd, we have

= a—2+a+a+2
= Ja
= (a—2,a,a+2) and
d = ((a—2)—a,a—(a+2))

= 2

Also,
P = e,
rs’r = $*%s*? and
rs®Hip = g hpgt®

As it is easily seen that Fab¢ = F~¢—b-a thep Fa-240t2 — p-o-2-a—a+2

and we need only prove cases where a is an odd natural number.
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Outline of proof:
1. s ~rs?r and r ~ s 2rst.
2. (15782 =1,
3. (rs?mrs®=?m)2 = 52 for all positive integers m.

2,04

Proof of 1: s2¢ ~ rs?r and r ~ s %rs

Since rs®2rs%rs®? =1 and 7% = 1, then

rs®r = (rsr)(rsr)
— 82—(11_8—-&—2.Sz—a,rs—-a—?
= g% 9psPpsT 42,
rs?r = (rs*tr)(rs*?r)
— S—ccT,SQ—a S_QFG?S @

and so,

T'SZQ' §

Hence, s ~ rs?r.

Also,

rs’r = (rs®%r)(rsr)

- SGT.S{L—{—‘Z‘SZ—uTs—a—Q

o 5{17'34?"8—“_2

— s"“(3“?"34?'3“2-.?3""1'3"“_2)s_“‘z.
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So, as s2¢ ~ rs?r, then rs?r = rs*rs~2rsirs—* and rs?rs~2rsirs = 1.
Thus, rs~2rs*r = s72rs* and r ~ s72rs?.
Proof of 2: (rs%rs®)? =1
refirgtrstire® = 7a%(s¥ s % %)M rs"

= rg®t2pgi2pgt

= 1

Proof of 3: (rs*rs®*)2 = 52 for k an even positive integer

Proof by induction:

Base step

k=2

2 2

rs*rs®2rs?rs®? = rs}(sTirsT%)s%rs®”

a—2

a 2—0?,8

= rs rs

a+2 _a—2

2a

2 4 4

rs®™4 = pgirg®?

s 2rstrs®

2

rsirs®irs 4

2 2. .4

= rsirs®2rs?rs® asr -~ s °rs
2

= rsi(s>%rs™%) s 2rs®

= rg? s gl

2—&( a—2

= rs s “rs")s”

_ g

Inductive step

Assume for all £k < i+ 2,7 and k even and 2 < i,

kT’Sa_k)Q e 82(1

(rs

:]
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and so, rsFrs®* = s9t*rs=*pr as well. Thus, for all k < i+ 2, 1

and k even and 2 < i,

(Sa+kT'S_k:f')2 = SQa'

Also, rsFrs®—*rskrss—F = g2 giving rs®*rskr = s~Frsotk,
Now, choose k =i + 4. Using r ~ s~ 2rs?,
(Sa-i-t'rs—ir)Q(Tst'-i-dirsa—-i-—tl)Q(Si—a?,s—ir):?
= gOtipgTipgatip gty gtmivdp gitdy o=y gmip gy o=t
= @l et St B R g T
= g g g2 5=2 p g pdir st e Cra e
= St P R L e S ™ el
= gWtipgTipgatit2y g=im2y atit2y o —i=2p gimag =i
= Mg g0 2 2ttt Ry =iy, gl g~ip

— Su-{»ars—zr(SQa)Sz-a,rS—zr

= s rs ey
= (s*trsTir)?
— 82‘1.

However, since (s%tirs~ir)? = % and (s"%s~'r)? = s72, then
(T8i+4,rsa—z-4)2 — 823.
Therefore, for all even integers k, where k > 2,

(?’Sk?"sa_k)2 — s2a'

Proof of 4: s% =1

We can assume that a is an odd natural number, so 2a is even and
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ﬂ—-k)? —

hositive. Substituting k& = 2a in our relations (rs*rs $%% oives
I

(rs*'rs =35
and so,
SGu = 820,820.82(1
= 32"”(r.sg“rs'“rs?“rs'“)32“
= rs®rsrs®rs® byl
= [rs®irg®)?

= 1

Thus, as s% = 1, then we have Fe-2a0+2 =~ fa-2aa+2 for q an odd

integer, as required. O
The relationships amongst the powers of s in the relator rs®2rs®rset?
were able to help us prove the conjecture for groups of the type F¢=2®+2 with

a an odd integer. The next step, therefore, was to study the groups Fe-aa+3
for a € Z where (a, 3) = 1, and see if our proof of F?~24%*2 could be modified
for this case. We found that we could easily prove steps corresponding to
steps 1, 2 and 3 from Theorem 4.2 for F*=3®+3  Similar steps could also
easily be shown for the groups F¢ %%+t with (a,4) = 1. Using different

k

*?,.Su-—ck)2 — S2a in Fa—c.a.a—!—c

substitutions for k in the resultant sequences (rs®
for ¢ = 3 or ¢ = 4 where (a,c) = 1, we found we were able to prove the
conjecture for groups of this type. The proof follows in the next section.
The use of PEACE and our program to generate step by step proofs from
proofwords had thus provided us with sufficient results to take a very large
first step in our work with the F®*¢ conjecture. From our proof of Fa-¢aate
for ¢ € {2,3,4} with (a,c) = 1, we made continual generalisations and

modifications, with an increasingly difficult induction proof at each stage, to
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form the proofs for the cases,

Foematle  with (a,e) = 1,

Fa-caatke o (a,c) =1,

Fo-2caatke i (a,c¢) = 1 and k odd
and finally,

Foieaatke  with (a,¢) =1 and (j, k) = 1,

for a,j, k € Z with ¢ € {2,3,4}. These proofs will be given in the remaining
sections of this chapter. Once we had found the proof for groups of type,
Fe-ewate for ¢ € {2,3,4} with (a,¢) = 1, we no longer relied on PEACE and
the technique of converting proofwords to proofs. However, each subsequent
proof was based on the information we had originally obtained through its
use. By studying and comparing examples of PEACE proofs for small cases,
one can find try to find patterns and make observations in the aim of gen-
eralising to a broader class of groups, and this technique was found to be a

very useful tool in solving the F%»¢ conjecture.

4.3 [0t for g c € 7,

The F%¢ conjecture relies on the condition that (a,b,c) = 1. For the groups,
Fa-ewate with a,¢ € Z, this means we require (a,c¢) = 1. Additionally,
previous results have shown the F“"¢ conjecture to be true for d = 1 and
d = 5, where d is defined to be (a —b,b—c¢). For d > 6 with (a,b,c) = 1, the
groups F®*¢ are infinite. Thus, we need only consider ¢ € {2,3,4} to show
the conjecture holds for all groups of the type F* “%*¢ for a,c € Z where
(a,c) = 1.

Modifying our proof of F@~2®+2 for [a=3,6.a+3 was relatively simple. The
first three steps of the proof were updated merely by the substitutions of a—3
for any occurrence of @ — 2 and of a + 3 for any a + 2 in the first few lines,
altering any resultant calculations. Once these steps had been determined,

it was actually found that in this case, the first two are sufficient to show



s'?2¢ = 1. Using a result from [6], this is enough to show the cyclic group

of order 2 is the kernel of the natural homomorphism from Fe=3®+3 tq
Hﬂ—3.a,rz+3

Formulating the proof for the case ¢ = 4, however, required a bit more
effort. The kernel of the previous two cases is either trivial or Cy, whereas for

Fa—daatd it adopts a more complicated form as the quaternion group Qs. A
presentation for Qg is (z,y|z*,2? = y?,y~'zy = z~!). Thus, taking z = s

24a 12a is central and

Ga

and y = rs%7r, we needed to show that s** is trivial, s

—6a,. .6a —ba Ga r

rs—0ars0irsbor = 576 a5 well as that the kernel is generated by s°* and rs
to prove Fo~taatd/Qg =~ fa-taeatd \While the modifications of the three
steps of Theorem 4.2 followed similarly to the alterations made for ¢ = 3,
additional steps were required to show the kernel had the correct form.
According to the F*¢ conjecture, we must have (a,b,c) = 1 to ensure
proper results. Consider F*~¢®%*¢  Here, s*" = s and d = ¢. For ¢ €
{2,3,4}, if (a — ¢,a,a + ¢) # 1, then a must either be a multiple of ¢ or,
where ¢ = 4, a could alternatively be a multiple of 2. Thus, the conjecture
holds only when (a,c¢) = 1 for ¢ € {2, 3,4}. However, we noticed that the first
three steps of Theorem 4.2, altered for the correct value of ¢, held regardless
of whether (a,c) = 1 or otherwise. Using these facts, we were able to find
an additional result when (a,c¢) # 1, and we include it in our proof of the

groups F*~“***¢ for a,c € Z.
Theorem 4.3 For the groups
Foamste — (i slr®, re® rsrs®e)
with a € Z and ¢ € {2, 3,4}, let
HO000+e — (1 s|p2, pgt=Cpgtpgtte, g60).

If,

e ¢c=2and (a,2) = 1, then s% =1 and

a—2,a,0+2 ~ a—2,a,0+2
F =4 § A
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e ¢ =3 and (a,3) = 1, then s'** =1 and

Fu—B,a,a—i—B/C? o H(L—3,a,a+3’

e ¢c=4and (a,4) = 1, then s*'* =1, s'** ~ r and

Fa—d,a,a-f—ti/Qs o Ha—4,a!a+4,

e (a,c) #1 then (a—c,a,a+c) #1,s*=1and

Fa—c‘a,u.-f—c ] Hﬂ,—c,a,a+c

Proof. For F¢¢®%*t¢ we have
1

n = a—ctat+a+c
= 30,
8211 — Sﬁa1

= (a—c¢,a,a+ c) when (a,c) =1 and

d = ((a—c¢)—a,a—(a+c))

= .
Also,
rs*%r = § %59,
rs®r = §%s % ¢ and
rs®ter = g% se.

From Lemma 2.1 in [3], we have F®b¢ = F=4=b=¢ 5o

Fa—c,a.,a+c = F—-a—c,—a,—a+c

and we need only prove the case where a is positive.

Our proof begins with the three necessary steps (I - III) to prove each of
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the cases c =2, c=3 and ¢ = 4.

[. $2¢ ~ 7rsr and r ~ s~ °rs?¢

' e =1 and ¢ = en
Since rs*°rs%rs**¢ =1 and 72 = 1, th

rs®r = (rs®r)(rs°r)
— (SC—(I?,S—(L'—C)(SC—HT_S—E—C)
_ Sc—ars—-Qarg—a—c
and
rs®r = (rs®*%)(rs® °r)
= (s7sT) (s rs™?)
— S_HTS_%'?‘S_“,
S0,
2a . c—af Q.. .20, .a\ . —a—c
a0 = B (e reMrst)s
= °rs¥rs
Hence, s%% ~ rsr.
Also,
paty = [(re®* r)(psr)
= [Pra¥R) (o ey
— Sars‘zc?,,s——a—c

— Sa.(sarskrs—a—c:) (Sa'i"SQC?"S—a_C)S_R—C

o SQQT_S!ZCTS—67.826?4.3—2{1—'26.
So, as §2% ~ rs°r,
rsr = rsrs CrsrsT3c
1 = rsfrs rs*rs%.
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2E

—_ D —
Thus, rs~°rs“r = 8 °rs 2

and 7 ~ s °rs

1L (TS'}.’.(LT.S(L)Q =

TSQuT'Sa?'S2a?'SG — TS?a(Sc—urs—n—C)S?arsu

= T,Sa—kcrsa—c?._sa

= 1

III. (rs%rs®*)2 = g% in Fo—e%ete Yk e N, c€ {2,3,4}

Proof by induction:

Base step

k=1
rsfrs® rsre® ¢ = rg%(s™* Crs7%)sfre™"
— T'S_RT'SC_GT'S{IM(:
= Su-{—csu—c
- 82&
k=2
?_Szc?,Su—2(.-?,82(.-?,3&—-2(: - ,T,SQ(:TSuuc'S—crszc?ﬂs{L‘Qc
o Rl e G =Gy O
= TsTSs rs ors

- ?‘826(8_0_(:?'3_“1)S_CTSG'
= 78" e Fra’

=

= 82(1

Inductive step

Assume (rs¥rs®=*)? = 5% for all integers k, with k < i.
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Then, using k = 7, we know

(Tscirsa—ca)‘Z — S2a
T_Sct.rsu—m — Sa+m7”8_m7'
(Sa+m’f'8_m?")2 = S?n
and, using k =1 — 1,
(Tsa—crsa—c:.+C)2 — S?u
T,Sa—cz-i-crsm—cr e Sc—czrsa-k-m.v—c
(S—a-f—ct—c?,sc—caT,)Q — 8—2(1
(Sa+m_CTSc_mT)2 - 82‘1.

Now, consider k =i + 1, or (rsciters®=<i=¢)2,

(S_a+c£—c c—ci ci+e

rs r)z(rs a—ci—c>2(5——a+cz’—c,rsc—cz',r)2

rs
2

c—ct,.

—a+ci—c 7

—ci— f -2 —ci »
a—ci—c,, ,Ci+cC CrnnC—CE rs

a4-cr—¢ c—cCt a-+ci— C?"S s rs rst rs

= s 18 %rg ‘rs

a—ci+c,, ci i, —atci—c ci

atClprg~Crg rs® Crstrs”rs rs S

a+tci—c

= 8 rs®%rs

a+ci—c¢,, c—ci

= § rs“rs K

a+ct —-c a—citc,, ,ct ct —{H—m_c?"s r

rs ‘rs rs® °r.s’rs %rs

c—ci,, a+ci_, —¢ c—ci a+ci—cqc
E

rs rs s rs et , —ateci—c , c—ci

fipen=a rs~%rs rs%r

= S s

a+ci—c,, c—ci, ., a+eci | _—ci

= 3 1 ¢ Clp gtCip g—Clp gakeiy, g=Ciy, gmatci=cy, ge—ci

rs rs s (i

—a+ci—c,, c—ci

a+ci,, —ci_, atci  —ci rs r

AFC1—Cy gC—Chp GOHCL g = Clp g0t Clpg=Clp g

= rs®

a+ci—c,, c—ci_, a+tci—c_, c—ci

= 8 rs rs rs T

— SQa

Since (%t g2 = g% gnd (% gt ) = 52, then
(T.Sci+c,r,8a—ci—c)2 - 820.

Thus, by induction, (rs®%rs=<*)? = g% in Fe-e*et¢ for k € N and
c € {2,3,4}.
1. Proof of the Case ¢ = 2

Given in Theorem 4.2.
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2. Proof of the Case ¢ = 3

Fodentd — fp. s|r2,rs“_3rs“rs“+“‘)

For Fo-3a+3 if we can show that s** = 5% = s76¢ or s!%¢ = 1, then

we have shown that

Fa—3,a,a+3/c2 o Hu—3‘a,a+3 -, (’F, S|T2, 86“,7'5“_3?S“Ts“+3).

e s2 ~rs®rand r~ s 3rs® fromlI
o (rs®rs®)? =1 fromlII
° T‘Sﬁa?" - 8—6:1
1 = rs®rs*rs®rs
= 7s2rs®(s*3rsrs®t3)s*rs
= T,SQ(LTSQa—BTSaTS3a+3T,8u
— 33“_3?"32“7'3'“rs“1‘83“+3?”s“

s 830'_'3?"82‘1(Su+d?"8a_3)80?"8'3u+37‘3a

3a+3,, 2a—3,, 3a+3

g3 3y TS T8 rs®

S

3(:.—3,,_ Ba+3,, =3, . 3a+3  3a

= S b rs rs s

—  gRa—Bg—a+3, -3

= B*rETTrE rs
- SSaTSGaT&Ja
= SbaT‘SGaT’
Thus, 8% = rs®r,
e s12¢ =1 and s% ~r
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Since s7% = rsbp then we have

rs 8 = %% and

rsbe = gbep

Hence,
%% = 5% pgtrs

= rs* 3rstrs

a+336a

ﬁa‘Sa-}-Z}

= ma® g gyt

= et e B gt

Ta—3

= rs8 rstrsts

Ga _a—3 3

= 7rs® % rstrs®t

—ba,_, a—3

= g bapga-3p g0, gat3

—6a

Thus, s12¢ =1 and s% ~ r.

Fa=3aetd (0, o ge-39.843 when (a,3) = 1.
Consider (z) where z = s%. Obviously it is a subgroup of the

kernel of the homomorphism from F to H, and since

rar =rs%r =g

6a _

T

and s lzs =z,

then (z) is the kernel.

We have shown that s = s!2¢ = 1 and 5% generates the kernel
of the homomorphism. Thus, either Fe—3®e+3 &~ pa=3aatd o
Fe-3@eatd /0y o ga—3@at3 [t cannot be thata—3=a=a+3

(mod 6) and we also have

(a—3—a,a—(a+3),3)=(-3,3,3) =3,
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s0, by Theorem 3.3 of [6], H*~**%*3 s finite and has Schur mul-
tiplicator Cs.

We now know Fa=3@et3 jg finite and as it has a 2-generator, 2-
relator presentation, it has deficiency 0 and, by Corollory 1.2 of
[31], a trivial multiplicator. Thus, Fe=3®ae+3 ¢ fra=3aat3  and it

must be such that, when a is not a multiple of 3,
Fﬂ_S'a’a+3/Cg (Y] Hu—J,a,a-{-S_

3. Proof of the Case ¢ = 4

Fa—d,a.ﬂ+4 = (T‘, SIT'Q, ?‘Su_dT’SaT'Sa+4>

For Fe~4®etd e want to prove that s*'¢ = 1, s'?* is central and

rs~6apgbapgbop — s=6¢ Thus, the kernel of the natural homomorphism

from F to H could be shown to be generated by z = s and y = rs®r

and would be

AR S SN P SN,
(Zalzs™ 2" =90 s =48
which is a presentation for Qs.
o 52 ~pstrand r ~ s74rs®  from I
o sl pg?r
From s?* ~ rsir, we have s ~ rsir. Also, as a is odd, we know

2a +2 =0 (mod 4) and

?"840'?" - S—-'ZG—QT,SdlaTSZa-E-Z_
So,
7’52'.('34(1'1"8_27' = ‘?"828_2a_—27'54a?"32a+2 3_27'
_ ?"8_23’!'540?"82{17‘
e T8w2{z?,r8'2u?,34a
da

= @



and s% ~ rs?r.

e (rs®rs®)?=1 from II

o paTdtpglapgTatt - |

1 = rs®rsirs

= rsrs®(s

2“?"8“

a—4 a+4)82&

rs®rs rs®

2

= rs 07'820 3a+4,_, a

~rsirs rs

da—4_, 2

= gladpg2ap g2y g0, glatd ) ga

Sa T'S2GTSG )SaT83a+4,r

= 85(1—4?,,82(:(

Sa—4,, 3

= s rs3ers®irs?

3a+4,

“rs*rs r

9a—4 . 3

= 5 rs’ors?

2 3a+4,. —4da

“rs*rs TS

2 2 4—a,, —da,, 4da

9a—4,, 53 apgl=apg—ia, glay

= g rs’trs<rs

4a

Oa—4_, .3 3_4(1?"3 r

= ghlpglapglers®(sirg

= g pglpg

a+4)

2“?"833?"3—364-4?‘3‘1“7‘

9a—4_, 3

= glo—dpglapg?

3 2a

4—a

Oy g3y A=ty glay o=

- S?a—d,rs&ars

3

2 3

a,rsti——

4(;?,

trg rs

, 4y 4
o S?a 4’."8 2 a+) a

o e o T

Ta 3 2 Et

= gl pg i

Ars“rstirs r

Ta—4_, .7

= glo4pgTapglatd

T.

So; 18" ipglapglatt =71,
o (rsthrsei)2 = g2 Yk e N from III

e We know we can assume a is a natural number, so setting k = a

in the previous equation, we have

relopgdopglapg—ia — g2
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and

S5a

9a

Ga

Thus, as rs2%r

Substituting k&

So,

reltpg=dap gty

S—-..la,rsdarsa?,sdur as TS4ET ~ ’92

4

.',.84(3'?,8(1?.8 ap

?'SQE‘I'S_G.?'SQG?“. as (32“?"8“)2 = 1

.I.$2a,r.8_2a_rs—2urs—a

'I'SZG'I'S_2u?'8_2u?'8_40

4

— 9,
borps—20r  gs re*r ~ st

a2 -
r8<trsT psT %y

~ st then

§%¢ = T'SﬁaT'SHba?“S'Ga?".
= 2a, we have
TSSuTS—?uTSSuT,S—?a — 82“

da — 824?,.88&?,,3—7(3T,SS(LTS—-T{L

— ?..SSU?,S‘Zas—?a,!,sﬁa?.,s—— Ta

5 8

= rs®rs%rs Ta

s R

= pgdps13%psirg®

= ,',.SSaT,S—IS::TSTa-i-Zl ) Sa_dT'Su'

— T'S&"J“S_lga?‘s‘m-m ,r_s-—a_air

= ?.88u7_8—13a(S—'?a,rs—?a—{-zl)s—a—drr
— 7‘58”?'5_20“?'3_8”7‘

9—2011_

Thus, s%¢ = 1.

again, as (s*rs*)? =1

(4.6)



12a —12a

e Using k =3a and s°* = s gives
TS—IQGT.S—IMTS—IQaTS—llu . S2a.
So,
pg-128pc—1la,~12, _ (13
'rS_lzaT'S_Ta'TS_IZRT — Sl'.’a.
7,8-12(1(87a+4T87a—4)8—12a,r — 8—7@
e —_Bir— —
rs 5a+4?‘8 5a 47, — & Ta‘
Now,
1 = rs?a—4:(.87ar8?a+4
A B —
=) ?,,S?'a 4[85a+4’f'5m 4)870.4—4
- ?,SIQGTSIQa
= ?"812{1?"8_12“.
Thus, $1%¢ ~ r and s2? is central.

e Let z = 5% and y = rs®r, and consider (z,y). Obviously, (z,y)

is a subgroup of the kernel of the homomorphism from F' to H.
It is also easily seen that rzr = y, ryr = x and s 'zs = z, and

we only need to test s~'ys to show that (z,y) is the kernel.

Since rs® 4rstrs®tt = rg"Yrgrset,
1 = rs%s%rs™rs® and
rsfr = gPrsSepse

We know a is an odd number, so we have two cases.

(a) a =1 (mod 4)
Here, a + 1 = 2 (mod 4) and 6a = 2 (mod 4), so Ta+1 =0
(mod 4).
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Thus,

¥y = 8 lpde™Tt and
s lrsbrs = gTpgbersT™@
and we have
sirsbrs = sTrs®irsT™@
- SSaTS_GaT'S_Ma
— rs—bars—ﬁa
= 3
(b) a= 3 (mod 4)
Now, a+ 1 =0 (mod 4).
Thus,
rs®r = §lps%psa=1  and
s7lrsbrs = s%s%rsT®,
and so,
srsbrs = s4rgbersTe
— 82{17‘8_6“?“8_8&
= s7MpsYp
= iy

Hence, {z,y} generates the kernel.

dividing 4, and z2 = ¢? as s'?¢
3 Yy

Also, x and y both have order

is central. We have also shown

y~'zy = 27! from 4.6, so therefore, (z,y) is a homomorphic image

of Qs, which has derived length 2.

Consider the group
Ga,b,c -
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which is obviously a homomorphic image of F*¢, Here, G =
G where a’, ¥ and ¢ are a, b and ¢ modulo 8. Using Fo—4a+4
for the case d = 4, then a is odd and @’ € {1,3,5,7}. Thus, we are
left with only four cases for G¢~4%%+4 namely G>!° G737, G151
and G*™3. Using GAP, we obtain that each of these four groups
has derived length 4. Thus, as G*~%%*4 is a homomorphic image

of Fa—%aa+d the Jatter must have derived length of at least 4.

From Theorem 3.5 of [3], we know that all groups H*"¢ are finite
metabelian groups when (a,b,¢) = 1, n # 0 and (d,6) # 6. Asais
odd and d = 4, then H* %%+ ig finite metabelian and, therefore,
has derived length 2. This implies that (z,y), the kernel of the

4,a,a+4

natural homomorphism from Fe-4®atd o o= , must have

derived length at least 2. Thus, (x,y) = Qs.

4. Proof of the Case (a,c) # 1

When (a,c) # 1 for ¢ € {2, 3,4}, then we have (a —c,a,a+¢) # 1 and
either of two cases

(a) ais a multiple of ¢ or

(b) ¢ =4 and a is a multiple of 2.

If a is a multiple of ¢, then all of a — ¢, @ and a + ¢ are divisible by ¢
and, as such, are not co-prime. If we consider F*~“*%*¢ where a = ck

for some integer k, then it is the case that rs®*r ~ s® since rs%r ~ s°.

Therefore,

a—c

1 = rs* C°rs%rs®te

- ?"83‘;_6?"3&?"3(:_

— T,83a—c(sc—ars—a—c)Sc-—ﬂ.

a
2 2a

= rs“rs™*,

and so, s2¢ ~ 7.
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The relation rs**rsrs®*rs® = 1 from I, then reduces to s% = 1, and

we find that where a is a multiple of ¢, F¢~o®ate =2 ga-caate

We just need to look at the case where ¢ = 4 and a = 2m for some odd

integer m. Using (rs**rs®=1*)% = 52 with k = m gives
82a — (T,Sf-lk?,,sa—tlk)?
— (7_841?1?,_8&1-47!1)2
= (T_SQQTSQ—‘Z(L)?.
= (rs*rs—°)?
and rs®ra—opeity = 5™,

Since we have rs?r ~ s, then rs*r ~ s?¢, and

3 = prs®rsTors®ay
§$ = 32“(?"82"'?‘3_“7"32“7')
= rs®rs®rs’r.
We also know rs2*rs%rs®rs® = 1, so s° = s~ and s% = 1. Thus,

Fa—taat+d o pra—daatd where g = 2m for m odd.

4.4 Fv %+ for g ccZ

It was the symmetry of the relator rs® ¢rs®rs®* in the groups F*~“%%*¢ with

¢ € {2,3,4} that played a large role in our proof of the F“*¢ conjecture for

groups of this type. Thus, for our next step, it seemed the natural progression

to study groups of a similar form, namely F% ¢%%2¢ a9 there still exists

simple relationships amongst the powers of s in the relator rs* rsrs®+2.
For the groups

Fﬂ—c‘(t,ﬂ+2c - < a+2r:)}

72, rs rsrs

TS
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we have n=a—c+a+a+2c=3a+c,d=((ea—c)—a,a—(a+2c)) =c
gnd g7 =ghaten

After having proved the case of F*“***¢ for ¢ € {2,3,4}, we looked
to see if this proof could be modified for the groups F~“%2+2  Several
problems arose, however. In our original proof, we required the two facts,

4 ¢ in both the induction proof of the relation

§°% ~ rsr and r ~ s7°rs
sequence (rs®*rs®°*)2 = s for k € N and the reasoning linking our relation
sequence to the final results. The same arguments for these two facts could
not be used with the groups F*~ %42 a5 we had |(a—c¢) —a| = |a— (a+c¢)|
for F*~%%*¢ hut here, the equivalent relationship |(a—c)—a| = |a—(a+2¢)|
did not hold.

Using a similar idea and further manipulations of the relators, however,

Ga+2e,

we did find that we could prove rs r ~ s° We also returned to our earlier

work in F=2%+2 when we had noticed
(ra®*rs®=*Y2 =1 for ke Z.

In our study of the groups F*~©%%*2¢ relations of a similar type appeared.

These relations had the form
(5‘"3‘]H""!"Jr"'.f's%_"'k)2 =1 forkeZ,

and we recognised that if we could prove such a sequence of relations existed
in Fa-e®e+2¢ we would have enough to prove at least the case where ¢ = 2.
us, we set ou it inductive pr or this new sequence o
Thus, we set out to find an inductive proof for th eq f

relations. We found, however, that it was easier to prove if we considered the

SQ(H— (‘k-i—c?,. a—ck )

a-tek+e = 1 and (7

two elements, (rs s

TSQ(!—C]\‘)Q

2 = 1, together
and, similarly to the case F* “%%"¢ we were able to prove the conjecture
for groups of the type Fe=¢%®*2¢ for ¢ € {2,3,4} using our sequence and
T'SG(H.QCT' B8

One of the conditions of the F*"¢ conjecture is that a, b and ¢ must be
co-prime. As well as showing the conjecture is correct for groups of the type,

Fomeaatle with ¢ € {2,3,4} and (a,c) = 1, our proof method also allowed
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us to extend our research to the cases where (a,c) # 1, and we include it in

the proof for groups of the type Fe=¢®*+2 for ¢ € {2,3,4}.
Theorem 4.4 For the groups
Femeaate — (p glp? pga=cpgtpgat2e)
with @ € Z and ¢ € {2, 3,4}, let
Hooaet2 — (5 g|p? psi=cpstpsatle gbatley
If,

¢=2and (a,2) = 1, then s%** =1 and

a—2,a,a+4 ~ a—2,a,a+4
F 2= 5

e ¢=3and (a,3) = 1, then 212 =1 and

Fu—3.a,a+b/02 o Ha—3,a,a+6’

e ¢ =4 and (a,4) = 1, then s*+32 = 1, g!2¢H16 ~ ¢ and

F(;—4,a.a+8/Q8 o Ha—4,ra,a+8‘

(a,¢) # 1 then (a —¢,a,a + 2c) # 1, s%*2¢ =1 and

a—c,a,a+2c ~ a—c,a,a+2¢
F = H :

111



Proof. In Fe~%a+2¢ we have

Also,

Hence,

n

2n

= g—ec+a+at+2e

= 3a+ec,
Sﬁﬂ+2‘:,

= (a—c¢,a,a+ 2¢) when

(a,e) =1

= ((a—c)—a,a— (a+2c))

= &
. .a—C . —a—2c ., . —a
rer oy = .8 rs e,
rsr = s“%s77%  and
rg®t %y = g7,
,r,SQa—Qc,r = (TSG_C?’)Q
_ S-_“_QCT'S_za—QCTS_a,
,rs2a—c,r e (TSQ_CT) (TS“'T‘)
— S—a-—?c,rsc—2a,r8—a—2c and
= (ra*r)(eg™ )
= §Fopgmietepymo,
rs®r = (rs°r)?
= Sc—ars—Za—c?.,Su%—a
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rs°r

rs

rs

2cr

e

(7'8(:—6'?") (T'S“+ ZL!T)

s %pg—2pgc—0  and

(7'3“”“7') (rs®°r)

S_Q'T'S_gﬂ_c?"s—a,

(T'SEL‘F) (,’. Su.+2c:,r_)

Sc—u?,sw—Qa—?c:T,Sc—a El,lld
(rs*T2r)(rs°r)
,S_GT'SQC_QGTS_“_QC,

_ (T'«S(I+2(:)2

= g % 96_2“7'5“_“

. 7
(rs“r)(rs“r)
8(:—({.?,,8-—26?,86.+2c and
(rs" tn) (™)
§ergiepsTae,

('I'Sa+2‘:?") (T_S—(I.T)
S_a7'53c’.’"8u_c and
(rs°r)(rs* %)
Sa+2c?°8_c?‘5’c_u,
(152 (15 %)
srsfrs®t¥  and

(?,Sc—u?,) ('f'3a+2c?”)

strs®rstTe,
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(4.16)
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So,

T'S2u_c'f' - S—(;-'ZC?,SC—Q(LTS—G—ZC

= o 2(gps2ticrga=e)g=a=2  from 4.8 and 4.9

= g-2epglatdeyg-3c (4.22)

r = s %s ¢ 2pge

(5% Crs®rs®**)s™®  from 4.12 and 4.11

= 5 °rs®rs®, (4.23)

rs2ate

2

= g

2rz+2cr — c—a,, —2c—2a_, c—a

rs S Ts rs

= s°7%(s* %rs?2rs%)5°% from 4.13 and 4.14

= §%rs?2erse, (4.24)

We begin by proving the two steps (I and II) necessary to prove each of

the cases, c=2,c=3 and ¢ = 4.

6a+2c

I. rs T~ 8¢

Using equations 4.23, 4.22 and 4.24 gives

TSGG.-}-QCT — (?,,826+c?.) (7'82G_CT') (,r82r1+2c?,,)

= s ¢pgbatepge

II. In Fa—o%e+2¢ for all integers k,

2a+ck+cr$a—ck)2 = 1 and

2a—ckrsa+ck+c)2 = 1

(rs

(rs

Proof by induction for &k > —1:

Base step
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2a+c,

TS rs'rs

e 2atc

rs rs*rs

2a,, .a+c

rsTTSs s

T,82a+2(-.rsa—c?.,b_

a+2¢c

s P
2a—c,. o

rs 2a—c

rs

Inductive step

'2.'1+CTS(L _

2a+2¢ 7

_‘2a+(:r5a —

2
a r S(t—i—c

- SEL—C

,I,Sa-i-Qc

rsrs srs

a+r_‘( c g

9 . o
-u—i—(.?,s 2{.)'_c1+c

=

1'52a7'8a+2c T'S2ﬂ+c

?,Szu (S_aT'SC_a') SZa—H:T,Sa—c

2 —c
a+ C?’Sa c

s

rs'rs

1

?’82u+c(SC—”T'S_U_2C)52ﬂ+€’-"8a

i A

1

1 from base case, k = —1
1 from base case, k = —1

7'82a+26 (S—G—Zc,rs—a ) 52(1+2c
s TS(:.?,SR—FZCTS(L—C
= ]

a a+2¢

= f8

= 1

~Crsrs

rst”

?,82a—c(S—uT.Sc—a)S‘Zu—c?,sa+2c.
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Assume for all integers ¢, with —1 <7 < k,

(?,520+ct+c7,8a—m)2 — 1 and
(T,S2a—-czrsa+m+c)2 = 1.
So,
?,,sa+cz+c,r - Sc:—2ars—ﬂ—c1—~crscr—‘2a E'Ll'ld
a—ci = —2a—ci—c_, ci—a,, —2a—ci—c
rs r = S8 TS rs ;

Since we have shown it to be true for k € {—1,0, 1}, we can assume
k=2,
Consider 7 = k with 2 < k. We know that because —1 < k—3 < k,

we have

?,,Sa+ck—2cr S—Qa-i—ck—SCT,S—a—ck+2c,rs—2a+ck—3c and
T‘Sa_6k+3c’f‘ 8—2a—(rk+2cr8—a+ck—30rs—2a—ck‘.+2c.
Also, 0 < k— 1 < k gives us
]
?,.Sa—ck-i-c?. — S_20_CkT.S_a'+Ck_CT‘S_2a_Ck.
Thus, using
T’Sa+ak_2c’r’ - 8—2a+ck—3(:?18-r1—ck+2c:rs—2a+ck—3c’
rsr = s%rs*rste,
T‘S_a+Ck_3CT s 82a+ck—QCrsrz-—ck+3cTS2a+ck—2c
and
7,82a+ck?,, = S~+0+ck—cr8—2a—ckrs—a+ck—c’
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we find

?,Sa-f—ck—i-(:?.,
- (,rsa—i—ck—?c?,) (TSBCT')
— (S—2u+r:..‘.~.—3c?,s—-a—ck+2c?,s—2a+ck—3c) (SGTS'ZCT_SC—G.)
= S_2a+6k_3c7'3_R_Ck+2c.?‘8_a+ck_3c7'.SQCT'SC_G
— S—2a+ck—3c.T,Sa?,.Sa—(:k+3(r,rs‘2r1+ck,rsc—u.
= S—2a+ck—3{:(Sc—a,rs—a—‘2c)Sa—(:k+3c?,82a+ckrsc—a
— S_3Q+Ck_26?‘8_Ck+C.T‘82a+CkT‘.SC_a
— S_3a+6k_Qc.T‘S_“T'.S_QU_CkTS_2“+Ck
— S-3u+ck—2(:(sr1+‘2c?,8u—C)S—2a—ckrs—2a+<.‘k
- S—2(1+f:k1.S—u-—ck—crrs—2u+c:k'
Given,
’I“S“'_CkJrC'." — S—Q(L—ck?.s—(1+ck—c1,sv—2a—ck,
rs~Cr = sa+2c?‘.$_36?"3_“,
TS—a—ck+‘2c?., — SZa—a‘k+:3c.r8a+ck-—2crs2a—ck+3c
and
?_,S2f.¢—ck_r = S_a_{:k_CT,S_Q(L+(:kTS_a_c'l‘:_(:’
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we obtain

?"Sﬂ_Ck?‘

= (rs®**er)(rs~°r)
= (S—20—ckrs—a+ck—c,r8—2a—ck)(8a+2crs—3crs—a)

e S_Qa_Ck?‘S_R+Ck-C.TS_G'_Ck+2CT.S_3cTS_G

a+ck—2c_ . 2a—ck, . —a

_ga_Ck.?"Sﬁ_!_% rs rs

= & .8

—2a—ck( c—a)8a+ck—2c?,, 2a—ck

= 5 s %rs s rs

S_SQ_CkT'SCk-C.Tsza_CkT.8_

@

—2a+ck ., —2a—ck—e

—3a—ck.?,,8—a—2 rs

= .8 Cr.8

—Qcc-i-ckrs——Qa—ck—c

3_3“_6"(3‘1'“1‘3“)3

- S—‘2a—ck«-crs—u-i-ck?,s—Qa—ckuc'

By induction, for all integers k > —1,

(T323+ck+c,rsa—ck)2 — 1 and

(T82a—ck,r8a+ck+f:)2 = i,

Now we need to consider the integers £ < —1. Let ¢ > 0. Here, using
k = —i, then

(T‘82a+6k+c?"8a_d€)2 — (TSQa—ci+c,rSu+c£)2
= (TSQa—-—c(-i—l}rsa+c(f—l)+c)2 and
(T82Q_CkT'Sa+Ck+c)2 (7‘82&+Ci?‘8a_d+c)2
- (TSQa-}-c(i—1)+crsa—c(i—l))2'
Thus, the case k = —i is equivalent to that of i — 1 for ¢ > 0. Since
1 >0,theni—12> —1, and so,
(Ts2a+ck+crsa—ck)2 = 1 and
(re2e—ckpgatektey? — 1 fork < —1.
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Therefore, for all integers k,

(rgPatektepga=eky? 1 and

(TS‘ZrL—(:kTSa+ck+c)2 — i

1. Proof of the Case ¢ = 2

Fa—Q,a,a—{—cl — <7,, SIT‘Q, T.Sa—2,r5a7_sa+4)

For Fe—2@a+d if we can prove s** = s%+1 = 1, then we have shown

that Fe-2ee+t o fo-deetd = (r g|r2, g5H, 5o 2rgtrst+d).

e For all integers k,

(T,S‘2a+2k+2?,sa—2k)2 — 1 and

(T.SQa—2krsa+2k+2)2 | by 111

e Using k = a in the above equations, we have

1 = (?,5‘2&—2arsa+2u+2)2

— (TSOT83a+2)2

(53a+2)2

Sﬁa+d ]

2. Proof of the Case ¢ = 3

Fa—ﬁ‘u,u-l—b — ('f', Sl?,,21 ,rStL—S,rSaT,Sa-i—b)
For Fo=3at6 n =g —-34+a+a+6 = 3a+ 3. If we prove ol

batb — g—6a—6 o g12a+12 — 1 jp fa—3aat6 then we can show that

S
F(;—S.a‘u+6/02 [a¥] Ha—S,a,a+6 — (,’.’ S|'!‘2, .96a+ﬁ,’r‘8a_31‘8“7'8a+6>.
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e For all integers k,

20+3k+3?.8a—3k)2 = 1 and

(rs

('T'Sga_3k?‘8a+3k+3)2 = b}" II.

Substituting £ = a in the above equations gives

T = (Tsa+3a+3,r,8‘2a—3a)2

4a+3 da+3 a

= g r8§™rg rs %r

84a+3 (8a+6‘f'8a_3 )846-5—3 (Sa-i-ﬁ?,_ ,a—3)

S

= 85a+9,r86a+6?,,8a—.3

{4 —
— S<Ja+9r86ﬂ+6rsa 3

— 86a+67'86a+6?".

Thius; #8510 =ig~b6-6 g gbo+0 = -Gy,

We know rs?3rsirs®® = 1 and rgfet6y = =606 g4

7

—6a—>6

s = (rs® 3rs®rs®*®)(s—%")

a—3

= rs*°rs*rs e

»-6:1—6'5

= g% 3pglatbygat6

= TSa—S .T‘Sﬁa+b.8a?"8a+6

—5a-9

= s Ipgtpgtto

S—Ga-6’ a—3 6

= 7 8§ 3rsirs®t

Ga+6_, a—3

= g0at6pga—3 gay. gat6

86a+6 .

12a+12 _ 1

6a=6 — g6a+6  g6a+6 ig central and s

Thus, s~
Fo—8a0t6 /0, o~ [a-3,8.0+6 where (a,3) = 1.

Consider (z), where x = s%*%. Obviously it is a subgroup of the
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kernel of the homomorphism from F to H, and since

ba+6

Py =18 ot

r=35 =z

and slzs =z,
then (z) is the kernel.
We have shown that s' = s'2¢+12 = ] and s%*6 generates the
kernel of the homomorphism. Thus, either F¢~3®a+6 o fra=3a.a+6
or Fe-3aa+b /0, o fa=3ea+6 Tt cannot be that a—3 =a = a+6

(mod 6) and we also have
(a—3—a,a—(a+6),3) =(-3,-6,3) =3,

so, by Theorem 3.3 of [6], H*~**%*% is finite and has Schur mul-
tiplicator Cj.

We now know Fe=3@et6 ig finite and as it has a 2-generator, 2-
relator presentation, it has deficiency 0 and, by Corollory 1.2 of
[31], a trivial multiplicator. Thus, Fa-3aa+6 o fra=3aatb a5q jt

must be such that, when a is not a multiple of 3,

Fts—li,a,u+(i/02 o Hu—ii.u,u-l-ﬁ.
3. Proof of the Case ¢ = 4

Fa—4.a,a+8 — ('I‘, 8|?'2,T'Sa_4‘r’8<1?"8a+8)

Ga+8,. —6a—8

6a—8,. s6a-+8 A i

For Fe—4aa+8  we need to prove that rs™ rs

s24a+32 — 1 and s!'2¢t16 jg central in F* %%+8 A presentation for
Qs is (z,y|zt,2? = y?,y oy = 27!). Thus, taking x = s%*® and
y = rs®*¥pr and proving that the kernel is generated by s%+%

rs%*3r we would then be able to show Fe¢-4®et8 /g =~ Ho4oats,

and

o rsbtdr gt byl
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e For all integers k,

(T,320+‘1k+4?,,8a—4k)2 — 1 and

(TS20_4kTSa+4k+4)2 = 1 b}’ i

e Setting k = a and k& = 0 in the previous equations, we obtain

_ 5 ! 54z
‘2a?$ Sa+4 2a,_. Sa+d 1 and

rs s rs TS —

2a+4 2a+4

rs r5trs® T irs?® = 1,

So, as rs?r = s*rs?*trs—8 then

1 = pg2epgdatd,—2a, Sa+d

— (SST.S—?a—-’-ITS—d)SSa+4 (88:,,8—2(:—4?,8—4 )SSG+4

—2&—4:',, Sa

8 . .—2a—4_. 5Ha+8 s

= 8T8 rs rs

—2a—4

= rs Sa+8

N, T 5
2a 4T,Soa+8

rs rs

—2a—4 5(A+8( 5a+8

= 8 rs 2ot

s'rs s

a—2a—4

= rs yig ot opglotdpgfeds,

6a+8

We also know that 7s%+8r ~ s* and, as @ must be odd to ensure

(a —4,a,a+ 8) = 1, then rs®*8r ~ s20+2, Thus,

1 = pg—20—4yg6a+8, 2a+d, 6a+8
—  pg—2pgBat8,. 2, Ba+8
and s~ 2rsbe s = g te—Sp,
e We know a must be odd, so s%%% is a multiple of 4. Therefore,
from s~ 2rsbt8rs? = rs64=8p and rs%+8r ~ s, we obtain
?
TS_SG_STSGR+8TSBG+8T‘ — S—Ga—S and
Tsﬁa+8rsﬁa+8rs—ba-—8,r — 3_6“_8_ (425)
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e We have

S—ba—&,},sﬁa—FST,SGa—i—S = ?"8—6&-8?" S0,
Sﬁa+87'86a+8 = ,r,36a+8?,,8—bu—8?,.
Alternatively,
86a+8?,sba+8?,,3—6a—8 — T8_6a_8?" S0,
gOat8 . bat8 _ . —6a—8, Gat8 .
Hence,
r.“,,(‘;(m-|~8:.,,,é',—(}(.L—S?,, — ,’,S—(m—ST‘Sba+8T
§l20H16 0120416,
and s'2%+16 jg central.
Also,
pgbat8—6a—8,. _ (T,S(m+8?,,8-(m-8?.)—l
36u+8,r86(1+8 — S—bu—srsw—()a——li
gl2e+16 _ . —12a-16,,
ThllS 8123+16 — q—12u—16 and S24a+32 - 1
] <. -
Since we have that rg83-8rgbet8pgbatd, — g=6a=8  2da+32 _ 7

and s'27t16 js central, we need only check that {s%*8 rgbe+8;}

generates the kernel of the homomorphism from F' to H. Let

6a+8 and y = rs%*¥r, and consider (z,y). Obviously, (x,y)

T =8
is a subgroup of the kernel, and we have rar = y, ryr = x and
s~lzs = z. We now need to test s~'ys € (x,y) to show that (z,y)

is the kernel.
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Using k = a + 1 in (re?e+ik+irge—4%)2 = 1 we have

Em-}—ST,S—Sﬂ-ﬂl Ga+8_, —3a—4

1 = ¥%5 rs rs and

Gna+8,r 4a+4 r —6Ga—-8_, 2a+4

shrs 5% = s s TS

Ga+8 4

We also know rs T~ 8% S0

Sa?,,SGa-i-STS—a i S4a+4?“8_ﬁa_8'f'82ﬂ+4

= TS—Ba—STSGa—HS .

As it must be such that a is an odd number, we have two cases.

(a) a=1 (mod 4)
Here, a + 1 = 2 (mod 4).

Thus,
rsbotdy = gotlpg=6a-8pg=a=l  and
s lpgbitdrs = g¥psT0aBpgTe,
and we have
sTlrgbat8pg = gopgbaBpga
== Ts—ﬁa——81.86a+8
= y*]:c.
(b) a =3 (mod 4)
Now, a+ 1 =0 (mod 4).
Thus,
?"8664‘8?" — Su-!—l,rsﬁa+8r8—a—l and
s lpgbetdps = gopgbetSpgTe,
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and hence,

S_IT'86a+8'!'8 — Sa?'SbrL-’-ST'S —a
o 3_6“_8?"36“+8'r
= g~} Y.

Therefore, {z,y} generates the kernel. Also, z and y both have

lzy = 27! from 4.25 and, since s2*+16

order dividing 4, we know y~
is central, 2% = y2. Given this, we know (z,y) is a homomorphic
image of (Qs, which has derived length 2. It is left to show (z,y) =

Qs.

Consider the group

8 b

G = (1, s|r?, s8, rs%rsbrs®),

a homomorphic image of F**¢. Here, G**¢ = G*Y¢ where a’, t/
and ¢ are a, b and ¢ modulo 8. Using F¢~4®4+8 for the case d = 4,
then we know a is odd and so, a’ € {1,3,5,7}. Thus, we are left
with only four cases for Ge—4®et+8. G5LL G733 QLSS and G377,
Using GAP, we obtain that each of these four groups has derived
length 4, and F**%9*8 must have derived length of at least 4.
From Theorem 3.5 of [3], the groups H*"¢ are finite metabelian
groups when (a,b,¢) = 1, n # 0 and (d,6) # 6. As a is odd
and d = 4, then H*%%%+8 {5 finite metabelian and, therefore, has
derived length 2. This implies that (z, y), the kernel of the natural
homomorphism from Fé=4®e+8 to Ha=4aa+8 myst have derived

length at least 2 and (z,y) = Qs.

4. Proof of the Case (a,c¢) # 1
When (a,c) # 1 for ¢ € {2,3,4}, then we have (a — ¢,a,a + 2¢c) # 1

and either of two cases

(a) ais a multiple of ¢ or
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(b) ¢ =4 and a is a multiple of 2.

If a is a multiple of ¢, then all of a — ¢, a and a + 2c¢ are divisible by ¢

and, as such, are not co-prime. For F* %22 where a = cm for some

integer m, then using (rs?*+t**+¢rge=<¥)2 — 1 and substituting k = m.
we have
1 = (Ts2a+ck+c,rsa—ck)2
- (?,,S2a+c‘m-+c?,8a—cm)‘2
= (,rs?a+a+c,rsn—a)‘2
(T83a+c?’80)2

o TSGG+QCT,

and so, sfat+% =1,

We find that where a is a multiple of ¢, Fe~o®aet2c = fra—caatle

We just need to look at the case where ¢ = 4 and a = 2m for some odd

integer m. Using k = m in (rs?~%pset4k+4)2 — 1 gives

1 = (T,SQre—clkT,Sa+4k+fl)2
— (T.82a-4mrsa+4m+4)2

. (T‘ s,Qa—?a,rSa+2a+4 )2
(33a+4)2

SGa+8,

and s = s%18 = 1. Hence, Fo¢—4ao+8 > fra—4,0.0+8 where ¢ = 2m for

m odd.

Thus, if ¢ € {2,3,4} and (a — ¢,a,a + 2¢) # 1, we find that

Fa—c,a,a+2(: ~ Hﬂ.—c,u,,a+ 2e
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4.5 Focwetke for g c k € Z

Having formulated proofs of the conjecture for two similar types of groups,
Fo-eamate and Fo-omete for ¢ {2,3,4}, we hoped we could use them to
make a generalisation for a larger set of groups, and our next step was,
therefore, to try groups of the type F¢~¢®%*k¢ for an integer k.

At first glance, it seemed the transition from our proof of F¢-¢wat2e
to a proof of Fe~o®e+ke would be relatively easy. In Fe¢®etke we have
§2n = gbat2ke=2¢ and it was easy to obtain rs¢t2ke—2¢ o ¢ ysing the same
arguments as in the former proof. It was also noted that if we could prove
equivalent relation sequences in F*~¢%+ke o those in F¢~4%%+2¢ the desired
results for each of the cases, ¢ = 2, ¢ = 3 and ¢ = 4, would follow similarly
to the proof of Fe—eaatie

Thus, we concentrated on trying to prove the relation sequences,

2a+em+-ke—c ,a—cm)2 = 1

(rs s and

(?,32(1-{:.*n_rsri-!—(:nw-kc—c)2 = 1

for an integer m, and set out to first find an inductive proof over m for
m > —1. Although we could prove the base cases, m = 0 and m = 1, the
first problem occurred with the base case m = —1, which we realised was no
longer obvious.

A much larger difficulty was found in the inductive step. In the proof of

(?_82{1+cm+crsu—cm)‘2 — 1 E'I.Ild

(T,32a—cm u+cm+c)2 = i

rs
for Fe—e®at2 the first line of this step involved rewriting rs®t“™*¢r as
(rs®tem=2¢r)(rs3r). We could continue because rs®t“™~2¢r is determined
in the case m — 3 and, given that we had three base cases beginning with
—1, then 2 < m and —1 < m — 3 < m. Hence, we could assume the relation
(rga—emtdepgatem=2ep)2 — 1 from our inductive hypothesis.

If we were to use the same proof for our relation sequence, the first line,
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modified slightly to fit the new type of groups, would be

,rsa+cm+kc—c?,, i (?”Sa+cm_2(:7')(T.Skc-’-c?“).

However, to continue, we would need to be able to assume the relation
(rg2a—cmthetepgatem=2c,)2 — 1 which falls in the case m — k — 1 of the
relation sequences. Thus, to use our inductive hypothesis, we would need
0<m-—k—1<mandk+ 1< m. Even being able to prove all the three
base cases m € {—1,0, 1} would not be enough if k > 2.

However, we noticed that if, instead of having k& + 1 base cases, we were
able to prove both relations for the case m — k — 1, then the induction proof
from Fe=¢%+2¢ could be easily modified and used for the groups Fe—aa+ke,
It required some work, and once we had found a proof for the relations of
this case, our proof only required the two base cases, m = 0 and m = 1. As
these had already been determined, we were able to formulate a proof of the
conjecture for the groups F2~¢%%+k¢ with a,k € Z and ¢ € {2, 3,4}, which

we now state in the form of a theorem.
Theorem 4.5 For the groups

Foemathe — (r o|r? rs®Crsirs®the)
with a € Z and ¢ € {2, 3,4}, let

Ha-c,a‘a+kc — (’f', S|T2, T‘Sa“cT’SaT’Sa-i_kc, Sﬁa+2kc—2c>‘

If,

e ¢ =2 and (a,2) = 1, then s%+4%-4 = 1 and

a—2,a,a+2k ~o a—2.a,a+2k
F =H 3
e ¢c=3and (a,3) = 1, then s12¢+12k-12 — 1 and
) y
Fa—.?.,a‘a+.3k/c:2 ~ H(L—.S,{l,a+3kJ
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e ¢ =4 and (a’4) — 1, then 824&—{-32.‘:—32 — 11 S]2u+16k‘16 ~ 7 and

Fa—xl,a.a+=lk/Q8 ~ Hra—4,a,a+4k,

e (a,¢) # 1 then (a —c,a,a+ kc) # 1, sSe+2ke=2¢ = 1 and

Fa—c_.a,a+ ke ~u Ha—c,a,a+kc

Proof. In Fa—eaatke we have

n = a—c+a+a+ke

= 3a+kc—c,
e S Ba+2ke—2¢
g = @8 !
1 = (a—c,a,a+ ke) when (a,¢) =1 and
d = ((a—¢)—a,a— (a+kec))
= i
Also,
‘r_su-—(:.!, - S—u-kc?,s—u’
rgiy = Sc—ars—a—kc and
?.S(I+k{.'?_ — S—(J_T’s(_..u )
Hence,
ra? %r = (ng® )
= S—a—k(:,.r_srza—kcrs—a,
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trg®  r)(rs'r)

goa—kepgo—ap—a—ke  4p4

(rs*r)(rs® °r)

Sc—ars—‘Zﬂ—-‘ch?.S 7

7

'T‘SQET‘ - (T‘S“?”)z
- Sc—a_rs—Qa—A:(r-i-cTS —a——kc‘
T'32a+kc—c — (?‘Sa_c?") (?,,Sa.+kc?,,)
= g9 kepgT2p gm0 apd
- (?":9“'+kc?")(?’5("_c?‘)
= S—ctrs—Qa—-kr+c7_S—a?
rs?otker = (rsr)(rs®tor)
= SC_RT'S_2G_]"C?"SC_“ and
_ (T‘Sa—l—kc?“)(?"su?”)
o 8—(LT526—2aT,S—a—kc
T 1
T82a+2kc,r _ (T,Sa+kc)2
s q_aT'SC_2aT"3C—a
2% = (re%r)(¥s®r)

= 8

= (rs“"r)(rs"r)

e—apg—hepgathe  and

a_, kete., —a—ke

= g'rs™ " pg ,
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rsr = (rs®™*r)(rs%r)

= s7%s*rs®¢ and (4.37)
= (rs™or)(rs"**r)
= g¥thepg=epgeTa (4.38)
T‘Skc+c‘." - (T_Sa-i-kcr)(rsc—u?,)
= s%s%rs e and (4.39)
= (rsc%r)(rs*trer)
= g%rsfrst, (4.40)
So,
T'SQQ_C?" — S—-a—kcrsc-Za,rs—a—k(:
= gake(gpg2athepgameygma=he  from 4.27 and 4.28
= S—kcrs2a+‘2kcrs—kc—c, (441)
T_'S_Qu-kkc—c?, - S—urs—Za—kc-i—cTS—u
= s7%(s °rs®rs®**)s=* from 4.31 and 4.30
= s °rs¥rs*, (4.42)
?,SQfH-ch. o Sc—ars—‘za—kcrsc-a
= ¢ (s%hepg2a=2p %)% from 4.32 and 4.33
= 8kc+crs2a—2crsc. (443)
L .r.s(i{r.+2k(:—2c?,. ~o g%

Using equations 4.42, 4.41 and 4.43 gives

2a—c

Ga+2ke—2c¢, . s (T,S‘2a+kc—c,r) (?"&

7 2a+ke r )

TS r)(rs

— S—c7,86a+‘2kc-—2c?,8c :
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II. In Fo—es®etke for all integers m > 0,

(?,,52a+c‘m+kc—er5a—cm)2 — 1 and

(?"820_m?"{‘Sa+Cm'+kc—C)Q = ].

Proof by induction:

Base step

m =10

2a+ke—

rs c_rga?,s‘Za.-{—kc—c, !

rs

Jc_a.

s rS—a—kc')SQa+kc—rr @

= TS?a-i—kc-c( rs

= 7rs® +L'c?,sﬂ.—c?.,8a

= 1

a+tke—e,, 2

rs arsa+kc—c

rs®rs

— TSQaT,Sa-i—kc—c(SCT52a+kc—c_rs~kc)sa+kc—c
2

= pgopgrthepglathe—c

T,Sa.—(:

- T‘SQG (S_aT'SC—a)SQG+kC_CT'Sa_c

— '."Sa?"Sa—i_kc?‘Sa_c

= 1

=1

2a+ke,, a—

rs rs cr820.+kc?,,8a—c

= 18

2a+kc(S—a—kcrS—-a)sila-t-kc?._sa—c

- ?’S“?'.S‘a-i-kc?'sa_e

= 1
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2a—c a—i—kcrslu—c . oat+ke

rg et Tors TS
— ?‘Sga_c(S_ETSC_U)S2Q_C‘FSa+kC
= pg*Cpgtrgithe
=: ],
Inductive step
Assume for 0 < i < m,
(T_82a+c1.+kc—c?,sa—c-¢)2 = 1 and
(?,,SQa*mTSa+m+kc—c)2 = 1

Since we have shown it to be true for m € {0,1}, we can assume
m > 2.

Consider i = m, with 2 < m. We know 0 <m — 2 < m, so

(?,S2u+cm+kc—3c?,sa—mn+2c)‘2 = 7 and
(T 82a—mn+2c,!. Sa+r_~m+kc-—3|:)2 = 1.

Also, 0 <m —1<m, so
(,r,82(1.+6'ri'l+k(:—2(,‘?,,8(1—(.‘?!1-{-(‘:)2 = 1 and
(?,S2a—(:r-n_+(:rsa+cm+kc~—2(:) 2 = 1.

We need some additional equations for our proof. Consider m —
k — 1. Where m < k, then m — k — 1 < 0 and we cannot assume

that either

,r82a—cm+kc+c?,8

2a—c(m—k—1),, .at+c(m—k— 1)+kc—c)2

rs a+cm—2c)2

(rs

TS2a+cm—2c.'TSa-cm+kc+c)2

(
= or
(?,82a+c(m—k— l)+kc—c?,8a—<:(m-—-k— 1) )2 (

= .d;
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Using our inductive hypothesis, however, we can form the proofs

for these necessary equations. We have

r o= s*rs®CrstrsTk from 4.38

4, = (?,,Sa-|~cm—{—.’cc-—2-:,!,S2(1—(.*??1-}—(;)2T

1 = (TS—a+cm—2c?,,8—2a—cm—kc+3{:)2
and

1 = (?,.82a+cm+kc——2crsa—cm+C)2’

which gives

2a—em+ke+te,, atem—2c

rs rs T
— rs?a—cm+kc+c?,8a+cm—2c_,r_
= ,r82a—cm.+kc+c'rsa+cm+kc—2c,r.Sa—crscrsﬂa—-kc
- ?"Sk'c?"s_a_mlrkc+2c.TS_E+L7R_2CT.S¢TS_G_]CC
= rSkcrsa—-crsa—ma—i—%.r52a+mn+kc—-2cr‘8—u—kc
= T‘Skc.?‘é‘a—c?". Scrs—2a—cm—kc+2c,r,8—2a+cm—kc—c
= r.*,.slfcc(‘s-—fz——.‘ar::‘,,s—ot ) Scrs—Qa—cm—kc+2c,r,S—2a+cm—kr:—c

@ C

= g %pg ,—ar'S-—~2a—cm—kc—i—2c?,,8—2tl+cm—k.c-c

a+kc) —2a—cm—ke+2¢,,  —2a+cm—ke—c

= rs s"rs s rs

S—a—cm.+2c?,,3—2a+c:'n—kc—wc_

From

r o= PE,

r o g7 GpgTaRepgte

1 = (T'82u+6m+kc_ECT‘SQ_Cm+C)2,

1 = (T,S—2a+cm—k.c—cTS—-a—mri+2c)2
and

1 = (,‘,,.S'Za—sm+J’fc+c:(.sa+frm—‘2c)21
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we obtain

rrSa~—cm+.!'cc+r:,lr. S2a+cm—2¢ r

- ke+c -
a—cm+ (+c,r32a+cm 2c'

= T8 T

— TSa—cm+kc+cfr83a+cm+kc—2crsarcrsa

a—cm+kc+c' .Sa-!-crri,—l-kc—?crsa—crsa

= T8 r.s

C €l

—cm+tke+2¢ rs

— rg Ts—a—kc‘?,,32<1+mn+kc-2c

r.s%”

—cmtket2e¢ —2a+em—ke—c

= Ts .rs g~ 2a—cm—kct2e,, gem—2c,, ja

rs

a—ke,, .cm—2c,, .a

atke,. o B rs

2a—cm+ketce

= rs s

- T,Sa+kcrSZa—mn+kc+c(Sa-—cT5a)Scarn—2crsa

L La+tke

= rs Tls3a—cm+kc,rsa+mn—20 a

rs
- (S—arsc-a)SSa—cm+chSu+cm-—2c,r8a

2a—cm+tkete,, ._a+cm—2c?,, a

= & 78 TS 5
— 8-2a—cm+2c,r,8—u+cm-—kc—c‘
Thus,
(TSQa—mn+kc+c,rsa+mn—2c)2 — 1 and
(,rS2a+c~:ra—‘2c7,sa—mn+kc+c)2 = 1.
Now, let ¢ = m.
From
rrSa+u:!“m—2c'?,, = 8-2a+cm—kc-c,r.8—a—cm+‘2crs—‘2a+cm—kc—c,
ke : —
refeter = g%rsherstT,
Ts—a-i—cm—kc—c?, - 82a-i—cm—2c,rSa—ma+kc+c1,82a+cm—2c
and
r82u+cm+kc—2c,r o 8—a+r_-m—c?,,s—2a—cm—kc+2crS—a+cm—c,



we find

rsa-{-mn-ﬁ-kc—rr
= (T,Sa.+mn.—2c,r) (?”Skc+c?")
= S—2a+cm—kc—r.rs—a—cm+‘2c_rs—a+mra —kc—cr'skc?,sc-a
— 8—2r1+cm—kc——c‘?,sa,r. Sn.—c.m+kc+cr82a+cm+kc—-2crSc—a
— 8—2a+cm—kc—c(sc—a?,s—a—kC) Sa—mn+kc+r:,r.823+cm+kc—2c?,sc—a
— 8-—fia+cm—kc?,s—mn+f:.?,82¢1+ma+kc—2cr.Sc—a
= S—3a+cm—kc.TS—ar'S—2a—cm—kc+2crs—2a+mn
_ S—3a+cm—kc ( Sa+kc,rsa—c) S—2a—cm—kc—!—?c?,s—2ﬂ+cm
— S—2a+cm,rSwa-cm—kc+crs—-2a+cm1

and, using
_rsa—cm+c?_ = ‘S‘_—i.’a-—mrn—Ic:c—l—2c:??,,:,§—a-i—c"m—c?_s—2:1—.':_1'71—x’cc+5!e:-1
rs fr = gttkepgThetpgma
,rs—a—mw.+2c,r - 82a—cm+kc+crsa+mn~2cr820—mn+kc+c
and
rs?a—mnr = S—a—cm—kc+c?_8—2cc+cm?,8—a—cm—kc+c
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we have

rs*TMr
— (rsn‘,—mn+c,r) (TS_CT)
i S—2a—cm—kc+2crs—a+cm—c',',,S-a—cm+2c_r.3—kc—crs—a
s S—2a—cm-kc+2c.,r8a+kc,r,.Sa+c1n—‘2c,r82a~—cm,r8—a

S—2:’1—-cm—kc+2c(S—arsc—a)Sa+cm—20?,,32u—cm,r3—-a

—3(a—cm~—kc+2cr em—c¢ 2a—ecm a

= & S s i

8—3a—cm—kc+‘2c —a—ke —2a+em,, —2a—cm—kete

rs r.s TSs
S—3u—cm—kc+2c‘.(Sa—crsa)s—2u+cm,{,s—2cx—cm—kc+c

—Ya—cm—kete  — —Qa—cm—k
g2 cm kc-i—(,rs a+mn,r8 2a—cm kc—i-c.

Thus, by induction, for all integers m > 0,

(T82a+cm+kc—c,r8a—cm)2 — 1 and
(Ts2a—cmT,Sa+mn+kc—c)2 = .
Let us now choose m < 0. Using m = —i for an integer ¢ > 0, we have
(T,S2u+cm+kc-crSu—cm)? — (T,S2a—c%+kc—crsa+c::.)2
(?,,82a—c(3—k+1)T8a+c(i—k+1)+kc—c)2 and

,a+cm+kc—(:)2

rs 2a+ci a—cz+kc—1:)2

(1‘82“’”“" (rs S

— (Ts2a+c(-i—k+l)+kc—crsa—c(i—k+1))2'
Thus, this is equivalent to the case m = ¢ — k + 1. Obviously, as ¢ > 0,

then 7 + 2 > 0, and we have

(nga+c(i+2)+kc—crsa—c(i+2))2 = 1 and

(T,SQa—c(é+2)rsa+c(t+2)+kc—c)2 as i
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During the proof of m, however, we found that the two expressions were
also trivial for m — k — 1. Hence, for m = 7 + 2, we have the equations
true for (i +2) —k —1 =i — k + 1, and so, we have a proof for all

negative integers as well.

Hence, for all integers m,
(r82a+mz+kc—crsa-mn)2 = 1 ElI]d

(Ts2a—cm,rsa+cm+kc—(:)2 ——

1. Proof of the Case ¢ = 2

e —2,a,a+2k __ -2 . .0 a+2k>

= (r, s|r?, rs®2rsrs

For Fe~2@at2k pn — 3q 4 2k — 2 and, if we can show that s*" =

gbatdk—4 — 1 then we have proved that Fe-2ect?k o~ pe-laatdk —

Ga+4k—4 a—2 a+2k)

{r,s|r?, s T84 2rs%rs

e For all integers m,

(T82(1+'2m+2k—‘2 a—?m)?

T8 = 1 and

(TSQu—QmT,Sa-me-i-Qk—Q)2 = 1 by i

e Using m = a in the above equations, we have

i = (7,82(1—2{1 a+2a+2k— 2)2
= (7'8 T,S.Sa-}—Qk 2)2
( 3a+2k— 2)2

86a+4k—4.

2. Proof of the Case ¢ = 3

Fe 3,a,a+3k __ -3 . .a a+3k>

= (r; slr® 7s* drsrs
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For Fo—3aat3k then n = 3a+ 3k — 3. If we can prove s*"

=S5

§0a=6k+6 oy g12a+12k=12 — 1 then we have enough to show

Ga+6k—6 _—

= 3k = : sa+6k— — 3k
Fe 3,a,a+3k /C2 >~ FJo 3,a,a+3k — (T’, S|T2, Sba+() G,Tsa .STSa,rSa-i—.}k)‘

e For all integers m,

De+31 2 -3
2a+3m+3k 3‘!‘8“’ .3m)2 1 and

1 by IL

(rs

(?,82(5— 37!1T8a+37r1+3k—3 )‘2

e Substituting m = a in the above equation gives

1 = (Tsa+3a+3k—3,rs2a—.}a)‘2

— S4a+Jk-—STS—ars-‘la-!-&k—.irs—a‘r,

- S4c:+.3k.——3(Sa+3k:‘,,sa—3)84a+3k—3(Su+3krsa—3)

— Sau+6k—3rsﬁa+6k—brsa—3

—  gBa+Ok=6, Ga+6k—G,.

ThllS, 7‘86a+ﬁk_67' . S—ﬁa—ﬁk+€j and Sﬁa+6k—ﬁ — TS_{ia_6k+6?‘.
o We know rs®3rs®rs®t3 = 1 and rsb+6k—6p = g=0e—6k+6 3o,

—Ba—Bk+-6 _ : —Ba—Bkib
g 6a—6k+6 (T'Sa JTSQT'S(H-dk)(S Ga—Gh+ )

a—3

rs —ba—6k+6 .8a+'5k

rs*.irs

3, Ta+6k—6

rs a+3k

8™ TS

a+3k

Ga+6k—6 i SaTS

rs®3rs

—5a—6k+43

rs a+3k

rsirs

a—3

—6a—Gk+6 8

rs rstrsttik

Ga+6k—6

s a+3k

qa—S

rs® " rstrs

SGa-{-b‘k—G_
is central and s!'2e+12k-12 — 1

He=3®a+3k where (a,3) = 1.

Thusg, g8+0k—6

° Fa—3,a‘a+3k/02

~
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Consider (z) where z = s%*% =6 Obviously it is a subgroup of

the kernel of the homomorphism from F to H and, since

Ga+6k—6,. _ (Ba+6k—6 _

rrr =7rTs o
and s lzs =z,
then (z) is the kernel.
We have shown that s = s!2e+12k=12 — 1 gpd s9¢+6k=6 geper-

ates the kernel of the homomorphism. Thus, either Fe-3aa+3k &~
He—3aatdk op fa-3aetdk /C, o~ pa-3aaet3k Tt cannot be that

a—3=a=a+ 3k (mod 6) and we also have
(a—3—a,a— (a+3k),3) =(-3,—-3k,3) = 3,

s0, by Theorem 3.3 of [6], H*~®2+3k jg finite and has Schur mul-
tiplicator Cj.

We now know F~3ea+3k ig finite and as it has a 2-generator, 2-
relator presentation, it has deficiency 0 and, by Corollory 1.2 of
[31], a trivial multiplicator. Thus, Fe-3aaet3k ¢ pra=3aaetsk and

it must be such that, when a is not a multiple of 3,

Fa-—3,a‘a+3k/02 oY, Ha—S,a,a+3k_
3. Proof of the Case ¢ = 4

Fa—d,u,a+4k — (7’, 3'?"2,?"8&_4?'5“7'5&-‘_4&)

~6a—8k+8,. 6a+8k—8,. Ga+8k—8,. _

For Fe—%aae+4k we need to prove that rs rs rSs

—6a—8k+8 24a+432k—32 12a+16k—16
e

S is central. A presentation

Ga+-8k—8

s =1 and s
for Qs is {z,y|zt, 2% = y%,y lay = 27 '). Thus, taking z = s

and Yy = T86a+8k—8 6(1-}-8!:-—87 ?,.Sﬁa+8k—8r> is the

r and also proving that (s
kernel of the natural homomorphism from F' to H, we can show the

kernel is isomorphic to Qs.
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o rsfatth=8p gt by
e For all integers m,
(T82a+4m+4k—ﬂl,rsu—fim)Q — 1 and
(,r_SQa—4r:zT8a+4m.+4k—4)2 = 1 by II.

e Setting m = a and m = 0 in the previous equations, we obtain

-—‘ 5 ¥ — o
rs Za:r,soa—{-dik 4?"8 2ﬂ,r_850+4k 4 = 7 alld
T,82a+4k—4T8aT82a+4k—4T,sa = .
So, as rs?r = sirs?ettk—4ps—4k then
.-..‘ ¥ — 4 ®
1 = pg—20pgSatk—4, 2, Sa+ak—d
(k i Al i [ - L __- —dAdk - e
- (Sl rs 2a 4L+4,r,8 4)80(:,4—41'- 4(S4LT,3 2a 4&—1—4;(_8 4)S5a+4k 4
4 Al G = Py o o
— 84}.'?'8 2a 4k+4?,83(t+8k 3?,,3 2a 4k+4,r.85u+4k 8
-‘ —_ 5 . — — —
= rs 2a 4k+4rsoa+8k 8?.5 2a 4k+4?"85a+8k 8
- 1.8—2u—‘1k+4?,.85a+8k-—8 (S(J.?.,S'Za—kﬁlk-‘-l,rsa ) 85a+8k—8
= rs —2(3—4k+4?,sba+8k—8?,82u+4k—4 T86a+8k_8.

We also know that 7s%+8 =8y ~ 5! and, because a must be odd if

(a — 4,a,a+ 4k) = 1, then rsbot8t—8p o, g2a+4k+2 Thyg,

1 = T.S—2a—4k+47.86a+8k—8,r82a+4k—~4?,,8[m+8k_3
—  pg2pgbat8h—8, 2, 6a+8k-8
and s~ 2rgba+8k—8p g2 — . o—6a—8k+8,.

e We know a must be odd, so s%t8=6 is a multiple of 4. There-
) p

2 6a+8k-—8,',. —Ga—8k+8 (ja+8k—8rm 4

fore, from s~ %rs s =rs r and rs st we
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obtain

g—6a—8k+8,. Gat8k—8,.

T rs &

rs s rs

We have

6a+8k—8

—6a—8k+8r36a+8k—8,r8

S

Ba+8k—8

s Ga+-8k—8

rs

Alternatively,

ﬁa+8k—8_r 6a+8k—3?,, —6a—8k+8

s 8 5

56a+8k_8?“ 6a+8k—8

5

Hence,

6a+8k—8r —6a—8k+8

rs S T

812a+16k——16

12a+16k—16

and s is central.

Also,

Ga—f—Sk—Sr —6a-—8k+8r

s 5

6a+8k—8

s T86a+8k_8

Sl?a+16k-16 _

6a+8k—~8?,

6a+8k—8 6a+8k—8  _—6a—8k+8

(rs r
—Ba—8k+8

,q—l2a—lﬁk+16

—6a—8k+8

= & and

p — g6a—8k+8

(4.44)

., ..—ba—8k+8

= T8 r and

6a+8k—8 . —6Ga—8k+8

= T8 s {43

—6a—8k+8

= rs r S0,

—6a—8k+8 6a+8k—8r

= T8 rs

—6a—8k+8

- 6a+8k—8, .

rs T

2 e —
?,,Sl_a-f—l()h 16'!",

Ga+8k—8 8—6a—8k+8r) =1

?”S—GG'_Sk—i_B

&

Thus, s120+16k=16 —  ~12a=16k+16 gy, g2a+32%-32 — |

—Ga—8k+8?,86rt+8k—8 ﬁa+8k—8?,.

Since we have that rs 78

S—Ga—Sk—t—S,

§24a+32k=32 _ 1 gnd s'20+16k=16 j5 central, we need only check that

{80+8k=8 pg6a+8k=81 generates the kernel of the homomorphism

from F to H. Let x = s%+8 =8 and y = rs%+% =% and consider

(x,y). Obviously, (x,y) is a subgroup of the kernel and we have
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rar =y, ryr = z and s~'zs = x. This leaves only to test s~'ys.

Using m = a + k — 1 in (rs?etim+dk—dpga—dm)2 — 1 we have

. Ga+8k—8_, —3a—4k+4

rs rs TSG{;+8k—8T,8—3a—4k+d = 1

and
Sﬂ‘f'860+8k_8‘f‘8_a o S4a+4k_4?"8_6{1_8k+8’r’82u+4k_4.
We also know rsf8=8p ~ 54 5o
gipgbatsh—8, —a _  datdk—d, —6a—8k+8, 2atdk—4
—  pg—Ga—8k+8, Ga+8k—8

As a is an odd number, we have two cases.
(a) a =1 (mod 4)

Here, a + 1 = 2 (mod 4).

Thus,

TS[:(L+8L‘—ST — Sa+1?,,S—-ba—8k+8?,3—a—1 and
S_l?'86ﬂ+8k_8?‘8 s Sars—ba—Sk+8rs—a.
Given this, we find
S—IT,Sﬁa-f—Sk—B?..S s SaTS_ba_8k+8T‘S'_a
— T,S-6(1—8k+87,86a+8k—-8
= y"lm.

(b) a =3 (mod 4)

Now, a + 1 =0 (mod 4).

Thus,

TSG(1+8k—8,r — Sa+1,r,86u+8k—8?,,3~a—1 E'Ll'ld
S_lT'Sba+8k_8T‘8 — 8“7'866+8k_8T8_ﬂ,
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and so,

Ga+8k—8 |

-1 ﬁa.+8k—8:(, r 8—{1

5 TS s = srs

3—60—8k+8?_8t‘m+8k—8?,

= :r:']y.

Hence, {z,y} generates the kernel. Also, x and y both have order
dividing 4, y~'zy = z~! from 4.44 and 2? = y? since s!2e+16k-16
is central. Given this, we know (z,y) is a homomorphic image of

Qs, which has derived length 2. It is left to show (z,y) = Qs.
Consider the group

G = (r, s]?‘?, s rsors®

P )

a homomorphic image of F' abc  Here, G¥bc GV where o,
¥ and ¢ are a, b and ¢ modulo 8. Using Fe~4®a+4k for the case
d = 4, then a is odd and o’ € {1,3,5,7}. Thus, we are left with
only eight cases for G*~4®%+% When k is odd, we have G*!?,
G’ G and G>73, and when k is even, G>}1, G732 @G58
and G*77. Using GAP, we obtain that each of these groups has

—4.a,a+4k

derived length 4 and so, F¢ must have derived length of

at least 4.

From Theorem 3.5 of [3], the groups H%"¢ are finite metabelian
groups when (a,b,c) = 1, n # 0 and (d,6) # 6. As a is odd
and d = 4, then H* %%tk i finite metabelian and, therefore,
has derived length 2. This implies that (x,y), the kernel of the
natural homomorphism from Fa-4®aetdk to fra—daatdk myust have
derived length at least 2. Thus, (z,y) = Qs.

4. When (a,c) # 1

According to the F®*¢ conjecture, we must have (a,b,c) = 1 to ensure
proper results. Consider Fe-¢®atke Here 2" = g6a+2ke=2¢ and d = ¢.
When (a,c) # 1 for ¢ € {2,3,4}, then we have (a — ¢,a,a + ke) # 1
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and either of two cases

(a) a is a multiple of ¢ or

(b) ¢ =4 and a is a multiple of 2.

If a is a multiple of ¢, then all of a — ¢, a and a + kc are divisible by ¢

and, as such, are not co-prime. If we consider F a—caatke where g = ci

for some integer i, then using m = i in (rs?@temtke—cpga—emy2 — 1 ojyeg
] = (T82a+ci+kc—crsa—c£)2

- (T82a+a+kc—c?,sa—a)2

(?_S3a+k(:—c,r)2

r S()'a+2kc—‘2c r

|

2n 6a+2ke—2c __ 1

and 80, =3

We find that where a is a multiple of ¢, Fe—¢aatke & fra-caatke

We just need to look at the case where ¢ = 4 and a = 2i for some odd

integer 4. Using m = i in (rg?a-impgatim+ib=1)2 — 1 giyeg

T = (?,,S2a—4t?,su+4z+4k—4)‘2

— (TSQR_QQT‘SG+2u+4k_4 )2

(S3a+4k—4)2

56a+8k—8’

and 821:. = 86a+8k—8 — 1. Hence Fa—4.(a,f;+4k ~ Ha—4,u,a+4k where a = 2
5 ; =

for i odd.

Thus, where ¢ € {2,3,4} and (a — ¢,a,a + kc) # 1, we find that

Fa—C.a,a+kcr o Ha—c,a,a+kc



4.6 Foe—2caatke for g ¢, k € Z with (2,k) =1

With our proof of the groups Fe~%a+ke for g k € Z and d = ¢ € {2,3,4},
we had thus finished the proof of the F%b¢ conjecture for all groups where
d = (a—b,b—c) for some d € Z and the difference between two of the powers
of s in the relator rs®rs’rs¢ is exactly d.

Our final aim was to show the F*"¢ conjecture true for all groups of the
form, Fa—icaatke for q j k € Z, (j,k) =1 and d = ¢ € {2,3,4}. However,
for the groups F~%®2* it had been much easier to generalise our proof of
Fa-eaat2e than to use that of F*~***¢ and so, before finally considering
the groups Fe—ieoatke with (4, k) = 1, we decided to take a smaller step and
study the groups Fe-2¢aatke for q k € Z, (2,k) =1 and d = ¢ € {2, 3, 4}.

In order to use the same arguments for F¢=26@4+k¢ a5 in the proof of the
groups Fo—eoathe we would need rs%+2he—dcr ~ ¢ as well as the fact that,

for all integers m,

; 0 e tag
(T_82a+u!1+!..c 2ep gt (.m)2 = 1 and

2a—ecm

(T.S a-l—cm—i—k('—?c)?

rs

Employing a similar proof technique to our former proof and using (2, k) = 1,

Gat2ke—dep ~, ¢ It was again our induction proof on

we could easily show rs
m > 0 for the second required step that caused the most difficulty.

We found that while we could prove the base case m = 0, the second base
case m = 1 was no longer obvious. A proof for m = 2, however, required
little effort. Also, performing a straightforward conversion of the inductive
step using the appropriate changes for the new groups, we found that when
considering the case for m, we needed only to assume that the relations were
true for m — 4 and m — 2 in our hypothesis. Both m — 4 and m — 2 are
even whenever m is, and thus, as we had the base cases, m = 0 and m = 2,
we had an inductive proof for the relation sequences for all integers m > 0
where m is even.

This would not do, however, as even in our following arguments for the

most simple case ¢ = 2, or the groups Fa~4ae+2k with (2, k) = 1, we required
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a substitution of m = a into the relation sequences. Since we needed (a,2) =
1 to ensure (a — 4, a,a + 2k) = 1, then we could not make this substitution
as a is not even, and it was not enough to have the relations hold for just
even integers.

Studying our inductive proof further, however, we realised that when
considering the two relations for m, we had been required to prove those for
m —k — 2. As k must be odd and both m and 2 are even, then m — k — 2
is itself odd, but yet the two relations hold. Thus, for any odd integer [, the
two relations hold for | + k + 2. Additionally, with the proof of [ + k + 2,
we have a proof of the relations for (I + k& + 2) — k — 2 = [, and hence, the
relation sequences hold for all integers m.

Having acquired all the tools that we needed for this case, we formulated
the proof of the conjecture for the groups Fe-20%atke with . k € Z, (2,k) = 1
and d = ¢ € {2, 3,4}, and we state it now in the form of a theorem.

Theorem 4.6 For the groups
Fa—?c,a,a+kc — (?,, S|T2}T,Sa—2crsa?,8a+kc>
with a € Z, ¢ € {2,3,4} and (2,k) =1 let
HO2em0tke — (p. 5|12, ne® Popgipgithe, ghatoke=tey

If,

6a+4k—8

e c=2and (a,2) =1, then s =1 and

a—4,a,a+2k a—4,a,a0+42k
F & H :

12a+12k—24

e c=3 and (a,3) =1, then s =1 and

Fa—(;,a,a—i—:}k/cg o Ha—{i,u,a+dk’
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da+32k—64 _ 1 120+16k—32

e ¢c=4and (a,4) = 1, then s .S ~ r and

Fa—S.a.u+-ik/Q8 oY Hﬂ—S,n.aA,-r:lk

e (a,c) # 1 then (a — 2c,a,a + kc) # 1, s8*F2=% =1 and

a—2c,a,a+kc ~v a—2c,a,a+ke
F =~ H ]

Proof. In Fe—2eaatke we have

n = a—2c+a+a+ke
= 3a+ kc— 2c,

2n Ga+2ke—4c
S -

= (a—2c,a,a+ kc) when (a,c) =1 and
d = ((a—2¢c)—a,a— (a+kc))
= ¢ when (2,k) =1.

Also,
TSa—?c?,, - S—a—kc,‘r,s—a’
rstr = §* %g%k  and
redtkey = g 0pg¥e-e
Hence,
TS?(;—%?,, — (,r,sa—2c?,,)2
—a—k —2a—kc .. .—
= g okepgm2azhke . gma (4.45)
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'."32“_2('?‘

Do Dp
?_S_a—!-i..c. .2(.?"

(?,30—2(:_;_) (7'8“ T')

5—(1—kc.‘T,SZ(:—).(LTS—(L—kC flnd
(7'8“7') (_rSu—Z{:_r)
826-—:’13,_3—2(;.—2};(7?_8—(1‘
(rs®r)?
S‘Zc—n_rs—2(:—A:rr+2c1_s-a—kc’
(?.,Sa—k?._) (_rsa-i-k:r,r)
= 8—(;—}.16'",8—2u?,82('—a aﬂd

_ (?,Sa-i—kcr,) ('F‘Sa_2ci-")

—a, ,S—Qu—k(:—l-Qr_ g4

= P,

(?,Sa?,) (?,Sa+.‘cc:r)

82(:—arS-—Qu—kc?,Slc‘—a a,lld

(rs*Ter) (rs®r)

S—a?,sfic.—Z(l_rS—a —ke

?

= (T,Sa-i—k-::)?

e S—a,r,s'.Zc-Qu.rSZc—a-

(rs®r)(rs* )
82c—a?.lg—kc,r'9a+kc

(rs*=) (rs*r)

and

Sct?_Skc.+2('.TS—-—u- k{:,
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rsker

r Skc-i- 2c

So,

2a-—2c?,,

TS S 8

— S—Q—kc(

= 8 rs

2a+ke—2c¢ —a

rs T = 8§ TS

-2

= g %pglpg

?,82a+kcr s

= 8

‘2c—a(8

srs

a—2¢

s7%(s

a+kcrs2a—4c?,

Skc+ 2CTS

(rs®t*er)(rs~°r)

s %rgket2epga=2¢  gnd

(T,S‘“T)(ir‘s"*kc-r)

a+kc?_ —-2¢,..2c—a

s R

= (rs®*r)(rs®%r)

2c_, a+ke

= 7 %s*rs and

— (TSQC-G?,) (?".Sa‘*-k(::f')

= SGTSkCTSQC_R.

—a—kc?,, 2c—2a,, —a—ke

s

ki

-23—kc+2{:?, —a

S

ke
)

2c—a?,,8—‘2a—kc 2c—a

rs

2a—4c_, 2¢

rs

rs?rs®ke) s~ from 4.50 and 4.49

5")s*~"  from 4.51 and 4.52

(4.58)

2a+2kcr8a—2c)8—a—-kc from 4.46 and 4.47

~kc 2c;+2kc_r5—kc—2r.

(4.60)

(4.61)

(4.62)

We start by proving the necessary steps (I-I1I) to prove each of the cases,

¢=2;¢e=3andec=4.

6a+2kc—4c,r e

I. rs ~ 8
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From the equations 4.60, 4.61 and 4.62, we have both

?,,S(Ja-f—zkc—alc?,, — (r820+kc—-2cr) (?‘S‘za‘_k?’) (rsZ“"'k“r)
e 8-20?,,86a+2kc—4c,r825
and
r",,8()1{;1-0'—2}:(:—41(::..,, = (T_S‘ZQ— 2c_r) (,r82a+kc:r,) (T,S‘2a+kc—2c?,)
— S—vkcrsﬁa+2kc—4c7,skc.

Since (2,k) = 1, then £ — 1 must be a multiple of 2 and

S-{:?,Sba+2kc—4crsc s Skc—c’S—ch86a+2kc—-4cTSkc.S—kc+c
S(k—1)c?,SGa-}—ch—dcT,S—(k—l)c
o 1_86u+2kc-4c,r,_
II. In Fe—2eaatke for al]l even integers m > 0,
(T82a+cna+kc—2c?,,8a—cm)2 — 1 and
(T' 82(:—cm?, 8(a+cm+k.c—2c)2 — i
Proof by induction:
Base step
m =0
TS2a+kc~2crsa?.82u+kc—2cr3a
- ,r82a+kc—2c(S2c~ars—u—k6)82a+kc-2crsu

a+kcr a—2¢,. . .a

= Ts S rs

= 1
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?,_826rsa+kc-—2c?,82a?_su+kc—2(:

a+kc—~‘2c( 2a+ke—2c —kc)8c1+kc—2c

= rsrs s%rs rs

2

— rs arsa+kc 2a+ke—2c Sa—Qc

rs r

2c—a)82a+kc—2crsa-—2c

= rs?(s s

a+ke, , a—2¢

= rs%s rs

= 1

2R+kcf-" 2a+ke, . a—2¢c

a=2Cpg s

rs S

- TSQu-}-kc(S—a—k.crS—a)SQa+kc?,,Sa—2f:

(H—kc,r, 2¢

= r&*rs 5%

= 1

r82.’1—‘2::?,Sa+kr:?,s2a—2crsa+kc
_ T‘SQ("_QC(S*RT'S%_“’) 82a—2c,r,sa+kr.

a—2 a+ke

= 8% “rs%rs

= 1

Inductive step

Assume for 0 < 7 < m and i and m even,

(T82a+cz+kc:—2c?,,8a—m)2 = 1 and

(TSQQ—c:z?,Sa-i-cz—!-A:c—Qc)2 = 1,

Since we have shown it to be true for m € {0,2}, we can assume
m > 4.

Consider i = m, with 4 < m and m even. This means 0 < m—4 <
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m, SO

(, 2a+ecm-+ke—Ge

rs ?,,Sa.—cm+4cr)2 = 1 &I]d

(1,82(1—cwra+4<:T_Sa+cm+kc-—()(:)2 = TI.

We also have 0 <m — 2 < m, so

2a+em+ke—4de

a.—-cm-{-QC)Q = and

(rs rs

2a—cm+2c,

r8a+r:m+kc—4c:)2 = 1.

(rs
We need some additional equations for our proof. Consider m —
k —2. As m is even, but k is odd, then m — k — 2 is not even and,
where m < k + 2, then m — k — 2 < 0 and we cannot assume that

either

‘2a—cm+kc+2cr a+cm—4(:)2

(T,SZcL—('(m—k—Q)?,,Srz+c(?r1—k—‘2)+kc—2(r)2 (T'S s
= 1 or
(?_82u+c(m—k—2)+kc—2crsa—c(rra—k—2))2 (,r82a+cm—4crsa—m;.+kc+2c)2

= 1.

Using our inductive hypothesis, however, we can form the proofs

for these necessary equations. We have

r = sFrs®2pgrsTa=ke  from 4.57
i = (?,Sa+mn+kc—4crs2a—m+2c)2’
1 = (?_8~a+crm—4c?,,3—2a—cm—kc+6(:)2
and
(= (T,S2u+c‘.'n+kc-4(:,F_Sa-mn+2<:)2,
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which gives

_rS2a—cm+kc+‘2cr8u+cm—4-‘:?,

2a—em-+-ke42¢

= rs a+cm—4c.

TS T

2 2¢.. . —a—ke

?,,823—(:1?1+kc+2(r.?,Sa--f—mn—}-kc—m' rs

FighTetp

k

= 7rs ~c?_8—a-—(.-1rn—kc+4r —a+em—de 2 a—ke

Crs 7.8%Crs™

kc'l" a—2¢c_, a—cm+de 2a+cm+ke—de —a—ke

= T8 8 rs rs .5

— Tskc.T,SG—ECT.S?crs—Qa—cm—kc+4crs—2a+cm—kc—2c

kc( —a—kc 2¢ . —2a—em—ke+de,,  —2a+cem—ke—2c

= r8 (s rs”)s*rs rs

- ?,S—a.?‘S2c—ar'S—20—cm—A:r.+4cr8—2re+cm—kc—2c

a+kC) 9—2(;—{m1—kc+dc —2a+cm—ke—2¢

= p(8%a s

—a—cm+4de

= ) }
= 5 rs 2a+cm—ke 2e

From

a+kcrsa—~2r: a

r = 8 v,

r = .926_“?‘8_“_’“"?*5 ~(1’

1 = (_rSQa-{—cm+kc—4c?.sa—cm+2c)2,

1 = (T.S—Qa-{-mn—kr_-.—%?ﬂs—a—cm+4(-)2
and

] = (?,82a—rn?+kC+2c?.Sa+:m:—4c)2’



we obtain

, wa—em-tke42c, .

rs 7 S2a+cm—4c1.

Ja—cm+ke+2e

= rs ch.+mn—4c‘

rs T

= T8 rs

,a—cm+kc+2c?,,33<1+cm+kc—4c a—2c_, a

rs

a—cm+ke+2c 3at+em+ke—4c,, .a—2¢,, a

= T8 .r.s s

— T,S—c'm.+k(:+4(:rs— rs

— T_S—cm.+kc+4c.,r

a+ke ‘2a—mn+kc+2c,r —a—ke

= rs"Trs

= .?,Sa+kcr.S.&a—c:rn+kcrsa+mn-4crs

a—ke 2a+em~+ke—4c

rs

rag®

2pg

S—2a+mn—kc—2cr. S—2a—mn—kc+4c

cm—4e, . a

s T.8 rs

a

(S-—a7_32c—a)S.ia—cm+kcrsa+cm—dc,rsa

Qrt—cvrc+kc+2c?,8a+cm—4c

= .5 %rs 7.5

— 8—2a—cm+4crs—a+mu—kc—?c.

Thus,

(?,,32(1——cm.+kc+2crsu+cm—4c)2

(,r82a+cm—4c,rsa—(:m-l—kc+ 2(*)2

Now, let i = m.

[

@

rs

and

—2a+cm—ke—2c¢

From
1‘3“+C"‘_4cr . S—2a-f—cm——kCTQC?,S—a—cm+4crs
?'8kc+26’:" — SQT‘SkC?"SzC_a,
T,S—a+mn—k(:—2cr = S2u+cm—407_83—(:m+kc+2c?,,52a+mn—4c
and
,‘,,32a+mn+kc—4c,r — 8—u+cm—2cr8—2a—t:m—kc+4c

rs

—a+em—2c¢

cnz—ticrsa

k]

?



we find

a4cm+ke—2¢

rs r
— (.r5a+mn—4c?,) (TSkC+QCT')
— 8—2a+c.~m —Ia:c—QCTS—a—m1+=lc.rs—a+m; _kc_gcr.s"‘“-rsg"—“
- S-2a+c:-m—A'.r:—~2c_?.8a,r_Sa—cm+kc+2crszg+cm+kc__.;c?‘szc_“

8—2a+mn—kc—2c( 2c—a —a—kr)

s rs a—c‘.fn-i—k('—}—?c?,s‘Zﬂ—}-mﬂ+kc-flc,r82r_-—u

S

S—3r1+m:.—kc?, —cm+2c- 20+cm+k-:-.—4c?,,‘s'2c—a

8§ TS

— S—3a+cm—kc_,r8—ar.S—2a—cm—kc+4crs—2a+c‘m

S—Sa—{-cm—kc( a-i—kc,r,sa—k) —23—(-.m—kc+4c,r5—2a+cm

& S

—2a+cm

= —a—ecm—ke42¢c, . —2a+em

T8 rs ;

and given,

?,Su—cm+2cr = S—2{;-—(‘.m—kc-i—d(.'T,s—-cz-i-m:.-‘20?,,8—‘2&—(::71—kc+xlc.1
?"8—2(:?" — Sa+kcrs—kc—2crs—a’
T,S—a—cm.—{-clcr _ 32a—cm+kc+2c,r8a+cm—4(:?,S2<1—-cm+kc+2c
and
_rS'Za—cmr = S—a—(rm—k<r+2c?,s—2u+mn,rS—rt—(rm~kr:+'2c’
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we have

a—cm_,

rs T
= (?,,Sa—cm+2cr)(?,s—2cr)
- 8~2a—cm—kc+4c,rs—a+cm—2c.Ts—u—cm+4c,r‘s—kc-2crs—a
= 8—23—mn.—kc-i—4c.?,,Sa+kcr‘8a+cm—4c,r82a—cm?,8—a
- S—Qa—cm—kc+4c(S—uTSQC—a) Sa+mn—4crs2a—cm,rs—a
s S-—.‘ia—cm—kc+4c,r,8cm—2¢rs?a—(mz,r' P
= S—3a—cm—kc+ﬂlcl,rs—a—ch.S—2a+mnrs-—2a—cm—kc+2c

—2a—cm—ke+2¢

= & 8 s

—3a—mn.—kc+4c( a—2¢ a)8—2a.+cm,rs

—2a—em—ke+2c

— g ?,.S-—a—i—cm?,,S—2a—cm—kc+2c_

Thus, by induction, for all even integers m > 0,

(T‘ 82u+cm+kc—ZCT,Sa—cm)Q = 1 and

(,rSQu—c:m.,r.8a+mn+kc—2(:)2 = 1.

I[II. In Fe-2eaatke for all integers m,

) = e . ‘
(,rs_.a-f-uu+k(, QCTSR cm)z = 1 and
(,',_S‘2a—cmrsa+cm+kc—2c)2 = 1.
Let us now choose an even integer m < 0. Using m = —i for an even

integer 2 > 0, we have

2a+cm+ke—2¢c aucm)Q 2a—ci+hkc—2¢ a+c£)2

(rs rs (rs rs

(T,SQE—C(1—~k+2)r8a+c(s—k+2}+kc—20)2 and

(T,SQa—cm,rsa+cm+kc-2(:)2 2a+ci u—cz+kc—2c)2

(rs rs

- (TSQ(H—C(';—k+2}+kc—2crsa—c(z—k+2) )2.
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Thus, this is equivalent to the case m =i — k + 2. Obviously, as i > 0
and i is even, then 1 +4 > 0, i + 4 is even and the two expressions
equal the identity for m = i + 4. During the proof of m, however, we
found that the two expressions were also trivial for m — k — 2. Thus,
for m = i1+ 4, we have the equations true for (i +4) —k—2 =i—k+2,

and the proof holds for all negative even integers as well.

In the proof for m, an even integer, we were able to show the two
equations held for m — k — 2, which is an odd number as (2,k) = 1.
Consider m = i+1, where 7 is even. Obviously, i+k+3 is even and thus,
the two equations hold for m = i+k+3. Using the proof for m = i+k+3,
we can show that the two equations hold for (i+k+3)—k—2 =i+ 1.
Thus, for any even integer ¢, we can show the equations also hold for
i+ 1.

Hence, for all integers m,

2a+cm+-ke—2¢ ,a—cm)? =1

(rs rs and

(?,,82(1—mn.?,,sa+cm+kc—2r,')2 o

1. Proof of the Case ¢ = 2

Fa—4,a,a+2k — < 4 ﬂ+2k)

r,s|r?, rs®rsrs

For Fo~4aa+2k then n = 3a + 2k — 4 and d = 2 where (2,k) = 1. If
we can show that s2* = g8e+4%—8 — 1, then Fo-*e0t+2k = pga-deat2k

(r, 5|r2, g50t4k=B ygo—dygapsotlh)
e For all integers m,

2a+2m-+2k—4 Sa—?nz)?

(rs = 1 and

(T823—21r1r3u+2m+2k—4)2 = 1 ]JY 1I1.

r
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e Using m = a in the above equations, we have

1 = (T,820—23T80+2a+2k-—4 )2
=i (‘PSOT'S3E+2'!:_4 )2

(S3a+2k-4)2

SG&—!—a‘lk—S

2. Proof of the Case ¢ = 3

—6 3k £ -, 3k
Fo-6a0+3k _ (4 gp2 pg0=0pgapgat3ky

For Fe—6aatdk p — 3q + 3k — 6 and d = 3 where (2,k) = 1. If we
can show that s2* = gBat+6k—12 _ |,5—-6a—l':ik+1,'21 or gl2etl2k=24 _ 1, then

we have enough to show

Fa—ﬁ,a‘a+.3k./02 ~ Hrc—b,a,u+3k — <T, S|T2, 86a+6k—12, rsu—brsa?,sa+3k>.
e For all integers m,
(T82ta+3m.+3k—6,rsa—Jm)‘2 a1 .‘:Llld
(T,SQu—31:;7,Su+3m+3k—{5)‘2 = 1 by 1L

e Substituting m = a in the above equations gives

Ja+3a+3k—6

1 = [rs

TSQa——Sa)2

- 84a+3k_bT'S—aT-94a+3k_6?'S_a7'

8 s b}

8-’1{z+-$k-—6 ( Su+3kr S

a—ﬁ) da+3k—6 ( : ‘u+3k?" a—6 )

= g : -3 A i
SrJa—}-bk ()?,_St')u,+6k 1‘2TS(I 6

S[irz+6k— 127'860+bk_ 12’7“

ThllS, ,’.Sﬁa+6k—12,r — S—(ia—fjk-{--lQ1 and 86a+6k-12 - TS—(Ja—GA:—i—lZ,{._
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6 Ga+6k—12 —Ba—G6k+12

-3k r=8 S0,

e We know rs* °rsrs =1andrs

—ba—6k+12

5 = (5

—6?,5(; T‘Sﬂ+3k ) (S—ﬁa—ﬁk+ 12 )

i

= rs —6_!.Su.?,S—Gu——f)k+12. a+3k

S

— T‘Sa —67,37a+6}.‘.— 12?,,8a+3k

. a—6 . 6a+6k—12 a+3k

= rs* " .rs 8°rs

. w—ba—06k+6

= rs rsirgtik

—Ga—6k+12 _a—6 a+3k

= 7rs sPrsrs

Ga+6k—12 . a

= g rs@ Spgtpgatik

Sﬁa-i—b'k— 12 .

—ba—Gk+12 6a+-6k—12 6a+6k—12 ;

Thus, s =8 and s is central, so

812a+12k—2-'1 = 1.

pe Fa—ﬁ.a.a+3k/c'2 o~ Ha—ﬁ.a.a+3k where (a, 3) = 1.

Ga+6k—12

Consider (z) where z = s . Obviously it is a subgroup of

the kernel of the homomorphism from F' to H, and since

Ga+6k—12 6a+6k—12 __

rTr =TS8 r=3s§ x

and s lzs =z,

then (z) is the kernel.
We have shown that si* = gl2e+12k=24 — | apd g60+6k-12 goper.

ates the kernel of the homomorphism. Thus, either F¢-6aat3k o~

HeBaat3k op pa-Soatik ja, o fe=600+3k Ginee (2, k) = 1, then

it cannot be that a — 6 = a = a + 3k (mod 6). Also,
(a—6—a,a— (a+3k),3) =(—6,-3k,3) =3,

so, by Theorem 3.3 of [6], H*~%*%*3* ig finite and has Schur mul-

tiplicator Cs.
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We now know F@~6:%e+3k js finite and as it has a 2-generator, 2-
relator presentation, it has deficiency 0 and, by Corollory 1.2 of
[31], a trivial multiplicator. Thus, Fe-6®a+3k o¢ fra=6aatsk o jt

must be such that, when a is not a multiple of 3,

F&—G,a.a+3k/02 ~ Hu—(j,a,a+3k’
3. Proof of the Case ¢ =4

Fu—&,u‘aﬁ-clk = <,r’ 8|'?"2, T,Sﬂ.—STSGTSa+4k>

For Fe—8aetik n — 3q+4k—8 and d = 4 where (2, k) = 1. We want to

prove that ,’,,8—6(3—8!\:4-l(57.‘96a+8k—16rsﬁa+8k—lfi,r - 8—60—8k+16’ 8‘24a+3‘2k—64 -

1 and s'24+16k=32 i central. Given this, we could show that the kernel

of the natural homomorphism from F to H is generated by s6e+8k—16

Ga+8k—16

and rs r and is isomorphic to Qs.

o pgbat8h=16p o4 hy I

e For all integers m,

(T,SQ(L+4m+4k——8TSa—4?;:.)2 - land

(TS2u—43r4rsa+4m+4k—3)2 = 1 ]J_Y I11.

e Setting m = a and m = 0 in the previous equations, we obtain

_8—2(; Sa+4k—8

1y 5 o
rs~2epgdatdk—8 _— 1 and

2“+4k_8:r'3a =

T rs

_82{L+4k-8

7 rs'rs
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2a, 8, c2a+4k—8

So. as rs?%r = s¥rs rs~* then
1

e . & 5 5
1 = rs 2ar850+4k ST'S 2(1?,,8)(1—{—4.‘. 8

—2a—4k+8 kT‘S

5{1+dk-8(84

rs—a)s —20—4k+8r8—8)80ﬂ+dk—8

—2:’1—4k+81.85a+8k—16?,,5—20—4k+8

= (s%rs

4.&'?,, T85<1+4k—1{>

= S S

_9a—4k 5 o =g b
= rs 2a 4L+8rs-m+8k 167‘8 2a 4&+8T85a+8k 16

—9a—4dk 5 .—16 Yt df— 5 4
= rs 2a 4k+8,r5-m+8k I(J(SQTSZ(A-I-H. 8 5a+8k—16

rs®)s

S—Qa—élk.—i—&r Ga+8k—16 SQa-{-dk—ST 6a+8k—16'

= T b T S

6a+8k—16

We also know that rs r ~ s* and, because a must be odd to

ensure (a — 8, a,a + 4k) = 1), then rs8e+8-16, o g2a+dk=6 Thyg

1 = TS—Qa—4k+8,r_86a+8k—167,'92a+4k—8rsﬁa+8k—16
- r82rsﬁa+8k—16TS—2TSGR+8k—16
and S_2T'86ﬂ+8k_167'82 = rs—ﬁa-—Sk—HGr.
Ga+8k—14

We know a must be odd, so s is a multiple of 4. Therefore,

fromi g 2paietih-Mpgl = pp 810 and pe®H8-18r v 5, we
obtain
pg—Ba—8k+16, 6a+8k—16,. 6a+8k—16). _ —~6a—8k+16 .4
pgBa+8k—=16 6a+8k—16, —6a—8k+16. _  —~6a—8k+16 (4.63)
We have
g—6a—8k+16), 6at8h—16,, 6atsk—16 _ . —6a—8k+16,. g
0a+8k—16, 6a+8k—16 _ . 6a+8k—16, —Ga—8k+16,.
Alternatively,
ga+8k—16,, 6a+8k—16, ~6a—8k+16 _ . —6a—8k+16,. g,
360+8k—1t’)rsﬁa+8k—lb — 'r8_6a_8k+16?"86a+8k_lG?".
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Hence,

T,S()a-i—Sk— 16?,5—6a—8k+1t’3r - 7-5_6“_8k+1“r36“+8k_ 16?,,

812a+lﬁk—32 — T,Sl2a+16k—3‘2r

s

and s12a+16k=32 j5 central.
Also,
ot Sh=16,, ~6a—8K+16,.  _ (p.g6a+8k=16,. ~6a~8k+16,y -1
6a+8K—16,. Gat8k—16 _ —6a—8k+16,. ~6a—8k+16
Sl}a—‘rlf)k—.i? - T8—12a-—1[lk+.32?,,-
Thus, s126+16k-32 — g=12a-16k+32 5 | G2a+32%k—64 _ |
Sinee we have that yig—%— 85105500 +8k—165,50a+8k 164 — g-Oa~Bhtl0

24a+32k—-64 — 1 and s!2¢+16k=32 j5 central, we need only check that

$
{sBa+8k=16 ) g6at8k=16,1 sonerates the kernel of the homomorphism
from F to H. Let @ = s5+8-16 and y = pg8at8=16, and consider
(x,y). Obviously, (z,y) is a subgroup of the kernel. We also have
rar =y, ryr = x and s~'zs = z, leaving only to test s™lys to
show that (z,y) is the kernel.

Using m = a + k — 2 in (rs2etim+ik=8;ga=dm)2 — 1 we have

.. ba+8k—16,. .—3a—4k+8,_ . 6a+8k—16

rs rs rs psTla—dk+8 —

and
§Opg0atBh=16, —a _ Aa+4k=8,.  —6a—8k+16,. Ja+1k—8
We also know rs0et8k=16 ¢4 5o
SOpgat8h=16, —a _  datdk-8, —6a—8k+16,. 2a+dk-8
_  g—0a8k+16,. Gat8k—16

There are two cases, as a is an odd number.
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(a) a=1 (mod 4)
Here, a + 1 = 2 (mod 4).

Thus,
?,86(14-81;—16?, — Sa+lrs—ﬁa—-8k+lﬁrs—a—-l anda
8_1?"866+8k_16'r3 — SGT,S—{)(L—S.’\'+1(J?.,S—Q'
Using this, we find
g~ lpgbat8k—16, o _  ca, —6a—8k+16,. —a
_  pg—6a—8k+16,. 6a+8k—16
= G
(b) a =3 (mod 4)
Now, a + 1 = 0 (mod 4).
Thus,
TSGa-i—Sk—lGT — Sﬂ+1?”866+8k_16?“s_a_1 and
s lpgbatdh—16, _  ga,. 6a+8k-16,  —a
S0,
s~ 1pgbat8k=16, o _  cay 6at8k—16, ~a

S—ba—Sk-{-lG,rS(Ja-l-Sk—lbr
= :r:_ly.

Hence, {z,y} generates the kernel. Also, z and y both have order
dividing 4, y oy = 2! from 4.63 and 22 = y? since s'20+16k=32 jg
central, so (z,y) is a homomorphic image of Qg, which has derived
length 2. Tt is left to show (z,y) = Qs.

Consider the group

Gobe = (1, s|r?, s8, rs%rsPrs®),
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a homomorphic image of F*»¢. Here, Go*¢ = G¥Y< where o/,
b and ¢ are a, b and ¢ modulo 8. Using Fe 8@e+4k for the case
d = 4, then a is odd and o’ € {1,3,5,7}. Thus, we are left with
only four cases for G 8@tk Ag (2, k) = 1, then k is odd, and
we have G115, G337 G551 and G773, Using GAP, we obtain that
each of these groups has derived length 4, and Fe=8ae+4k mygt
have derived length of at least 4.

From Theorem 3.5 of [3], we know that all groups H*"* are finite
metabelian groups when (a,b,¢) = 1, n # 0 and (d,6) # 6. Asais
odd and d = 4, then H*%%e+4 i5 finite metabelian and, therefore,
has derived length 2. This implies that (z,y), the kernel of the

8,a,a+4k

natural homomorphism from Fe-8®atdk to fra- , must have

derived length at least 2. Thus, (z,y) = Qs.

4. When (a,c) # 1

According to the F“*¢ conjecture, we must have (a,b,¢) = 1 to ensure
proper results. Consider F¢—2¢®atke Here, s = gbat2ke=de and d = ¢
when (2,k) = 1. When (a,¢) # 1 for ¢ € {2,3,4}, then we have

(@ —2¢,a,a+ kc) # 1 and either of two cases

(a) ais a multiple of ¢ or

(b) ¢ =4 and a is a multiple of 2.

If @ is a multiple of ¢, then all of a — 2¢, a and a + kc are divisible by ¢
and, as such, are not co-prime. If we consider F a=2c.aatke where g = ¢i

for some integer 7, then using m = i in (rg2etemthe=2c.ga—cm)2 — 1 ogjyeg
2 ; 2

1 = (?,S‘2a+cz+kc—2cr a—ci)?

S

(?,‘q2a+a+kc:—2fﬁ

_rsu—a)2

- (Tsliuﬂ-kc—‘zc‘r)‘z

r.r,S(.m'.+2k(r—=‘l(:?,

ki

and 50, §7%= gietahe-de. ]



We find that where a is a multiple of ¢, Fa—2oaatke o2 fra=2eaatke

We just need to look at the case where ¢ = 4 and a = 2i for some odd

integer 7. Using m = i in (rs2a—4mpgatim+ik=8)2 — 1 oiyeg

1 = (_rSZZa—-h.,rSu+r11+tik-8)2
= ('T'Sga_2G'T'8“+2ﬂ+4k_8)2

(S3a+4k—8)2
- 86(L+8A‘.—lﬁ’
and g2 = g0a+8k=16 — 1 Hence, Fo-8aatik o~ pra-8.a.a+dk where g = 24
for ¢ odd.

Thus, where ¢ € {2,3,4} and (a — 2c,a,a + kc) # 1, we find that
F(L—Qc.u.u-!—k(: o Hu.—c._a._a-i-kc‘

4.7 Fe-iceetke for g, ¢, 4,k € Z with (j,k) =1

The difficulties we encountered in trying to modify our proof of the F®¢
conjecture for the groups Fe ¢%+k¢ with a,c,k € Z to one for the groups
Fa-2¢aatke for q ¢, k € Z with (2,k) = 1 gave us a good indication of what
to expect for our last generalisation.

For the groups Fe—i¢®atke for g c, j k € Z with (j, k) = 1, we still needed
to be able to prove two steps in order to use the same following arguments
for the cases, ¢ = 2, ¢ = 3 and ¢ = 4, the first of which was relatively easily
determined. By the same form of induction for the second step as for our
previous groups, we found we could obtain a proof for all multiples of j,

m = [j for some integer [,

(?,,S2u+md+kd—_}drsa—md)? — 1 El-lld

2a—md?_ rl-f—m.d-l—kd—_;.'d)? = 4.

(rs 5

However, we needed these relation sequences to be true for all integers m,
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not only multiples of j. Previously, we had been able to show they held for
the rest of the integers because while proving the equations for m, we also
proved the case m — k — j. However, in this earlier proof, j = 2, so while
m was even, m — k — 2 was odd and this was enough. Here, (j,k) = 1, so
where m is a multiple of j, m — k — j is neither a multiple of j nor of k, and
we have not determined the truth of the relation sequences for all integers.
Thus, we needed another induction proof to consider including multiples of
k. Once that was determined, however, the fact that 7 and k are co-prime
allowed us to show the relation sequence was true for all integers m.

As groups of the form, Fe-jesatke for q ¢ j k € Z with (j, k) = 1,
actually encapsulate all groups F®"¢ our proof of this case finished our

study of the F@»¢ conjecture. The proof is contained in the next chapter.
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Chapter 5

Proof of the F%%¢ Conjecture

In our investigation of the F®"¢ conjecture, we found it easier to consider

these groups when written as
Fu—}d,cz,u-}-kd - <T', Sl,rzj T_Su—jd_rsu.rsu-i-kd)’

for some 7, k € Z where (j, k) = 1.
Beginning with the original form,

Fu‘b,(: = (,n 8]'."2, 'F‘SaTSbT‘Sc>,

it is obvious that F“"¢ = Foab and, for F©** we have
? b]

n = a+b+ec,
d = (c—a,a—0b) and
S?.n — 52(1—}—26—}-‘2('..

When considering Fo** with d = (¢ — a,a — b), then for some integers j

and k, it must be that
a—c=jd and b — a = kd with (j,k) = 1.

Thus, ¢ = a— jd and b = a+ kd, and we can write any F @b equivalently

as
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Fa—jd,a‘a+kd — (’f‘, S|T2, T‘Sawjd?"sa?"sa+kd>, (J, k‘) =1

We will use this notation throughout.

Before we can give our proof of the conjecture, some preliminary results
and lemmas, which form the building blocks of our proof, must be stated.

For Fa-idmatkd with (j k) = 1, we have

n = a—jd+a+a+kd
= 3a+kd—jd and

8‘211 = 86c¢+2kd—2_jd.

Note that in Fe-ideatkd e have

Tsa—j'd,r - S—(:.—kd?,s—a.l
rsir = gldpgTo7k and
rgtthip = g tpgit-e,

Hence, we obtain the simple relations

2a—2jd,r - (Tsa—jd,r)Q

— S-a—kd?.s—ﬁa—k(irs—{z :

rs

Wiy = (rg™I%)(ra"r)

—a—kdrsjd—2ars—a~—kd and

rs
= 8
= (rsr)(rs® %)

= g n!—-‘z:r.s—2&—2L‘(f,}r,‘£‘—(;j

rs?r = (rs°r)?

S‘}d_a?‘s_2a_kd+‘?d‘,"s_a_kd,
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?.SZG-i—kd—Jd

rs

2a-+kd r

rs'dy

rs

rs

7

: 9
?,.Szu.+‘.kd.

kd

.f.‘rt—i-_jd?_

- ('.'"_‘;“_-""i::-)(7-3“+"d-r)

= g kdp 20, g5d-a  an(d

- (?'Sa+kd?‘) (T'.S‘u —jd?..)

= S—fLT,S—QQ—krI-f—deS—(Lj

(’!"8“'.'") (T'Sa-{_kd?)

jd— —2a—kd_, jd—a

74 s rs and

(T'Su +kd'?") (T‘SuT')

—a—kd

b

- Sl —°
s u,r._g.._;d 2(;?,,3

r o= (rs®thip)?

= il TP
= g a.',.sjd 'a'I'SJd u‘

(rs®r)(rs?®r)

gld—apg=hdpgatkd and

(rs?®=r)(rs"r)

S Skd—{—_}dr s

—a—kd
b ]

(?“8“+kd?") (T'S_“T')

—ap Skd-i—_,:'drsa—_';d and

S
('I'S_GT') (T.Sa-}—kﬂ',r)
gt kd'.f'S_jd?’de_-a '

= (?'sﬂ+kd3")(?*sjd_“7‘)
= s %gldpgathd  and
= (r&f®or)(rs®thir)

- SuTSkd?'S'? ri—n.'
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So,

2(L—jd?,, —a—kd

_“_kdrsjd_gar.s

rs s

—a—kd

= S

2a+2kd ) ga~jdyg—e—kd  from 5.2 and 5.3

(srs

s~ kd 8‘2(1-{- 2kd

P rg—kd=dd (5.16)

S!2a+kd—jd —Q(L—J.fd-i-_}drs—a.

i o s
= §7%(s% g2 s*thd)s=¢  from 5.6 and 5.5

= 8 %rs®rs, (5.17)

?"S2a+kd7‘ = de—u?,s—‘Zu—kdrsjd—-a

= gldmo(gathdpg2a=2jdy. gaygid=a  from 5.7 and 5.8

Gkd+id,. 2a~2jd,. jd (5.18)

From these numerous equations, we can form and prove the necessary

lemmas.

Lemma 5.1 In the groups Fe-idaatkd with j k € Z, then

rsﬁa+2kd—2}d,r ~ Sd.

Proof. Using the equations 5.16, 5.17 and 5.18, we find

:‘,,,3[5(1+‘2kr£—2_;.-'d:P - (?,,82a+kd—ja'?,,) (?,,320—}‘:!?,,) (1'32“+k‘f7')

6a+2kd_2‘}d7'8‘?d and

= g ¥pg
T,S(ia+2kd—2jd,r —_ (TSQa_de) (?”S2a+kd?") (?.SQa-i-kd——jdr)

S--’\:drsﬁa+2kd-2}d kd_

TS
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Since (j, k) = 1, then zj + yk = 1 for some integers z and y, and

s—dpgbat2hd=2jd, d  _ —(zj+yk)d,. Ba+2kd=2jd,. (wj+yk)d

- S—:t:;.-d'S—ykrdrs(}a-f?kd—'zjd?,sykd.Sfujd

= S—m]d?.sba+2kd—2}drsmd

r 86a+2kd—23d r

Lemma 5.2 In Fe-jdaatkd for a]] integers | > 0,

(?.32(1—}-(i})d-{-kd—-jd?,sa—(ij)d)? = 1 and
(TS?&—(Ij)drsa-}—(ij)d+kd-jd)2 = .
Proof. Proof by induction on [
Base step
=0
T82a+kd_JdT8aT32a+kd_jdTSa

— ,r82(L+kd—_,id(sjd—a,rs—a—kd)32a+kd—3drsc¢
— T8u+deS“_JdTSa
= i

TS?ﬂT8a+kd—jdrs2arsu+kd&jd

_ T.SQR?,S(L+kd—Jd(SJdT_S2a+kd-—Jdrs—kd)5a+kd—_jd from 5.17

2a,, a+kd

= rgapgtthiyglathkd—jd,

Sa—jd
_ rs?a(S-»arsjd—a)82(s+kd—3drsa—Jd

= ?"Sa r Su+kd?‘8“_ jd

= 1
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T‘S?‘a+kd?‘S’u_Jd?‘.92a+kdi"-9a'_‘?d

a—jd

rs rs

= _T,S2a+.l.'ri(s-—r.‘.—kd_ a—0 )32&+kd

— rsarsa+kd?,8u—_;d

= 1

2a—jd,, a+kd,

rs rs?a——_}d a+kd

rs rs

e T,SQ-'I—_-,:n‘.(8—a?_S;d—a.)SQa—jd.,rSa-{—kd

_ 'I‘S“"jd’r's””?“ gu-l-k.d
= 1
Inductive step
Assume for 0 < i < [,
(T32a+(ij)d-’-kd—jdrsa—(ij)(ﬁ)? = 1 and
(?_Sza—(ij)(t?,scz+(?:;)d+kd—_-;(1)2 = 4

Since we have shown it to be true for [ € {0, 1}, we can assume [ > 2.

Consider i =, with [ > 2. We know 0 <[ —2 < [, so

(r82u+(l-2)jr£—!—kd—jr£,.r,3a—(!—2}3(1)2
— (T_82rx+ljd+kd—SerT,Sa—Ud—}-'.Zjd)?

=
and
(Ts2a—(l—Z)Jri?,Sa—!—(!—?)_;:d-i—kd—jd)2

R G A ded—37d
s (?_82{1 !_:d+2_;c1’,r8rr+i_;d+1( 3_;()2

= 1.
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Also, 0 <l —1<1, s0

(?'SQ(H—U_I )jﬂf-}-k(f—jrfrsu—“— l)JrI)Z

(T,'5211+i3d+kd—2}(1?_83—1.'3(1-}-3(1)2

= 1

and

(T'SQH_U_ 1)Jrirsa-f—(!—l}_}'d-}-kd—j(l)z

_ (?,82«—l_-,i(l-{-_;:d?,sa-l-l’jd—i-kd—'zjri)2

= 1.

We need some additional equations for our proof. As (j,k) = 1, then

(Il = 1)j — k is not a multiple of j and we cannot assume that either

('1"32“_(“_ 1 )j—k)d?,su-l-((f— l)j—k)ri—l-kd—jd) 2

. . 4 A9
— (?'SQQ !‘;rl+kri+_;ci_rsa+!)d __;d)Q

= 1

or

(,!,52r1+((i— 1)j —k)d+kd—jdrsu——((i— 1)3—5:):[)2

3 e Y o 1 o L. 3 ‘
(T,S_a-l—l_;d ZJ(E?_SE& i_;d+k(£+_;d)2

= L

Using our inductive hypothesis, however, we can form the proofs for
g 3 ;



these necessary equations. We have

r = gklpgr—idpgidpg=a=hkd — from 5.10

1 (T9a+ijd+ﬁ.:d~2jd7.820—Ejd+jd)2

_ —a+ljd-2jd,. .—2a—ljd—kd+3jd\2
1 = (¥s rs )

and

il

] = (r82a+f‘}d+kd—2Jd_rsa—fjr!+jd)2

2a—ljd+kd+jd,. ga+ljd—2jd,.

rs s

— T’S2a“Ud+kd+‘?d?"5a+bd_2jd.f'.

P g2a-lid+kd+jd . catljd+kd—2jd,. ca—jd,. id,. c~a—kd

.r's

= ?,Skdrs—a—Ejd—kd+2_;.id.Ts—a+ijd—2jdrisjdrs—a—kd

Jed

— 1rs Tsa—jd?.Sa—l_j.'d+2jd.T82a+.‘.jd+kd—23dr's—a—kd

kd jd

— pghdpga—i —2a—ljd—kd+2jd

g~ 2a+Hjd—kd—jd

rsiirs
T_S—arsjd—ars—2a—f_}d—kd+2}d7,8—2a+ljd—kd—_jd

S—a—lj d4-2j drs—23+l_;- d—kd—j{i.

From

o= Sa+Jicd,rsu_jdrSa1

o= 'de_ars-a_kdif's_a’

1 = (pglothidthd=2jd, ja-ljd+jd)2

1 = (:r'3_2a+£jd_kd—jdy-s_“—-{jd-l-de)Q
and

1 = (rSQtz—de+kd+jf£r5a+¢jd_2jd)2’
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we obtain

a—ljd+kd+jd,. Q2a-+ljd-2jd

rs T
—  pgo-lidtkdtidy 2a+ljd=2jd .
_  pga-lidtkdiid . Batljd+kd—2jd,. a=jd,. ca
—  pg-lidthdt2id,. —a—kd . Qatljd+kd—2jd). a—jd,.a
= pglidtkd+2id | ~2a+ljd—kd—jd,, ~2a—ljd—kd+2jd. (ljd=2jd,. sa
- TSa—{—kd,rs‘Za—!jdwi-kd-i-jdlrs—-a—kdr.Sijd—deTSa
_pgathd, Ba-ljdtkd, a+ljd-2jd,.
— S_a.’T'SQa_Ud+kd+‘de‘Sa+Ud_2de.Sa
_  g—20-ljd+2jd, c—a+ljd—kd—jd
Thus,
(T,S:Za-de—f—kd-i—jd?,suﬂjd—i?jd)2 = 1 and
(Ts‘za+£jd—2jd,rsa—tjd+kd+jd)2 —
Now, we can consider ¢ = [.
Using
rstdtidy s%rstrsid=e  from 5.15
1 = (rsﬁ+fid—2id.r82a—ljd+kd+jd)‘2’
= (T,S—a+ijd-—kd—jdrs—2u—£jd+2jd)2
and
T == (,rSQu-{—ljd—i—k(!-2jd_rsa--ljd-f—jd)?,

177



we have

?,82ﬂ—ljd a+ljd+kd—jd

s r

— T‘SQ(I_Ud(T.S'a-l—”(i_?jd?")(?‘Skd_!_jd'.")

== T,S—k‘d—Jde—a—le+23d —a+ljd—kd—jd kd‘f‘SJd_ﬂ

rs r.s

—kd—jd a—.EJd+kd+3dr82a+l_;c£+kd-2_;:d,rs_;d—a

= g rsirs

2a+£jd+kd—2jd.?,,s_}d—a

rs

— TS—kd—;dl(SJd—-a?,S—a-—kd)sa—l_}d-i—kd+jd

— ?‘S-a_kd?"S_Ud+}d.T‘S2G+Ud+kd_2“?d?‘.SJd_a

= T,S—a—kdrs—u,rs—2a—de—kd+2jd?,8—2a+{_;rd

8—a—£3d—kd+_}'drs—2a+£3d,

and, from
re iy = 8"‘“‘“1"3_‘““_”?"5_“, from 5.11
1 = (rsa—i_}dt?d,rS2a+!._;.'d+kd—2jd.)2,
1 = (Tg—a—t_;.-d+2_}d?,,3—2a+ljd—kd—;d)2
and
1 = (T'S2ﬂ_i}d’!‘8&+t‘?d+kd_“?d)Q.]
we find

T,S2a+!3 d+kd—-3drsa—l3dr

s T‘Sza-l-!jd-'-kd_jd(T‘Sa_ljd-i_jdif') (T'S_jd’f’)

—a+ljd—jd —a—ljf!+2_j.'(£,rs—kd—j‘drs—a

= rsirs rs

—a.+ljd—jd.,rs-»a—ljd+2jd. —kd-jd?,,S—a

= rsilrs r.s

= Tde?"Sa+de'8ﬂ+£jd_2jd'f‘82a_{jd?"8_a

_ Tsjd(S—a.,rsjd-a)8a+ljd—2jd?,s2a—ijd7_s—a

— Tsjd—a,rS{jd—jd.rs2a—!jd?,.s—a

_ Tsjd—czrs—a—kd,rs—2a+!ja'rs—-2a—ijd—kd+jd
ga+ljd,. o—2a—ljd—kd+jd_
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Thus, by induction, for all integers [ > 0,

(?,S2a+(I_;r}d+kd—jd?,,sa—(ij)d)2 = 1 and
(TSQG_(!J){1‘r3(1+(ij)d+kd_‘}d)2 - 1
O
Lemma 5.3 In Feidaatkd for g]] integers [,
(?,82(14-(1_})ri+kd—3d?,8a—(lj}d)2 = 1 and
(_rSQa—(ij)rﬁ?,3u+[lj)d+kd—jd)2 = 7.
A ] si e intege . i = —% d i ] y
Proof. Let us consider an integer [ < 0. Using [ i for an integer i > 0
we have
(T,S2a+(ij)d-i-kd—}dTSa—(!J)d).2
= (?,,82(3—ij(i+kd-jd,r,8{:+'éj(ir)2
— (T,S2a—((t+1)juk)drsa+((t+I)J—k]d+kd-_?d)2
and

(20— (Ua)dy g+ ()d+kd—jdy2
= (rgoHiidyga=ijd+hd—jd,)2
= (rs2et(+Di—k)dthd=jdy. sa—((i+D)i—k)dy2,

Thus, a proof of (i + 1)j — k is equivalent to one of lj. Obviously, as i > 0,
then ¢ + 2 > 0 and so, the two expressions equal the identity for [ = i + 2
according to our induction proof. During the proof of j, however, we found
that the two expressions were also trivial for (I —1)j — k. Thus, for [ =7+ 2,
we have the equations true for (i +2 — 1)j — k = (i + 1)j — k, as required,

and the proof holds for all negative integers as well. O
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Lemma 5.4 In Feidaatkd for a]] integers [ and m > 0,

(_r,82a+(lj—mk)d-i—kd—deSa—(lj—mk}d)? — 1 and

(?182:’1— (lj—mk)d a+(!3—7f1k]d+kd—gd)2 = 1

rs
Proof. Proof by induction on m > 0

Let [ be an integer so we know from our previous inductive proof that
both

(r‘52(1+[.ij)d+kd—_',ld a.—{i'j)d)?

= 1,

(TSQ(L—(EJ)dT8a+(iJ )d+kri—jd)2

= 1

and

T,SQ(H-(! 1)5— k)d+kd—jdrsa.—({l—l)j—k)d)?
2a+ljd—2jd

(
(

= 1,

a—ljd+kd+ jd)?

rs s

(Tsza ((1=1)i—k)d,. a+((£—l)j—k}d+kd—jd)‘2

- (?S2a ljd—{-kd—i—jd a-]-l;d—?;:d)?

= 1.
We also have the same true for [ + 1, so

(,r82a+(l+1)jd+kd—_ydrsa—(i+l)jd)2 rs

'2(1+!jd+kd n.—l’_,rd Jf.l’)?

3

2a— ljd—Jd)rSrz+ij(f+ L(E)'Z

(
1
(sza (14+1)jd,. a+(l+1}jd+kd—jd)2 = (rs
1
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and

(rs

2.{.r.+(!j—k)d+kd—jd?_ qn—(!j-k)d)Q

(?.,52:1,—(6_; —Jﬁ:)d,!_,“_:,,n.+(E‘gI —k}d+kd—3d)2

Induction on m > 0:
Base step

m =

and

=1

and

(
(

1
1

rs

rs

2a+ljd—jd,

2a—ljd+kd

s

7

u—ljd-i—kd)?

S(l-l-!jd—_‘;(f)‘!

(T52<:.—UJ —UJd?,,SG‘i-(fj—O)d-f‘ kd-—;d] 2

(T,SQa—EJdT,S:ﬁ lj d+kd—jd)2

1

(,I_SQu-i-(.Ej—0)d+kd—jdrsa—(U—O)r!)?.

(?,8‘2-:14-1'3 d+-kd—j d?,sa—i_‘,rd)‘Z

1.

L o " o1 3 oy 9
(?.,82(1 (g Hd'."'b’{l+(£3 k)d+kd Jri)_

P :
(,!,S..a. ljd+kd

1

Su—HJ d—jd) 2

(T,SQa-l-(EJ—k)d—f—kdw;.-(irsa—(E;: —k)d)‘z

(?,S2u+13 (.".—jr.'T,Srz—i_',- ri—!—kd)‘Z

1.
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Inductive step
Assume for 0 <2 < m,
(?,,82a+(l_}—:A')d-f—kd—_-,rdrsa.—(!J—'ﬁk)d)2 = 1 and

(T,SQH—(EJ—ik)d?,sﬂ+(i_;r—ik)d+kd—jd)2 = f

Since we have shown it to be true for m € {0, 1}, we can assume m > 2.

Given, 0 < m — 1 < m, we know

2a+(lj—(m—1)k)d+kd—jd a.—(!j—(m—l)k}d)?

(rs rs
e (,r82a+!._;i d—mkd-ﬁ-?kd—jdrsa—ljd-i—mkd— kci)?
=1

and

(TS‘Zu-(ij—(m—l )k)d?,,sn-i-{lj—(m—l )k)d+kd—_j(i’.) 2

SQa—l_-,rd+mkd—kd?,8a+ljd—mkd-—l—2kd—j 11)2

7
1.

Also, since we assumed [ to be an integer, we can assume the above

equations for (I — 1)j and (I + 1)j as well. Hence,

(,r820.+ (I-1 )jd—?ﬂkd+2kd—3d,{,8u— (f—l);d+m,kd—kd)2

2a+ljd—mkd+2kd—2jd_, a—ljd+mkd—kd+jd ) 2

=. (s rs

= 1

and

(TSQG.—(.{— 1)jd4+mkd—Fkd) 1_Sa+(-':— 1)j d—mkd-l—?kd—gd)?

2a—ljd+mkd—kd+jd . a+ljd—mkd+2kd— 2jd)2

= (rs rs

= ]

1
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and

(,!_ S‘2a+{!-}— 1)jd—mbkd+2kd—jd, . a—(1+1 )jd-}-mkd—kd)?

rs

('.l" 32a+1jd—mkd+2kd u—ijd-i-m.kd—kd—jd)‘z

rs

=

2a—(I+1)jd+mbd—kd) r ga+(£+ 1 )jd—mkd—i—de—jd)Q

.

(rs
_ (?,Szu.—fj d-{-mkd—.’.‘-d—_;.'drsa+ljd—-1!:kd-&-2kd) 2
1.

Consider 1 = m.

Using

= Skd?-_sa_Jd-;'g-?d?‘s_ﬂ_kd from 5.13

1

1 = (.J,.Su+ljd—m-kd+'.2kd—jd7,SQ(c—ijd-i—m.kd—kd)2?

1 = (?.S—a+1’jd—-m.kd+}.1d—jd_r5—23—ijd-{—m.kd—2kr£+2jd)2
and

1 = (T.320+t'jd—-::zkd+2!.".(E—j(iT_Sa—ljd+mkd—kd)Q‘I
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we obtain

2a—(lj—m k)d?,,sa-i—(l'j'—mk)d+kd—;dr

rs
= .I.82a—ljd+mkdrsa+ljd—mkd+kd—jd_r.
— .rS?a—Ijd+mkd?,.Sa+ljd—m.kd+2£‘d—jdrsa—jdrsjdrs—~a—kd
e T'Sga—Ud+7”kd.?"Sa+l‘jd_mkd+2kd_jd7'.Sa-de'de'f'S_a_hi
= rs""drs_“_UdJ’“‘kd‘%d”d.rs“”'”“!‘ mkd-{-kd—jd_r.sjd?,s—a—kd
= TSR‘dT,Sa-de_Sa—ijd+mkd—kd+jd.TSQa-}—ijd—mkd—!—?kd—jdr'S—a—kd
— T,Skdrsa.—jdrsjdrs—2a-——!jd+mkd—2krl+jd,rs—2a+£jd—mkd

—a?,,S_;rd—aT,S—‘2a—£3d+mkd—2kd+3d —2a+ljd—mkd

= TS s

—a—ljd4+mkd—kd+jd_. .—2a+ljd—mkd

= S8 rs

S—a—(lj—mk}d—kd-l—j dTS-2a+(£3—mk)d’

and so,
(TSZ:J,—(IJ—m.k)drsa+(lj—mk)d-}—kd—_}d)? =l

As [l is an arbitrary integer, we can assume the above is true for [ + 1,

and thus,

(TSQ(L—((!+1 )_;r—mk)drsa+((£+'l Vi -mk)d-!—kr.i—jd)?
= (,rS?a—Ijd+1rnkd—3d,rsa+!jd—:r:.krl+kd)2
= I,
From
T ghdtidyg—a=kdp o=jdpqa  from 5.11
1 = (TS‘Za+l_;:'d—?n.kd—!—2k(IT,Sa.—I_1(l+m.kd—kd—_;rd)Q1
1 = (?.8—20+.’._}d—mkd+3drS—a—!_}d+mkd—kd)2
and
1 = (,rsa+ljr£—mkd+kd—jdr52(1—ijd+mkd)2,
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we have

. ga—(Ij—mk)d,rs‘za—f—(Ij—mk)d+kd—jd

T r

= ,’,,Sa—!jd+m,kdrs2a+f‘} ri—m.kdwlv—kd—jd.,r.

— ,rsa—!_}d+m.kd .T'¢S'2a+{jd_mkd+2kd'f'.S"a_kd?"s_‘?dTSa

= ,r,skd+_';drs—i?a—ijd—f—mkd—2kd.TS—Qa-HJd—mkd+de.S—_}drsa

kd+3drs—a—kd SZa—I3d+mkd-—jd a+ljd—mkd+kd—jdr.sa

= T T8

T,Skd"'JdTS—CL—kdrs—_}drs—ﬂ—}:jd-}‘ﬂlkd—kd+3d‘r.8'ﬂ+{‘}d—??lkd
d_, —a—ljd+mkd—Fkd+jd

rsu—_’,: rs —a+ljd—mkd

T'Sa+kd rs

S—Qa—ijd-i—m kd—kd+jd, . . —a+ljd—mkd

rs

S—‘Zﬂ—-(ij—mk)d—-kd-i—jd —a+(lj—mk)d
)

rs

and so,
(TS2(:.+(IJ—mk)d+kd—)drsu—-(b —mk}d)2 =

Hence, for all integers [ and m > 0,

(?"SQG_’_(!‘} —-?uk)(l+kd—jd,r8a-(!J—'mk)d)? = 1 and

(?,SZu—(EJ—m.k)d_rsa-l-(lg—mk)d+kd—jd)2 i

Lemma 5.5 In Fe-idaatkd for a]] integers [ and m > 0,

2a+(lj+mk)d+kd—jd

and

Tsa—(£j+mk)d)2 _ T

(rs
—(lj 3 S " A iy 9
(TS2G (IJ+mk)drsu+(1’j+mk)d+kd Jd)_. T

Proof. Proof by induction on m > 0

Base step: m =0

2(:—£Jd?,sﬂ+!3d+kd—jd)2

(?,82r1—(l3+0)d.,r8u+(ij+0)r!+kd—;d)2 — (TS

= 1



and

. oy o s o oy insy -
(T,82a+(!3+ﬂ)d+kd jdrS{I (!J+G)d)_ == (T,82a+:‘3d+kd jdrsa Ud)2

= L.

Inductive step

Assume for 0 < i < m,

(,r82a+(ij+zk}d+kd—3d?ﬂ8a—(£j+ik)d)2 = 1 and

(TSQQ-(EJ +zk)d,rsa+{lj +1k)d+kd—_;rd)2 = i

Since we have shown it to be true for m = 0, we can assume m > 1.

We know 0 <m — 1 < m, so

(?,,S2a+(lj+(m-—l)k)d+kd—jdrsa—(lj+(m—l)k){£)2

2a+ljd+mhkd—jd

,rsu—l_;d—mkd+kd) 2

= (&

=1

and

(,rsQa—(ij+(m—1)}.:)d,rsa+(ij+(m—l)k)d+kd—jd)2

= (?,,S2a—£_}d—mkd+kd a+£3d+mkd—3d)‘2

rs

= 1.

Also, since we assumed [ to be an integer, we can assume the above
equations for (I — 1)j as well. Thus, given 0 < m — 1 < m, we know

(TSQCH-U— 1)j d+mkd—_}drsa—(!— 1)jd—mkd+kd) )2

(T82a+£3(1!+mkd—23d,r8a—!3d—mkd+kd+3d)2
1
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and

—(l=1)jd—mkd+k —1)jd+mkd—jd\2
(?.SQQ (I-1)jd mkd+kd)?,8u+(£ 1)jd+mkd—j )
— (T,SQu—!jd—nakd+kd+jdrsa+i3d+mkd—23{:!)2
=)
Consider ¢ = m.
From
r = g kd-idpg-apgidpgatkd - from 5.11
j ~2jd,, .a—ljd—mkd+kd+jd)2
1 = (T82a+I3d+mkd 236{?‘8“ ljd—mkd+ -+~_j£) ‘
- . . e R i, d
1 = (?”S 2a+ljd+mkd—kd JdTS a—ljd—mbkd+2j )2
and
jd+mkd—j —ljd—mbkd+kd\2
1 = (Tsa+ljd+mkd _deSQa ljd—mbkd+ :)
we have
— ,rsu—(lj+mk)d,r,82a+(lj+mk)d+kd—jd?ﬂ
- _rsa—Ejd—mkdT.82a+£jd+mkd+kd—jd'7_.
— T,Sa—ljd——mkd.?,,S2a+ljd+mkd—2jdr‘S—arsjdrsa+kd
R i Y - o & o ¥ ed—ked—4 a3 "f
= rs kd JdT‘S 2a—1ljd m.‘»d—i—2jd.rs 2a+ljd+mkd—kd JdT.SJd'rSa—i—k{
= T,S—-kd—jdrs—uT82a—ljd—rrr.kd+kd+jd‘,rsa+ljd+mkd—3d?_.Sa+kd
- T_S-kd—jd?,s—arsjdrs—a—!3d—mkd+)(E,rs—a+i_;d+mkd
— T_Su-jd,rsars—a—I_;d—ﬂ'zkd+3d,’r,s—a+l_;:d+mkd
. —2a—ljd—mkd—kd+jd, . —a+ljd+mkd
= & 4 Tors 4
and so,

(TSQa-i—(tj-i—mk)d—i-kd—J dT’S

a—(ij-i—mk)d)? ==

As [ is an arbitrary integer, we can assume the above is true for [ — 1,
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and thus,

(TS2(I+(U—l)J—f—mk)d-i—kd—}ﬂ',rsa—f(f—1)j-}-mk)d)?
—de—mkd+jd)2

(?,82&-!-{"} d+mkd-+kd—2j ti,rsa

= 1.

From

—kd S(H—kd

o= gy rspsid=  from 5.10

] = (,!,8a+f_-;d+mkd—jd?,,82a—i3d.—:rn.kd.+l'\'d)2?

] = (Ts—a-i-de-i—rnkd?,s—?a—ljd—mkd—kd-i—jd)?

and

1 = (T82a+l_;rd+mkd+kd—23d.?,Sa—t_;d—mkd+1ﬂ!)2$

we have

rs?a—(l; +mk]drsa+(£3 +mk)d+kd—j d?‘

— TSQ&-!J(E—mde,Sa-I—IJd+mkd+kd—3d‘r'

. ?’S2a_t3d_mkd.7‘.5‘“+£Jd+mkd_jd?‘.Sa-i-kd?‘.‘)‘"'?di"sjd_a

— ?‘S_kd?‘S_a_tjd_mkd-“d.T'S_a+bd+mkd?'. S_Jd?"SJd_a

—kd a+kd?, ?_lsjd—{z

= pgtdpg a—ljd—mkd . 2a-+ljd+mkd+kd—2jd

S

~kd, a-+kd. —jd. —~2a—ljd—mkd—kd+2jd,. c~2a+ljd+mkd

= T8 rs rs rs

- ,rs—a—kd,rs—a,rS—2a—!}d—mkd—kfi+23dTS—2a+IJd+1rzkd

—a—:'.'jd—m..’a‘.d—kd—{-jdrs—2{1+-':jd+1'n kd
3

= &

and so,
(TSQa—(ij-i—mk)d,rsa-}-(i_;r+rrzk]d+kd—3d)2 sl
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Hence, for all integers [ and m > 0,

(1,82a+(i}—i—mk}d—f—kd—jdrsa—((j +mk)d)2 = 1 and
(TSZQ-(EJ+mk)drsa+(£j+m.‘c)d+kd—;d)2 = T,
O
Lemma 5.6 For all integers [ and m,
(?_82a+(Ej+mk)d+kd—jd,r5a—(tj-f—mk)d)Q = 1 and
(TS‘Zu—(lj+mk)d,rsa+(!_;+mk:)d+kd—jd)2 = 1.
Proof. We know that for all integers [ and m > 0,
(?_82a+(ij +1’nk}d+kd—_jd,r,5a—(ij'—i—mk}d)2 - 1}
(TS2a——[lj+mk)drsa+(lj+mk)d+kd—jd)2 = 1,
(T,S2a+(£j—mk)d+kd—jdrsau(lj —mk)d)Q = 1 and
(T,S2:1—(!3—7:;!:){5?,8&-1-(!;—rrsk}d+kd~3d)2 = .
Thus, it holds for both m and —m and, for all [ and m,
9 5 % i {1 i
(?,8_u+(£_;+m.k)d+kd _;-‘d_rsu (iJ+1uk]d)‘2 = 1 and
(rg2a=(tmydy. gat(ij+mb)dhd=jdy2  _
O

Lemma 5.7 For all integers i,

2a+id+kd—jd

(rs rs®”)? = 1 and

2a—id,, u+id+kd—jd)2 |

(rs rs

Proof. Since (j, k) = 1, there exists integers z and y such that zj + yk = 1.
Thus, for any integer ¢, we have izj + iyk = i. Setting [ = iz and m = iy,
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we have

id-+kd—j —i iz jd+iykd+kd—j —ixjd—iyk
(T,SQ(:.-}-:d—i-.l.d _,:drsa zd)? g (?,82(1+3de+‘£?} d+ ke Jd‘F'Sa ixgd egkd)?

(TSQQ-'-(?.IJ +-ryk)d+kd—_;:d,r Sa—(i;r.j-i-ryk)d)2
= (?.820-%{!; +'mk)d+kuf—jd?,,Sa—(!J-i-mk)d)2

= 1

and

2a—id,, qa+i(l+kd—jd)2

(T’S pe 2a—nrjd—-:.-ykdrsa-f-f.xjd+tykd+kd—;d)‘2

(rs
(?,,8201—{9.3.'3 +1yk}d?,sa+(1:::J+zyk)d+kd—3d)2

(?,,821'1—(13 +mk)d,rSa+(Ej+mk)d+kd-jd)2

= L
Hence, for all integers 1,
(?,S2a+id+kd—jdrsa—ad)2 = 1 and
(?,SQa—idrsa+id+kd—jd)2 = 7

a

As well as new lemmas, we also require some results from former works,

which we shall state without proof.
Lemma 5.8 (Campbell, Coxeter and Robertson [3, Lemma 2.1])

Fa..b,c — Fb,c,a = Fc‘ﬂ,b
— F—c,—b,-—a — F—b,—u,—c - F—a,—c,—b
~ ac,h _ peba _ mpbace
>~ F = F = F
e F—b,—(:,—a — F—c,—n.,—b = Fv—u,—b,—c

From this, it can be seen that one need only consider cases where n > 0

and a > b > ¢. We also require two additional theorems, one from Camp-
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bell, Coxeter and Robertson’s paper of 1977, and another from a paper by

Campbell and Robertson of 1981.

Theorem 5.9 (Campbell, Coxeter and Robertson [3, Theorem 3.5])
If (a,b,c¢) = 1 and n # 0, then H**¢ is a finite metabelian group if, and only

if, @, b and ¢ are not equivalent modulo 6.

Theorem 5.10 (Campbell and Robertson [6, Theorem 3.3])
Where (a,b,¢) =1, if a = b = ¢ (mod) 6, then H**¢ is infinite. Otherwise,

H%"¢ is finite and the Schur multiplicator is

1 if(a—bb—1¢3)=1
Cs if (a —b,b—¢c,3) = 3.

Having outlined all the necessary lemmas and equations, we are in a
position to restate the conjecture and form our proof. However, we will
begin with an additional result obtained from our lemmas for those groups
Fbe where (a,b,c) # 1.

Theorem 5.11 Suppose (a,b,¢) # 1 with n = a+ b+ ¢ # 0, then
Fu,b,(‘ o~ Hu,b,(: for d S 5

Proof. According to the F“*¢ conjecture, we must have (a, b, ¢) = 1 to ensure
proper results. Using the notation Fe-idaatkd with (5 k) = 1, we have
g2 = gba+2kd=2jd Consider d € {1,2,3,4,5}, where (a—jd, a,a+kd) =t # 1.

(a — jd,a,a+ kd)
= (jd,a,kd)

(a, (7d, kd))

(

a,d(j, k)
= (g,d) as{fk)=1
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Thus, t divides d and u = (¢,d) = t. Obviously where d = 1, we cannot have
at # 1 that divides d. So, for d € {2,3,4,5} with t # 1, then (a,d) # 1 and

either of two cases
1. ais a multiple of d  or

2. d =4 and a is a multiple of 2.

If a is a multiple of d, then all of a — jd, a and a + kd are divisable by d

—jd,a,a+kd

and, as such, are not co-prime. If we consider F“ where a = md for

some integer m, then using i = m in (rsetidthd=jdpga=id)2 — 1 our result

from Lemma 5.7 gives

T = (T'- 2a+md+kd—jd

S n—md)2

rs

e = (T82(1+(t+kd-jd?_8a—a)2

— (7'830+kd_jdr)2

= T,Sba+2kd- 2j df-'",

and so, s?" = gfet2kd-2jd — 1

We find that where a is a multiple of d, Fe-idaatkd > pra—jdaatkd

We just need to look at the case where d = 4 and a = 2m for some odd

integer m. Using i = m in (rs?04ipsottitik=4)2 — 1 oiyes

1 = (,r82a—4mT,Sa+4m+d.f.'.—=lj)2

2(1—20.?,

Sa+2a+4k—4_jr)2

(rs

(83n+4 k—4j ) 2

86a+ Bk—8j )

and g2 = g8a+8k—8 — 1 Hence, Fo¥aetih > pga-djaatdk where q = 2m
for m odd.
Thus, where d € {2,3,4,5} and (a — jd,a,a+ kd) # 1, we find that

Fa—jd,a,n-}—kd ~ Hﬂ—d,a,a+kd
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We move on to stating our proof for the F®*¢ conjecture.

The F*"¢ Conjecture: (Campbell, Coxeter and Robertson [3, §12])
Suppose (a,b,¢) =1 withn =a+ b+ c # 0, and let

g - Fﬂ,b,c i er,b,c

be the natural homomorphism. Setting N = kerf and d = (e —b,b—c¢), then
e N=1lifd=1,
e N=lifd=2,
o N=(hifd=3,
e N=(Qsifd=4, and
o N=SL(25)ifd=05.
Proof. For the group F**¢ we will use the equivalent form, Fe-Jidaatkd fo
j,k € Z with (4, k) = 1.

e From Lemma 5.8, we know, for Fe-idaetkd e can assume without

loss of generality that
a—jd<a<a+kd,

and thus, d, j and &k must all have the same sign. If they are all

negative, setting
d =-d,j’=—jand k' = -k

gives
a—jd=a—j'd and a+ kd =a+ k'd.

: L ot o .
As such, Fe-idaatkd — pa—jdieatk'd where ¢ j/ k' > 0, and so, we
can assume
d>0,7>0and £k > 0.
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e A proof of the case d = 1 as well as an alternate proof were given by
Campbell and Robertson in [5] and [6]. For completeness, we provide
another for this case using our discovered characteristics of the groups
Fa.b,c'

When d = 1, the groups have the form
F(L~j,a,a+k = (T', S|7-21 T'Sﬂ_jTSﬂ'TSﬂ-'-k),
for integers j > 0 and k > 0 where (j,k) = 1, with

n = a—-j+a+a+k
= 3a+k—3j.

If we can show that s?" = s6¢+2k=21 — | in Fe-daatk then we have
proved

Fﬂ—j,ﬂ,a+k o H(:—j,a‘ﬂ+k - (?", SI?‘21 ‘96(1—!-211'—2) , 'T'SG_JT'S“?".’J‘“—FA‘) 3

From Lemma 5.7, for all integers ¢, we have
(7'32(1+!+k_‘}7'3a_1)2 = 1 El.lld (7,82(1—1?,,8(;-1-3-{-k—_}')2 — 1?

and using 7 = a in the first equation, we obtain

1 = (7'82ﬂ+u+k_j7'5a_u)2
— (T‘S3a+k_j?"80)2

(33a+k—j)2

s SG(L+2k—2j

— 827! :

Thus, Fo-aatk o2 fra-jeatk,

e The proof for d = 2 follows similarly to our proof of d = 1. Here, for
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j=>0andk >0,
Fu—2j,a,a+2k — (?", SIT2, ?__Sa—Qj,r,SuT,Sa—iQk)’
where (4, k) = 1, with

n = a—2j+a+a+2k
= 3a+2k—25 and
d = ((a-2j)—a,a—(a+2k))=2.

If we can show that s2* = g0et¥~4 — 1 jn Fe-2aet2k then we will

have proved

D L. —Da . 3 Y —Da I
Fe 2j,a,a+2k ~ He 2j,a,a+2k _ (T,SI?"Q,SM—F“ 4.;’,!,8& QJ?“SGT‘S{H-J").

From Lemma 5.7, we obtain

’ oL _9; o 20—2i P42k —25"
(T,82a+2t+2k QJT,S\‘J. 2;)2 = 1 and (T,SZa _L,rsa+2a+2k 23)2 =

for all integers i. Substituting ¢ = a into the second equation, we have

1 = (T.S2a—2a?.8a+2u+2k—2j)2
— (?.Sﬂ,r.sfia-i-?k—?j)‘Z

(S:}u+2k—-‘2j )‘2

SGG+4kr—4j

— 821;.

Thus Fr;~2j,a,a+2k ~ Hu—Qj,a,a-{—Qk
1 = 5

e Assume d = 3. Then, for j > 0 and k& > 0 with (j,k) = 1, the groups

have the form

Fa—.ij,a.,a-i-:ik s (7,1 Sl?,,‘z’ T,Sﬂ—:}j ?'S(L?"S“—’_sk),
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and we have

n = a—3j+a+a+3k
= 3a+3k—3j and
d = ((a—3j)—a,a—(a+3k)) =3.

To show,
Fa—Sj,a.a—i—Bk/cg o~ Ha—Sj.a.a+3k — (T', s T'2, 860+6k—6j,Tsa—3jrsarsa+3k),
we are required to prove
S?n — S(Sa—f—ﬁk—ﬁj — S—()‘a.—ﬁk—i—ﬁj or 812a+12k—12j — 1.

Lemma 5.7 with d = 3 gives us

(T82a+.3-e+.5k—3_1 ?"8(1_33)2 =1 and (?,SQa—3z,r,Sa+.31+.3k—.33)2 =T

for all integers i. By substituting i = a, the second equation becomes

1 = (T3a+3a+3k-337,82a—3a)2

4a+3k—3j,r g~

da+ 3k_33'r5— r

= oF “rs

S-ia+3k—3_;.' (Su+3krsa—3j)s«’-]a+3k—33 (Sa+.ikrsa—3_j)

Sa+6k

s Ga+6k—67 TSa—SJ

_SjTS

= 860+6k—637_8(}rz+6k——-53 r.

Thus, rs6@H6k—6ip — g=6a~6k+6] g1 g6a+6k—6j — pg=6a—Gk-+Gjp.

Using rg8et6k=6ip — g=6a=6k+6j ijth rs0=3ips%rs@t3% an original rela-
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tor, we find

S—Ga—6k+6j a+3k)( —ﬁa—6k+ﬁj)

= (rs* Yrsrs s

= Tsu——-.i_}_rsa_rs—ﬁa—bk-i—bj'Su.+3k

- ?,,Sﬂ.—3j?,,s7l’1+6k—6‘} T.Su-i-.ik

= T,Sa—s_? .T86a+6k_6‘? .S(:.?,,Sa—i-dk
—Ba—6k+34 2
= prgoe Gh+3j rsy Sa—i—-}h

—Ba—6k+65 $%~ a+3k

= 73 3prsirs

Ja+3k

ﬁu+ﬁk—(ijrsa—3j,rsa?,_6

= . 8

gBat6k—65

TIIUS, S—Ga—-ﬁk—l—ﬁj = S(ia+(5k—ﬁj’ SG(L—{-GL:—U_‘,:’ is central and Sl‘2ﬂ.+12k—12j — 1}
as required.

6a+6k—6j

Consider (z) where x = s Obviously it is a subgroup of the

kernel of the homomorphism from F' to H and, since

ror = rsbatth—6ip — 6a+bk=6j — o and  s7lzs =z,
then (z) is the kernel. We know from Theoreom 5.11 that if 3 divides
a, then Fa—3j‘a,u+3k o ch—.‘ij‘u,u-]-l_’ok_

We have shown that s'" = s120+12k=12j — 1 apnd s89+6k=67 generates the
kernel of the homomorphism. Thus, either F¢—3%/®et3k o~ fra=3jaa+3k
or Fe-3haatsk /0y o pra=diaaetdk  Gince (j,k) .= 1, then it cannot be

that a — 3j = a = a + 3k (mod 6). Also,
((’I - 33 —a,a-— (a + 3"{")1 3) = (—3}v 3kr 3) =3,

s0, by Theorem 5.10, H¢~*®%+3% jg finite and has Schur multiplicator

Ch.

We now know Fe—3®e+3k ig finite and as F@~3%4+3k hag a 2-generator,
2-relator presentation, it has deficiency 0 and, by Corollory 1.2 of [31],
a trivial multiplicator. Thus, Fe—3aat+3k o pra=3jaa+3k and it must
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be such that, when a is not a multiple of 3,

Fﬂ-Bj,a,a+3k/02 ~ Ha—3j,a,a+3k

The case d = 4 requires a bit more work than the first 3 cases, as we
need to show the kernel is isomorphic to the group Qgs. With d = 4,

the groups take the form

r, slr?, rs® Yrsrs

L

Fa—dj,a,a+4.¢.: - < 2 a+4k)

where 7 > 0, £ > 0 and (j, k) = 1, and we have

n = a—4j+a+a+4k
= 3a+4k—4j5 and .
d = ((e—4j) —a,a— (a+4k)) =4.

We want to show that rs—6a—8k+8iy(6a+8k—8j,.o6a+8k—8j) — g—6a—8k+8j
g24a+326—321 — 1 gpd gl2e+16k-16j g central in Fe~4®etd4k  Gijven this,
if we show the kernel of the natural homomorphism from F' to H is
generated by s%+8%=87 and rsbe+88=8ip we would then have enough to

prove that the kernel is, in fact, isomorphic to Qs.
From Lemma 5.1 with d = 4, we find that rs®8 =8 ~ s Also, the
results obtained from Lemma 5.7 with d = 4 become

(Ts2a+4-i+4k-—4jr S,a—4-i.)2 =1 and (-1'32“_4irs“+4i+4k_4j)2 =1

for all integers i. Setting i = a in the second equation and ¢ = 0 in the

first results in

—2(:-T30a+4k—4j?,8—2 Satdk—d4j 1

TS “rs and

.r_3‘2a+«:lk—4‘; T_Su?,SQa-!-A’lk—dj 7,8(:. = I
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So, as rs?r = s¥ps2ettk-4ipg—4k from 5.17, then

~2a,. Sa+dk—4j,.

1 = 7rs rs S—Qre?,85a+4k—4j

- (84k?,8—~‘2a—4k+437_5—-43)853+4k—4j (84!;?,8—2&—4!.'-1—43?_8—43 )S:)a+4k—43

4k

L iE AR AR K I e W T te
= gikpg 2a dk+d;,r8m+8£ SJT’S 2a 4?»—{-4;.'?.3\:(1—}—41» 8j

—2a—4k+ 5a+8k—8j . (—2a—dk-+4j,. Sa+8k—8j

= s Ypg

—Qa—4k+4j?, 95a+8k—8j (SHTS

T e -
= 7rs 2a+4k 43T8a)3-m+8h 87

— T8w2{5—ﬂlk+~‘lj ,rsba-l-Bk—tij 7'32(1+4k_437'86a+8k_8‘} )

It must be the case that a is odd, as we would have (a—4j, a, a+4k) # 1
otherwise. We also know that rs6¢+8=8ir < s1 50, given that 4 cannot

divide 2a, we have

T,Sba+8k-8j?,, ~ S2a+«’-1k—413+2.

Thus,
— 2 —4f 1 A Ak—44 ]
1 = rg2 4k+4_}?.86a+8k BJT,Sza—i—iL 4JT_SB(L+8»‘\. 8j
- 'T'SZT'S(M-’-S’C_SJ'F'S_2T'Sbu+8k_83
and s~ 2rgbat8k—8ipg2 — g g—6a—8k+8j,.

Again, using that fact that ¢ must be odd, we find that 6a + 8k — 87 is

not a multiple of 4. Therefore,

S—bu—8k+ﬁjrsb(a+8k—8j,I_Sba—l-Bk—Bj - T,S—»Gu-‘&k+83?. and
Sbu+8k—8j1,8(}(a+8k—831r,8—6a—8k+83 ,I_.S—ﬁa—8k+83 r.

From these, we additionally obtain
Sﬁa+8k—8},},.sﬁa+8k—83 — T86u+8k—8j?,,8—6a—8k+83?,, and

gBa+8k—8j . Gat8k—8] g —6a—8k+8j,. 6a+8k—8j.

= 7T

199



and hence,

r 86a+8k.—8__r T,S—()a—ﬁk-i—SJ r —6Ga—8k+8j r SGa-}-Sk—SJ r

rs
812-‘14—16-‘.‘—16} — ?,,81‘2(1+16k—163?,,.
Thus, s12¢+16k=16 j¢ central.
Also,
T,Sﬁa-f-Bk—BjTS—Ga—Bk—t-SJT = (Tsﬁn-i-Sk—SjT,S—Ga—8k+8_;:r)—1
S(Ja+8k-—8j r86a+8k-8_}' 8—6(1—8k+83?,8—6a—8k+8}

gl20+16k=16j _ . —12a—16k+16j,.

Thus, Sl?a+ll3k—16j — r5.—1?a—16k+16j &Ild 8'2<Ia+32k—32j =7

We have all of rg—6a—8k+8iy g6a+8k—8j,. bat8k—8j,. _ —Ga—8k+8j

§24a+32k=32] — 1 and s!2@+16k=16J j5 central, and we need only check that
{sBat8k=8) pg6a+8k=8irY generates the kernel of the homomorphism from
F to H. Let x = s%%8-8 and y = rsb+8 -8 and consider (z,y).

Obviously, (x,y) is a subgroup of the kernel.

It is easily seen that rar =y, ryr = z and s~ 'zs = x, and it is left to
consider s~'ys to show (z,y) is the kernel.

Using i = a+ k — j in (rs2ettitth—dipga—iiy2 — 1 we have

1= TSG(;+8k—8jrs—3&—4k+4j ?,,S(:ia+8k—83 ?,,3—311—4»&—{-43

Sa?n“3()'a+8k—!'5;;| re~® = S4a+4k—43 Ts—ﬁa—8k+8_-;?.s‘2a+dk—flj.

Ga+8k—8j,.

We also know rs s1, 50

Ga-i-Sk—SjT_S—a _ da+4k

g —6Ga—8k+8j T,82a+4k—4_}

s%rs ~dipg

— pgba—8k+8j,. bat8k-8j

There are two cases, as @ must be an odd integer.
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1. a=1 (mod 4)
Here, a + 1 = 2 (mod 4).

Thus,
?,,S()'u-i-Sk—SjT = Sa+17_8—6a—8k+83,r8—u—1 H.I]d
8_17’86u+8k_83'.7‘8 — Sars-—ba—Bk-f—Sjrs—a.
Given this, we find
S_l'(‘.96a+8k_8'??‘8 - sa?,s—ba—8k+8j'?,8-a
= T,S—Ga-8k+8},r86ﬂ+8k—8}
= 'y'la:.
2. a =3 (mod 4)
Now, a + 1 =0 (mod 4).
Thus,
?,,86(1+8k—831_ Su+lrsba+8k—-83 ?,,S—ra—l ancl
8_1?'Sba+gk_8JT'S - Sa'.?"SGa—’_Sk_SJ?"S_H,
and so,

__1..

. 86(;-{—8}:—83?,8

s — Sa?,86a+8k—~83 rs=

—  g—ba—8k+8j,. Ga+8k—8j,.

= :c_ly.
Hence, {z,y} generates the kernel. Also,  and y both have order 4,
y lzy = 27! and 2?2 = y? since s129+16k-16 jg central. So, {z,y) is a
homomorphic image of Qg, which has derived length 2, and it is left to
show (z,y) = Qs.

Consider the group
G¥*¢ = (r, s|r?, s, rs®rsbrs®),
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a homomorphic image of F**¢. Here, G**¢ 2 G¥¥¢ where o', V' and
¢ are a, b and ¢ modulo 8. Using Fe~%@a+4 for (j k) = 1, then a
is odd and o' € {1,3,5,7}. Thus, we are left with only 12 cases for
Go—8aatdk  \When j is even, then k is odd and we have G119, G337,
G>%1 and G772, Where k is even, j must be odd and we have the
cases, G>11, G™33 G5 and G*™7. Where both j and k are odd, we
are left with the final four cases, G>1°, G™37, G1>! and G*>73. Using
GAP, we find that each of these groups has derived length 4 and so,

Fa—4iaatdk st have derived length of at least 4.

By Theorem 5.9, the groups H* are finite metabelian when (a, b, ¢) =
1, n # 0 and (d,6) # 6. As a is odd and d = 4, then He~%:aatik jg
finite metabelian and, therefore, has derived length 2. This implies
that (z,%), the kernel of the natural homomorphism from Fe~#aat+ik

to Ho~4haatdk must have derived length at least 2. Thus, (z,y) = Qs.

The proof of the case d = 5 was given by Havas and Robertson [21], and
is found in Appendix B. Their proof of d = 5 could not be extended
for d = 2, d = 3 or d = 4 as it requires that (d,2n) = 1, a statement
true only when d = 1 or d = 5. From our results, we were unable to
obtain a proof for this last case using similar techniques to our proofs

of the other cases.
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Appendix A

Corrected Proof of Lemmma 3.3

In Campbell, Coxeter and Robertson’s paper of 1977 [3], which first outlined
the F'“*¢ conjecture, a proof was given for a lemma regarding the derived
sroup K¢ of H%»¢ a homomorphic image of F**¢. The lemma was then
grouj ; I g

used to completely determine the order and structure of the groups H%%¢,
which, should the F*"¢ conjecture be proved true, would then determine the
groups Fo%e,

The proof of this lemma has since been found invalid, and we begin
by stating the lemma and outlining the problem with the original proof.
A corrected proof, based on the proof of Theorem 3.3 from Campbell and

I ) I

Robertson’s paper of the following year [4], follows.

A.1 Lemma 3.3 and the Original Proof

The subgroup K“"¢ of H*"¢ is defined as being generated by the set
{zi|lz; = s rs" i e {1,2,...,n},n=a+b+c}.

Lemma 3.1 of [3] had shown that K**¢ was the derived group of H*"¢, while

Lemma 3.2 gave a presentation for K**¢. For simplicity, we use the notation
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x§', where for i = j; (mod n) and i = j, (mod 2n),

T, if j1 =0; 1 fl1<ipm<n
T; = T and € = ) . .
zj, if j1 #0 -1 ifn+1<jHm<2n—1or j,=0.

The presentation for K*%€ is then given as

~abhe v €ita __ € Cita+b - >
K = (F1; %0y Tl = 22,500 1 <4< n).

Lemma 3.3 states that K¢ is abelian if (a,b,c) = 1.

The original proof begins by showing that for any z;, we have both z; ~
Tire and z; ~ xiyp. An inductive proof is then attempted to show that
T; ~ Tiycarsp for integers s,t > 0. As a, b and ¢ are co-prime, then any

integer j can be written as

j = jlaa+ Bb+ vc)
= jla=7y)a+j(B—7)b+jyla+b+c)

for some integers a, 8 and v, and therefore, j = j(a—~v)a+7(B8—7)b (mod n).
With the result of the inductive proof, using s = j(a — ) and t = j(8 —7),
then we have

Ti ~ Titsatrth = Titj,

and thus, K®"¢ is abelian.
The problem, however, lies within the inductive proof. In the inductive
hypothesis, it was assumed that z; ~ 2;4 4 holds for 0 < s+t < k, and

the relation

€itsatth _ Citsat(t-1)b  ~Eit(s—1)at+(t-1)b
itsa+th T Vitsat(t=1)b"it(s—1)a+(t—1)b

was then used to show it held for the sum, s+t = k+ 1. This step, however,
did not take into account the cases where either s or ¢ was 0. For example,

consider t = 0. Then, s = k + 1, and the proof would require the relation

€ivsa __ _Citsat(—1b _ TEit(s—1)a+(-1)b
Titsa = Tiysat(=1)bTit(s—1)a+(~1)b *
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However, as the induction stipulated both s > 0 and ¢ > 0, then it cannot
be assumed that either

DG (s—1a+(—1)b

CEigsat(—1)b . .
Or  T5 ™~ Ziy (s—1)a+(=1)b’

i ™~ 'Ei+.su.+(— )b

and the inductive step does not work.
Although the proof of this lemma is incorrect, the actual lemma is true,

and the results based on it still hold. A revision of the proof is now given.

A.2 The Corrected Proof |

This version of the proof for Lemma 3.3 in [3] is based on the proof of Theorem

3.3 of [4]. We shall first state three lemmas necessary in our revised proof.

Lemma A.1 In the group K¢ if, for the integer j and all integers i, we

have z; ~ z;4;, then z; ~ z;_;.

Proof. Since x; ~ x;4; holds for all integers ¢ taking the subscripts modulo

n, then it must hold for ¢ — j and thus, x;_; ~ z;_j4; = ;. O

Lemma A.2 If, for the integers s and t, we have x; ~ ;45041 for all integers

~a.b.c

i, then x; ~ x;_1,_q in the group K

Proof. We have each of the relations

Eitsatth T€;+m+(1-l)b w—fx+(s-1}u+(a-1)b
Vidsatth T Vidsa+(t—1)b"i4(s—1)a+(t—1)b
:L_r,,;,,«n-:.b T Cid(s+)at(t4 )b Cig(s+1)a+th
i+sa+th T Vit(s+1)at+(t+1)b Vit (s+1)a+tb
CEitsatrtb _ Cidsat(t+1)b ’I:Ei+(.~s—l}a+.tb
Hitsa+th T i+sat+(t+1)b"i+(s—1)a+tb
By their symmetry, if we have x; ~ ;1 g1m, then x; ~ z;_jq_sp. O

Lemma A.3 If, for the integers s and t, we have x; ~ ;4 4 for all integers

~a,b,c

1, then x; ~ x; 14045 In the group K



Proof. If x; ~ ®iisasw, then by Lemma A.2, z; ~ 2;_4,—, and from Lemma

A.1, then =; ~ Tiyta+sb- O
Theorem A.4 (Campbell and Robertson [3, Lemma 3.3))
KO =g %5, .. Bl @5 =22 1 K8 2 4)

is abelian if (a,b,c) = 1.

Proof. We start by showing »; ~ x;., and z; ~ x;4, for an integer i. A

relation of the presentation is

Lita € Citatb 5 JEidadh o —€; €ita
Tita = TiTitarbr SO0 Tiparp =T Tiga-
We also have
Citnta __ . Citn  Citntatbd
Ii+?1+:’1 - $i+n “i+nta+b?

which can also be written as

—€ita __ —gi —Citatb
“ita = I; 2’:‘--!—(:.-!—!)
€itat+d __ i —€;
Zitvatb — TitaTi
Thus,
—€; Cita __ . €ita . ,—€
¥43 3‘?‘.+ﬂ. - :ri+r1 i

and z; ~ Titq.
A similar argument, using the relations,

i pfima €ith Eitn _ _Citn—a  fitntatb
xyt =3 and @0y =2 o w N

3

shows that z; ~ xip.
Let T; be the triple (i,7 + a,i+ a + b) of subscripts modulo n of x for the

relation

Lidta ,E,T€r+n+b

:Li+a =T i+a+b*

Now consider z; for some j. If 2; ~ x, and z; ~ z, for u,v € T;, and where
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the third element of the triple is w, then we can write z,, as a product of x,
and x,, and x; ~ x,, as well.

Now, let A be the set {j|z; ~ x;y; for all 1 < ¢ < n}. Since we have
shown z; ~ @iy, and z; ~ x;., then both a € A and b € A. Obviously,
x; ~ x;, and we have x; ~ x;,,, so by our earlier remark and from triple
T; = (i,i +a,i +a+b), then a + b € A. To show all the elements of K%*¢
commute with one another and the group is abelian, we need to show all of
1.2....,n€ A.

Using the argument of the original proof, since (a,b,c) = 1, there exist

integers «, [ and v such that any integer j can be written as

j = jlaa+ Bb+ ~c)
= jla—7a+ji(B-7)b+jva+bd+c)

so, j = jla —vy)a+ j(B — )b (mod n). It would suffice then to prove that
sa+tb € A for all s,t € Z since, for each j =1,2,...,n, using s = jla —7)
and t = j(B — 7), then j € A. Thus, K**¢ would be shown to be abelian.
Our induction proof of z; ~ x; 4w for s,t € Z is on k, the maximum of
|s] and |t|. For k = 0, both s = 0 and t = 0, and obviously, z; ~ z;. For the
inductive hypothesis, assume the two elements commute for maz{|s|, |t|} <
k. Considering maz{|s|,|t|} = k + 1, from Lemma A.3, we have only four

Cases:

(i) t=k+1,-k+1<LsLk

Here, t —1 = k and —k < s—1 < k—1, so by the inductive hypothesis,
Ti ~ Titsat+(t—1)b and  x; ~ Lit(s—1)a+(t—1)b;

and as

€itsat+th __ :Efi+,.-g.+(1—1)b x—f-i+(.s—1)u+(:-1)b
i+satth — Vidsa+(t—1)b"i+(s—1)a+(t—1)b *

then z; ~ Ty and sa + tb € A.

(ii) t=k+1,s=k+1
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From case (i), we know the relationship holds for t = k + 1 and s = £,
and using Lemma A.3, we thus have shown it for the case t = k and
s = k + 1. Our inductive hypothesis allows us to assume it is true for

t =k and s = k, so using

$€a+m+w _ Eitsad(t—1)b _ Tt (s—1)at+(t—1)b
i+sa+th —  Litsat(t—1)bTit(s—1)a+(t—1)b
Cit(k+1)at(k4+1)b . €it(k+1)atkb —€itka+kb
i+(k+1)a+(k+1)b  — Vit (k+1)a+kbVitkatkb o

the fact that x; commutes with both terms on the right hand side shows

Ti ~ Tirsartpy and sa +th € A.

(ifi) t=k+1,5=—k

From case (i) and Lemma A.3, we have 2; ~ it (k+1)a+(—k+1)p, and from

the hypothesis, we know x; ~ x; r.—ks. Thus, using the relation

LEit(kHl)a—kb Sit(k+1l)at(—k+1)b _ €ithka—kb
Vit (k+1)a—kb T i+(k+1)a+({—k+1)b"itka—kb?

then ; ~ iy (k+1)a—ks- Again, using Lemma A3, z; ~ Tip(—kjash+1)b
and sa + tb € A.

(iv) t=k+1,s=—-k—1

From case (iii), we have &; ~ i (k4+1)at(—k), and using Lemma A.2, we

obtain ; ~ Tiyket(-k-1)p- As there exists the relation

Cig(kt1)ad(—hk=1)b oy Cit(k+1l)at(—k)b _Citkat(—k—1)b
Tit(k+1)a+(—k—=1)b —  Tit(k+)a+(—k)bTithat+(—k—1)b’

then Ti ™~ Tig(k+1)at(—k—1)b- AISO} by Lemma A.3, Ti ~ Tig(—k—1)a+(k+1)b-
Hence, sa + tb € A.

So, by induction, z; ~ Z;1.4 and sa + tb € A for all integers s and .
Thus, K¢ is abelian. O
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Appendix B

Proof of the F®'¢ Conjecture
for d =5

Here, we give the proof of the case d = 5 of the F*¢ conjecture as it is the
only case we have not been able to prove using our results. This proof was

given by G. Havas and E. F. Robertson in a 2005 paper [21].

B.1 G. Havas and E. F. Robertson’s proof

B.1.1 Introduction

Coxeter defined the groups F“"¢ by

b _ e olp@ mma@rrale o
= {7r.8ire, 5°rsc).
F (T 8ir®, reirs’re)

These arose because some of the groups have Cayley graphs which are ‘0-
symmetric’ or ‘faithful’. Campbell, Coxeter and Robertson investigated the
groups F**¢ in [3] and, after determining the structure of various subclasses,
made ‘the F*“** conjecture’ which we state after some preliminaries.

Define n = a+b+ ¢ and d = (a — b,b — ¢). The structure of the groups
i v 9 .
Hu.b.< — <?,1 SIT'-}, S'”._ T‘S”?"Shf'.‘i()

is completely determined in Section 3 of [3]. Provided (a,b,c) =1, n # 0
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and (d,6) # 6, the groups H*"¢ are finite metabelian groups. If d > 6 the
groups F@"¢ are infinite.
The F%b¢ conjecture is as follows. Suppose (a,b,c¢) =1 and let

0 - Fa..b.c — Hu..b.c

be the natural homomorphism. Let N = kerf. Then

N =1 i d= 1,

N=1lild=2

N=Cyifd=3,

N=Qgifd=4,

N =2 SL(2,5) if d = 5.

Here we present a proof that the conjecture holds when d = 5. The proof
was suggested by studying small cases using the ACE enumerator [15], as
available in GAP [16]. The proof of the conjecture in the cases d = 2,3 and
4 is quite different in nature from that presented in this paper since in these
cases (d,6) # 1.

B.1.2 Proof of the Conjecture when d =5

In what follows we assume that d = 5 and N = kerfl. First we indicate the
strategy behind our proof by breaking the proof into a number of steps.

Step 1. s*® commutes with 7s°r.

Step 2. s'°" is central in F*°.

Step 3. e = s?", f = rs®"r generate N.

Step 4. €°, f5, (ef)? and (fe*)? are central in N.

Step 5. Put M = (e°, f3, (ef)?, (fe?)?). Then N/M = As.

Step 6. N is perfect.

Step 7. M is contained in the multiplier of As.

Step 8. N = SL(2,5).

We proceed to prove each of these steps in turn. We will use the notation

a ~ b to mean that a commutes with b.
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b

Proof of Step 1. From r? = 1 and rs®rs’rs® = 1 we have

(8%rs®)(s™rs™®) = (rs~°r)(rs®r) =7rs

(&

b—e,

r)s=

Hence s*(rs = 7:5%"%.
Similarly s*(rs¢=%r)s=¢ = rs®*~% and s¢(rs*’r)s™® = rs°~r. From the

20

first and third of these we have s2¢(rs®=r)s=*=¢ = rs*°r, and using the

second of the three relations
820+b(,rsc—u,r)8—b—2c = ?,Sa-—cr_

Hence
82a+b8b+2c(T_Sa—c?,)S—Zu—bs—bw% — rg%Cp

showing that s ~ rs®°r. Similarly s** ~ rs®~% so, since 5 = d = (a —
c,b—a), s¥ ~ rsdr.

See also Lemma 1.1 of [7].

Proof of Step 2. Since a = b = ¢ (mod 5) we have n = 3a (mod 5)

so n = 0 (mod 5) if and only if 5|(a, b, c) showing that n is coprime to 5.

2n 10n 10n 2n,.

~ rs°r and s T

~ rsr. We now see that s

10n

r. Hence s ~ T8

10n

From (1), ** ~ rs®r so s ~ rs
Since (5,2n) = 1, we have s

o PP B0
10n

10n GG

s10m ~ s7¢rs~t showing that s
See also Theorem 2.6 of [7].
Proof of Step 3. To prove that (e, f) = N we need to show that

N = (e)¥ = (e, f). Put N = (e, f). Then rer = f € N and s™'es = e € N.

Also rfr = e € N. It remains to consider s~ fs.
2n

~ 7 and so s'" is central in Feb<,

B o

Now 5° ~ rs?"r so, if a = b=c =1 (mod 5), s>~ ! ~ rs®r. Hence

Similarly if e = b = ¢ = 2 (mod 5), s7!rs?rs = e®fe?, whilea = b =
¢ = 3 (mod 5) gives s7'rs*rs = e 2fe? and a = b = ¢ = 4 (mod 5) gives

—1 ?.,S.Z-n.

s rs=e1fel.

Proof of Step 4. First we need a lemma.
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2n

Lemma B.1 (i) s*" commutes with rs*"rs?"r.

(i) s2* commutes with rs?"rsirs? .

b

Proof. (i) s*® commutes with rs®rs’r since it commutes with s¢. Since

a=b=c (mod 5) we see that

2n—a=a+2b+2c=0 (mod)5)

S0 82" ~ 782 Top,

Similarly s2* ~ rs?"~br so

§2 ~ ps2 0 p gty pg?br = ps?pg®ip,

(ii) re?"rsirs®r = (rs®trs? r)2.

We need to check that €°, f° (ef)® and (fe?)? are central in N. The first
two are easy since €’ = s'°" which is central in N by (2). Also f° = rs'%r.
But 5% is central in F**¢ by (2) so f°> = s'°" which is central in N.

Before proving the final two elements are central we prove another lemma.
Lemma B.2 (82?17.)6 — (?"821’1?‘84“)2.

Proof.

2 2n 2 2

tpstr

( n )6 2 T'.SQH.TS

§7r)” = s s

2 2

= rsrs )

2n 4n

M rsrs“r.s

2

= rsrst

nrszﬂ.‘rsdn

— (T‘SZHTSML)?

Hence the lemma is proved.
By Lemma B.2 we see that (ef)? = (fe?)? so to prove these elements
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central it suffices to examine one of them.

e(fez)z - 82”7'82“?"84”1'82?1?"84”

— ?"82.,15"84”'-"82 Gn

(fe*)%e

??,Irs

I

Also

f(fﬁz) 2 — ?“82”T.TSznT'Sli?lTS?TLT'SML

4 2n r 4n

= rstrsiirs®irs

But

(fe)*f = waPre"rereas®™r

4 1

= rgttrsitrg?

n.?,_s nTstin

Hence f(fe*)? = (fe?)%f as required.
Proof of Step 5. Certainly M is a normal subgroup of N since its

generators are central. However

N/M = (e, fle*, f°, (ef)*, (fe*)?) = As

Proof of Step 6. To prove that N is perfect we add the relation e ~ f

and prove that e = f = 1.

Now e ~ f gives s*" ~ rs*r. But we also have s*® ~ rs°r by (1) so,
since (2n,5) = 1, we have s*" ~ rsr.
However r = s%s’rs¢ and s?® commutes with the right hand side so

s%" ~ r proving that s>"

Also r8*"r = " so e = f. That s** = 1 now follows from Theorem 3.3

is central.

of [6]. this proves that N is perfect.

Proof of Step 7. We have M < Z(N) and M < N'. Also N/M = As,
so M = M(As) = Cs.

Proof of Step 8. Follows from what has been proved above.
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