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# DYNAMICAL BACKACTION EFFECTS BETWEEN LOCALISED SPINS AND ELECTRONIC CONDUCTORS 

Stephanie Matern

In this thesis we present an investigation of the influence of quantum correlations on a quantum system's dynamical behaviour. Our focus is specifically on the time dependence of quantum spins in an environment of itinerant electrons. This is an archetype for strong correlation physics, whose dynamical onset is the central correlation effect investigated in this work.
We derive an analytic result for the time evolution of a single localised quantum spin in weak contact with conduction electrons. This result is obtained from a detailed analysis of the pole structure of the Nakajima-Zwanzig equation for the reduced density matrix in Laplace space. We provide a description of the full time range, from very short times in which a novel result for non-Markovian behaviour is obtained, to long times in which we recover the well-known exponential decay expressions. For the short times we show how the non-Markovian memory effects of the spin's dynamics arise from the backaction of coherent electronic particle-hole fluctuations.
As an application of the fast dynamics we propose a cooling protocol going beyond the paradigm of thermodynamic cycles. The protocol relies on a rapid pump scheme with a repeated reinitialisation of the fast quantum coherent dynamics, with each repetition carrying away a small amount of heat from the electronic environment. This protocol is temperature independent and designed to circumvent a natural bottleneck in standard demagnetisation cooling due to long relaxation times at low temperatures.
Finally we extend the dynamics to a pair of localised spins coupled through the same electronic environment, using a self-consistent projection operator framework. In contrast to the conventional RKKY coupling we derive a set of coupled equations including the temporal and spatial correlations. This set becomes finite through a meticulous identification of the electronic fluctuations responsible for the coupled dynamics, allowing for a numerical solution.
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## Introduction

A realistic quantum system is never truly isolated but part of a bigger structure. Interactions between the system and the environment are unavoidable. In a strict sense, an isolated quantum system as often considered in textbook descriptions does not exist. On the one hand, this can be seen as a nuisance, for instance with regard to decoherence of well prepared quantum states. On the other, it is an opportunity to investigate and eventually exploit the dynamics and correlations between system and environment. Experimental advances across many fields open the door to investigate quantum correlations on the nanoscale and at low temperatures. For example ultracold atom experiments present a platform for simulating small scale quantum systems and studying their dynamics [1-4]. Magnetic resonance techniques allow for probing local fields of small spin ensembles [5-8]. Looking into the field of quantum computation, nanostructures such as quantum dots [9, 10], superconducting setups [11, 12] or single atoms [13] can be used to realise qubits. Closely related is the field of quantum information where the correlations between different parts of the quantum system serve as a valuable resource [14, 15]. The common theme of these examples is the consequences of the system-bath interaction on the behaviour within the system, understood through the correlations due to that interaction.

In this work we address the influence of the system's surroundings on its dynamics, with a particular focus on the short time dynamics and the quantum correlations built up between system and environment. The example systems treated consist of localised spins embedded in a electronic conductor. Such a model is a building block to describe the experimental setups across the different fields mentioned above, ranging from capturing the relaxation of a magnetic moment in a resonance experiment, to describing the decay of a coherent state or spin qubit.

The dynamical response of certain systems provides a noninvasive way to probe it. A well known and widely used example is magnetic resonance imaging with its application in medicine. Here, the excitation of an ensemble of spins (the hydrogen nuclei in the human body) and their decay back into the equilibrium states provide us with a diagnostic tool to, e.g., distinguish different tissues in the human body. The relevant observable is the relaxation time $[16,17]$, which is the average time it takes for a system to return to its
equilibrium state. Magnetic resonance experiments such as nuclear magnetic resonance (NMR) and electron spin resonance techniques (ESR) help us to learn about the current state of the system by analysing the resonance peaks present. In many scenarios the relaxation time itself is a fit parameter based on the classical model of a magnetic moment and its reaction to an outer magnetic field [18]. The typical decay rate allows us to extract information about the effects on the system's dynamics due to the interaction between system and bath. A prominent example in condensed matter systems is the so-called Korringa law [19, 20] which indicates Fermi liquid behaviour. It connects the shift of the resonance peak due to local magnetic fields to the relaxation time and the temperature. Its failure is often connected to strongly correlated phases and interacting systems [2123].
With the advances of magnetic resonance experiments pushing into the nanometre regime [5-8], as well as using nuclear spins for computational tasks [24], the question arises if one would need to take into account quantum correlations to describe the relaxation dynamics correctly. In strongly correlated systems the spatial correlations such as magnetic ordering are often taken into account [23]. But, when considering Lorentz invariant systems, time and space should be treated on the same footing. Investigating quench dynamics and the importance of temporal correlations for the dynamical behaviour in correlated many-body systems is an active field of research [25-27]. In our contribution we go beyond the phenomenological description to address the influence of temporal correlations in the dynamical behaviour of a spin system coupled to a bath of itinerant electrons.

Short lived quantum correlations driven by the environment are important for the dynamics of the system. A prominent example is quantum dots which are a promising platform to realise spin qubits $[9,10,28]$. Here, the microscopic knowledge of the quantum dynamics is essential to understand the relaxation processes and mechanisms that set the decoherence time. How long a quantum state remains coherent is especially important for any process where the state is used for computational purposes [24, 28-30]. With the work presented here we hope to make steps towards increasing our understanding in how environments may be engineered to achieve desired effects on a quantum system [31-34].
The environment does not necessarily only lead to decoherence and decay but can also mediate an effective interaction between the parts of quantum systems. One example is the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction between localised spins through the conduction electrons [35-37]. Parts of the work presented here develop an approach based on [38] which enables us to study a collection of quantum systems that are effectively coupled by the shared environment. In a quantum information setting a coupling to the bath and the mediated effective interaction has been shown to influence
the entanglement [39]. Entanglement between quantum states is used as a resource for quantum informational tasks and protocols [14, 15]. In a condensed matter setting it has been suggested that the entanglement between magnetic impurities can be tuned by an external magnetic field [40]. Using the platform of localised spins we investigate what role temporal correlations play in the dynamical behaviour of quantum systems containing more than one spin. Furthermore the environment can be utilised to transport heat from one reservoir to the next. This is the case for any thermodynamic process where work is done by the system, such as in an Otto motor or a refrigerator. The condensed matter setup of the latter uses the demagnetisation of nuclear spins to cool down the surrounding electrons [41-47]. As experiments push for lower and lower temperatures down into the microkelvin regime for nanostructures [45] and even into the nanokelvin regime on cold atom platforms [48], the idea to utilise quantum coherent effects to support or speed up the relaxation processes is easily at hand [49-52]. In the quantum counterpart to the classical Otto motor, single molecule quantum heat engines are experimental accessible platforms to study such effects [53-55].

The methods developed in the field of open quantum systems provide a framework to investigate the underlying nature of the dynamics. An open quantum system describes a setup where the system of interest is coupled to a large environment [56-60]. The full dynamics are intractable due the extensive number of degrees of freedom making the exact description challenging. However, the aim is to still capture the effects of the environment on the quantum system's dynamics. The object of interest here is the reduced density matrix, where the degrees of freedom of the environment are traced out. Then, its equation of motion is given by a master equation.

Quantum master equations are widely used to obtain information about time-dependent properties [56-60]. The starting point to derive a master equation for the reduced density of the system on the microscopic level is the von Neumann equation and in many physical setups the equation of motion is given by a master equation of Lindblad form [61, 62]. At the heart of the Lindblad master equations sits the Born-Markov approximation. Within this approximation the bath is treated as a large memoryless reservoir, i.e., it is always in equilibrium and the interaction with the system cannot change the state of the reservoir [56, 63]. The state of a system in contact with such a reservoir thermalises and decays exponentially fast, such as the magnetisation of a paramagnet after turning off the external magnetic field.

However, at sufficiently short times, the memory time of the system-bath correlations are finite. On this short time scale the dynamics are dominated by quantum correlations, leading to a memory effects which in turn can result in non-Markovian dynamics [59, 60]. In this work we will focus on a coherent backaction of the electronic environment onto the
spin system $[33,34,64]$ and the resulting dynamics including the non-Markovian evolution due to a finite memory time of the system. To capture memory effects a generalised quantum master equation approach beyond the Lindblad description is necessary. There are different paths to derive such generalised quantum master equations beyond the Markovian approximation [56,65]. One example is a field-theoretic approach within a path integral formulation which relies on the Feynman-Vernon influence functional [66]. Another route, which is the one followed in this work, is the projection operator method [56, $65,67-69]$. The technique relies on finding a closed equation of motion for the system's dynamics by a projection onto the relevant part of the system-bath setup. Formally, the projection corresponds to tracing out the degrees of freedom of the environment. This leads to a generalised quantum master equation known as the Nakajima-Zwanzig equation [67-69] which is used throughout the work presented here. Incorporating the Born-Markov approximation would directly lead to a Born-Markov master equation or even Lindblad equation [56]. The full Nakajima-Zwanzig equation is time-nonlocal and the memory kernel, which is the operator encoding the convolution of different times, makes it generally difficult to solve. In some cases, this difficulty can be sidestepped by analysing the equation of motion in Laplace space [64, 70, 71]. In our approach we make use of the Laplace transformation to gain access to the full quantum dynamics of a localised spin embedded in electron conductor. From the projection operator technique one can also derive a time-convolutionless master equation which is local in time in contrast to the Nakajima-Zwanzig equation. The complication of keeping track of the system's history in this case is hidden in the inversion of a superoperator and an unique solution cannot be found in all cases [56]. Any generalised master equation has the potential to capture non-Markovian dynamics. The non-Markovian contributions are encoded in the influence functional $[66,72,73]$, time-dependent coefficients [71, 74, 75] or the memory kernel $[64,76]$, depending on the chosen approach. Much work has been dedicated to explain the dynamics of a two-level system coupled to a bosonic environment [77-80] or spin bath [64, 81-83], while the dynamics of systems coupled to a fermionic bath are much less understood [33, 34, 84-86].

In this work we step also away from bosonic environment and we assume an itinerant electronic environment as found in a metal or semiconductor. Since the bath is fermionic the underlying dynamical response is determined by the Pauli principle and we are able to probe strongly correlated systems. The coherence and relaxation mechanisms play a fundamental role to understand the full quantum dynamical response of such systems. Using a projection operator method to formulate a generalised quantum master equation, the main question concerns the resulting dynamics for the spin system while taking into account the full quantum coherent backaction from the bath. In Chapter 2 the methods
and the theoretical groundwork are presented. This includes a general discussion about dynamics in open quantum systems before the Nakajima-Zwanzig equation is derived. This generalised master equation is the starting point for the systems discussed in this thesis. Furthermore, we derive an extension to the Nakajima-Zwanzig equation based on a self-consistent projection operator method [38]. Chapter 3 presents the results for an explicit example system of a single spin coupled to an electronic conductor. After presenting the phenomenological approach to the decay of a magnetic moment we use the open quantum system framework to derive the full coherent quantum dynamics of the example system. The full dynamics show a fast initial decay that we are utilising to propose a cooling protocol in Chapter 4. In this setup, the surrounding bath is cooled by driving an ensemble of quantum systems. The scientific findings of Chapters 3 and 4 are published in [87]. In Chapter 5 we adapt a generalised master equation approach that allows for a time-dependent bath state. Within this framework we are able to address multiple spins in the same electronic environment. Lastly, we conclude our findings in Chapter 6.

## Non-Markovian dynamics in open <br> QUANTUM SYSTEMS

Studying dynamics in systems out of equilibrium gained a lot of attention in recent years due to the ability to simulate small quantum systems experimentally $[2,3,26]$. Experimental platforms such as cold atoms system [1, 2] or trapped ions [88, 89] enable us to address questions ranging from quench dynamics in closed system to open quantum system dynamics in solid state physics as well as quantum optics.

Within the open quantum system perspective, there has been an increasing interest in the joint quantum dynamics of system and environment mediated by the system-bath interaction $[26,60]$. The environment, formed by surrounding matter or radiation, is often treated as a bath that destroys the system's quantum coherence. In many cases, it is assumed that the interaction with the bath is instantaneous and only the current state of the environment is important. This is the Markovian approximation where correlations within the bath in time are disregarded. In many cases the Markovian description captures the system's dynamics. Only at short times as well as in systems with strong system-bath coupling or finite baths, treating the bath as a memoryless reservoir is not sufficient. During the memory time, time-dependent bath correlations build up. They lead to so-called memory effects and a generalised master equation is needed to describe the resulting dynamics where the full history of the system-bath correlations are taken into account. In the work presented in this thesis we will include a coherent backaction from the bath back onto the system which is the result of such memory effects. In this chapter we give a short overview about dynamics in open quantum systems on a more general footing. We will cover the Born-Markov approximation, followed by an overview of different techniques to capture non-Markovian dynamics and how non-Markovianity can be utilised. Furthermore we will derive a generalised quantum master equation within the projection operator approach known as the Nakajima-Zwanzig equation $[67,68]$ as well as an extension [38] which treats the bath state self-consistently in contrast to the usual equilibrium. Those equations are our starting point to investigate coherent backaction effects in the spin systems discussed in later chapters.


Figure 2.1: Sketch of an open quantum system. The system is embedded in a large bath or environment. The Hamiltonian of the full setup splits into the system contribution $H_{S}$, the environment $H_{B}$ and the interaction $H_{\text {int }}$ between them.

### 2.1 Dynamics in an open quantum system

In most realistic settings, a quantum system is not closed but in contact with an environment, as it is otherwise impossible to interact with or probe the system. The framework of open systems takes into account the influence by the environment or bath on the quantum system's dynamics due to an interaction between the two which is sketched in Fig. 2.1. In the subsequent discussion about the standard approach to open quantum system we adopt the derivations of the references [56, 65] to lay the groundwork for further developments. The Hamiltonian $H(t)$ of the full system, including the quantum system and its environment, can be written as

$$
\begin{equation*}
H(t)=H_{0}+H_{\text {int }}(t), \tag{2.1}
\end{equation*}
$$

with explicit time dependence of the interaction term $H_{\text {int }}$. The Hamiltonian $H_{0}=$ $H_{S}+H_{B}$ is the free Hamiltonian describing the system and the bath evolution, respectively. The terms bath and environment are used throughout this thesis to describe the surrounding of the open quantum system. The term bath is used for large reservoir in a thermal state and a less specific surrounding is described as environment. In particular we will study the effects of an electronic environment where the coupling between the quantum system and the electrons is a spin-spin interaction. To discuss the dynamics of such systems the density matrix $\rho(t)$ is used. Knowing the full time dependence of the density matrix allows for the computation of any physical observable including their time evolution. The full dynamics of a given Hamiltonian and the equation of motion for the
density matrix $\rho(t)$ are determined by the von Neumann equation

$$
\begin{equation*}
\dot{\rho}(t)=-i[H(t), \rho(t)] \tag{2.2}
\end{equation*}
$$

The square brackets $[\cdot, \cdot]$ denote the commutator and $H$ is the system's Hamiltonian as in Eq. (2.1). Here and henceforth we set $\hbar=1$. Introducing the Liouvillian superoperator $L$ the equation can be written as

$$
\begin{equation*}
\dot{\rho}(t)=L(t) \rho(t) \tag{2.3}
\end{equation*}
$$

with $L(\cdot)=-i[H, \cdot]$. Assuming the perturbation is the main cause of complications it is advantageous to transform into a frame rotating with the free evolution. In this interaction picture the time evolution of the unperturbed Hamiltonian is $H_{0}$ and the perturbation is $H_{\mathrm{int}}$ from Eq. (2.1), the time evolution of the density matrix $\hat{\rho}$ is given by

$$
\begin{equation*}
\hat{\rho}(t)=\hat{U}\left(t, t_{0}\right) \rho\left(t_{0}\right) \hat{U}^{\dagger}\left(t, t_{0}\right) \tag{2.4}
\end{equation*}
$$

where $\hat{*}$ is used to denote an operator in the interaction picture. The interaction picture time evolution operator $\hat{U}$ is defined as

$$
\begin{equation*}
\hat{U}\left(t, t_{0}\right)=U_{0}^{\dagger}\left(t, t_{0}\right) U\left(t, t_{0}\right) \tag{2.5}
\end{equation*}
$$

with the evolution $U_{0}$ of the non-interacting system

$$
\begin{equation*}
U_{0}\left(t, t_{0}\right)=e^{-i H_{0}\left(t-t_{0}\right)} \tag{2.6}
\end{equation*}
$$

and $U\left(t, t_{0}\right)$ the time evolution operator for the full system. Then the von Neumann equation in the interaction picture can be written as

$$
\begin{equation*}
\frac{d}{d t} \hat{\rho}(t)=-i\left[\hat{H}_{\mathrm{int}}(t), \hat{\rho}(t)\right]=\hat{L}_{\mathrm{int}}(t) \hat{\rho}(t) \tag{2.7}
\end{equation*}
$$

Here, the interaction Hamiltonian $\hat{H}_{\text {int }}$ is evolved under the evolution of the free system

$$
\begin{equation*}
\hat{H}_{\mathrm{int}}(t)=U_{0}^{\dagger}\left(t, t_{0}\right) H_{\mathrm{int}}(t) U_{0}\left(t, t_{0}\right) \tag{2.8}
\end{equation*}
$$

Integrating Eq. (2.7) leads to the formal solution

$$
\begin{equation*}
\hat{\rho}(t)=\hat{\rho}\left(t_{0}\right)-i \int_{t_{0}}^{t} d t^{\prime}\left[\hat{H}_{\mathrm{int}}\left(t^{\prime}\right), \hat{\rho}\left(t^{\prime}\right)\right] \tag{2.9}
\end{equation*}
$$

To extract any physical meaning from the general solution one has to make one or more assumptions for most cases. Widely used is the approximation of a weak systemenvironment coupling. In this weak coupling limit where the interaction between system and bath is small, we can treat the equation of motion for the density matrix Eq. (2.7) perturbatively. A generic system-bath setup is sketched on the left in Fig. 2.2. To capture second order processes in the interaction, the formal solution Eq. (2.9) is inserted back into the von Neumann equation in Eq. (2.2) which leads to

$$
\begin{equation*}
\frac{d}{d t} \hat{\rho}(t)=-\int_{t_{0}}^{t} d t^{\prime}\left[\hat{H}_{\mathrm{int}}(t),\left[\hat{H}_{\mathrm{int}}\left(t^{\prime}\right), \hat{\rho}\left(t^{\prime}\right)\right]\right] \tag{2.10}
\end{equation*}
$$

under the condition that

$$
\begin{equation*}
\left[\hat{H}_{\mathrm{int}}, \hat{\rho}\left(t_{0}\right)\right]=0 \tag{2.11}
\end{equation*}
$$

To go beyond second order in the interaction, one can iterate this procedure which leads to more nested commutators of the interaction Hamiltonian at different times.

Generally we are only interested in the reduced density matrix of the the system $\rho_{S}$ where we trace out the degrees of freedom of the environment

$$
\begin{equation*}
\rho_{S}(t)=\operatorname{Tr}_{B}\{\hat{\rho}(t)\} \tag{2.12}
\end{equation*}
$$

To find a closed equation of motion for $\rho_{S}$ we assume that

$$
\begin{equation*}
\hat{\rho}\left(t_{0}\right)=\rho_{S}\left(t_{0}\right) \tag{2.13}
\end{equation*}
$$

from which the condition Eq. (2.11) directly follows. In many situations, such as setups with a weak coupling between system and a large environment, it is justified to further assume that the full density matrix $\hat{\rho}(t)$ can be approximated by a product state between system $\rho_{S}(t)$ and environment $\rho_{B}$

$$
\begin{equation*}
\hat{\rho}(t)=\rho_{S}(t) \otimes \rho_{B} \tag{2.14}
\end{equation*}
$$

The underlying reasoning for this assumption is given by the Born approximation from scattering theory. In this case it is assumed that the wave function is not significantly
changed by a weak scattering potential and only a first order correction in the potential is taken into account [90]. In the open quantum system setting we assume that the state of the environment with a macroscopic number of degrees of freedom is not significantly changed by the interaction with the much smaller quantum system which justifies Eq. (2.14). Additionally, the state of the bath itself is often assumed to be in thermal equilibrium at some temperature $T=1 / \beta$ and is written as a Gibbs state

$$
\begin{equation*}
\rho_{B}=\frac{e^{-\beta H_{B}}}{\operatorname{Tr}\left\{e^{-\beta H_{B}}\right\}} \tag{2.15}
\end{equation*}
$$

Therefore, tracing over the environment in Eq. (2.10) leads to a master equation for the reduced density state of the system under the approximation in Eq. (2.14)

$$
\begin{equation*}
\frac{d}{d t} \rho_{S}(t)=-\int_{t_{0}}^{t} d t^{\prime} \operatorname{Tr}_{B}\left\{\left[\hat{H}_{\mathrm{int}}(t),\left[\hat{H}_{\mathrm{int}}\left(t^{\prime}\right), \rho_{S}\left(t^{\prime}\right) \otimes \rho_{B}\right]\right]\right\} \tag{2.16}
\end{equation*}
$$

The structure of Eq. (2.16) is still complicated if $H_{\mathrm{int}}(t)$ has some non-trivial timedependence due to the convolution. Later on, we will see that this equation is basically the Nakajima-Zwanzig equation. This is a generalised master equation able to take into account memory effects due to time-dependent bath correlations. For now, Eq. (2.16) is simplified further by employing the Markov approximation. Combining the assumption Eq. (2.14) with the Markov approximation is referred to as Born-Markov approximation [56] and its effects is sketched in Fig. 2.2. It assumes that the current state of the system does not depend on any previous state and therefore neglects any dependence on the history of the system-bath interaction. This means that the integral Eq. (2.16) is nonzero only over a short time interval in which $\rho_{S}$ remains unchanged. In practice, this allows us to replace $\rho_{S}\left(t^{\prime}\right)$ by $\rho_{S}(t)$ in the integrand of Eq. (2.16). We now make the substitution $t^{\prime} \rightarrow t-t^{\prime}$ and send the upper limit of the integral to infinity while choosing $t_{0}=0$. The last step is justified under the assumption that the bath correlations, which are build up in the nested commutator structure, decay sufficiently fast. This is visualised in the sketch on the right of Fig. 2.2. With these assumptions and substitutions in place, we arrive at the Born-Markov master equation

$$
\begin{equation*}
\frac{d}{d t} \rho_{S}(t)=-\int_{0}^{\infty} d t^{\prime} \operatorname{Tr}_{B}\left\{\left[\hat{H}_{\mathrm{int}}(t),\left[\hat{H}_{\mathrm{int}}\left(t-t^{\prime}\right), \rho_{S}(t) \otimes \rho_{B}\right]\right]\right\} \tag{2.17}
\end{equation*}
$$

The Born-Markov master equation is local in time and the complication of the timeconvoluted structure of Eq. (2.16) is eliminated. To get to the widely used Lindblad equation $[61,62]$ the interaction $H_{\text {int }}$ is split into products of system and bath operators,



Figure 2.2: On the left-hand side we show a sketch of a small, two-level quantum system coupled to a large environment with many degrees of freedom. The interaction between system and bath is weak and the full density matrix can be written as Eq. (2.14). Induced excitations in the environment indicated by the orange arrows dissipate into the bath without changing the state of the reservoir. The corresponding time evolution of correlations within the bath is sketched on the right. For the system's evolution at time $t_{0}$ only the current bath state is significant for the system's dynamics according to the Markov approximation. The bath correlations decay exponentially fast and the history of the system-bath evolution is irrelevant on the system time scale.
$A_{j}$ and $B_{j}$

$$
\begin{equation*}
H_{\mathrm{int}}=\sum_{j} A_{j} \otimes B_{j} \tag{2.18}
\end{equation*}
$$

The operators $A_{j}$ can be decomposed into the eigenoperatos $A_{j}(\omega)$ of the system Hamiltonian $H_{S}$. The frequency $\omega$ is the difference in energy between system eigenstates and within the secular or rotating wave approximation all contributions of different frequencies are neglected. Finding the system and bath operators in the interaction picture and inserting them for the interaction Hamiltonian $\hat{H}_{\text {int }}$ in Eq. (2.17) leads to an equation of motion of the Lindblad form

$$
\begin{equation*}
\dot{\rho}_{S}(t)=-i\left[H^{\prime}, \rho_{S}(t)\right]+\mathcal{D}\left(\rho_{S}(t)\right) \tag{2.19}
\end{equation*}
$$

with the dissipator $\mathcal{D}$

$$
\begin{equation*}
\mathcal{D}=\sum_{\omega} \sum_{\alpha, \beta} \gamma_{k}\left(A_{\beta}(\omega) \rho_{S}(t) A_{\alpha}^{\dagger}(\omega)-\frac{1}{2}\left[A_{\alpha}^{\dagger}(\omega) A_{\beta}(\omega), \rho_{S}(t)\right]\right) \tag{2.20}
\end{equation*}
$$

The first term in Eq. (2.19) corresponds to the contribution of the system Hamiltonian $H_{S}$ via the eigenoperators or Lindblad operators $A_{j}(\omega)$ to the dynamics and is known as the Lamb shift

$$
\begin{equation*}
H^{\prime}=\sum_{\omega} \sum_{\alpha, \beta} S_{\alpha \beta} A_{\alpha}^{\dagger}(\omega) A_{\beta}(\omega) . \tag{2.21}
\end{equation*}
$$

It captures the fact that due to the system-bath interaction the eigenenergies of the system alone are renormalised. The prefactors $S_{\alpha \beta}$ are defined via the one-sided Fourier transformations of the bath correlation functions

$$
\begin{equation*}
\Gamma_{\alpha \beta}=\int_{0}^{\infty} d t \operatorname{Tr}_{B}\left\{B_{\alpha}^{\dagger}(t) B_{\beta}(0)\right\} \tag{2.22}
\end{equation*}
$$

originating from the integrand in Eq. (2.17) and

$$
\begin{equation*}
S_{\alpha \beta}(\omega)=\frac{1}{2 i}\left(\Gamma_{\alpha \beta}(\omega)-\Gamma_{\beta \alpha}^{*}(\omega)\right) . \tag{2.23}
\end{equation*}
$$

The dissipator $\mathcal{D}$ in Eq. (2.19) encodes the information of how much the evolution of the reduced system is altered by surrounding environment by the rates $\gamma_{\alpha \beta}$. More concretely, the dissipation rates $\gamma_{\alpha \beta}$ are given by the real part of the bath correlation functions

$$
\begin{equation*}
\gamma_{\alpha \beta}(\omega)=\Gamma_{\alpha \beta}(\omega)+\Gamma_{\beta \alpha}^{*}(\omega) \tag{2.24}
\end{equation*}
$$

They are the characteristic decay rates of a system in contact with a bath. Some of the components correspond to, e.g., the relaxation and decoherence times $T_{1}$ and $T_{2}$ of the decay of a magnetic moments coupled to an environment.
Eq. (2.19) is the most general equation which describes the quantum dynamics of a system which ensures a completely positive and trace preserving (CPTP) map. This was first shown independently by Lindblad [61] as well as by Gorini, Kossakowski and Sudarshan [62]. Positivity means that the eigenvalues of a matrix are real and positive. The density matrix is a statistical operator and its eigenvalues correspond to the probability of a certain state. It is therefore crucial to preserve positivity during the time evolution. Due to the statistical nature of the density matrix one has to find the system it describes in some state. Consequently, the trace of the density matrix must be normalised to a constant. This physical property must also be preserved during the time evolution. When deriving a quantum master equation, no matter which approach is chosen, we need to make sure that the master equation is a CPTP map, at least for the time within the regime of validity.



Figure 2.3: On the left we again sketch a small quantum system coupled to large reservoir, similar to Fig. 2.2. Stepping away from the Markov approximation the induced excitations in bath indicated by the orange wavy lines can impact the system dynamics through memory effects, specifically a coherent backaction. The correlations within the bath decay on a finite time scale set by the memory time, which is not much smaller than the characteristic time scale of the system evolution, as shown on the right. Therefore the system's evolution is affected by the whole history of bath correlations up to the time $t_{0}$.

### 2.1.1 Beyond Lindblad and Born-Markov master equations

Dynamics described by a master equation that goes beyond the Born-Markov approximation are generally termed as non-Markovian dynamics [59, 60]. A master equation that describes the dynamics of the quantum system beyond the Lindblad description Eq. (2.19) is easily obtained from Eq. (2.16). Replacing the reduced density system $\rho\left(t^{\prime}\right)$ by $\rho(t)$ we arrive at the Redfield equation [91]

$$
\begin{equation*}
\frac{d}{d t} \rho_{S}(t)=-\int_{t_{0}}^{t} d t^{\prime} \operatorname{Tr}_{B}\left\{\left[\hat{H}_{\mathrm{int}}(t),\left[\hat{H}_{\mathrm{int}}\left(t^{\prime}\right), \rho_{S}(t) \otimes \rho_{B}\right]\right]\right\} \tag{2.25}
\end{equation*}
$$

The Redfield equation is local in time, nonetheless it sill captures some of the bath correlations that build up over time. Unlike the Born-Markov approximation, it takes into account the current time in the integration limit and therefore the bath correlation maintain a time-dependence. Not only the current state of the bath is relevant but also the history of the bath correlation building up over a memory time $\tau_{M}$ affect the system's dynamics which is sketched in Fig. 2.3. Other time-local approaches lead to Lindblad-like equations of motion, where the rates are allowed to be time-dependent and therefore they are able to capture more complicated dynamics [71, 74, 76]. If one takes into account the
full history of the system, i.e., the state of the density matrix at the current time does depend on all past times, as in Eq. (2.16), one arrives at generalised quantum master equations such as the Nakajima-Zwanzig equation [67, 68]. We will derive the NakajimaZwanzig equation using the projection operator technique in detail in Section 2.2, which is the starting point for the investigations presented in this thesis. In the Nakajima-Zwanzig equation the effects of the whole history of the system-bath coupling enter intuitively through a memory kernel which connects different times. Solving the dynamics in a time-nonlocal description is generally difficult. We will be able to sidestep this difficulty by analysing the equation of motion in Laplace space [64, 71]. Within the projection operator approach it is also possible to derive a time-convolutioness master equation local in time $[56,75,76,92]$. To find a solution the inverse of an operator is required which does not always have a unique solution [56].

Other perturbative approaches include reaction coordinate and collision models [93]. Here, one (or a few) modes from the environment are incorporated into the quantum system itself. Within this enlarged system, the system-bath dynamics are treated more carefully. Closely related is the idea to map the bath degrees of freedom onto an semiinfinite chain [94]. Apart from the projection operator technique, master equations can be formulated within a field-theoretical approach. Historically, this was done for quantum systems with harmonic environments. They rely on a path integral formalism [72], utilising the Feynman-Vernon influence functional [66], to capture dynamics beyond the Markovian regime [73]. Combining these ideas with an efficient setup of tensor networks [95, 96] led to powerful computational approaches to simulate the dynamics in open quantum systems [97-99], even for fermionic environments [86].

For any type of generalised master equations based on a perturbative approach there is no unambiguous procedure to ensure that the evolution of system under a master equation beyond a Lindblad description maintains the positivity of the density matrix [100] and one has to rely on case to case studies [74, 101, 102]. In the past few years, an enormous theoretical effort was made to classify non-Markovian dynamics and find suitable measure which determine the degree of non-Markovianity as well as make the definition of non-Markovian dynamics more rigorous [59, 101, 103] in order to understand the conditions for a CPTP evolution.

With the growing understanding of non-Markovian dynamics the idea to exploit memory effect is plausible. For example, non-Markovian dynamics have been shown to lead to noise cancellation [34] as well as playing a role in quantum information error correction protocols [104] or modifying the Stark shift [105]. On the experimental side, non-Markovian effects are measurable [49, 106], which hopefully enables us to employ non-Markovianty in quantum thermal machines [50, 52, 107-110]. These are only a few
examples and we will come back to them and expand further throughout this work.

### 2.1.2 INITIAL SLIP

Non-Markovian dynamics can only occur on short time scales or when the environment is small, when quantum fluctuations dominate over temperature induced fluctuations as they destroy any coherence. However, after this short time which is the memory time $\tau_{M}$ of the system, the evolution becomes Markovian. The memory time $\tau_{M}$ is set by an energy scale within the system, e.g., the temperature $T$. Instead of finding a general quantum master equation that would correctly describe the short time behaviour during the memory time of the system, one can try to formulate a modified, effective Markovian master equation. This master equation then is only valid for times $t>\tau_{M}$. It takes into account non-Markovian or short-time effects by an initial slip of the time evolution of the density matrix. Originally, the slippage scheme was introduced as a procedure to maintain the positivity of the density matrix evolution [111-113]. The initial slip is defined by the offset between the real initial value of the density matrix and the initial value of the effective evolution

$$
\begin{equation*}
\rho_{S}(0)-\rho_{\mathrm{eff}}(0) \tag{2.26}
\end{equation*}
$$

To determine the initial slip one compares the full dynamics of the reduced density matrix

$$
\begin{equation*}
\rho_{S}(t)=e^{L_{\text {full }} t} \rho_{S}(0) \tag{2.27}
\end{equation*}
$$

and the effective dynamics under the evolution of the Liouvillian $L_{\text {eff }}$

$$
\begin{equation*}
\rho_{S}^{\mathrm{eff}}(t)=e^{L_{\mathrm{eff}} t} \rho_{S}^{\mathrm{eff}}(0) \tag{2.28}
\end{equation*}
$$

The idea of the initial slip is sketched in Fig. 2.4. The orange line marks the correct evolution of $\rho_{s}(t)$ under the full Liouvillian $L_{\text {full }}$ according to Eq. (2.27). The effective, Markovian evolution defined in Eq. (2.28) is shown in purple. For times beyond the memory time, $t>\tau_{M}$, both density matrices Eqs. (2.27) and (2.28) have the same time evolution. They only differ at short times for $t<\tau_{M}$ and the offset in Eq. (2.26) at $t=0$ defines the initial slip. The initial conditions for both density matrices fulfil the relation

$$
\begin{equation*}
\rho_{\mathrm{eff}}(0)=\mathcal{S} \rho_{S}(0) \tag{2.29}
\end{equation*}
$$

where the slippage operator $\mathcal{S}$ was introduced [114, 115]. The slippage modifies the initial condition of the evolution. Since the evolution is the same for long times the dynamics for


Figure 2.4: The time evolution of the density matrix is sketched. Evolution under $L_{\text {full }}$ is shown by the orange line, and the effective evolution is represented by the dashed, purple curve. Adjusting the initial condition for the effective evolution by an initial slip leads to the recovery of correct evolution for times $t>\tau_{T}$. For $t<\tau_{M}$ the effective evolution does not bear any physical meaning.
the reduced density matrix can be approximated with the evolution under the effective Liouvillian

$$
\begin{equation*}
\rho_{S}(t) \approx e^{L_{\mathrm{eff}} t} \mathcal{S} \rho_{S}(0) \tag{2.30}
\end{equation*}
$$

The form of the slippage operator $S$ depends on the actual physical system. It encodes the difference of the bath correlation functions at short and long times. The non-Markovian effects are thus hidden in the slippage. Taking them into account effectively leads to a modified initial condition Eq. (2.29). The evolution under the effective dynamics with the modified initial condition makes sure that the evolution is physical and the correct one, but only for times $t>\tau_{M}$. As a simple example for an initial slip, we assume the effective evolution to be Markovian, and the dynamics of a single component of the density matrix is an exponential decay, similar to [74],

$$
\begin{equation*}
\rho_{\mathrm{eff}}(t)=e^{-\gamma t} \rho_{S}^{\mathrm{eff}}(0) \tag{2.31}
\end{equation*}
$$

where the rates $\gamma$ are given by the bath correlation functions as in Eq. (2.24) for a specific system. For the full quantum dynamics, that are also valid for times shorter than the memory time $\tau_{T}$, in a time-local form of the time evolution might be given by

$$
\begin{equation*}
\dot{\rho}_{S}(t)=-\gamma^{\prime}(t) \rho_{S}(t) \tag{2.32}
\end{equation*}
$$

with the solution

$$
\begin{equation*}
\rho_{S}(t)=e^{-\int_{0}^{t} d t^{\prime} \gamma^{\prime}\left(t^{\prime}\right)} \rho_{S}(0) \tag{2.33}
\end{equation*}
$$

where the rates $\gamma^{\prime}$ are time-dependent and capture non-Markovian effects. Equating Eqs. (2.32) and (2.33) at long times allows us to read off the appropriate initial slip

$$
\begin{equation*}
\rho_{S}^{\mathrm{eff}}(0)=\exp \left[\left(-\int_{0}^{t} d t^{\prime} \gamma^{\prime}\left(t^{\prime}\right)+\gamma\right) t\right] \rho_{S}(0) \tag{2.34}
\end{equation*}
$$

Initial slips are discussed in the literature as a mechanism to avoid a non-positive map when deriving a master equation from a microscopic Hamiltonian, e.g. via projection operator techniques $[111-114,116]$. However, one needs to keep in mind that the initial slip does not have any quantitative information about the short time dynamics in the system [74]. The effective evolution is only physical for times larger than the memory time. Later on, we will use the initial slip to describe the offset between the Markovian dynamics and the full quantum dynamics in the spirit of Eq. (2.26), although we will have access to the full dynamics.

### 2.2 NAKAJIMA-ZWANZIG EQUATION

In this section we introduce the generalised quantum master equation known as the Nakajima-Zwanzig equation $[67,68]$. It is a time-nonlocal equation of motion for the reduced density matrix and explicitly takes into account the quantum correlations building up due to the system-bath interaction in time. Therefore, this master equation captures coherent backaction effects between the system and the bath which will lead to nonMarkovian dynamics on short time scales. The Nakajima-Zwanzig equation forms the starting point to calculate the dynamics of an example system in Chapter 3. The following derivation is based on a projection operator method and it follows the references [56, $65]$. First, we consider the full density matrix $\rho(t)$ of a system-environment structure and assume it can be split into a relevant and an irrelevant part [65, 68]

$$
\begin{equation*}
\rho(t)=\rho_{\mathrm{rel}}(t)+\rho_{\mathrm{irr}}(t) \tag{2.35}
\end{equation*}
$$

The relevant part of the density matrix $\rho_{\text {rel }}$ captures slow fluctuations while the rapidly fluctuating contribution is described by the irrelevant part $\rho_{\text {irr }}$. Later on, in the open quantum system setting, $\rho_{\text {rel }}$ will correspond to the system part and $\rho_{\text {irr }}$ is associated with the environment degrees of freedom. The aim is to be able to write the expectation
value of any observable $A$ only in terms of the relevant part $\rho_{\text {rel }}$ such that

$$
\begin{equation*}
\langle A\rangle=\operatorname{Tr}\{A \rho(t)\}=\operatorname{Tr}\left\{A \rho_{\mathrm{rel}}(t)\right\}, \tag{2.36}
\end{equation*}
$$

with the trace over all degrees of freedom and consequently

$$
\begin{equation*}
\operatorname{Tr}\left\{A \rho_{\mathrm{irr}}(t)\right\}=0 . \tag{2.37}
\end{equation*}
$$

It can formally be achieved by introducing a projection operator $P$. The linear map $P$ is required to project onto the relevant subspace of the Hilbert space such that Eq. (2.36) is true and

$$
\begin{equation*}
\langle A\rangle=\operatorname{Tr}\{A \rho(t)\}=\operatorname{Tr}\{A P \rho(t)\} . \tag{2.38}
\end{equation*}
$$

is satisfied. To be able to address all remaining states in the given Hilbert space, the complement $Q$ of the projection $P$ is defined with

$$
\begin{equation*}
P+Q=\mathbb{1} . \tag{2.39}
\end{equation*}
$$

Furthermore, the projections $P$ and $Q$ satisfy

$$
\begin{align*}
& P^{2}=P  \tag{2.40}\\
& Q^{2}=Q, \tag{2.41}
\end{align*}
$$

and combing this with Eq. (2.39) it follows directly that

$$
\begin{equation*}
P Q=Q P=0 \tag{2.42}
\end{equation*}
$$

The action of the operators $P$ and $Q$ projection onto different part of the density matrix is sketched in Fig. 2.5. The aim is, to derive an equation for the reduced density matrix related to $P \rho(t)$. The equation of motion for $P \rho$ as well as $Q \rho$ follow from the von Neumann Eq. (2.2) and we obtain

$$
\begin{align*}
& \frac{d}{d t} P \rho=P L \rho(t)=P L P \rho(t)+P L Q \rho(t)  \tag{2.43}\\
& \frac{d}{d t} Q \rho=Q L \rho(t)=Q L P \rho(t)+Q L Q \rho(t) \tag{2.44}
\end{align*}
$$



Figure 2.5: Sketch of the action of the operators $P$ and $Q$ which project onto the relevant and irrelevant part of the density matrix $\rho$.
where we used the identity Eq. (2.39) in the second step. The Liouvillian $L=-i[H, \cdot]$ is defined via the time-independent Hamiltonian $H$

$$
\begin{equation*}
H=H_{0}+H_{\mathrm{int}} \tag{2.45}
\end{equation*}
$$

with the free system-bath Hamiltonian $H_{0}=H_{S}+H_{B}$ and the interaction term $H_{\text {int }}$ as before. Now we find a formal solution of Eq. (2.44) which is then inserted into Eq. (2.43). A formal solution of Eq. (2.44) can be found by introducing an integrating factor $h\left(t, t_{0}\right)$ such that

$$
\begin{equation*}
h\left(t, t_{0}\right) \frac{d}{d t} Q \rho(t)-h\left(t, t_{0}\right) Q L Q \rho(t)=h\left(t, t_{0}\right) Q L P \rho(t) \tag{2.46}
\end{equation*}
$$

The function $h\left(t, t_{0}\right)$ itself is defined via the differential equation [68]

$$
\begin{equation*}
\frac{d}{d t} h\left(t, t_{0}\right)=-h\left(t, t_{0}\right) Q L \tag{2.47}
\end{equation*}
$$

The inverse $h^{-1}\left(t, t_{0}\right)$ of its general solution is often identified as a time propagator [56]

$$
\begin{equation*}
h^{-1}\left(t, t_{0}\right)=G\left(t, t_{0}\right)=\hat{T} \exp \left[\int_{t_{0}}^{t} d t^{\prime} Q L\right] \tag{2.48}
\end{equation*}
$$

where we introduced the time-ordering operator $\hat{T}$, which orders its arguments chronologically. Since here the Liouvillian $L$ is time-independent the time propagator reduces to

$$
\begin{equation*}
G\left(t, t_{0}\right)=e^{Q L\left(t-t_{0}\right)} \quad \text { and } \quad G\left(t_{0}, t_{0}\right)=1 \tag{2.49}
\end{equation*}
$$

Thus, the differential equation Eq. (2.46) can be written as

$$
\begin{equation*}
\frac{d}{d t}\left(h\left(t, t_{0}\right) Q \rho(t)\right)=h\left(t, t_{0}\right) Q L P \rho(t) \tag{2.50}
\end{equation*}
$$

Using the definition of the time propagator above the solution is given by [65, 68]

$$
\begin{align*}
Q \rho(t) & =G\left(t, t_{0}\right) Q \rho\left(t_{0}\right)+\int_{t_{0}}^{t} d t^{\prime} G\left(t, t^{\prime}\right) Q L P \rho\left(t^{\prime}\right) \\
& =Q e^{L Q\left(t-t_{0}\right)} \rho\left(t_{0}\right)-\int_{t_{0}}^{t} d t^{\prime} Q e^{L Q\left(t-t^{\prime}\right)} L P \rho\left(t^{\prime}\right) . \tag{2.51}
\end{align*}
$$

Thus, we find an explicit expression for the term $Q \rho(t)$. Replacing the corresponding term in Eq. (2.43) we immediately arrive at the Nakajima-Zwanzig equation [67, 68]

$$
\begin{equation*}
\frac{d}{d t} P \rho(t)=P L P \rho(t)+P L Q e^{L Q\left(t-t_{0}\right)} \rho\left(t_{0}\right)+\int_{t_{0}}^{t} d t^{\prime} P L Q e^{i L Q\left(t-t^{\prime}\right)} L P \rho\left(t^{\prime}\right) . \tag{2.52}
\end{equation*}
$$

This equation is a closed equation of motion for the relevant part of the system $\rho_{\mathrm{rel}}(t)$ closely related to projection of the full density matrix $P \rho(t)$. The notion of relevant and irrelevant parts provides the formal background and is generally applicable [65]. For open systems, as considered here, the splitting comes quite naturally between system and bath. In addition this will allow us to do a few more useful transformations. We are interested in the system dynamics for which the reduced density matrix

$$
\begin{equation*}
\rho_{S}(t)=\operatorname{Tr}_{B}\{\rho(t)\}, \tag{2.53}
\end{equation*}
$$

is sufficient. A good choice for the projector $P$ is then

$$
\begin{equation*}
P(\cdot)=\operatorname{Tr}_{B}\{\cdot\} \otimes \rho_{B}, \tag{2.54}
\end{equation*}
$$

where $\rho_{B}$ is the reduced density of the environment and the trace is taken over the bath degrees of freedom. In a physical setup the initial state is often prepared and brought in contact with the environment at $t_{0}$. Therefore, there are no correlations between the system and bath at $t_{0}$. The initial state for the full density matrix can be chosen as product state between system and bath

$$
\begin{equation*}
\rho\left(t_{0}\right)=\rho_{S}\left(t_{0}\right) \otimes \rho_{B}\left(t_{0}\right) . \tag{2.55}
\end{equation*}
$$

Consequently, $P \rho\left(t_{0}\right)=\rho\left(t_{0}\right)$ and the second term in Eq. (2.52) is zero. Just as the Hamiltonian can be split into its constituent parts, the Liouvillian superoperator $L$ can
be written as

$$
\begin{equation*}
L=L_{0}+L_{\mathrm{int}}, \tag{2.56}
\end{equation*}
$$

with $L_{0}=L_{S}+L_{B}$. Inserting this into Eq. (2.52) the first term reduces to $P\left(L_{S}+\right.$ $\left.L_{\text {int }}\right) P \rho_{S}(t)$ as $P L_{B} P=0$. The initial bath state is often taken to be thermal Gibbs state in equilibrium. As the interaction $H_{\text {int }}$ usually induces an excitation in the bath we require odd moments of the interaction Liouvillian to vanish

$$
\begin{equation*}
P L_{\mathrm{int}} P=0, \tag{2.57}
\end{equation*}
$$

and the first term of Eq. (2.52) reduces to $P L_{S} P \rho(t)$. Otherwise it would violate conservation laws like energy or particle conservation within the system. Furthermore, the combination $P L Q$ is only non-zero for the interaction part, $P L Q=P L_{\text {int }} Q$ and correspondingly $Q L P=Q L_{\mathrm{int}} P$ according to Eq. (2.42). In the integral of the last term in Eq. (2.52), the time evolution involving the $Q$ projection can be written as [65]

$$
\begin{equation*}
Q e^{L Q t}=Q^{2} e^{L Q t}=Q e^{Q L t} Q \tag{2.58}
\end{equation*}
$$

Using these relations and tracing over the bath degrees of freedom, the Nakajima-Zwanzig equation for the reduced density matrix $\rho_{S}$ of an open quantum system reads

$$
\begin{equation*}
\dot{\rho_{S}}(t)=L_{S} \rho_{S}(t)+\int_{t_{0}}^{t} d t^{\prime} \operatorname{Tr}_{B}\left\{L_{\mathrm{int}} Q e^{i Q L\left(t-t^{\prime}\right)} L_{\mathrm{int}} \rho_{S}\left(t^{\prime}\right) \otimes \rho_{B}\right\} . \tag{2.59}
\end{equation*}
$$

The Nakajima-Zwanzig equation is an exact quantum master equation to all orders in the interaction which takes into account temporal correlations and their history. Unfortunately, at this point it only presents a formal solution and cannot provide any detailed insight into the system dynamics. The integro-differential equation is hard to solve with the difficulty hidden in the time-convolution of the integrand. The evolution operator $\exp \left[i Q L\left(t-t^{\prime}\right)\right]$ encodes the build up of the bath correlation functions over time. Defining the memory kernel

$$
\begin{equation*}
\Sigma\left(t-t^{\prime}\right)(\cdot)=\operatorname{Tr}_{B}\left\{L_{\mathrm{int}} Q e^{i Q L\left(t-t^{\prime}\right)} L_{\mathrm{int}} \rho_{B} \otimes(\cdot)\right\} \tag{2.60}
\end{equation*}
$$

Eq. (2.59) becomes

$$
\begin{equation*}
\dot{\rho}_{S}(t)=L_{S} \rho_{S}(t)+\int_{t_{0}}^{t} d t^{\prime} \Sigma\left(t-t^{\prime}\right) \rho_{S}\left(t^{\prime}\right) \tag{2.61}
\end{equation*}
$$

This last equation will be the starting point in the following to employ further approximations to the Nakajima-Zwanzig equation.

### 2.2.1 Born approximation of Nakajima-Zwanzig equation

In the weak coupling limit Eq. (2.61) can be expanded in the interaction strength. The time evolution operator $\exp \left[Q L\left(t-t^{\prime}\right)\right]$ obeys the Schwinger-Dyson equation [65]

$$
\begin{equation*}
e^{Q\left(L_{0}+L_{\mathrm{inn}}\right) t}=e^{Q L_{0} t}+\int_{0}^{t} d t^{\prime} e^{Q L_{0}\left(t-t^{\prime}\right)} Q L_{\mathrm{int}} e^{Q L t^{\prime}} \tag{2.62}
\end{equation*}
$$

where $L_{0}=L_{S}+L_{B}$ is the unperturbed Liouvillian. The identity provides a controlled way to expand the memory kernel Eq. (2.60) to arbitrary orders in the interaction strength. The expansion is perturbative in the interaction Hamiltonian $H_{\text {int }}$ but we stress that there is no assumption on the time evolution and all memory effects are taken into account. Up to second order in the interaction the memory kernel is then given by

$$
\begin{equation*}
\Sigma^{(2)}\left(t-t^{\prime}\right)(\cdot)=\operatorname{Tr}_{B}\left\{L_{\mathrm{int}} Q e^{Q L_{0}\left(t-t^{\prime}\right)} L_{\mathrm{int}} \rho_{B} \otimes(\cdot)\right\} \tag{2.63}
\end{equation*}
$$

Using the identity $\mathbb{1}-P=Q$ and the fact, the projection $P$ has no effect inside the trace the Born approximation of the memory kernel reduces to

$$
\begin{equation*}
\Sigma^{(2)}\left(t-t^{\prime}\right)(\cdot)=\operatorname{Tr}_{B}\left\{L_{\mathrm{int}} e^{L_{0}\left(t-t^{\prime}\right)} L_{\mathrm{int}} \rho_{B} \otimes(\cdot)\right\} . \tag{2.64}
\end{equation*}
$$

Inserting this expression back into the full Nakajima-Zwanzig equation (2.61)

$$
\begin{equation*}
\dot{\rho}_{S}(t)=L_{0} \rho_{S}(t)+\int_{t_{0}}^{t} d t^{\prime} \operatorname{Tr}_{B}\left\{L_{\mathrm{int}} e^{L_{0}\left(t-t^{\prime}\right)} L_{\mathrm{int}} \rho_{B} \otimes \rho_{S}\left(t^{\prime}\right)\right\} \tag{2.65}
\end{equation*}
$$

or

$$
\begin{equation*}
\dot{\rho}_{S}(t)=L_{0} \rho_{S}(t)+\int_{t_{0}}^{t} d t^{\prime} \Sigma^{(2)}\left(t-t^{\prime}\right) \rho_{S}\left(t^{\prime}\right) \tag{2.66}
\end{equation*}
$$

In Chapter 3 we will use this last equation as the starting point to employ further approximations to the Nakajima-Zwanzig equation and study the dynamics of a single spin embedded in an electronic environment. Taking into account all memory effects we determine the full quantum coherent dynamics in detail.

We can now connect the Nakajima-Zwanzig equation to the Markovian formulation in Section 2.1. Assuming that the correlations in the bath decay sufficiently fast and therefore faster then any correlations in the system, the interaction between bath and system is instantaneous and does not depend on the history of the joint evolution. This
is the Markov approximation and the reduced density matrix of the system $\rho_{S}$ within the integral is again taken to be

$$
\begin{equation*}
\rho_{S}\left(t^{\prime}\right) \rightarrow \rho_{S}(t) \tag{2.67}
\end{equation*}
$$

Adjusting the integration limits in the same way as in Section 2.1, the equation of motion within the Born-Markov approximation reads

$$
\begin{equation*}
\dot{\rho}_{S}(t)=L_{0} \rho_{S}(t)+\int_{0}^{\infty} d t^{\prime} \operatorname{Tr}_{B}\left\{L_{\mathrm{int}} e^{L_{0}\left(t-t^{\prime}\right)} L_{\mathrm{int}} \rho_{B}\right\} \rho_{S}(t) \tag{2.68}
\end{equation*}
$$

This equation corresponds to Eq. (2.17) after transforming into the interaction picture. Similarly, the Redfield master equation in Eq. (2.25) is recovered by only changing the time index of the reduced density matrix according to Eq. (2.67).

### 2.3 SELF-CONSISTENT PROJECTION OPERATOR METHOD

In this section a generalised master equation based on the projection operator method is derived. However, in contrast to the derivation of the Nakajima-Zwanzig equation (2.59), the projection operator itself is time-dependent. The result will be a self-consistent master equation similar to the Nakajima-Zwanzig equation which was proposed by DegenfeldSchonburg and Hartmann [38]. In contrast to the Nakajima-Zwanzig equation, the bath reference state has a time dependence. It is constantly updated and takes into account the changes in the environment. The derivation presented here follows the derivation in the appendix of the original paper [38].

The starting point is the setup that a quantum system, possibly in its own environment, is coupled to (many) other quantum systems, which are essentially copies of the first one. One can think of a lattice with some coordination number and a single quantum system at each lattice point, sketched in Fig. 2.6 for a single impurity spin in an electron spin bath. Then we are interested in the dynamics of one of the systems, e.g. system $S_{0}$, in contact with all the other ones. All other systems act as bath to the system of interest labelled $S_{0}$. The time-dependent projections will lead to a reference bath state which is self-consistently determined by all local dynamics in each subsystem $S_{n}$. The starting point for the equation of motion for the full density matrix is once again given by the von Neumann equation

$$
\begin{equation*}
\dot{\rho}(t)=L \rho(t) \tag{2.69}
\end{equation*}
$$



Figure 2.6: Sketch of an array of coupled quantum system, for example an impurity spin in an electronic spin bath. Each localised spin is incorporated in its own environment and each of the subsystems has some local dynamics, possibly including memory effects which are indicated by the ripples and wavy lines. One subsystem is chosen as system of interest, here $S_{0}$, and all other systems $S_{n}$ act as a bath for $S_{0}$. They interact with each other by some coupling $A$.
where the Liouvillian superoperator is by

$$
\begin{equation*}
L=L_{0}+L_{\mathrm{int}}=\sum_{n=0}^{N} L_{S_{n}}+L_{\mathrm{int}} \tag{2.70}
\end{equation*}
$$

The Liouvillian $L_{0}$ is given by the sum of all Liouvillians $L_{S_{n}}$ containing the eigendynamics for each subsystem $S_{n}$. The interaction between the subsystems of coupling strength $A$ can be split into the interaction terms that are directly in contact with the system of interest $S_{0}$ and all other interactions between the subsystems deep within the bath

$$
\begin{equation*}
L_{\mathrm{int}}=\sum_{n=1}^{Z} L_{\mathrm{int}}^{S_{0}, S_{n}}+L_{\mathrm{int}}^{\phi_{0}} \tag{2.71}
\end{equation*}
$$

Throughout we use the notation $X_{j}$ to denote all subsystems excluding the system $S_{j}$. Instead of having a generic bath made of fermionic or bosonic modes, here the environment formed by the neighbouring quantum systems is allowed to have more structure. Each system can have its own local dynamics, indicated by the ripples and wavy arrows in Fig. 2.6. As in the case for the time-independent projection operators we want to find an equation of motion for the relevant part of the density matrix, i.e., the reduced density matrix of the system in which we are interested. The projection operator $P$ is now defined as

$$
\begin{equation*}
P_{t}^{S_{0}}(\cdot)=\operatorname{Tr}_{\phi_{0}}\{\cdot\} \otimes \rho_{\phi_{0}} \tag{2.72}
\end{equation*}
$$

where the projection $P$ carries a time index. All subsystems $S_{0}$ act as bath to the system of interest $S_{0}$. The density matrix for all systems acting as the environment is assumed to be a product state of all individual systems

$$
\begin{equation*}
\rho_{\phi_{0}}(t)=\bigotimes_{S_{n} \neq S_{0}} \rho_{S_{n}}(t) . \tag{2.73}
\end{equation*}
$$

Each reduced density matrix is self-consistently defined as

$$
\begin{equation*}
\rho_{S_{n}}=\operatorname{Tr}_{\phi_{n}}\{\rho(t)\} \tag{2.74}
\end{equation*}
$$

at all times $t$. The complement $Q_{t}^{S_{0}}$ to the projection $P_{t}^{S_{0}}$ is

$$
\begin{equation*}
Q_{t}^{S_{0}}=\mathbb{1}-P_{t}^{S_{0}} . \tag{2.75}
\end{equation*}
$$

Both projections obey the relations

$$
\begin{align*}
\left(P_{t}^{S_{0}}\right)^{2} & =P_{t}^{S_{0}}  \tag{2.76}\\
\left(Q_{t}^{S_{0}}\right)^{2} & =Q_{t}^{S_{0}}  \tag{2.77}\\
P_{t}^{S_{0}} Q_{t}^{S_{0}} & =Q_{t}^{S_{0}} P_{t}^{S_{0}}=0, \tag{2.78}
\end{align*}
$$

similar to the relations in Section 2.2. Additionally,

$$
\begin{align*}
\dot{P}_{t}^{S_{0}} & =-\dot{Q}_{t}^{S_{0}}  \tag{2.79}\\
\dot{P}_{t}^{S_{0}} Q_{t}^{S_{0}} & =-\dot{Q}_{t}^{S_{0}} P_{t}^{S_{0}}=0 \tag{2.80}
\end{align*}
$$

The first identity follow directly from the definition Eq. (2.75), the second can be proven by utilising the first one, a full proof can be found in Appendix A. Each projector concerns only a single subsystem such that there is no need for a special relation between the projectors for different subsystems. To find an equation of motion for the reduced density matrix $\rho_{S_{0}}$ defined via the projection $P_{t}^{S_{0}}$

$$
\begin{align*}
P_{t}^{S_{0}} \rho(t) & =\operatorname{Tr}_{\phi_{0}}\{\rho(t)\} \otimes \rho_{\phi_{0}}(t) \\
& =\rho_{S_{0}}(t) \otimes \bigotimes_{S_{n} \neq S_{0}} \rho_{S_{n}}(t), \tag{2.81}
\end{align*}
$$

we start with the von Neumann equation Eq. (2.69) for the relevant part and the irrelevant
part of the density matrix

$$
\begin{align*}
& \frac{d}{d t}\left(P_{t}^{S_{0}} \rho(t)\right)=\left(\dot{P}_{t}^{S_{0}}+P_{t}^{S_{0}} L\right) P_{t}^{S_{0}} \rho(t)+P_{t}^{S_{0}} L Q_{t}^{S_{0}} \rho(t)  \tag{2.82}\\
& \frac{d}{d t}\left(Q_{t}^{S_{0}} \rho(t)\right)=\left(-\dot{P}_{t}^{S_{0}}+Q_{t}^{S_{0}} L\right) P_{t}^{S_{0}} \rho(t)+Q_{t}^{S_{0}} L Q_{t}^{S_{0}} \rho(t) \tag{2.83}
\end{align*}
$$

As before, the aim is to find a solution to Eq. (2.83). However, in contrast to the derivation of the Nakajima-Zwanzig equation, we need an expression for $\dot{P}_{t}^{S_{0}} P_{t}^{S_{0}} \rho(t)$, where

$$
\begin{align*}
\dot{P}_{t}^{S_{0}}(\cdot) & =\frac{d}{d t}\left[\operatorname{Tr}_{\phi_{0}}\{\cdot\} \otimes \rho_{\phi_{0}}(t)\right] \\
& =\operatorname{Tr}_{\phi_{0}}\{\cdot\} \otimes\left(\frac{d}{d t} \rho_{\phi_{0}}(t)\right), \tag{2.84}
\end{align*}
$$

to proceed. This term can be written as

$$
\begin{align*}
\dot{P}_{t}^{S_{0}} P_{t}^{S_{0}} \rho(t) & =\operatorname{Tr}_{\phi_{0}}\{\rho(t)\} \otimes\left(\frac{d}{d t} \operatorname{Tr}_{\phi_{n}}\{\rho(t)\}\right) \\
& =\rho_{S_{0}}(t) \otimes \dot{\rho}_{\phi_{0}}(t) \tag{2.85}
\end{align*}
$$

The last part is a short hand for the time derivative for the all reduced density matrices that act as a bath to the system $S_{0}$

$$
\begin{equation*}
\dot{\rho}_{\phi_{0}}(t)=\sum_{S_{j} \neq S_{0}} \dot{\rho}_{S_{j}}(t) \otimes \bigotimes_{S_{n} \neq S_{j}} \rho_{S_{n}}(t) \tag{2.86}
\end{equation*}
$$

Including the reduced density matrix $\rho_{S_{0}}(t)$ for the system of interest we arrive at

$$
\begin{equation*}
\dot{P}_{t}^{S_{0}} P_{t}^{S_{0}} \rho(t)=\sum_{S_{j} \neq S_{0}} \operatorname{Tr}_{\phi_{j}}\{\dot{\rho}(t)\} \otimes \bigotimes_{S_{n} \neq S_{j}} \rho_{S_{n}}(t) \tag{2.87}
\end{equation*}
$$

The equation of motion for the full density matrix $\rho(t)$ is determined by the von Neumann equation and we can substitute in the full Liouvillian $L$ in the derivative

$$
\begin{align*}
\operatorname{Tr}_{\phi_{j}}\{\dot{\rho}(t)\} & =\operatorname{Tr}_{\phi_{j}}\left\{\left(\sum_{k=1}^{N} L_{S_{k}}+L_{\mathrm{int}}\right) \rho(t)\right\} \\
& =\operatorname{Tr}_{\phi_{j}}\left\{\sum_{k=1}^{N} L_{S_{k}} \rho(t)\right\}+\operatorname{Tr}_{\phi_{j}}\left\{L_{\mathrm{int}} \rho(t)\right\} \tag{2.88}
\end{align*}
$$

Splitting the traces of the first term leads to

$$
\begin{equation*}
\operatorname{Tr}_{\phi_{j}}\left\{\sum_{k=1}^{N} L_{S_{k}} \rho(t)\right\}=\operatorname{Tr}_{\phi_{j}}\left\{\sum_{k=1, k \neq j}^{N} L_{S_{k}} \rho(t)\right\}+\operatorname{Tr}_{\phi_{j}}\left\{L_{S_{j}} \rho(t)\right\} \tag{2.89}
\end{equation*}
$$

where

$$
\begin{equation*}
\operatorname{Tr}_{\phi_{j}}\left\{\sum_{k=1, k \neq j}^{N} L_{S_{k}} \rho(t)\right\}=0 \tag{2.90}
\end{equation*}
$$

To show that this identity holds, we consider a single trace for simplicity

$$
\begin{equation*}
\operatorname{Tr}_{S_{k}}\left\{L_{S_{k}} \rho(t)\right\}=-i \operatorname{Tr}_{S_{k}}\left\{\left[H_{k}, \rho\right]\right\} \tag{2.91}
\end{equation*}
$$

Expanding in the eigenstates $e_{k}, e_{k}^{\prime}$ of the system $S_{k}$ the trace can be expressed as

$$
\begin{equation*}
\operatorname{Tr}_{S_{k}}\left\{L_{S_{k}} \rho(t)\right\}=-i \sum_{e_{k}, e_{k}^{\prime}}\left(\left\langle e_{k}\right| H_{k}\left|e_{k}^{\prime}\right\rangle\left\langle e_{k}^{\prime}\right| \rho(t)\left|e_{k}\right\rangle-\left\langle e_{k}\right| \rho(t)\left|e_{k}^{\prime}\right\rangle\left\langle e_{k}^{\prime}\right| H_{k}\left|e_{k}\right\rangle\right) \tag{2.92}
\end{equation*}
$$

In the eigenbasis the factor $\left\langle e_{k}\right| H_{k}\left|e_{k}^{\prime}\right\rangle$ commutes with the density matrix term such

$$
\begin{align*}
\operatorname{Tr}_{S_{k}}\left\{L_{S_{k}} \rho(t)\right\} & =-i \sum_{e_{k}, e_{k}^{\prime}}\left(\left\langle e_{k}\right| H_{k}\left|e_{k}^{\prime}\right\rangle\left\langle e_{k}^{\prime}\right| \rho(t)\left|e_{k}\right\rangle-\left\langle e_{k}^{\prime}\right| H_{k}\left|e_{k}\right\rangle\left\langle e_{k}\right| \rho(t)\left|e_{k}^{\prime}\right\rangle\right) \\
& =-i \sum_{e_{k}, e_{k}^{\prime}}\left\langle e_{k}\right| H_{k}\left|e_{k}^{\prime}\right\rangle\left(\left\langle e_{k}^{\prime}\right| \rho(t)\left|e_{k}\right\rangle-\left\langle e_{k}^{\prime}\right| \rho(t)\left|e_{k}\right\rangle\right) \\
& =0 \tag{2.93}
\end{align*}
$$

Then, Eq. (2.90) holds as the above relation is valid for all individual subsystems $S_{k}$. Returning to Eq. (2.88), we obtain

$$
\begin{align*}
\operatorname{Tr}_{\phi_{j}}\{\dot{\rho}(t)\} & =\operatorname{Tr}_{\phi_{j}}\left\{L_{S_{j}} \rho(t)\right\}+\operatorname{Tr}_{\phi_{j}}\left\{L_{\text {int }} \rho(t)\right\} \\
& =L_{S_{j}} \rho_{S_{j}}(t)+\operatorname{Tr}_{\phi_{j}}\left\{L_{\mathrm{int}} \rho(t)\right\} \tag{2.94}
\end{align*}
$$

where we used that in the first term the operator $L_{S_{j}}$ only acts on the subsystem $S_{j}$ and is therefore unaffected by trace over all degrees of freedom in all other subsystems. Finally, we find an expression for $\dot{P}_{t}^{S_{0}} P_{t}^{S_{0}} \rho(t)$ by substituting Eq. (2.94) into Eq. (2.87)

$$
\begin{equation*}
\dot{P}_{t}^{S_{0}} P_{t}^{S_{0}} \rho(t)=\sum_{S_{j} \neq S_{0}}\left(L_{S_{j}} \rho_{S_{j}}(t)+\operatorname{Tr}_{\phi_{j}}\left\{L_{\mathrm{int}} \rho(t)\right\}\right) \otimes \bigotimes_{S_{n} \neq S_{j}} \rho_{S_{n}}(t) \tag{2.95}
\end{equation*}
$$

To ease the notation we define a new projection operator

$$
\begin{align*}
P_{t}^{\phi_{0}}(\cdot) & =\sum_{S_{j} \neq S_{0}} P_{t}^{S_{j}}(\cdot) \\
& =\sum_{S_{j} \neq S_{0}} \bigotimes_{S_{j} \neq S_{n}} \rho_{S_{j}}(t) \otimes \operatorname{Tr}_{\phi_{j}}\{\cdot\}, \tag{2.96}
\end{align*}
$$

and the final expression for $\dot{P}_{t}^{S_{0}} P_{t}^{S_{0}}$ can be written as

$$
\begin{align*}
\dot{P}_{t}^{S_{0}} P_{t}^{S_{0}} \rho(t) & =L_{\phi_{0}} P_{t}^{S_{0}} \rho(t)+P_{t}^{\phi_{0}} L_{\text {int }} \rho(t) \\
& =L_{\phi_{0}} P_{t}^{S_{0}} \rho(t)+P_{t}^{\phi_{0}} L_{\text {int }}\left(P_{t}^{S_{0}}+Q_{t}^{S_{0}}\right) \rho(t) . \tag{2.97}
\end{align*}
$$

Substituting Eq. (2.97) into the equation of motion for the irrelevant part in of the density matrix $Q_{t}^{S_{0}} \rho(t)$ in Eq. (2.83) leads to

$$
\begin{equation*}
\frac{d}{d t}\left(Q_{t}^{S_{0}} \rho(t)\right)=\left(-L_{\phi_{0}}-P_{t}^{\phi_{0}} L_{\mathrm{int}}+Q_{t}^{S_{0}} L\right) P_{t}^{S_{0}} \rho(t)+\left(-P_{t}^{\phi_{0}} L_{\mathrm{int}}+Q^{S_{0}} L\right) Q_{t}^{S_{0}} \rho(t) \tag{2.98}
\end{equation*}
$$

To simplify this further we make use of the fact that $\operatorname{Tr}_{S_{n}}\left\{L_{S_{n}} \cdot\right\}=0$, as seen in Eq. (2.93), and that $P_{t}^{S_{0}} L_{S_{0}}=L_{S_{0}} P_{t}^{S_{0}}$ which follows directly from the definition of the projection as $L_{S_{0}}$ only acts on subsystem $S_{0}$. The equation of motion of $Q_{t}^{S_{0}} \rho(t)$ is therefore

$$
\begin{equation*}
\frac{d}{d t}\left(Q_{t}^{S_{0}} \rho(t)\right)=\mathcal{C}_{t} L_{\mathrm{int}} P_{t}^{S_{0}} \rho(t)+\left(\mathcal{C}_{t} L_{\mathrm{int}}+L_{0}\right) Q_{t}^{S_{0}} \rho(t) \tag{2.99}
\end{equation*}
$$

with $L_{0}=\sum_{S_{n}} L_{S_{n}}$ and where we defined the superoperator

$$
\begin{equation*}
\mathcal{C}_{t}=-P_{t}^{\phi_{0}}+Q_{t}^{S_{0}}=\mathbb{1}-\sum_{S_{n}} P_{t}^{S_{n}} . \tag{2.100}
\end{equation*}
$$

We can formally solve the differential equation by introducing an integrating factor as previously in Eq. (2.46). Here, the function $h\left(t, t_{0}\right)$ has to satisfy

$$
\begin{equation*}
\frac{d}{d t} h\left(t, t_{0}\right) Q_{t}^{S_{0}} \rho(t)=-h\left(t, t_{0}\right)\left(\mathcal{C}_{t} L_{\mathrm{int}}+L_{0}\right) Q_{t}^{S_{0}} \rho(t) \tag{2.101}
\end{equation*}
$$

The function $h\left(t, t_{0}\right)$ again takes the form of a time propagator given by

$$
\begin{equation*}
h^{-1}\left(t, t_{0}\right)=G\left(t, t_{0}\right)=T_{\leftarrow} \exp \left[\int_{t_{0}}^{t} d t^{\prime}\left(\mathcal{C}_{t^{\prime}} L_{\mathrm{int}}+L_{0}\right)\right], \tag{2.102}
\end{equation*}
$$

with the chronological time-ordering operator $T_{\leftarrow}$ and the solution of Eq. (2.99) then
reads

$$
\begin{equation*}
Q_{t}^{S_{0}} \rho(t)=G\left(t, t_{0}\right) Q_{t}^{S_{0}} \rho\left(t_{0}\right)+\int_{t_{0}}^{t} d t^{\prime} G\left(t, t^{\prime}\right) \mathcal{C}_{t^{\prime}} L_{\mathrm{int}} P_{t}^{S_{0}} \rho\left(t^{\prime}\right) \tag{2.103}
\end{equation*}
$$

In the last step we insert the solution Eq. (2.103) into the equation of motion of the relevant part of the system Eq. (2.82) and trace out all subsystems that act as a bath to the system $S_{0}$

$$
\begin{align*}
\dot{\rho}_{S_{0}}(t) & =\operatorname{Tr}_{\phi_{0}}\left\{\dot{P}_{t}^{S_{0}} P_{t}^{S_{0}} \rho(t)\right\}+\operatorname{Tr}_{\phi_{0}}\left\{P_{t}^{S_{0}} L P_{t}^{S_{0}} \rho(t)\right\} \\
& +\int_{t_{0}}^{t} d t^{\prime} \operatorname{Tr}_{\phi_{0}}\left\{P_{t}^{S_{0}} L G\left(t, t^{\prime}\right) \mathcal{C}_{t^{\prime}} L_{\text {int }} P_{t}^{S_{0}} \rho\left(t^{\prime}\right)\right\} . \tag{2.104}
\end{align*}
$$

The first term vanishes as

$$
\begin{equation*}
\operatorname{Tr}_{\phi_{0}}\left\{\dot{P}_{t}^{S_{0}} P_{t}^{S_{0}} \rho(t)\right\}=\operatorname{Tr}_{\phi_{0}}\left\{L_{\phi_{0}} P_{t}^{S^{0}} \rho(t)+P_{t}^{\phi_{0}} L_{\mathrm{int}} \rho(t)\right\}=0 \tag{2.105}
\end{equation*}
$$

and the second one reduces to

$$
\begin{align*}
\operatorname{Tr}_{\phi_{0}}\left\{P_{t}^{S_{0}} L P_{t}^{S_{0}} \rho(t)\right\} & =\operatorname{Tr}_{\phi_{0}}\left\{P_{t}^{S_{0}}\left(L_{S_{0}}+L_{\phi_{0}}+L_{\text {int }}\right) P_{t}^{S_{0}} \rho(t)\right\} \\
& =L_{S_{0}} \rho_{S_{0}}(t)+\operatorname{Tr}_{\phi_{0}}\left\{L_{\text {int }} P_{t}^{S_{0}} \rho(t)\right\} . \tag{2.106}
\end{align*}
$$

Finally, we arrive at a Nakajima-Zwanzig-like closed equation of motion for the reduced density matrix of the subsystem $S_{0}[38]$

$$
\begin{equation*}
\dot{\rho}_{S_{0}}(t)=L_{S_{0}} \rho_{S_{0}}(t)+\operatorname{Tr}_{\phi_{0}}\left\{L_{\mathrm{int}} P_{t}^{S_{0}} \rho(t)\right\}+\int_{t_{0}}^{t} d t^{\prime} \operatorname{Tr}_{\phi_{0}}\left\{L_{\mathrm{int}} G\left(t, t^{\prime}\right) \mathcal{C}_{t^{\prime}} L_{\mathrm{int}} P_{t}^{S_{0}} \rho\left(t^{\prime}\right)\right\} . \tag{2.107}
\end{equation*}
$$

It grants access to the dynamics of a particular subsystem in a many-body quantum system. In addition to the Nakajima-Zwanzig approach Eq. (2.107) correlations within all subsystems are captured by the superoperator $\mathcal{C}_{t}$. The bath reference state formed by the subsystems acting as a bath to the system of interest maintains a time dependence and is determined self-consistently. However, Eq. (2.107) is generally difficult to solve due to the complexity of a time-nonlocal description known from the Nakajima-Zwanzig approach. Additionally, the time propagator or dynamical map $G\left(t, t^{\prime}\right)$ in Eq. (2.102) takes a more complicated form as its explicitly depends on the projection $C_{t}$. In order to simplify the structure of Eq. (2.107) we expand the time propagator as a Dyson series [38,65] in powers of the interaction Liouvillian $L_{\text {int }}$ which we used before in Eq. (2.62).

This leads to the expression

$$
\begin{align*}
G\left(t, t^{\prime}\right) & =T \exp \left[\int_{t^{\prime}}^{t} d t^{\prime \prime}\left(L_{0}+\mathcal{C}_{t^{\prime \prime}} L_{\mathrm{int}}\right)\right] \\
& =e^{L_{0}\left(t-t^{\prime}\right)}+\int_{t^{\prime}}^{t} d t^{\prime \prime} e^{L_{0}\left(t-t^{\prime \prime}\right)} \mathcal{C}_{t^{\prime \prime}} L_{\mathrm{int}} G\left(t, t^{\prime \prime}\right) \tag{2.108}
\end{align*}
$$

Going up to the second order in the interaction corresponds to the Born approximation. Furthermore, we note that $L_{\text {int }}$ according to Eq. (2.71) can be split into the terms that directly couple to the system of interest and all other ones. Since we defined the bath reference state as a product state in Eq. (2.73) all terms containing the interaction within the bath $L_{\text {int }}^{\phi_{0}}$ drop out. Only interactions between the system $S_{0}$ and its nearest neighbours are relevant, consequently the full interaction Liouvillian $L_{\text {int }}$ can be replaced by the relevant terms $L_{\mathrm{int}}^{S_{0}, S_{n}}$. Inserting these considerations into Eq. (2.107) we arrive at the master equation

$$
\begin{align*}
\dot{\rho}_{S_{0}}(t) & =L_{S_{0}} \rho_{S_{0}}(t)+\sum_{n=1}^{Z} \operatorname{Tr}_{\phi_{0}}\left\{L_{\mathrm{int}}^{S_{0}, S_{n}} P_{t}^{S_{0}} \rho(t)\right\} \\
& +\sum_{n=1}^{Z} \int_{t_{0}}^{t} d t^{\prime} \operatorname{Tr}_{\phi_{0}}\left\{L_{\mathrm{int}}^{S_{0}, S_{n}} e^{L_{0}\left(t-t^{\prime}\right)} \mathcal{C}_{t^{\prime}}^{S_{0}, S_{n}} L_{\mathrm{int}}^{S_{0}, S_{n}} P_{t}^{S_{0}} \rho\left(t^{\prime}\right)\right\}, \tag{2.109}
\end{align*}
$$

where $Z$ is the number of neighbours the system of interest $S_{0}$ is directly coupled to. Not only the interaction Liouvillian reduces to the terms of directly coupled subsystems but also the projector $\mathcal{C}_{t}^{S_{0}, S_{n}}=\mathbb{1}-\sum_{\left\langle S_{0} S_{n}\right\rangle} P_{t}^{S_{n}}$ where the sum only runs over the neighbours. We will use this master equation as a starting point to study two localised spins in a common environment with indirect coupling via the shared bath. The time-dependent projection in this approach enables us to use a self-consistently determined bath state at every time step. In contrast to the standard Nakajima-Zwanzig equation, introducing more system degrees of freedom, e.g., more impurity spins, the equation itself does not become more complicated as the influence of neighbouring spins is purely covered by summing over all relevant subsystems. However, a time-dependent projection introduces a time-dependent bath state of which we need to take care. In Chapter 5 we will derive the equation of motion for the impurity spins, considering the itinerant electrons as the bath and then reversing the setup. Treating the impurity spins as a bath will lead to an equation of motion for the electronic environment, more precisely we find equations of motions for the relevant bath correlation functions which need to be solved as well.

## Coherent backaction in single spin

## SYSTEMS

In many physical setups, the understanding of the system's dynamical behaviour is crucial to interpret their performance. At low temperatures one might need to take into account quantum correlations to correctly describe the relaxation process in an NMR experiment [5-8] or predict the coherence time for a qubit which can be realised on many experimental platforms [9-13]. Most realistic and indeed interesting physics occurs when the system is coupled to a larger environment. The framework of open quantum systems provides a recipe to tackle these questions [56-58].

In this chapter we investigate the dynamics of a single spin coupled to an electronic environment in detail. This type of system is the fundamental building block to model an NMR system or qubit state. Starting from the Nakajima-Zwanzig equation (2.66) we derive an equation of motion up to second order in the system-bath interaction. The generalised master equation gives access to the full time evolution while taking into account the full history of the system's dynamics. We analyse the equation of motion for the localised spin density in Laplace space and our analytic solution covers the full quantum coherent time evolution. At long times the decay is purely exponential in agreement with Markovian dynamics. The decay is characterised by the relaxation and decoherence time, $T_{1}$ and $T_{2}$, and recovers the expected results from the literature. At short times, the system's dynamics is dominated by coherent quantum fluctuations which in turn lead to non-Markovian dynamics.

Investigating the implication of the memory effects, we find that even in the simple noninteracting example system the coherent backaction of the electronic bath has a notable effect on the localised spin dynamics. Although a Fermi gas has an innocent description, its physical properties are dominated by the Pauli principle. Similar to a quantum critical strongly correlated system they are largely independent of further microscopic details and dependent only on a few universal parameters such as the Fermi energy $E_{F}$, the temperature $T$ and possibly a driving voltage or the magnetic field [23, 117]. These characteristics make the simple, free Fermi gas an appealing candidate to study corre-
lated, coherent dynamics. The critical behaviour is indeed evident in the fact that the Fermi gas exhibits a strong correlation response such as the Kondo effect [118, 119] or the Fermi-edge singularity [120-123]. With our focus on the short time dynamics we are exploring the onset of exactly these correlated many-body responses.

### 3.1 DECAY MECHANISM IN SPIN SYSTEMS

We start by outlining the phenomenological description of the time evolution of the magnetisation of a nuclear spin ensemble in contact with conduction electrons. The intuitive approach leads to the macroscopic Bloch equations [18] which describe the decay of the magnetisation of a spin ensemble. Treating the localised or nuclear spins and the surrounding electrons as statistical ensembles we can characterise the decay by a single parameter which is the temperature $T$. The decay is governed by the bath's thermal fluctuations which are the primary channel for dissipation. Therefore, it is expected that the relaxation time $T_{1}$ is set by the temperature of the bath. Indeed, the relaxation time increases for lower temperature. This behaviour is captured by the Korringa relation [19, 20] which predicts the proportionality $T_{1} \sim 1 / T$. We then link to the the density matrix approach where we highlight which assumptions will no longer be valid in our further investigation.

### 3.1.1 BLoch equations

Before turning to a specific interaction between nuclear and electron spins, we present a phenomenological argument following the references $[16,17]$ which results in an equation of motion for the magnetisation of a spin ensemble interacting with its surrounding, known as the Bloch equations [18]. The first observation is that in a homogeneous magnetic field the magnetisation of an ensemble of free spins can be described by

$$
\begin{equation*}
\dot{\mathbf{M}}=\gamma \mathbf{M} \times \mathbf{B} \tag{3.1}
\end{equation*}
$$

This is a fully classical equation of motion for a magnetic moment $\mathbf{M}$ with a gyromagnetic ratio $\gamma$ in a static field $\mathbf{B}$. Furthermore, in a static field chosen to point along the $z$ direction, the magnetisation saturates at its equilibrium value $M_{0}=M_{z}=B_{z}$. The equilibrium is reached according to

$$
\begin{equation*}
\frac{d}{d t} M_{z}=-\frac{1}{T_{1}}\left(M_{z}-M_{0}\right) \tag{3.2}
\end{equation*}
$$

with the longitudinal relaxation time $T_{1}$. The relaxation time $T_{1}$ is the average time, a spin ensemble needs to get back to equilibrium after excitation by an externally applied field. At this point $T_{1}$ is an experimental observable. Later on, we find an expression for the relaxation time beyond the classical description based on the probability of transition rates for the spin flips induced by the interaction between spin system and surrounding electrons. If the spin ensemble acquires a transverse field component by, e.g., a short magnetic pulse, we can observe that the transverse magnetisation decays with

$$
\begin{align*}
& \frac{d}{d t} M_{x}=-\frac{M_{x}}{T_{2}}  \tag{3.3}\\
& \frac{d}{d t} M_{y}=-\frac{M_{y}}{T_{2}} \tag{3.4}
\end{align*}
$$

with the transverse relaxation time $T_{2}$. The transverse component decays because of the interaction with its surrounding. The last assumption states that we can combine the free motion Eq. (3.1) of the spins with the observed relaxation of Eqs. (3.2) to (3.4). Thus, we arrive at the Bloch equations [18]

$$
\begin{align*}
\frac{d}{d t} M_{x} & =\gamma M_{y} B_{z}-\frac{M_{x}}{T_{2}}  \tag{3.5}\\
\frac{d}{d t} M_{y} & =\gamma M_{x} B_{z}-\frac{M_{y}}{T_{2}}  \tag{3.6}\\
\frac{d}{d t} M_{z} & =-\frac{1}{T_{1}}\left(M_{z}-M_{0}\right), \tag{3.7}
\end{align*}
$$

for the choice of the homogeneous field along $z$. This set of macroscopic equations are purely classical and it describes the magnetisation of an ensemble of spin. The longitudinal and transverse relaxation times $T_{1}, T_{2}$ are the accessible observables in magnetic resonance and spin echo experiments. The Bloch equation (3.7) leads to an exponential decay of the magnetisation. In the next section we step away from the phenomenological description. We will see that the decay of the magnetic moment remains exponential in a high temperature expansion which corresponds to a Markovian description of the time evolution.

### 3.1.2 Spin-lattice Relaxation

To characterise the relaxation mechanism of spin ensemble in contact with an environment it proves useful to assign the temperatures $T_{I}$ and $T_{\text {el }}$ to the statistical ensemble of nuclear spins and the electronic environment, respectively. Then the relaxation process, e.g., in metal, can be interpreted as an equilibration between the nuclear spin system and the
conduction electrons. If we describe each part as a statistical ensemble, which itself is in equilibrium, the only free parameter is indeed given by the temperature of the corresponding system. In the following we derive an expression for the relaxation time $T_{1}$ based on the concept of a spin and lattice temperature, $T_{I}$ and $T_{\mathrm{el}}$, where we adapt the approach of $[16,17]$.

The ensemble of nuclear spins with inverse temperature $\beta=1 / T_{I}$ can be described by a density matrix

$$
\begin{equation*}
\rho_{I} \sim e^{-\beta H} \tag{3.8}
\end{equation*}
$$

with $H$ the Hamiltonian of the spin system. The average energy $E_{\text {avg }}$ for the spin system can be obtained in two different ways, namely from the statistical point of view and from the microscopic transitions. Their comparison leads to an expression for the $T_{1}$ time over which the spin temperature reaches equilibrium with the lattice or electron temperature. One the one hand, by postulating a spin temperature the average energy $E_{\text {avg }}$ is given by

$$
\begin{equation*}
E_{\text {avg }}=\operatorname{Tr}\{\rho H\}=\frac{1}{Z} \operatorname{Tr}\left\{H e^{-\beta H}\right\} \tag{3.9}
\end{equation*}
$$

with the partition sum $Z$ and $H$ the Hamiltonian describing the system. Within a high temperature expansion this leads to

$$
\begin{equation*}
E_{\mathrm{avg}}=-\frac{1}{Z_{T \rightarrow \infty}} \beta \operatorname{Tr}\left\{H^{2}\right\}=-\frac{1}{Z_{T \rightarrow \infty}} \beta \sum_{n} E_{n}^{2} \tag{3.10}
\end{equation*}
$$

where $n$ labels the eigenenergies $E_{n}$ of the Hamiltonian. A high temperature expansion is justified because the energy difference between two neighbouring states is small. We are looking at the Zeeman levels of nuclear spins and compared to the level splitting any other energy scale is large. In our investigation of the decay dynamics of single spin we explicitly do not use a high temperature expansion and therefore keep the quantum fluctuations which lead to a non-Markovian contribution. The change in the average energy $E_{\text {avg }}$ is then given by

$$
\begin{equation*}
\frac{d}{d t} E_{\mathrm{avg}}=-\frac{d}{d t} \beta \frac{1}{Z_{T \rightarrow \infty}} \sum_{n} E_{n}^{2} \tag{3.11}
\end{equation*}
$$

On the other hand, the average energy is given by all the energies of every available state

$$
\begin{equation*}
E_{\mathrm{avg}}=\sum_{n} p_{n} E_{n} \tag{3.12}
\end{equation*}
$$

with the probability $p_{n}$ of finding the state $|n\rangle$ occupied. The probabilities follow a Boltzmann distribution

$$
\begin{equation*}
p_{n}=\frac{1}{Z} e^{-\beta E_{n}} \tag{3.13}
\end{equation*}
$$

and $\sum_{n} p_{n}=1$. The rate of change for occupancy is governed by transition probabilities $W_{i \rightarrow f}$ from an initial state $|i\rangle$ to a finial state $|f\rangle$ and we find

$$
\begin{equation*}
\frac{d}{d t} p_{n}=\sum_{m} p_{m} W_{m \rightarrow n}-p_{n} W_{n \rightarrow m} \tag{3.14}
\end{equation*}
$$

Here, only the diagonal part of the density matrix is used for the rate equation. Omitting the off-diagonal terms, which contain the quantum coherences, corresponds to a classical description which is fully justified by the high temperature expansion. If the nuclear spin system and the lattice are in thermal equilibrium, the transition in one direction is as likely the inverse process

$$
\begin{equation*}
p_{m}^{\mathrm{eq}} W_{m \rightarrow n}=p_{n}^{\mathrm{eq}} W_{n \rightarrow m} \tag{3.15}
\end{equation*}
$$

and they obey the detailed balance. The equilibrium temperature can be approximated as the lattice temperature since the reservoir is large compared to the nuclear spin system. Using the equilibrium temperature in Eq. (3.13) and inserting it into the rate equation (3.14) we find the detailed balance relation between the transition probabilities $W_{n \rightarrow m}$ and the inverse process

$$
\begin{equation*}
W_{n \rightarrow m}=W_{m \rightarrow n} e^{\beta_{\mathrm{el}}\left(E_{m}-E_{n}\right)} \tag{3.16}
\end{equation*}
$$

Inserting this result into Eq. (3.12) and taking the time derivative leads to a second expression for the change in the average energy

$$
\begin{align*}
\frac{d}{d t} E_{\mathrm{avg}} & =\frac{1}{2} \sum_{n, m} p_{m} W_{m \rightarrow n}\left(1-e^{\beta\left(E_{m}-E_{n}\right)} e^{-\beta_{L}\left(E_{m}-E_{n}\right)}\right)\left(E_{n}-E_{m}\right) \\
& \approx \frac{1}{2 Z_{T \rightarrow \infty}} \sum_{n, m} W_{m \rightarrow n}\left(\beta-\beta_{L}\right)\left(E_{n}-E_{m}\right)^{2} \tag{3.17}
\end{align*}
$$

To get to the last line we can use the high-temperature expansion and approximate $p_{m} \approx Z_{T \rightarrow \infty}^{-1}$. Comparing Eq. (3.17) to Eq. (3.11) the change in the nuclear spin system's
temperature throughout the equilibration process is given by $[16,17]$

$$
\begin{equation*}
\frac{d}{d t} \beta=\frac{\beta_{\mathrm{el}}-\beta}{T_{1}} \tag{3.18}
\end{equation*}
$$

with the inverse relaxation time $T_{1}$

$$
\begin{equation*}
T_{1}^{-1}=\frac{1}{2} \frac{\sum_{n, m} W_{m \rightarrow n}\left(E_{m}-E_{n}\right)^{2}}{\sum_{n} E_{n}^{2}} \tag{3.19}
\end{equation*}
$$

We can relate Eq. (3.18) to the Bloch equation of $z$-component Eq. (3.7) via Curie's law $M \sim \beta$ where the relaxation time $T_{1}$ indeed corresponds to the characteristic time scale for the decay of a magnetic moment. Nonetheless, the rate equation (3.18) for the spin temperature is not limited to nuclear spins and conduction electrons but is valid for any type of localised spin in an electronic environment.

For an explicit expression for the relaxation time $T_{1}$ we can compute the transition probabilities $W$ in Eq. (3.19) with Fermi's golden rule [124, 125]

$$
\begin{equation*}
\left.W_{i \rightarrow f}=\frac{2 \pi}{\hbar}|\langle f| V| i\right\rangle\left.\right|^{2} \delta\left(E_{i}-E_{f}-\Delta E\right) \tag{3.20}
\end{equation*}
$$

The states $|i\rangle$ and $|f\rangle$ are the initial and final spin states of the transition with the corresponding energies $E_{i}$ and $E_{f}, \Delta E$ is the energy difference of adjacent states and $V$ is the scattering potential. In a metal this potential corresponds to the hyperfine contact interaction between nuclear and $s$-electron spins

$$
\begin{equation*}
H_{\mathrm{int}}=-A \delta\left(x_{I}\right) \mathbf{I} \cdot \mathbf{S} \tag{3.21}
\end{equation*}
$$

with the nuclear spin $\mathbf{I}$ at position $x_{I}$ and the itinerant electronic spin $\mathbf{S}$. The hyperfine coupling is given by $[16,17]$

$$
\begin{equation*}
A=\frac{8 \pi}{3} \gamma_{e} \gamma_{n} \hbar^{2} \tag{3.22}
\end{equation*}
$$

where $\gamma_{n}$ and $\gamma_{e}$ are the gyromagnetic ratios for the nuclei and electrons, respectively. Using Eq. (3.20) to compute the transition probabilities leads finally to an expression for the relaxation time $[16,17,19]$

$$
\begin{equation*}
\frac{1}{T_{1}} \sim A^{2}\left(\nu\left(E_{F}\right)\right)^{2} k_{B} T \tag{3.23}
\end{equation*}
$$

with the density of states $\nu\left(E_{F}\right)$ at the Fermi energy. The proportionality of $1 / T_{1} \sim T$ is the Korringa relation [19] which we comment on further in Section 3.1.4.

### 3.1.3 Connection to open quantum systems

To obtain an estimate for $T_{1}$ in Eq. (3.19) one needs to calculate the weights of the transition probability $W_{i \rightarrow f}$ for a specific interaction between nuclear spins and the lattice. They are, one the one hand, given by Fermi's golden rule in Eq. (3.20) as discussed above. On the other hand they can be determined in the density matrix description. The eigenvalues of the density matrix determine the probability amplitudes of each eigenstate. A state then consists of a linear combination of those eigenstates. The transition rates $W_{i \rightarrow f}$ directly correspond to the rate of change for the corresponding entry in the density matrix for the spin system $\rho_{S}(t)$

$$
\begin{equation*}
\left(\dot{\rho}_{S}(t)\right)_{m n}=W_{m \rightarrow n} . \tag{3.24}
\end{equation*}
$$

The calculation of the transition probabilities using a density matrix approach [126], which in a more general formulation leads to the Redfield equation (2.25) [63, 91], builds on the phenomenological description introduced in Section 3.1.1. Within the BornMarkov equation or the Lindblad description, the transition probabilities, and consequently the characteristic decay times $T_{1}$ and $T_{2}$, are determined by the bath correlation functions such as Eq. (2.24). The exact form of the bath correlations is set by the interaction term of the Hamiltonian describing the system-bath structure. For the description of a localised spin in contact with an electronic reservoir we assume again the contact interaction in Eq. (3.21). With this interaction we can write the interaction Hamiltonian of Eq. (2.18) as

$$
\begin{equation*}
H_{\mathrm{int}}=-A \sum_{\alpha=x, y, z} I^{\alpha} \otimes S_{j=0}^{\alpha} \tag{3.25}
\end{equation*}
$$

where the sum is taken over all spin components of the localised spin I and the electron $\operatorname{spin} \mathbf{S}$. The Hamiltonian for the impurity spin is given by the Zeeman term

$$
\begin{equation*}
H_{S}=b_{z}^{I} I^{z} \tag{3.26}
\end{equation*}
$$

in an external field in $z$-direction. The prefactor is defined by $b_{z}^{I}=g_{I} \mu_{I} B_{z}$ with the g factor of the impurity spin $g_{I}$ and its magnetic moment $\mu_{I}$. Within the Lindblad description the equation of motion in Eq. (2.19) can be derived as follows. The eigenoperators $A_{\alpha}(\omega)$ are defined via the projection onto the eigenspaces belonging to the eigenvalues $\pm b_{z}^{I}$ of the system Hamiltonian $H_{S}$. Their difference can take the values $\omega=0, \pm 2 b_{Z}^{I}$.

The corresponding Fourier transformed bath correlation functions are

$$
\begin{equation*}
\Gamma_{\alpha \beta}(\omega)=A^{2} \int_{0}^{\infty} d t e^{-i \omega t} \operatorname{Tr}_{\mathrm{el}}\left\{S^{\alpha}(t) S^{\beta}(0)\right\} \tag{3.27}
\end{equation*}
$$

with the trace over the electronic bath. The renormalisation of the energy states of the localised spin due to the bath coupling corresponds to the Lamb shift in Eq. (2.21). Here, any contribution of $S_{\alpha \beta} \sim \Gamma_{\alpha \beta}-\Gamma_{\beta \alpha}^{*}$ for $A_{\alpha}(\omega) A_{\beta}(\omega) \sim I_{z}$ will shift the energy states. For the dissipating part, the decay rates $\gamma_{\alpha \beta}(\omega)$ are given by the electron spin correlation functions

$$
\begin{equation*}
\gamma_{\alpha \beta}(\omega)=A^{2} \int_{-\infty}^{\infty} e^{-i \omega t} \operatorname{Tr}_{\mathrm{el}}\left\{S^{\alpha}(t) S^{\beta}(0)\right\} \tag{3.28}
\end{equation*}
$$

Their components determine the decay rates $T_{1}$ and $T_{2}$ for the longitudinal and transverse decay of the localised spin. The exact form of the bath correlation functions will be calculated later when the generalised approach beyond the Born-Markov description is presented. The underlying question is how these correlations alter the system's decay dynamics when the entire history of the system-bath interaction is taken into account and if the dynamical behaviour deviates from a pure exponential decay.

### 3.1.4 Knight shift and Korringa relation

In standard magnetic resonance experiments, the location of the resonance peak determines the energy of the magnetic moment and the linewidth carries information about the lifetime. In an external magnetic field $B$ each nuclear spin $I$ is not only subject to the applied field. The conduction electrons in a metal are paramagnetic. Their response modifies the local field which then influences the nuclear spin on top of the external field $[16,17,23]$. A schematic of a localised spin in a paramagnetic environment is shown in Fig. 3.1(a). In a resonance experiment therefore the nuclear resonance frequency is shifted by is the Knight shift $K$ [127], according to this local field. It is proportional to the magnetic susceptibility $\chi$ of the conduction electrons in the magnetic field

$$
\begin{equation*}
K \sim\left\langle I_{\text {local }}\right\rangle \sim \chi B \tag{3.29}
\end{equation*}
$$

Fig. 3.1(b) displays a typical resonance signal. Its width is associated with the life time of the state, here we chose the relaxation time $T_{1}$ as an example. Due to the locally enhanced field the nuclear Larmor frequency $\omega_{0}$ is shifted $\tilde{\omega}_{0}=\omega_{0}+K$ where $K \sim \Delta H$. In the density matrix picture parts of the renormalisation of the energies of the system Hamiltonian in Eq. (3.26) due to the Lamb shift would further contribute to the shift of
(a)
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Figure 3.1: (a) Schematic of a nuclear spin in a metal. The external magnetic field is locally enhanced by $\Delta H$ due to the magnetic polarisation of the conduction electrons. (b) The Knight shift corresponds to the shift of the NMR signal at $\omega_{0}$ for a field $H$ (orange dashed line) due to the locally enhanced field $H+\Delta H$ to new resonance frequency $\tilde{\omega}_{0}=\omega_{0}+K$ (solid purple line).
the resonance peak. For simple metals, the Knight shift can be related to the relaxation time $T_{1}[16,17,20]$

$$
\begin{equation*}
T_{1} K^{2}=\frac{\hbar}{4 \pi k_{B} T} \frac{\gamma_{e}^{2}}{\gamma_{I}^{2}} \tag{3.30}
\end{equation*}
$$

which is know as the Korringa relation [19]. The Korringa relaxation connects the temperature $T$ and the relaxation time $T_{1}$. They obey

$$
\begin{equation*}
T_{1} T=\kappa, \tag{3.31}
\end{equation*}
$$

where $\kappa$ is a material dependent constant. The relation in Eq. (3.31) is used to identify the state of the conduction electrons. Electrons which can be described as a non-interacting Fermi gas are expected to recover $T_{1} \sim 1 / T$. In such a simple metal the restriction by the Pauli principle allows only a small number of electrons around the Fermi energy to interact and therefore relax the nuclear spin. Experimentally, the violation of the Korringa behaviour hints at strong correlations in the electron system which is used as an indicator of the breakdown of the Fermi liquid description [21, 22]. The interactions renormalising the Fermi liquid then modify the Korringa constant $\kappa$. The change in $\kappa$ gives an indication about the presence of interactions. Descriptions including strong correlation effects usually take into account spatial correlations, for example anti-ferromagnetic fluctuations [23]. The Korringa relation is a direct consequence of the high temperature expansion and the Markov approximation. How the Korringa behaviour is affected by temporal correlations remains unclear in many correlated systems which is the motivation for our study in the following.


Figure 3.2: Schematics of the considered system: An impurity spin is coupled to itinerant electrons. The ripples indicate the contact interaction between localised spin and the surrounding bath and the creation of an excitation in the bath. The coherent backaction due to the short lived electron correlations are represented by the wavy lines.

### 3.2 Short and LONG Time Dynamics OF A LOCALISED SPIN IN

AN ELECTRONIC CONDUCTOR

The full time evolution of a localised spin, e.g., a nuclear spin, coupled to itinerant electrons through a contact interaction is now derived. We focus in particular on memory effects leading to non-Markovian behaviour. A sketch of the considered system is shown in Fig. 3.2. Taking into account the full history of the system-bath interaction, we investigate how the decay is altered by the short lived quantum correlations. Even for the environment of the non-interacting electrons a memory effect due to the restriction of fluctuations by the Fermi surface becomes apparent. Our approach is based on an expansion of the exact Nakajima-Zwanzig equation in the coupling constant, set up in such a way that the analytical structure of the memory kernel that causes the non-Markovian behaviour is preserved. The analytical result describes the full time range from the short time non-Markovian contributions to the well-known exponential decay expressions. The short time dynamics of the localised spin is dominated by a logarithmic temperature independent decay before crossing over to the standard thermally induced exponential decay. The considered model can be described by the Kondo-type Hamiltonian

$$
\begin{equation*}
H=\sum_{k \sigma} \epsilon_{k} c_{k \sigma}^{\dagger} c_{k \sigma}+b_{z}^{\mathrm{el}} \sum_{j} S_{z, j}+b_{z}^{I} I_{z}+A \mathbf{I} \cdot \mathbf{S}_{j=0} \tag{3.32}
\end{equation*}
$$

The spin operators $\mathbf{I}$ and $\mathbf{S}$ for the localised spin and the electrons are normalised to $|\mathbf{I}|=|\mathbf{S}|=1$. The first term in the Hamiltonian models the free Fermi gas with the energy dispersion $\epsilon_{k}$ and fermionic creation and annihilation operators $c_{k \sigma}^{\dagger}$ and $c_{k \sigma}$. The momenta $k$ label all possible electronic states with spin index $\sigma$. The second is the Zeeman
term for the electronic spin operators

$$
\begin{equation*}
\mathbf{S}_{j}=\sum_{\sigma \sigma^{\prime}} c_{j \sigma}^{\dagger} \boldsymbol{\tau}_{\sigma \sigma^{\prime}} c_{j \sigma^{\prime}} \tag{3.33}
\end{equation*}
$$

written in terms of the real-space creation and annihilation operators for the electrons, $c_{j \sigma}^{\dagger}$ and $c_{j \sigma^{\prime}}$ at position $j$ with the vector $\boldsymbol{\tau}$ of Pauli matrices. For the ease of notation we assume an underlying lattice to describe the electron system and we discuss the continuum limit later on. The prefactor $b_{z}^{\mathrm{el}}=g \mu_{B} B_{z}$ includes the electronic g -factor, the Bohr magneton $\mu_{B}$ and the external, uniform magnetic field $B_{z}$ applied along the $z$-axis. These two terms correspond to the bath Hamiltonian $H_{B}$. The third term corresponds to the Zeeman term of the localised spin with $b_{z}^{I}=g_{I} \mu_{I} B_{z}$, where $g_{I}$ is the appropriate g -factor for the impurity spin and its magnetic moment $\mu_{I}$ in the external field. Additionally, we neglect the paramagnetic magnetisation of the electrons because it is proportional to $b_{z}^{\text {el }}$ which is usually small. This allows us to set

$$
\begin{equation*}
\langle S(t)\rangle=0, \tag{3.34}
\end{equation*}
$$

which corresponds to disregarding the Knight shift [127]. To include the Knight shift we could add it into the rotating frame picture or subtract $\langle S\rangle$ from the spin operators and only treat spin fluctuations. As our focus will be on the decay and not the deterministic precession, neglecting the Knight shift makes the formalism for the decay more accessible. The interaction term couples the impurity spin to its electronic environment through the contact spin-spin interaction of strength $A$. The Zeeman term of the localised spin causes principally a spin precession. To avoid that the physics is obscured by the latter it is helpful to switch to the rotating frame where the precession is removed by the transformation

$$
\begin{equation*}
H \rightarrow H-b_{z}^{I} J_{z} \tag{3.35}
\end{equation*}
$$

with the total angular momentum for the $z$-component

$$
\begin{equation*}
J_{z}=I_{z}+\sum_{j} S_{z, j} \tag{3.36}
\end{equation*}
$$

Then, the Hamiltonian Eq. (3.32) takes a simplified form in the rotating frame

$$
\begin{equation*}
H=\sum_{k \sigma} \epsilon_{k} c_{k \sigma}^{\dagger} c_{k \sigma}+b_{z} \sum_{j} S_{z, j}+A \mathbf{I} \cdot \mathbf{S}_{j=0}, \tag{3.37}
\end{equation*}
$$

where we defined $b_{z}=b_{z}^{\text {el }}-b_{z}^{I}$. In the rotating frame the spin operators transform as

$$
\begin{align*}
I_{ \pm} \rightarrow I_{ \pm} e^{ \pm i b_{z}^{I} t}, & S_{ \pm, j} \rightarrow S_{ \pm} e^{ \pm b_{z}^{I} t}, \\
I_{z} \rightarrow I_{z}, & S_{z, j} \rightarrow S_{z, j}, \tag{3.38}
\end{align*}
$$

under the assumption in Eq. (3.34) and where

$$
\begin{align*}
I_{ \pm} & =\frac{1}{2}\left(I_{x} \pm i I_{y}\right),  \tag{3.39}\\
S_{ \pm, j} & =\frac{1}{2}\left(S_{x, j} \pm S_{y, j}\right) . \tag{3.40}
\end{align*}
$$

We assume the localised spin operator $\mathbf{I}$ to be a spin- $1 / 2$ operator. The advantage of considering spin- $1 / 2$ is the most accessible algebra while maintaining all the general physics. For any other choice of a quantum spin we expect similar dynamical behaviour as a larger spin does not introduce any other correlations. The spin system is a two-level system and all its states can be expressed with the four operators $I_{\uparrow}, I_{\downarrow}, I_{ \pm}$where we define

$$
\begin{align*}
I_{\uparrow} & =\frac{1}{2}\left(\mathbb{1}+I_{z}\right),  \tag{3.41}\\
I_{\downarrow} & =\frac{1}{2}\left(\mathbb{1}-I_{z}\right) . \tag{3.42}
\end{align*}
$$

They will form the basis to address the system dynamics using the density matrix description.

### 3.2.1 Memory effects in a simple metal

To capture the dynamics of the impurity spin driven by the interaction with the electron spins we adopt a Nakajima-Zwanzig approach similar to [64]. The Nakajima-Zwanzig master equation (2.59) provides then an equation of motion for the reduced density matrix $\rho_{I}$ describing the impurity spin

$$
\begin{equation*}
\rho_{I}=\operatorname{Tr}_{\mathrm{el}}\{\rho\}, \tag{3.43}
\end{equation*}
$$

where $\rho$ is the full density matrix of the whole system, including the impurity spin and the electronic environment. Since the model is formulated in a rotating frame, the first term of the Nakajima-Zwanzig equation is zero and we have

$$
\begin{equation*}
\frac{d}{d t} \rho_{I}(t)=\int_{0}^{t} d t^{\prime} \Sigma_{I}^{\text {Born }}\left(t-t^{\prime}\right) \rho_{I}\left(t^{\prime}\right) \tag{3.44}
\end{equation*}
$$

which is valid within the Born approximation Eq. (2.66) and therefore up to second order in the interaction $A$. The memory kernel is given by

$$
\begin{equation*}
\Sigma_{I}^{\mathrm{Born}}\left(t-t^{\prime}\right)(\cdot)=\operatorname{Tr}_{\mathrm{el}}\left\{L_{\mathrm{int}} e^{L_{0}\left(t-t^{\prime}\right)} L_{\mathrm{int}} \rho_{\mathrm{el}} \otimes(\cdot)\right\} \tag{3.45}
\end{equation*}
$$

The non-interacting part of the Liouvillian is, due to the rotating frame, defined solely by the free electronic Hamiltonian

$$
\begin{equation*}
L_{0}(\cdot)=-i\left[H_{0}, \cdot\right] \tag{3.46}
\end{equation*}
$$

with

$$
\begin{equation*}
H_{0}=\sum_{k \sigma} \epsilon_{k} c_{k \sigma}^{\dagger} c_{k \sigma}+b_{z} \sum_{j} S_{z, j} \tag{3.47}
\end{equation*}
$$

The interaction Liouvillian contains the spin-spin coupling term with

$$
\begin{equation*}
L_{\mathrm{int}}(\cdot)=-i\left[H_{\mathrm{int}},(\cdot)\right]=-i[A \mathbf{I} \cdot \mathbf{S},(\cdot)] \tag{3.48}
\end{equation*}
$$

To solve the integro-differential Eq. (3.44) we study it in the Laplace space. The Laplace transformation removes the convolution within the time integral of Eq. (3.44). Full details for the Laplace transformation of Eq. (3.44) can be found in Appendix B. In Chapter 5 we will address the dynamics of two localised spins in contact with a common electronic environment. In this setup the Laplace transform is no longer helpful because the time convolution within the equation of motion cannot be removed. However, in the current setup of a single spin the analysis of the reduced density matrix in Laplace space leads to a closed analytical expression for the full time evolution.

In general, the Laplace transform $\tilde{f}(s)$ of some function $f(t)$ is defined as

$$
\begin{equation*}
\tilde{f}(s)=\int_{0}^{\infty} d t e^{-t s} f(t) \tag{3.49}
\end{equation*}
$$

where the Laplace variable $s$ has to fulfil $\operatorname{Re}(s)>0$. Later on the result will be analytically continued to the full complex plane to pick up the pole structure. The latter fully determines the system's dynamics which in turn is found by the inverse Laplace transformation. As mentioned above, the Laplace transform of Eq. (3.44) removes the convolution in the time integral and we arrive at

$$
\begin{equation*}
\tilde{\rho}_{I}(s)=\left(s \mathbb{1}-\widetilde{\Sigma}_{I}(s)\right)^{-1} \rho_{I}(t=0) \tag{3.50}
\end{equation*}
$$

with the initial condition $\rho_{I}(t=0)$. The Laplace transform of the memory kernel is given by

$$
\begin{equation*}
\widetilde{\Sigma}_{I}=\operatorname{Tr}_{\mathrm{el}}\left\{L_{\mathrm{int}}\left(s \mathbb{1}+L_{0}\right) L_{\mathrm{int}} \rho_{\mathrm{el}}\right\} \tag{3.51}
\end{equation*}
$$

and the details for the Laplace transform starting from Eq. (3.44) can be found in Appendix B. We first solve for the localised spin dynamics in Laplace space and then return to the real time domain.

### 3.2.1.1 Matrix Representation of the memory kernel

It is advantageous to move into a basis spanned by the localised spin operators $\left\{I_{\uparrow}, I_{\downarrow}, I_{-}, I_{+}\right\}$ for the analysis. It will allow us to use a vector representation of the reduced density matrix in the superoperator space where the superoperators are represented by $4 \times 4$ matrices. The spin operator form a complete basis as they fulfil the commutation relations

$$
\begin{align*}
{\left[I_{z}, I_{ \pm}\right] } & = \pm I_{ \pm}  \tag{3.52}\\
{\left[I_{+}, I_{-}\right] } & =I_{z} \tag{3.53}
\end{align*}
$$

where $I_{z}=I_{\uparrow}-I_{\downarrow}$ according to Eqs. (3.41) and (3.42), $I_{ \pm}$is defined in Eq. (3.39). In this basis the localised spin density matrix decomposes into

$$
\begin{equation*}
\rho_{I}=\rho_{\uparrow} I_{\uparrow}+\rho_{\downarrow} I_{\downarrow}+\rho_{-} I_{+}+\rho_{+} I_{-} \tag{3.54}
\end{equation*}
$$

Due to the decomposition the density matrix components are determined by the coefficients $\rho_{\beta}$ with $\beta=\uparrow, \downarrow,-,+$ which are just complex numbers. For the expectation values for the different impurity spin components we have

$$
\begin{equation*}
\left\langle I_{\beta}\right\rangle=\operatorname{Tr}_{I}\left\{I_{\beta} \rho_{I}\right\}=I \rho_{\beta} \tag{3.55}
\end{equation*}
$$

after tracing over the system's degrees of freedom. Choosing this specific basis, every operator $O$ can be written as a product of operators, with one part acting only on the system's degrees of freedom and the other part only acting on the electronic ones, i.e.,

$$
\begin{equation*}
O=o_{\uparrow} I_{\uparrow}+o_{\downarrow} I_{\downarrow}+o_{+} I_{-}+o_{-} I_{+} \tag{3.56}
\end{equation*}
$$

In the following, lower case operators are used when they only act on the electronic degrees of freedom, upper case operators are reserved for the localised spin operators. Within this basis all superoperators are represented by $4 \times 4$ matrices and will be denoted by a
double hat $(\hat{\cdot})$ throughout the discussion. The non-interacting part of the Hamiltonian can be written as

$$
\begin{equation*}
H_{0}=h_{0} \otimes \mathbb{1}_{I} \tag{3.57}
\end{equation*}
$$

Therefore, the matrix representation for the Liouvillian superoperator $\hat{\underline{L}}_{0}$ is given by

$$
\begin{equation*}
\hat{\hat{L}}_{0}=L_{h_{0}}^{-} \mathbb{1}_{I} \tag{3.58}
\end{equation*}
$$

The superscript - denotes the commutator, i.e., $L_{h_{0}}^{-} o=-i\left[h_{0}, o\right]$. To find matrix representation for the interaction Liouvillian we decompose the interaction Hamiltonian into system and bath operators

$$
\begin{equation*}
H_{\mathrm{int}}=h_{\uparrow} I_{\uparrow}+h_{\downarrow} I_{\downarrow}+h_{+} I_{-}+h_{-} I_{+}, \tag{3.59}
\end{equation*}
$$

with $h_{\uparrow}=-h_{\downarrow}=h_{z}=S_{z, 0} / 2$ and $h_{ \pm}=2 A S_{ \pm, 0}$. To find the matrix representation of the interaction Liouvillian $\hat{\hat{L}}_{\text {int }}$ we need to determine its action on the general operator $O$ defined by Eq. (3.56) in the localised spin basis. All components of $\hat{\mathrm{L}}_{\mathrm{int}}$ are given by the commutator $\left[H_{\mathrm{int}}, O\right]$ where all entries are labelled by the all combinations of $o_{\alpha} I_{\beta}$ with $\alpha, \beta=\uparrow, \downarrow,-,+$. The explicit calculation can be found in Appendix C.1. The matrix representation of the interaction Liouvillian is then given by

$$
\hat{\hat{L}}_{\mathrm{int}}=\left(\begin{array}{cccc}
L_{h_{z}}^{-} & 0 & h_{-}^{L} & -h_{+}^{R}  \tag{3.60}\\
0 & -L_{h_{z}}^{-} & -h_{-}^{R} & h_{+}^{L} \\
h_{+}^{L} & -h_{+}^{R} & -L_{h_{z}}^{+} & 0 \\
-h_{-}^{R} & h_{-}^{L} & 0 & L_{h_{z}}^{+}
\end{array}\right)
$$

Again the superscript - refers to the commutator and the superscript + refers to the anti-commutator with the bath operator in the subscript. The superscripts $R, L$ indicate if the electron operator acts from the right- or left-hand side, e.g., $h_{-}^{R} O=O h_{-}$and $h_{-}^{L} O=h_{-} O$. Using the matrix representations for the Liouvillian superoperators in the definition of the memory kernel in Eq. (3.51) leads to an explicit expression for the memory kernel

$$
\widehat{\Sigma}_{I}(s)=\left(\begin{array}{cccc}
F_{1}(s) & -F_{2}(s) & 0 & 0  \tag{3.61}\\
-F_{1}(s) & F_{2}(s) & 0 & 0 \\
0 & 0 & F_{-}(s)+F_{z}(s) & 0 \\
0 & 0 & 0 & F_{+}(s)+F_{z}(s)
\end{array}\right)
$$

The Laplace transformation of the electron spin-spin correlation functions $F_{1,2, \pm, z}(s)$ are defined as

$$
\begin{align*}
& F_{1}(s)=2 A^{2} \int_{0}^{\infty} d t e^{-s t} \operatorname{Re}\left[e^{i b_{z}^{I} t}\left\langle S_{-, 0}(t) S_{+, 0}(0)\right\rangle\right]  \tag{3.62}\\
& F_{2}(s)=2 A^{2} \int_{0}^{\infty} d t e^{-s t} \operatorname{Re}\left[e^{i b_{z}^{I} t}\left\langle S_{+, 0}(t) S_{-, 0}(0)\right\rangle\right]  \tag{3.63}\\
& F_{-}(s)=A^{2} \int_{0}^{\infty} d t e^{-\left(s+i b_{z}^{I}\right) t}\left\langle\left\{S_{+, 0}(t), S_{-, 0}(0)\right\}\right\rangle  \tag{3.64}\\
& F_{+}(s)=A^{2} \int_{0}^{\infty} d t e^{-\left(s-i b_{z}^{I}\right) t}\left\langle\left\{S_{-, 0}(t), S_{+, 0}(0)\right\}\right\rangle  \tag{3.65}\\
& F_{z}(s)=\frac{A^{2}}{2} \int_{0}^{\infty} d t e^{-s t}\left\langle\left\{S_{z, 0}(t), S_{z, 0}(0)\right\}\right\rangle \tag{3.66}
\end{align*}
$$

where the shorthand $\langle\cdot\rangle$ replaces the trace $\operatorname{Tr}_{\mathrm{el}}\left\{\cdot \rho_{\mathrm{el}}\right\}$ over the electronic degrees of freedom and $\rho_{\mathrm{el}}$ is the equilibrium state of the bath. Notice that $\rho_{\mathrm{el}}$ is at the end of each trace. The Hamiltonian of the electrons is quadratic so that later on, the spin-spin correlators simply decouple to fermionic expectations values of particles and holes according to Wick's theorem [128]. Additional details regarding the derivation of the matrix representation of the memory kernel can be found in Appendix C.2.

Each superoperator acts on the system vector

$$
\begin{equation*}
\vec{\rho}_{I}=\left(\rho_{\uparrow}, \rho_{\downarrow}, \rho_{-}, \rho_{+}\right)^{T} \tag{3.67}
\end{equation*}
$$

such that we can solve the equation of motion for the density matrix for each component. From the structure of the memory kernel in Eq. (3.61) we see that the evolution of the components $\rho_{\uparrow, \downarrow}$ fully decouple from the components $\rho_{ \pm}$in a similar manner to the classical description with the Bloch Eqs. (3.5) to (3.7). This corresponds to the decay along different directions. The evolution of the longitudinal component along the $z$ direction is given by $\rho_{z}=\rho_{\uparrow}-\rho_{\downarrow}$. The components $\rho_{ \pm}$describe the decay in the transverse direction.

### 3.2.2 Pole structure and inverse Laplace Transformation

The impurity spin dynamics are driven by the coupling to conduction electrons and the exact nature of the effects are captured by the bath correlation functions. With the explicit expression for the memory kernel $\widehat{\Sigma}(s)$, the equation of motion in Eq. (3.50) for the density matrix coefficients takes the form

$$
\begin{equation*}
\overrightarrow{\tilde{\rho}}(s)=(s \mathbb{1}-\widehat{\Sigma}(s))^{-1} \vec{\rho}_{I}(t=0) \tag{3.68}
\end{equation*}
$$

To proceed, we determine the inverse of the superoperator

$$
(s \mathbb{1}-\hat{\Sigma}(s))^{-1}=\left(\begin{array}{cccc}
s-F_{1}(s) & F_{2}(s) & 0 & 0  \tag{3.69}\\
F_{1}(s) & s-F_{2}(s) & 0 & 0 \\
0 & 0 & s-F_{-}(s)-F_{z}(s) & 0 \\
0 & 0 & 0 & s-F_{+}(s)-F_{z}(s)
\end{array}\right)^{-1}
$$

Its inverse is given by the inverse of each $2 \times 2$ block on the diagonal and we obtain

$$
(s \mathbb{1}-\widehat{\Sigma}(s))^{-1}=\left(\begin{array}{cc}
M_{1}^{-1} & 0  \tag{3.70}\\
0 & M_{2}^{-1}
\end{array}\right)
$$

with

$$
\begin{align*}
& M_{1}^{-1}=\left(\begin{array}{cc}
\frac{s-F_{2}(s)}{s\left(s-F_{1}(s)-F_{2}(s)\right)} & \frac{-F_{2}(s)}{s\left(s-F_{1}\left(s-F_{2}(s)\right)\right.} \\
\frac{-F_{1}(s)}{s\left(s-F_{1}(s)-F_{2}(s)\right)} & \frac{s-F_{1}(s)}{s\left(s-F_{1}(s)-F_{2}(s)\right)}
\end{array}\right)  \tag{3.71}\\
& M_{2}^{-1}=\left(\begin{array}{cc}
\frac{1}{s-F_{-}(s)-F_{z}(s)} & 0 \\
0 & \frac{1}{s-F_{-}(s)-F_{z}(s)}
\end{array}\right) . \tag{3.72}
\end{align*}
$$

Consequently, the impurity spin longitudinal and transverse components, $\tilde{\rho}_{z}(s)=\tilde{\rho}_{\uparrow}(s)-$ $\tilde{\rho}_{\downarrow}(s)$ and $\tilde{\rho}_{ \pm}(s)$, in the Laplace domain are given by

$$
\begin{align*}
\tilde{\rho}_{z}(s) & =\frac{s \rho_{z}(t=0)-F_{2}(s)+F_{1}(s)}{s\left[s-F_{1}(s)-F_{2}(s)\right]}  \tag{3.73}\\
\tilde{\rho}_{ \pm}(s) & =\frac{\rho_{ \pm}(t=0)}{s-F_{ \pm}(s)-F_{z}(s)} \tag{3.74}
\end{align*}
$$

with the initial values for the reduced density matrix $\rho_{z, \pm}(t=0)$. Returning to the real time domain involves the inverse Laplace transform $s \rightarrow t$ which is defined as

$$
\begin{equation*}
k(t)=\frac{1}{2 \pi i} \lim _{R \rightarrow \infty} \int_{\lambda-i R}^{\lambda+i R} d s e^{t s} \tilde{k}(s) \tag{3.75}
\end{equation*}
$$

for some function $k(t)$ and its Laplace transformation $\tilde{k}(s)$. The complex number $\lambda$ is chosen such that all singularities of $\tilde{k}(s)$ are located to the left of the integration contour. The complex line integral is known as the Bromwich contour and it is sketched in Fig. 3.3.


Figure 3.3: Sketch of the pole structure in Laplace space. The Bromwich contour for the inverse Laplace transformation is marked by the black dashed line, it is closed at $R \rightarrow \infty$. It encloses all possible poles, Markovian and non-Markovian, of the different density matrix components in Laplace space in Eq. (3.73).

The density matrix coefficients in the time domain are then given by

$$
\begin{align*}
& \rho_{z}(t)=\lim _{R \rightarrow \infty} \int_{\lambda-i R}^{\lambda+i R} \frac{d s}{2 \pi i} e^{s t} \frac{s \rho_{z}(t=0)-F_{2}(s)+F_{1}(s)}{s\left[s-F_{1}(s)-F_{2}(s)\right]}  \tag{3.76}\\
& \rho_{ \pm}(t)=\lim _{R \rightarrow \infty} \int_{\lambda-i R}^{\lambda+i R} \frac{d s}{2 \pi i} e^{s t} \frac{\rho_{ \pm}(t=0)}{s-F_{ \pm}(s)-F_{z}(s)} \tag{3.77}
\end{align*}
$$

We will solve the inverse Laplace transform later on, but we already comment on some the general features in the following.

The system's dynamics is fully encoded in the pole structure of the integrands in Eqs. (3.76) and (3.77). Within a Markovian treatment the $s$ dependence of the memory kernel $\widetilde{\Sigma}$ is neglected and the spin-spin correlation functions $F_{\alpha}$ (Eq. (3.62) to Eq. (3.66)) in the memory kernel would reduce to $F_{\alpha}(s=0)$. They then indeed correspond to the bath correlation functions that appear in the Lindblad description Eq. (3.27). The smallest pole that enters in this case is located at $s=\widetilde{\Sigma}(s=0)$.
Beyond the Born-Markov approximation the Markovian behaviour is still captured by the singularity closest to $s=0$. This is because $t \sim 1 / s$ and consequently $s=0$ corresponds to long times in the real time domain. In Fig. 3.3 the Markovian poles is marked in orange. However, keeping the $s$ dependence of $\widetilde{\Sigma}$ provides a small but crucial difference. The small correction due to the full $s$ dependence is the source of the initial slip discussed in Section 2.1.2 of the full time evolution. The reduced amplitude of the Markovian evolution is compensated for by the non-Markovian contribution. Taking into account the full $s$ dependence of the electron response functions leads to a sequence of additional poles, which are sketched in Fig. 3.3. We will be able to identify them as the
non-Markovian part of the dynamics and calculate their contribution.
Up to this point, the discussion is general and not limited to the specific example of itinerant electrons. The information of the dynamical behaviour is encoded in the bath correlation functions $F_{\alpha}(s)$. If they are known, the analysis of the pole structure in Laplace space can be transferred to different physical setups with different types of environments. After locating the singularities and identifying the Markov and non-Markovian poles, one performs the inverse Laplace transform and arrives at the full time evolution up to the second order in the interaction. The exact details of the dynamical behaviour for the explicit example of the impurity spin are the focus of Sections 3.2.4 and 3.2.5.

### 3.2.3 Bath CORrELATIONS IN LAPLACE SPACE

The electron spin-spin correlation functions $F_{\alpha}(s)$ (Eqs. (3.62) to (3.66)) carry the information about the impurity spin's dynamics in contact with the electronic environment. These time-nonlocal correlation functions capture the short-lived coherent quantum fluctuations that will lead to non-Markovian dynamics. To analyse them further, we model the itinerant electron bath as a free Fermi gas. Since the interaction is restricted to a contact interaction at $j=0$ we can write the electron $\operatorname{spin} \mathbf{S}_{j}$ in momentum space as

$$
\begin{equation*}
\mathbf{S}_{j=0}=\sum_{k k^{\prime}, \sigma \sigma^{\prime}} c_{k \sigma}^{\dagger} \boldsymbol{\tau}_{\sigma \sigma^{\prime}} c_{k^{\prime} \sigma^{\prime}} \tag{3.78}
\end{equation*}
$$

For simplicity, we first consider the zero field limit, $b_{z}^{I}=0$. In this case, the spinspin correlation functions are all identical due to the $S U(2)$ symmetry of the Fermi gas, $F_{1}=F_{2}=F_{ \pm}=F_{z}$. In particular, the correlator $F_{z}(s)$ is given by

$$
\begin{equation*}
F_{z}(s)=-\frac{A^{2}}{2} \frac{a^{2 d}}{(2 \pi)^{d}} \int_{0}^{t} d t e^{-t s} \sum_{k k^{\prime}, \sigma}\left[e^{i\left(\epsilon_{k}-\epsilon_{k^{\prime}}\right) t}\left\langle c_{k_{\sigma}}^{\dagger} c_{k \sigma}\right\rangle\left\langle c_{k^{\prime} \sigma} c_{k^{\prime} \sigma}^{\dagger}\right\rangle+\mathrm{c} . \mathrm{c}\right], \tag{3.79}
\end{equation*}
$$

where c.c. denotes the complex conjugate. We choose here a discrete $k$ summation, assuming an underlying lattice with the lattice constant $a$ with the volume $a^{2 d}$ of the first Brillouin zone in $d$ spatial dimensions. However, a continuum description would yield the same result. The Hamiltonian $H_{0}$ is diagonal in the electronic creation and annihilation operators $c_{k \sigma}^{\dagger}$ and $c_{k \sigma}$ such that the time evolution of the spin operators is simply given by the phase factor $\exp \left( \pm i \epsilon_{k} t\right)$. To perform the summation over momenta $k, k^{\prime}$ the density of states

$$
\begin{equation*}
\nu(\epsilon)=\frac{a^{d}}{(2 \pi)^{d}} \frac{d^{d} k}{d \epsilon} \tag{3.80}
\end{equation*}
$$

is introduced in a contiuum limit such that the summation can be replaced by an integral over the energy $\epsilon$. Since the relevant excitations influencing the dynamics of the system are the particle-hole fluctuations close to the Fermi surface we shall consider a sufficiently wide band such that $\nu(\epsilon)$ can be set constant to $\nu_{0}=\nu\left(E_{F}\right)$ in the energy integration. As such $\nu_{0}$ does not overshadow the universal physics near the Fermi energy $E_{F}$. However, it also gives rise to ultra-violet divergences since a constant density of states is extended to high energies. To resolve this problem we introduce a cutoff $\xi_{0}$ and replace the density of states by

$$
\begin{equation*}
\nu(\epsilon)=\nu_{0} e^{-|\epsilon| / \xi_{0}} \tag{3.81}
\end{equation*}
$$

The energy $\epsilon$ is chosen such that $\epsilon=0$ corresponds to the Fermi energy $E_{F}$. The replacement in Eq. (3.81) for the true density of states has the advantage of incorporating all non-universal high energy physics in a single parameter $\xi_{0}$. Through the expansions in $\xi_{0}$ it is then possible to precisely separate universal low energy from non-universal high energy physics. To simplify the discussion of the spin-spin correlators we define the functions

$$
\begin{equation*}
F(s)=-\frac{1}{\nu_{0}} \int_{0}^{\infty} d t e^{-t s} \int d \epsilon \nu(\epsilon) e^{i \epsilon t} f(\epsilon) \int d \epsilon^{\prime} \nu\left(\epsilon^{\prime}\right) e^{-i \epsilon^{\prime} t}\left(1-f\left(\epsilon^{\prime}\right)\right) \tag{3.82}
\end{equation*}
$$

and

$$
\begin{equation*}
G(s)=-\frac{1}{\nu_{0}} \int_{0}^{\infty} d t e^{-t s} \int d \epsilon \nu(\epsilon) e^{-i \epsilon t} f(\epsilon) \int d \epsilon^{\prime} \nu\left(\epsilon^{\prime}\right) e^{i \epsilon^{\prime} t}\left(1-f\left(\epsilon^{\prime}\right)\right) \tag{3.83}
\end{equation*}
$$

with the Fermi-Dirac distribution

$$
\begin{equation*}
f(\epsilon)=\frac{1}{1+\exp \left[\frac{\epsilon}{k_{B} T}\right]}, \tag{3.84}
\end{equation*}
$$

where $k_{B}$ is the Boltzmann constant. Note that $s \in \mathbb{C}$ such that $G(s)$ is not simply the complex conjugate of $F(s)$. Eq. (3.82) corresponds to the first term of Eq. (3.79), apart from a modified prefactor, after replacing the sum over all momenta with the integral over the energy $\epsilon, \epsilon^{\prime}$. Similarly, Eq. (3.83) corresponds to complex conjugate term in Eq. (3.79) and the difference in comparison to the function $F(s)$ is the reverse time evolution of the expectation values. To solve the integral over the energy, we assume a symmetric form of the density of states, $\nu(\epsilon)=\nu(-\epsilon)$, and for the distribution of the holes we use that
$1-f(\epsilon)=f(-\epsilon)$. With these assumptions we arrive at

$$
\begin{equation*}
F(s)=-\int_{0}^{\infty} d t e^{-t s}\left[\int d \epsilon e^{-|\epsilon| / \xi_{0}} e^{i \epsilon t} f(\epsilon)\right]^{2} \tag{3.85}
\end{equation*}
$$

Using the residue theorem a closed form of the energy integral is found, see Appendix D. 1 for details,

$$
\begin{equation*}
F(s)=-\int_{0}^{\infty} d t e^{-t s} \frac{\left(\pi k_{B} T\right)^{2}}{\sin ^{2}\left(\pi k_{B} T\left(i t+\xi_{0}^{-1}\right)\right)} \tag{3.86}
\end{equation*}
$$

The high energy cutoff manages the divergence of the integrand at short times. The $\xi_{0}$-independent contribution captures the universal behaviour around the Fermi surface in the low energy sector. Finally, the time integral of the Laplace transform Eq. (3.86) leads to a hypergeometric function, see Appendix D.2. After an expansion in the inverse cutoff $\xi_{0}^{-1}$ we obtain

$$
\begin{equation*}
F(s)=i \xi_{0}-\pi k_{B} T+s\left[\ln \left(\frac{2 \pi k_{B} T}{i \xi}\right)+\psi\left(1+\frac{s}{2 \pi k_{B} T}\right)\right] \tag{3.87}
\end{equation*}
$$

where we neglect all terms with negative power of $\xi_{0}$. In this expression, $\psi(z)$ is the digamma function

$$
\begin{equation*}
\psi(z)=\frac{\Gamma^{\prime}(z)}{\Gamma(z)} \tag{3.88}
\end{equation*}
$$

where $\Gamma(z)$ is Euler's Gamma function and the prime indicates the derivative with respect to $z$. Expressions with the digamma function can often be found in the literature for integrals involving the Fermi function [129, 130]. Additionally, the constant $\psi(1) / 2=$ $-\gamma / 2$ is absorbed in the logarithm such that $\xi_{0} \rightarrow \xi$ with

$$
\begin{equation*}
\xi=\xi_{0} e^{\gamma / 2} \tag{3.89}
\end{equation*}
$$

where $\gamma$ is the Euler-Mascheroni constant. The redefinition is justified as the cutoff $\xi$ is due to the non-universal behaviour at the band edges. An exact determination can only be done for an explicit model or through an experiment. Any other constant playing a similar role can therefore be absorbed into a renormalisation of the cutoff and does not change the universal behaviour. The result for the function $G(s)$ is found similarly, the
only difference is a conjugation in the cutoff $i \xi_{0} \rightarrow-i \xi_{0}$ such that

$$
\begin{align*}
G(s) & =\left.F(s)\right|_{i \xi_{0} \rightarrow-i \xi_{0}} \\
& =-i \xi_{0}-\pi k_{B} T+s\left[\ln \left(\frac{2 \pi k_{B} T}{-i \xi}\right)+\psi\left(1+\frac{s}{2 \pi k_{B} T}\right)\right] \tag{3.90}
\end{align*}
$$

The functions $F(s)$ and $G(s)$ can be used to write the response function in Eq. (3.79) as

$$
\begin{equation*}
F_{z}(s)=\alpha[F(s)+G(s)] \tag{3.91}
\end{equation*}
$$

where the dimensionless coupling parameter

$$
\begin{equation*}
\alpha=\left(A \nu_{0}\right)^{2} \tag{3.92}
\end{equation*}
$$

was introduced. In the following discussion $\alpha$ will appear as the small expansion parameter. This is justified because we assumed the coupling strength $A$ to be small and we are working within the Born approximation.

### 3.2.3.1 LOW AND HIGH TEMPERATURE LIMITS

The only relevant parameter that dictates the behaviour of the bath at the Fermi level is the temperature $T$. Therefore, there are two distinct regimes for the response function $F_{z}(s)$. For high temperatures, where $\operatorname{Re}(s)<k_{B} T / \hbar$, thermal fluctuations dominate the dynamics. In the opposite limit, $\operatorname{Re}(s)>k_{B} T / \hbar$, quantum fluctuations prevail and the dominant contributions to the dynamics are driven by those quantum fluctuations. This leads to memory effects from the particle-hole fluctuations around the Fermi energy. The particle-hole fluctuations are a universal feature which only depends on the existence of the Fermi level. The introduction of the high energy cutoff $\xi_{0}$ earlier ensures that the bath correlator only captures the important physics around the Fermi energy. In the following, we study the low and high temperature limits of the correlator

$$
\begin{equation*}
F_{z}(s)=-2 \alpha \pi k_{B} T+2 \alpha s\left[\ln \left(\frac{2 \pi k_{B} T}{\xi}\right)+\psi\left(1+\frac{s}{2 \pi k_{B} T}\right)\right] \tag{3.93}
\end{equation*}
$$

as it was defined in Eq. (3.91). First, we consider the limit $T \rightarrow 0$ where the quantum critical correlations in the bath are visible. In the low temperature limit of Eq. (3.93) the digamma function's asymptote is a logarithm [131], $\psi(z) \sim \ln (z)$, which cancels the
temperature dependence of the logarithm in the second term. This leads to

$$
\begin{equation*}
F_{z}(s) \sim 2 \alpha s \ln \left(\frac{s}{\xi}\right) . \tag{3.94}
\end{equation*}
$$

The logarithmic behaviour of the response function hints at the underlying Kondo effect driven by quantum correlations. Calculating the spin-spin correlator at finite temperature and taking the limit $T \rightarrow 0$ bypasses a direct calculation at $T=0$. The immediate evaluation for $T=0$ leads to a branch cut along the negative real axis due to the logarithmic response and treating the branch cut analytically is much more involved. Second, in the limit of $\operatorname{Re}(s) \ll k_{B} T / \hbar$ the digamma function $\psi(z)$ tends to the EulerMascheroni constant $-\gamma$ [131], which again is absorbed in the cutoff $\xi \rightarrow \xi^{\prime}$ similar to Eq. (3.89) and we obtain

$$
\begin{equation*}
F_{z}(s) \sim-2 \alpha \pi k_{B} T+2 \alpha s \ln \left(\frac{2 \pi k_{B} T}{\xi^{\prime}}\right) \tag{3.95}
\end{equation*}
$$

The first term, independent of the Laplace variable $s$, will later be identified as the Markovian contribution and it defines the relaxation time of the localised spin. The second term linear in $s$ reduces the Markovian decay amplitude due to the renormalisation of the electron fluctuations. Already in these crude limits of the temperature we can infer that Markovian dynamics are relevant on timescales $t \gg \hbar / k_{B} T$. On the other hand we expect the non-Markovian effects of quantum correlations to cause a deviation from the standard Markovian dynamics at short times scale, $t<\hbar / k_{B} T$.

### 3.2.3.2 Bath correlation functions in a finite field

In a finite magnetic field, the full expressions for the spin-spin correlations functions are given by Eq. (3.62) to Eq. (3.66). They can also be expressed as combinations of the functions $F(s)$ and $G(s)$, which are defined in Eqs. (3.87) and (3.90), by shifting the argument in the Laplace transform such that

$$
\begin{equation*}
s \rightarrow s \pm i b_{z}^{I} . \tag{3.96}
\end{equation*}
$$

The sign is determined by the corresponding phase factor in Eq. (3.62) to Eq. (3.66). The full expression for the bath correlation functions are therefore given by

$$
\begin{align*}
F_{1}(s) & =\alpha\left[F\left(s-i b_{z}^{I}\right)+G\left(s+i b_{z}^{I}\right)\right]  \tag{3.97}\\
F_{2}(s) & =\alpha\left[F\left(s+i b_{z}^{I}\right)+G\left(s-i b_{z}^{I}\right)\right]  \tag{3.98}\\
F_{-}(s) & =\alpha\left[F\left(s+i b_{z}^{I}\right)+G\left(s+i b_{z}^{I}\right)\right]=F_{z}\left(s+i b_{z}^{I}\right)  \tag{3.99}\\
F_{+}(s) & =\alpha\left[F\left(s-i b_{z}^{I}\right)+G\left(s-i b_{z}^{I}\right)\right]=F_{z}\left(s-i b_{z}^{I}\right),  \tag{3.100}\\
F_{z}(s) & =\alpha[F(s)+G(s)] \tag{3.101}
\end{align*}
$$

### 3.2.4 Markovian dynamics

Using the explicit expressions for the spin-spin correlation functions, we analyse the corresponding singularities of the denominator in Eqs. (3.76) and (3.77). The Markovian behaviour is captured by the poles $s \sim \alpha$ and neglects the $s$ dependence of the electronic response functions (Eq. (3.97) to Eq. (3.101)) which was discussed in Section 3.2.2.

For the longitudinal component we find a trivial pole at $1 / s$ for $s=0$. Splitting of the simple pole we rewrite $\tilde{\rho}_{z}(s)$ in Eq. (3.73) as

$$
\begin{equation*}
\tilde{\rho}_{z}(s)=\frac{1}{s} \frac{F_{2}(0)-F_{1}(0)}{F_{1}(0)+F_{2}(0)}+\frac{\rho_{z}(t=0)-\frac{F_{2}(0)-F_{1}(0)}{F_{1}(0)+F_{2}(0)}}{s-F_{1}(s)-F_{2}(s)} \tag{3.102}
\end{equation*}
$$

Here, the first term is time-independent and corresponds to the equilibrium value $\rho_{z}^{\text {eq }}$ which is reached in the long time limit $t \rightarrow \infty$. Using the definitions for $F_{1}(s)$ and $F_{2}(s)$ in Eqs. (3.97) and (3.98) at $s=0$ the equilibrium value evaluates to

$$
\begin{equation*}
\rho_{z}^{\mathrm{eq}}=\frac{F_{2}(0)-F_{1}(0)}{F_{1}(0)+F_{2}(0)}=-\tanh \left(\frac{b_{z}^{I}}{2 k_{B} T}\right) \tag{3.103}
\end{equation*}
$$

As expected the long time limit corresponds to the paramagnetic polarisation of the spin in a magnetic field. Eq. (3.103) is indeed the result obtained from standard thermodynamics when considering the polarisation of a two level system in a Zeeman field.

Further singularities can be found by requiring

$$
\begin{equation*}
s-F_{1}(s)-F_{2}(s)=0 \tag{3.104}
\end{equation*}
$$

and

$$
\begin{equation*}
s-F_{ \pm}(s)-F_{z}(s)=0 \tag{3.105}
\end{equation*}
$$

for the decay of $\rho_{z}(t)$ and $\rho_{ \pm}(t)$. Keeping in mind that the Markovian contribution neglects the short time dynamics and therefore contributions for finite values for $s$ we want to solve the above two equations such that $s \approx 0$. All details on the derivation of the Markov poles and their residues can be found in Appendix E.1. The Markov pole of Eq. (3.104) to $O(\alpha)$ is given by

$$
\begin{equation*}
s_{z}^{\mathrm{M}}=-2 \alpha \frac{b_{z}^{I}}{\tanh \left(\frac{b_{z}^{I}}{2 k_{b} T}\right)} . \tag{3.106}
\end{equation*}
$$

Note that this already includes an expansion in $\alpha$ as $s \sim \alpha$ and any further $s$ dependence is neglected. For the transverse components of Eq. (3.105) we find

$$
\begin{equation*}
s_{ \pm}^{\mathrm{M}}=-4 \alpha \pi k_{B} T \mp i 2 \alpha b_{z}^{I}\left[2 \ln \left(\frac{2 \pi k_{B} T}{\xi^{\prime}}\right)+\psi\left(1 \mp \frac{i b_{z}^{I}}{2 \pi k_{B} T}\right)\right] . \tag{3.107}
\end{equation*}
$$

The residues for the Markovian poles are

$$
\begin{align*}
& \operatorname{Res}\left(s_{z}^{\mathrm{M}}\right)=\frac{e^{s_{z}^{\mathrm{M}} t}}{1-4 \alpha\left\{\ln \left(\frac{2 \pi k_{B} T}{\xi}\right)+\operatorname{Re}\left[\psi\left(1+\frac{i b t_{z}^{I}}{2 \pi k_{B} T}\right)\right]\right\}}  \tag{3.108}\\
& \operatorname{Res}\left(s_{ \pm}^{\mathrm{M}}\right)=\frac{e^{s^{\mathrm{M}} t}}{1-2 \alpha\left[2 \ln \left(\frac{2 \pi k_{B} T}{\xi^{\prime}}\right)+\psi\left(1+\frac{i b_{z}^{I}}{2 \pi k_{B} T}\right)\right]} \tag{3.109}
\end{align*}
$$

The correction of $O(\alpha)$ in the denominator shows a reduction of the residue's weight and indicates that there is a missing part of the full dynamics which will be captured by the non-Markovian contribution. The Markov approximation assumes a time-local evolution of the reduced density matrix for the impurity spin which is characterised by an exponential decay. The time for the decay is set by the relaxation time $T_{1}$ and decoherence time $T_{2}$ for the two different components of the density matrix. The two characteristic times can be read off from the negative real part of the Markov poles in Eqs. (3.106) and (3.107) which enter the residues Eq. (3.108), i.e.,

$$
\begin{equation*}
\operatorname{Re}\left[s_{z, \pm}^{\mathrm{M}}\right]=-\frac{1}{T_{1,2}} \tag{3.110}
\end{equation*}
$$

Reintroducing $\hbar \neq 1$ such that the dimensions are fully correct, this leads to

$$
\begin{align*}
T_{1} & =\frac{\hbar}{2 \alpha} \tanh \left(\frac{b_{z}^{I}}{2 k_{B} T}\right)  \tag{3.111}\\
T_{2} & =\frac{\hbar \tanh \left(\frac{b_{z}^{I}}{2 k_{B} T}\right)}{2 \alpha \pi k_{B} T \tanh \left(\frac{b_{z}^{I}}{2 k_{B} T}\right)+\alpha \pi b_{z}^{I}} \tag{3.112}
\end{align*}
$$

For the $T_{1}$ time we recover the known results for the magnetic field dependence of the relaxation time $[16,17,47]$. In the case of a vanishing magnetic field $b_{z}^{I}=0$, the two characteristic times coincide and

$$
\begin{equation*}
T_{1}=T_{2}=\frac{\hbar}{4 \alpha \pi k_{B} T} \tag{3.113}
\end{equation*}
$$

Here, we find directly the proportionality between the relaxation time and the inverse temperature which is the Korringa relation of Eq. (3.31) [16, 17, 19, 20]. The Korringa constant $\kappa=T_{1} T$ is identified as

$$
\begin{equation*}
\kappa=\frac{\hbar}{4 \alpha \pi k_{B} T} \tag{3.114}
\end{equation*}
$$

as in the literature $[16,17,47]$. Since we recover the Korringa relation, we can conclude that the temporal correlations of the of the conduction electrons would not be able to explain the violation of the Korringa law in a Fermi liquid system at low temperatures as reported in [21]. In panel (a) of Fig. 3.4 we show the magnetic field dependence of the relaxation and decoherence time. Due to the $S U(2)$ symmetry, $T_{1}=T_{2}$ in the zero field limit. Breaking this symmetry by applying a magnetic field leads to

$$
\begin{align*}
& T_{1}=\frac{\hbar}{2 \alpha \pi b_{z}^{I}}  \tag{3.115}\\
& T_{2}=\frac{\hbar}{\alpha \pi b_{z}^{I}} \tag{3.116}
\end{align*}
$$

In the limit of large fields $b_{z}^{I} \gg k_{B} T$

$$
\begin{equation*}
T_{2}=2 T_{1} \tag{3.117}
\end{equation*}
$$

which again agrees with the literature for systems with broken $S U(2)$ symmetry $[16,17$, 132, 133]. In Fig. 3.4(b) the evolution of the ratio $T_{2} / T_{1}$ as a function of the external field is shown. For all fields, $T_{1}<T_{2}<2 T_{1}$ and the limit in Eq. (3.117) is reached rather slowly.


Figure 3.4: (a) Plot of $T T_{1,2} / \kappa$, with the Korringa constant $\kappa=\hbar / 4 \alpha \pi k_{B}$ as a function of the ratio of magnetic field and temperature $b_{z}^{I} / 2 k_{B} T$ to visualise the scaling behaviour of the $T_{1}$ and $T_{2}$ time as given in Eqs. (3.111) and (3.112). (b) The ratio $T_{2} / T_{1}$ is plotted across the same range as in (a), for large fields we achieve $T_{2}=2 T_{1}$.

Knowing the residues for the Markov poles enables us to derive the Markovian contribution to the full time dynamics by performing the complex contour integration. For the two different components, the Markov decay is then given by

$$
\begin{align*}
\rho_{z}^{\mathrm{M}}(t) & =\rho_{z}^{\mathrm{eq}}+\frac{\left(\rho_{z}(t=0)-\rho_{z}^{\mathrm{eq}}\right) e^{-t / T_{1}}}{1-4 \alpha\left\{\ln \left(\frac{2 \pi k_{B} T}{\xi}\right)+\operatorname{Re}\left[\psi\left(1+\frac{i b_{z}^{I}}{2 \pi k_{B} T}\right)\right]\right\}}  \tag{3.118}\\
\rho_{ \pm}^{\mathrm{M}}(t) & =\frac{\rho_{ \pm}(t=0) e^{-t / T_{2}} e^{i \omega \pm}}{1-2 \alpha\left[2 \ln \left(\frac{2 \pi k_{B} T}{\xi^{\prime}}\right)+\psi\left(1+\frac{i b_{z}^{I}}{2 \pi k_{B} T}\right)\right]} \tag{3.119}
\end{align*}
$$

which simplifies in the zero field limit to

$$
\begin{equation*}
\rho_{z, \pm}^{\mathrm{M}}(t)=\frac{\rho_{z, \pm}(t=0) e^{-t / T_{1,2}}}{1-4 \alpha \ln \left(\frac{2 \pi k_{B} T}{\xi^{\prime \prime}}\right)} \tag{3.120}
\end{equation*}
$$

Here, in the constant $\xi^{\prime \prime}$ we absorbed the constant contribution of $\psi(1) / 2$ and redefined the cutoff $\xi^{\prime} \rightarrow \xi^{\prime \prime}$ in the spirit of Eq. (3.89). As indicated by the residues for the Markov poles, the amplitude of the Markovian decay is reduced from 1 to $[1-O(\alpha)]$. Since our results are formulated for the rotating frame of reference we do not pick up the precession of a spin in an external field. For finite field the bath coupling renormalises the precession


Figure 3.5: The Markovian decay of the reduced density matrix for the impurity spin is plotted as function of $t / \tau_{T}$ with $\tau_{T}=\hbar / 2 \pi k_{B} T$ for the parameters, $\alpha=0.001$ and $k_{B} T=\xi / 200$. The dotted line mark the $T_{1,2}$ times. In panel (a) the evolution of $\rho_{z, \pm}^{\mathrm{M}}$ in the zero-field limit is plotted (orange curve). For finite magnetic field, with $b=2 \pi k_{B} T, \rho_{z}$ tends to the equilibrium value $\rho_{z}^{\text {eq }}=-\tanh (1)$ indicated by the dashed purple line. For $b_{z}^{I}>0$ the $\operatorname{spin} \rho_{z}^{\mathrm{M}}(t=0)=1$ is initialised against the magnetic field, hence, $\rho_{z}^{\mathrm{eq}}<0$ in this case. Panel (b) shows the transverse components $\rho_{ \pm}^{\mathrm{M}}$ in a finite field. The solid line corresponds to the absolute value $\left|\rho_{ \pm}^{\mathrm{M}}\right|$ and the dashed lines to the real and imaginary parts, $\rho_{x}^{\mathrm{M}}=\operatorname{Re}\left[\rho_{ \pm}^{\mathrm{M}}\right]$ and $\rho_{y}= \pm \operatorname{Im}\left[\rho_{ \pm}^{\mathrm{M}}\right]$.
frequency of the transverse spin components to

$$
\begin{equation*}
\omega_{ \pm}=\mp \frac{2 \alpha b_{z}^{I}}{\hbar}\left\{\ln \left(\frac{2 \pi k_{B} T}{\xi^{\prime}}\right)+\operatorname{Re}\left[\psi\left(1 \mp \frac{i b_{z}^{I}}{2 \pi k_{B} T}\right)\right]\right\} \tag{3.121}
\end{equation*}
$$

Unlike the Knight shift discussed in Section 3.1.4, the frequencies $\omega_{ \pm}$have a strong magnetic field dependence which becomes non-linear for fields $b_{z}^{I}>2 \pi k_{B} T$ and for large enough fields even change sign. At low fields, the frequencies are linear in the field. In Fig. 3.5 we show the Markovian contribution to the full time evolution of the reduced density matrix. Panel (a) depicts the decay of the longitudinal component. In the zero-field limit (orange curve), $\rho_{z}(t)$ and $\rho_{ \pm}(t)$ have the same evolution according to Eq. (3.120). The decay is characterised by single exponential with the characteristic relaxation or decoherence time marked with the dashed lines. For a finite field $b_{z}^{I}$, the $z$-components reaches the equilibrium state given by Eq. (3.103) marked $\rho_{z}^{\mathrm{eq}}$ in the plot. In panel (b) of Fig. 3.5 the Markovian decay of the transverse components is shown. The solid purple line represents the absolute value $\left|\rho_{ \pm}(t)\right|$, the dashed lines show the real and imaginary parts $\rho_{x}(t)=\operatorname{Re}\left[\rho_{ \pm}(t)\right]$ and $\rho_{y}(t)= \pm \operatorname{Im}\left[\rho_{ \pm}(t)\right]$. A magnetic field of $b_{z}^{I}=2 \pi k_{B} T$ was chosen such that the precession of the spin with the frequency $\omega_{ \pm}$in Eq. (3.121) is of order $\omega \sim 1 / T_{2}$ and therefore are clearly visible in the decay.


Figure 3.6: In the complex plane the $\psi(z)$ diverges at $z=-n$. Close to the singularity we expect to find a pole exactly where the small parameter $\alpha$ cancels the divergence and $\alpha \psi(z)=O(1)$. This is possible around a small region around the singularity $\tilde{n}$ marked by the orange semi-circle. The correction $p$ of $O(\alpha)$ we want to determine pins down the exact point where $\alpha \psi(z)=O(1)$. In comparison to $\alpha$ the next singularity at $z=-\tilde{n}-1$ is far away.

### 3.2.5 Non-Markovian dynamics

The spin-spin correlations functions for finite values of the Laplace variable $s$ are dominated by the behaviour of the digamma function $\psi(z)$. The digamma function itself has a sequence of singularities at negative integers $z=-n$. This can easily be seen from its series expansion

$$
\begin{equation*}
\psi(1+z)=-\gamma+\sum_{n \geq 1} \frac{z}{n(z+n)}, \tag{3.122}
\end{equation*}
$$

with $\gamma$ the Euler-Mascheroni constant. In the expression of the spin-spin correlators $F_{\alpha}$ the digamma function appears always with the small prefactor $\alpha$. Close to the singularities of $\psi(z)$, the small factor $\alpha$ cancels the divergence such that $\alpha \psi(z) \sim O(1)$. In Fig. 3.6 a single pole $z=-\tilde{n}$ is sketched. In the region marked by the orange semi-circle $\alpha \psi(z) \sim O(1)$ is fulfilled. Consequently, we expect to find the zeros of the denominator in Eqs. (3.76) and (3.77) near each singularity at $z=-n$. To determine the poles of Eqs. (3.76) and (3.77) we rely on the expansion in Eq. (3.122) and notice that the entire sum can be approximated by just the diverging term. This will lead to a rather straightforward equation to determine a correction $p$ of $O(\alpha)$. The correction $p$ is then the distance to the singularity at $z=-n$ and will correspond to the radius of the semicircle in Fig. 3.6. Going through these steps we find a sequence of non-Markovian poles at $z_{0} \approx-n+p$.

As in the Markovian case, we need to again solve

$$
\begin{equation*}
s-F_{1}(s)-F_{2}(s)=0 \tag{3.123}
\end{equation*}
$$

for the longitudinal component. In the zero field limit, the relevant digamma function is given by $\psi\left(1+s /\left(2 \pi k_{B} T\right)\right)$ and inserting the definitions of $F_{1}(s)$ and $F_{2}(s)$ into Eq. (3.123) leads to

$$
\begin{equation*}
0=s+4 \alpha \pi k_{B} T-4 \alpha s \ln \left(\frac{2 \pi k_{B} T}{\xi^{\prime}}\right)-4 \alpha s \psi\left(1+\frac{s}{2 \pi k_{B} T}\right) \tag{3.124}
\end{equation*}
$$

The second and third term are already $O(\alpha)$ and we neglect them as we are looking for a solution $s_{0} \sim O(1)$. The location of $s_{0}$ is close to the divergence of $\psi\left(1+s / 2 \pi k_{B} T\right)$ such that have

$$
\begin{equation*}
s_{0}=-2 \pi k_{B} T \tilde{n}+p \tag{3.125}
\end{equation*}
$$

with the small correction $p$ of $O(\alpha)$ which is visualised in Fig. 3.6. Using the expansion in Eq. (3.122), we only need to keep the diverging term with $n=\tilde{n}$ and we obtain

$$
\begin{equation*}
0=\left.\left(s-4 \alpha \frac{\frac{s^{2}}{2 \pi k_{B} T}}{\tilde{n}\left(\frac{s}{2 \pi k_{B} T}+\tilde{n}\right)}\right)\right|_{s \rightarrow s_{0}} \tag{3.126}
\end{equation*}
$$

Evaluating this last expression and only keeping the terms $O(1)$ leads to the correction $p$

$$
\begin{align*}
0 & =-2 \pi k_{B} T \tilde{n}-4 \alpha \frac{\left(2 \pi k_{B} T\right)^{2} \tilde{n}}{p} \\
\Longrightarrow p & =-8 \alpha \pi k_{B} T \tag{3.127}
\end{align*}
$$

Note that there is no dependence on the integer $\tilde{n}$ in the correction such that we are able to discuss the non-Markovian poles at each $\tilde{n}$ separately. Thus, the non-Markovian poles for $\rho_{z}(t)$ are located at

$$
\begin{equation*}
s_{n}=-2 \pi k_{B} T n+p \tag{3.128}
\end{equation*}
$$

with integer number $n$. These poles indeed correspond to values near the Matsubara frequencies indicating the connection to the quantum fluctuations of the system. In fact, these are bosonic frequencies which means they arise from particle-hole fluctuations around the Fermi surface.

Again, we see the direct influence of the temperature on the dynamics. The distance
between two neighbouring non-Markovian poles is proportional to $T$. At large temperatures the first non-Markovian pole is 'far away' from the Markovian one close to $s \approx 0$ which hints at small non-Markovian contribution. This matches the expectation that the thermal fluctuations dominate over the quantum coherent correlations.

Each non-Markovian pole contributes with an exponential decay with a weight given by its residue. The corresponding residues, see Appendix E.2, for each of the poles $s_{n}$ are given by

$$
\begin{equation*}
\operatorname{Res}\left(s_{n}\right)=\frac{4 \alpha}{n} e^{s_{n} t} \tag{3.129}
\end{equation*}
$$

For large $n$, corresponding to short times, the weight $4 \alpha / n$ is suppressed which we can understand if we recall that the non-Markovian contribution is driven by particle-hole fluctuations. Large $n$ correspond to the creation of more particle-hole pairs where the probability decreases for increasing $n$ at a given temperature $T$. The non-Markovian contribution to the full time evolution of the reduced density matrix can be found by summing up all residues belonging to the infinite sequence of non-Markovian poles. For $b_{z}^{I}=0$ the evolution of $\rho_{z}(t)$ and $\rho_{ \pm}(t)$ is identical and we obtain

$$
\begin{align*}
\rho_{z, \pm}^{\mathrm{nM}}(t) & =\sum_{n \geq 1} \frac{4 \alpha}{n} e^{-2 \pi k_{B} T(n+4 \alpha) t / \hbar} \rho_{z, \pm}(t=0) \\
& =-4 \alpha e^{-4 \alpha t / \tau_{T}} \ln \left(1-e^{-t / \tau_{T}}\right) \rho_{z, \pm}(t=0) \tag{3.130}
\end{align*}
$$

with the thermal time $\tau_{T}=\hbar / 2 \pi k_{B} T$. The collective sum of all particle-hole fluctuations leads to an exponential decay which is a modified logarithm. The characteristic decay is not set by the relaxation time $T_{1}$ but by the thermal time $\tau_{T}$ since

$$
\begin{equation*}
\ln \left(1-e^{-t / \tau_{T}}\right) \sim e^{-t / \tau_{T}} \tag{3.131}
\end{equation*}
$$

for times $t>\tau_{T}$ and is therefore shorter than the Markovian decay by $1 / \alpha$. In the limit of small times $t \ll \tau_{T}$ the non-Markovian dynamics tend to a logarithmic decay

$$
\begin{equation*}
\rho_{z, \pm}^{\mathrm{nM}} \sim \ln \left(t / \tau_{T}\right) \tag{3.132}
\end{equation*}
$$

which we will also discuss later in combination with the Markovian decay in Section 3.2.6.
To locate the non-Markovian poles at finite field we follow the same procedure as before, and here the relevant digamma function $\psi\left(1+\left(s \pm i b_{z}^{I} / 2 \pi k_{B} T\right)\right)$ is shifted. For finite fields, the magnetic field dependence of the reduced density matrix differs for the components $\rho_{z}(t), \rho_{ \pm}$and we have to treat them separately. Starting with the $z$-component, we
need to solve Eq. (3.123) for the finite field correlators $F_{1}(s)$ and $F_{2}(s)$ which are defined in Eqs. (3.97) and (3.98) and we obtain

$$
\begin{equation*}
0=s-2 \alpha\left(s+i b_{z}^{I}\right) \psi\left(1+\frac{s+i b_{z}^{I}}{2 \pi k_{B} T}\right)-2 \alpha\left(s-i b_{z}^{I}\right) \psi\left(1+\frac{s-i b_{z}^{I}}{2 \pi k_{B} T}\right) \tag{3.133}
\end{equation*}
$$

where we already dropped all $O(\alpha)$ terms. Again using the expansion Eq. (3.122) and keeping only the diverging term for a particular $\tilde{n}$ leads to

$$
\begin{equation*}
0=s-2 \alpha \frac{\frac{\left(s+i b_{z}^{I}\right)^{2}}{2 \pi k_{B} T}}{\tilde{n}\left(\frac{s+i b_{z}^{I}}{2 \pi k_{B} T}+\tilde{n}\right)}-2 \alpha \frac{\frac{\left(s-i b_{z}^{I}\right)^{2}}{2 \pi k_{B} T}}{\tilde{n}\left(\frac{s-i b b_{z}^{I}}{2 \pi k_{B} T}+\tilde{n}\right)} \tag{3.134}
\end{equation*}
$$

As before the pole will be close to the divergence such that inserting Eq. (3.125) into the last expression yields

$$
\begin{equation*}
0=-2 \pi k_{B} T \tilde{n}-2 \alpha \frac{\left(2 \pi k_{B} T\right)^{2} \tilde{n}}{p+i b_{z}^{I}}-2 \alpha \frac{\left(2 \pi k_{B} T\right)^{2} \tilde{n}}{p-i b_{z}^{I}} \tag{3.135}
\end{equation*}
$$

where we only keep $O(\alpha)$. The $\tilde{n}$ dependence drops out and we can solve for the correction $p_{r}^{z}$

$$
\begin{equation*}
p_{r}^{z}=-4 \alpha \pi k_{B} T+r \sqrt{\left(4 \alpha \pi k_{B} T\right)^{2}-\left(b_{z}^{I}\right)^{2}} \tag{3.136}
\end{equation*}
$$

with $r= \pm$. For finite field we find two poles in close vicinity of the singularity of the digamma function given by

$$
\begin{equation*}
s_{n, r}^{z}=-2 \pi k_{B} T n+p_{r}^{z} \tag{3.137}
\end{equation*}
$$

for every integer $n$.
For the residues of $r= \pm$ we obtain

$$
\begin{equation*}
\operatorname{Res}\left(s_{n, r}^{z}\right)=\frac{2 \alpha}{n} e^{s_{n, r}^{z} t}\left[1-r \frac{4 \alpha \pi k_{B} T}{\sqrt{\left(4 \alpha \pi k_{B} T\right)^{2}-\left(b_{z}^{I}\right)^{2}}}\right] \tag{3.138}
\end{equation*}
$$

details of the calculation can again be found in Appendix E.2.
In Fig. 3.7 the positions of the non-Markovian poles in Laplace space and the weight of the residue depending on the magnetic field are shown. To visualise the movement, with respect to the magnetic field, their location in the complex plane is sketched in panel (a). At zero field, there is only one non-Markovian pole for each $n$ according to Eq. (3.128). Applying a finite field leads to a second pole appearing close the divergence


Figure 3.7: (a) Sketch of the position of the non-Markovian poles of Eq. (3.137) in Laplace space for a given $\tilde{n}=-2 \pi k_{B} T n$ depending on the magnetic field. For $b_{z}^{I}=0$, we find a single pole $\tilde{n}+p$ according to Eq. (3.128) marked in blue. For $b_{z}^{I}>0$ a second pole appears close to $\tilde{n}$ on the real axis. With increasing field, the two poles, corresponding to $r= \pm 1$, approach each other on the real axis. At a critical field $\tilde{b}=4 \alpha \pi k_{B} T$ they meet. For even higher fields, they gain an increasing imaginary part. (b) Plot of the residue's weight as a function of the applied field $b_{z}^{I}$ for both poles labelled by $r= \pm 1$. The residue of the pole appearing at $\tilde{n}$ in (a) has zero weight for $b_{z}^{I}=0$ (purple line). It grows continuously until the weights for both residues diverge at $b_{z}^{I}=\tilde{b}$. They carry the same contributions to the overall dynamics for higher fields.
of the digamma function at $\tilde{n}=-2 \pi k_{B} T$. This pole is invisible at $b_{z}^{I}=0$ as its residue is proportional to $b_{z}^{I}$ at low field. The positions of both poles are given by $s_{n, r}^{z}$ in Eq. (3.137). The pole for $r=-1$ follows the orange trajectory, and the pole corresponding to $r=+1$ the purple one. For magnetic fields $b_{z}^{I}<4 \alpha \pi k_{B} T$ both poles move towards each other with increasing field. This will lead to a modified decay rate in the time evolution. At a critical field $\tilde{b}=4 \alpha \pi k_{B} T$ they meet and for this field, only one non-Markovian pole for each $n$ exists. For fields $b_{z}^{I}>4 \alpha \pi k_{B} T$ they split and they are leaving the real axis gaining a positive or negative imaginary part as indicated on the trajectories. Their distance to the real axis is symmetric and increases linearly with the magnetic field. The symmetry around the real axis can be understood in the following way. The component $\rho_{z}(t)$ in the chosen basis of the impurity spin represents the expectation values for the $z$-component $\left\langle I_{z}\right\rangle$. As $I_{z}$ is a hermitian operator, it has real eigenvalues. Therefore the dynamics cannot become imaginary and only real valued oscillations are allowed. In Fig. 3.7(b) the weight of the residue, which corresponds to the last factor in Eq. (3.138) is plotted as a function of the magnetic field, again for both poles $s_{n, r}^{z}$ for $r= \pm 1$. We are able to recover the zero-field limit from Eq. (3.137) as the residue for $b_{z}^{I}=0$ vanishes, therefore only the pole at $s_{n, r}^{z}$ for $r=-1$ contributes to the dynamics. For finite fields, the weight of the $r=+1$ branch increases until the residues at the critical field $\tilde{b}=4 \alpha \pi k_{B} T$ diverge. To determine the full dynamics, however, we sum over both $r= \pm 1$ and the divergences cancel. In
fields $b_{z}^{I}>4 \alpha \pi k_{B} T$ the residues' weights are evenly distributed, which corresponds to the situation of two non-Markovian poles at equal distance to the real axis.

For the transverse components $\rho_{ \pm}^{\mathrm{nM}}(t)$ we find a similar situation. The only difference are the arguments of the digamma function, $\psi\left(1+s / 2 \pi k_{B} T\right)$ and $\psi\left(1+\left(s \mp i b_{z}^{I} / 2 \pi k_{B} T\right)\right.$. We can make use of the calculation for $\rho_{z}$ by shifting $s \rightarrow s \pm i b_{z}^{I} / 2$ and $b_{z}^{I} \rightarrow b_{z}^{I} / 2$. Including these changes, we find the location of the poles $s_{n, r}^{ \pm}$

$$
\begin{equation*}
s_{n, r}^{ \pm}=-2 \pi k_{B} T n \mp \frac{i}{2} b_{z}^{I}+p_{r}^{ \pm}, \tag{3.139}
\end{equation*}
$$

with

$$
\begin{equation*}
p_{r}^{ \pm}=\left.p_{r}^{z}\right|_{b_{z}^{I} \rightarrow b_{z}^{I} / 2}=-4 \alpha \pi k_{B} T+r \sqrt{\left(4 \alpha \pi k_{B} T\right)^{2}-\left(b_{z}^{I} / 2\right)^{2}} \tag{3.140}
\end{equation*}
$$

The corresponding residues are

$$
\begin{align*}
\operatorname{Res}\left(s_{n, r}^{ \pm}\right) & =\left.\operatorname{Res}\left(s_{n, r}^{z} \mp i b_{z}^{I}\right)\right|_{b_{z}^{I} \rightarrow b_{z}^{I} / 2} \\
& =\frac{2 \alpha}{n} e^{s_{n, r}^{ \pm}}\left[1-r \frac{4 \alpha \pi k_{B} T}{\sqrt{\left(4 \alpha \pi k_{B} T\right)^{2}-\left(b_{z}^{I} / 2\right)^{2}}}\right] \tag{3.141}
\end{align*}
$$

The poles $s_{n, r}^{ \pm}$follow the same pattern as $s_{n, r}^{z}$ discussed in Fig. 3.7 and the constant shift of $\mp i b_{z}^{I}$ in Eq. (3.139) modifies this only slightly.

The summation over all $2 n$ residues in Eqs. (3.138) and (3.141), for each pair of poles $s_{n, r}^{z}, s_{n, r}^{ \pm}$, leads to the non-Markovian part of the evolution for $\rho_{z}(t)$

$$
\begin{align*}
\rho_{z}^{\mathrm{nM}}(t) & =\sum_{n \geq 1} \sum_{r= \pm} \operatorname{Res}\left(s_{n, r}^{z}\right)\left[\rho_{z}(t=0)-\rho_{z}^{\mathrm{eq}}\right] \\
& =-4 \alpha e^{-4 \alpha t / \tau_{T}} \ln \left(1-e^{-t / \tau_{T}}\right) h\left(t, b_{z}^{I}\right)\left[\rho_{z}(t=0)-\rho_{z}^{\mathrm{eq}}\right] \tag{3.142}
\end{align*}
$$

and

$$
\begin{align*}
\rho_{ \pm}^{\mathrm{nM}}(t) & =\sum_{n \geq 1} \sum_{r= \pm} \operatorname{Res}\left(s_{n, r}^{ \pm}\right) \rho_{ \pm}(t=0) \\
& =-4 \alpha e^{ \pm i b_{z}^{I} t / 2 \hbar} e^{-4 \alpha t / \tau_{T}} \ln \left(1-e^{-t / \tau_{T}}\right) h\left(t, b_{z}^{I}\right) \rho_{ \pm}(t=0), \tag{3.143}
\end{align*}
$$



Figure 3.8: Non-Markovian decay of the components of the reduced density matrix is plotted as function of $t / \tau_{T}$ with $\tau_{T}=\hbar / 2 \pi k_{B} T$ for $\alpha=0.001$. The solid orange curve in panel (a) shows the evolution $\rho_{z}^{\mathrm{nM}}=\rho_{ \pm}^{n M}$ at zero magnetic field. The purple line corresponds to $\rho_{z}$ at finite field. In panel (b) the evolution of $\rho_{ \pm}^{\mathrm{nM}}$ for finite field is shown. The dashed lines correspond to $\rho_{x}^{\mathrm{nM}}$ and $\rho_{y}^{\mathrm{nM}}$ The finite field value is $b_{z}^{I}=4 \pi k_{B} T=2 \hbar / \tau_{T}$.
with the function

$$
\begin{align*}
h\left(t, b_{z}^{I}\right) & =\cosh \left(\frac{t}{\hbar} \sqrt{\left(4 \alpha \pi k_{B} T\right)-\left(b_{z}^{I}\right)^{2}}\right) \\
& -\frac{4 \alpha \pi k_{B} T}{\sqrt{\left(4 \alpha \pi k_{B} T\right)^{2}-\left(b_{z}^{I}\right)^{2}}} \sinh \left(\frac{t}{\hbar} \sqrt{\left(4 \alpha \pi k_{B} T\right)^{2}-\left(b_{z}^{I}\right)^{2}}\right) \tag{3.144}
\end{align*}
$$

The characteristic decay time of the non-Markovian part of the reduced density matrix differs from the Markovian part set by the relaxation and decoherence time $T_{1}$ and $T_{2}$. For times $t>\tau_{T}$ the logarithmic factor in the non-Markovian decay reduces to $\ln \left(1-\exp \left[-t / \tau_{T}\right]\right) \sim \exp \left[-t / \tau_{T}\right]$ and therefore is $1 / \alpha$ shorter than the characteristic times for the Markovian decay. Again, we see that the regime in which the non-Markovian behaviour is dominant is set by the temperature and high temperatures erase the memory effects. In the absence of a magnetic field or only small fields, the temperature remains the only scaling parameter able to influence the dynamics which is a manifestation of the scale-free nature of the Fermi gas. The effects of an external magnetic field are captured by the function $h\left(t, b_{z}^{I}\right)$. For low fields, it renormalises the decay as seen in the analysis of the poles in Fig. 3.7. For higher fields, $b>4 \alpha \pi k_{B} T, h\left(t, b_{z}^{I}\right)$ oscillates with the frequency $\sqrt{\left(b_{z}^{I}\right)^{2}-\left(4 \alpha \pi k_{b} T\right)^{2}}$. The frequency saturates at the nuclear cyclotron frequency $b_{z}^{I} / \hbar$ in the limit of large fields or low temperature $T$.

In Fig. 3.8 the non-Markovian part of the decay according to Eqs. (3.142) and (3.143)
is plotted. In the zero-field limit, the evolution of $\rho_{z}^{\mathrm{nM}}$ and $\rho_{ \pm}^{\mathrm{nM}}$ coincides and is shown in panel (a) by the orange curve. The purple curves show the evolution for the different components at a finite field $b=4 \pi k_{B} T$. In panel (a) the decay of $\rho_{z}^{\mathrm{nM}}$ is plotted and panel (b) shows the absolute value $\left|\rho_{ \pm}^{\mathrm{nM}}\right|$. The dashed lines correspond to the real and imaginary parts, $\rho_{x}^{\mathrm{nM}}=\operatorname{Re}\left(\rho_{ \pm}^{\mathrm{nM}}\right)$ and $\rho_{y}^{\mathrm{nM}}=\mp \operatorname{Im}\left(\rho_{ \pm}^{\mathrm{nM}}\right)$. The field is chosen to be large enough such that the oscillations it induces are of frequencies relevant to the non-Markovian time scale $\tau_{T}$. In contrast to the oscillations of the Markovian part, here they appear for both components, $\rho_{z}^{\mathrm{nM}}$ and $\rho_{ \pm}^{\mathrm{nM}}$. The onset field and frequencies vary for the different components due to their dependence on the function $h\left(t, b_{z}^{I}\right)$ for the longitudinal and $h\left(t, b_{z}^{I} / 2\right)$ for transverse components. The dynamics for the impurity spin were derived under the assumption that an applied field does not magnetise the environment such that $\left\langle S_{z}\right\rangle \approx 0$. Therefore even high fields should not exceed $b_{z}^{I} \sim 2 \pi k_{B} T$. Nonetheless, including the sample's magnetisation would lead to a constant shift of the magnetic field which can be absorbed in the field $b_{z}^{I}$ itself. This would renormalise the positions of the non-Markovian poles. Therefore, we expect that the influence of the magnetic field captured by the function $h\left(t, b_{z}^{I}\right)$ in Eq. (3.144) remains a good approximation for higher fields $b_{z}^{I} \gg 2 \pi k_{B} T$.

### 3.2.6 Full time evolution and initial slip

The full time evolution of the impurity spin's density matrix is given by the combination of Markovian contribution, Eqs. (3.106) and (3.107), and the non-Markovian part as derived in Eqs. (3.142) and (3.143). Adding the contributions leads to

$$
\begin{align*}
\rho_{z}(t) & =\rho_{z}^{\mathrm{eq}}+\frac{\left(\rho_{z}(t=0)-\rho_{z}^{\mathrm{eq}}\right) e^{-t / T_{1}}}{1-4 \alpha\left\{\ln \left(\frac{2 \pi k_{B} T}{\xi}\right)+\operatorname{Re}\left[\psi\left(1+\frac{i b_{z}^{I}}{2 \pi k_{B} T}\right)\right]\right\}} \\
& -4 \alpha e^{-4 \alpha t / \tau_{T}} \ln \left(1-e^{-t / \tau_{T}}\right) h\left(t, b_{z}^{I}\right)\left[\rho_{z}(t=0)-\rho_{z}^{\mathrm{eq}}\right] \tag{3.145}
\end{align*}
$$

and

$$
\begin{align*}
\rho_{ \pm}(t) & =\frac{\rho_{ \pm}(t=0) e^{-t / T_{2}} e^{i \omega \pm}}{1-2 \alpha\left[2 \ln \left(\frac{2 \pi k_{B} T}{\xi^{\prime}}\right)+\psi\left(1+\frac{i b_{z}^{I}}{2 \pi k_{B} T}\right)\right]} \\
& -4 \alpha e^{ \pm i b_{z}^{I} t / 2 \hbar} e^{-4 \alpha t / \tau_{T}} \ln \left(1-e^{-t / \tau_{T}}\right) h\left(t, b_{z}^{I} / 2\right) \rho_{ \pm}(t=0) \tag{3.146}
\end{align*}
$$

The universal dynamics for all times $t>\hbar / \xi$ are dominated by the non-Markovian part for times $t<\tau_{T}$. Then, they crossover to the exponential decay of the Markovian contribution for times $t>\tau_{T}$ where thermal fluctuations suppress the memory effects.

For very short times $t<\hbar / \xi$, the systems evolution is not universal and determined by


Figure 3.9: (a) The temperature dependence of the initial slip $\Delta \rho_{z, \pm}^{0}$ for $b_{z}^{I}=0$ is plotted and $\xi \sim E_{F}$. The dashed line marks the initial slip amplitude for the parameters in Fig. 3.10. (b) The magnetic field dependence for $\Delta \rho_{z}^{0}$ (light blue) and $\Delta \rho_{ \pm}^{0}$ (purple) is plotted for $k_{B} T=\xi / 200$.
the band structure of the electronic bath. However, the evolution is quadratic in $t$ which can be seen from a Taylor expansion around $t=0$ of the equation of motion. In the limit $t \rightarrow 0$ Eq. (3.44) can be written as

$$
\begin{align*}
\frac{d}{d t} \rho_{I}(t) & \approx \int_{0}^{t} d t^{\prime} \Sigma_{I}(0) \rho_{I}(0) \\
& \approx t \Sigma_{I}(0) \rho_{I}(0) \tag{3.147}
\end{align*}
$$

Integrating the last line leads to

$$
\begin{equation*}
\rho_{I}(t) \approx\left(1+t^{2} \Sigma(t=0)\right) \rho_{I}(t=0) \tag{3.148}
\end{equation*}
$$

After the initial, non-universal decay, the universal non-Markovian behaviour sets in. Its onset is logarithmic for both, longitudinal and transverse, components

$$
\begin{equation*}
\rho_{z, \pm}(t) \sim \ln \left(\frac{\xi t}{\hbar}\right) \tag{3.149}
\end{equation*}
$$

and independent of the temperature. This logarithmic signature can be identified as the leading term of a Fermi edge singularity response in a many-body system [120-123]. Triggered by the local spin-spin interaction between impurity spin and itinerant electrons, this behaviour would lead to Kondo correlations when considering an interaction with an arbitrary number of induced spin flips [118, 119].

As discussed in Section 2.1.2 the amplitude of the non-Markovian contribution can be identified as an initial slip of the evolution $[34,111,113,114,116]$. The Markovian decay
in Eqs. (3.118) and (3.119) can be written as

$$
\begin{equation*}
\rho_{z \pm}^{\mathrm{M}}(t) \sim \frac{e^{-t / T_{1,2}}}{1+\Delta \rho_{z, \pm}^{0}} \tag{3.150}
\end{equation*}
$$

which defines the initial slip $\Delta \rho_{z, \pm}^{0}$ of $O(\alpha)$

$$
\begin{align*}
\Delta \rho_{z}^{0} & =\left|-4 \alpha\left\{\ln \left(\frac{2 \pi k_{B} T}{\xi}\right)+\operatorname{Re}\left[\psi\left(1+\frac{i b_{z}^{I}}{2 \pi k_{B} T}\right)\right]\right\}\right|  \tag{3.151}\\
\Delta \rho_{ \pm}^{0} & =\left|-2 \alpha\left[2 \ln \left(\frac{2 \pi k_{B} T}{\xi^{\prime}}\right)+\psi\left(1+\frac{i b_{z}^{I}}{2 \pi k_{B} T}\right)\right]\right| \tag{3.152}
\end{align*}
$$

In Fig. 3.9 we plot its temperature dependence in panel (a). The initial slip amplitude decays with increasing temperature $T$. This agrees with our expectation that for higher temperatures the non-Markovian contribution is washed out by the thermal fluctuations. Note, however, that $\xi \sim E_{F}$ and therefore $T \ll \xi$. In this limit the temperature dependence of the initial slip is negligible. The magnetic field dependence is displayed in Fig. 3.9(b). It shows that $b_{z}^{I}$ only has a small effect on the slippage amplitude. The initial slip due the non-Markovian decay always leads to a systematic offset of the decay amplitude at all times $t>\tau_{T}$ for any $T, b_{z}^{I}$.

The full decay according to Eqs. (3.145) and (3.146) is plotted in Fig. 3.10. The initial slip is again indicated in panel (a). The solid orange line represents the full decay of $\rho_{z}(t)$ and $\rho_{ \pm}(t)$ in the absence of a magnetic field. The orange dashed line indicates the Markovian contribution $\rho_{z, \pm}^{\mathrm{M}}$ and the dotted black lines corresponds to a purely Markovian evolution without taking into account the coherent backaction effects. The difference between the Markovian contributions in- and excluding memory effects marks the initial slip $\Delta \rho_{z, \pm}^{0}$ in the zero-field limit.

Similarly, in panel (b) the full evolution for a finite field $b_{z}^{I} \sim k_{B} T$ is plotted (solid lines) in comparison to a purely Markovian decay (black dotted line). In panel (c) again the full evolution for finite magnetic fields is shown, but on a logarithmic scale to focus on the non-Markovian features of the decay. The solid lines correspond to the same field as in (b) and the dashed lines to a higher field for which the oscillation of the function $h\left(t, b_{z}^{I}\right)$ become visible.

### 3.3 Summary and outlook

Starting from an open quantum system approach the full quantum coherent dynamics of an impurity spin coupled to an electronic bath has been derived. Following a generalised


Figure 3.10: The full time evolution of the different components is plotted including Markovian and non-Markovian dynamics for $\alpha=0.001$ and $k_{B} T=\xi / 200$. The non-Markovian time regime for which $t<\tau_{T}$ is shaded in grey. In (a), the zero-field limit is shown. The solid orange line corresponds to the full evolution $\rho_{z, \pm}$ while the dashed line corresponds to only the Markovian decay from the calculation. The offset to a purely Markovian decay in a Born-Markov treatment (dotted black line) marks the initial slip. For finite field, the evolutions for $\rho_{z}$ (blue) and $\rho_{ \pm}$ (purple) differ, as shown in panel (b) with $b_{z}^{I}=4 \pi k_{B} T=2 \hbar / \tau_{T}$. For comparison, a purely Markovian decay $\exp \left(-t / T_{1,2}\right)$ is marked by the dotted black lines. Panel (c) shows the decay for the same parameter choice as in (b) for the solid lines. The dashed lines show the decay for the corresponding component for a very large field, $b=40 \pi k_{B} T=20 \hbar / \tau_{T}$, such that the oscillations of the function $h\left(t, b_{z}^{I}\right)$ become noticeable.
master equation approach, we gained detailed insight in the system's dynamical behaviour through the analysis of the poles in Laplace space. The final result yields an analytic expression for the system dynamics in Eqs. (3.145) and (3.146), covering the short time dynamics which are driven by quantum correlations and then crossing into an exponential decay driven by thermal fluctuations. The conventional approach for the description of the decay of a magnetic moment interacting with an electronic reservoir leads to a strictly exponential decay characterised by the spin-lattice $T_{1}$ or spin-spin relaxation time $T_{2}$. It is based on the Bloch equations for the magnetisation and the relaxation times are introduced phenomenologically and a purely time-local Markovian time evolution is
assumed. The resulting decay is purely exponential and its characterised by the relaxation and decoherence time $T_{1}$ and $T_{2}$.

We recover this dynamical behaviour in the Markovian part of the decay. Furthermore, we find the Korringa relation, i.e. $T T_{1}=\kappa$ with the Korringa constant $\kappa=4 \alpha \pi k_{B}$ and expressions for the relaxation times which are known in the literature. In contrast to the standard approach the amplitude of the Markovian decay is reduced from 1 to $[1-O(\alpha)$ ] which hints at the non-Markovian dynamics. This systematic offset corresponds to an initial slip of the starting conditions for the decay. If one would alter the initial condition according to this slippage, the purely Markovian evolution would not capture the correct dynamics for short times. In contrast to a mere slippage of the initial condition we have full access to the dynamics beyond the Markovian regime and therefore during the memory time of the system.

Beyond the Markovian regime, coherent backaction effects alter the localised spin dynamics. The characteristic time of the non-Markovian decay is set by the thermal time $\tau_{T} \sim 1 / T$. The dependence on the temperature is not surprising as it is the only parameter describing the bath. The quantum correlations in the electronic environment are restricted by the temperature and the corresponding availability of free states above the Fermi level. Higher temperatures therefore wash out the small quantum coherent fluctuations of particle-hole excitations around the Fermi energy. At short times, the nonMarkovian decay becomes temperature independent and purely logarithmic and therefore deviates from an exponential decay. The amplitude of the non-Markovian decay is set by the small parameter $\alpha=A^{2} / E_{F}^{2}$. For a typical metal such as copper with $\kappa=1.27 \mathrm{Ks}$ [47] and $E_{F} \sim \mathrm{eV}$, the value for $\alpha$ is tiny, $\alpha \sim 10^{-10}$. In semiconductors such as GaAs the coupling strength is $A=90 \mu \mathrm{eV}$ which leads to a slightly larger $\alpha \sim 10^{-7}$ with the Fermi energy in the meV regime [134-136]. However, a direct measurement of the nonMarkovian decay remains challenging, though it might be possible to measure the offset $[1-O(\alpha)]$ of the Markovian decay in a pump-probe experiment. A prepared state evolves for some time before it is brought back to its initial condition. The decay curve would be fitted to an purely exponential decay with its characteristic decay constant. Then the offset or initial slip at $t=0$ and its temperature dependence is measurable.

Motivated by the long spin decoherence times in carbon nanotube quantum dots [137] we can make a connection to one dimensional systems. Our chosen approach to analyse the dynamics through the pole structure in Laplace state is not restricted to the bath chosen here. It could provide a way to investigate coherent backaction effects in stronger correlated systems, such as coupling a localised spin to a Luttinger liquid. The decay of correlations in a Luttinger liquid are already algebraic [138] and the coherent backaction effects will alter this further.

## 4

## Electron cooling at low

## TEMPERATURES

The microscopic understanding of decay and relaxation mechanisms in quantum systems paves the way to employ dynamical effects, including those rooted in memory effects, to manipulate a quantum state in a desired manner.
At the intersection of the field of quantum information and quantum thermodynamics, the effect of quantum correlations is a vastly growing area of interest [139]. These quantum effects can be detected using thermodynamic measurements [53, 106]. With the realisation of single atom heat engines [54] it is possible to probe memory effects experimentally which allows us to engineer decoherence and control the information flow between a quantum system and its environment [140]. The intricate control of the quantum state of the system itself opens up the possibility to manipulate the environment, such as cooling the environment efficiently based on the system's behaviour on small scales [51]. There are many proposals and investigations which suggest that quantum correlations lead to a modified performance of the quantum heat engines [55, 141, 142]. Specifically, non-Markovianity alters and might improve the performance of quantum thermal machines [50, 52, 107-110, 143].
In the spirit of utilising the non-Markovian dynamics triggered by the system-bath interaction on short times scales, in this chapter we propose a protocol to effectively cool the environment. The cooling mechanism relies on the fast initial decay due to coherent backaction of the electrons onto the isolated spin which was investigated in Chapter 3. The idea is based on rapidly repeating the non-Markovian decay of an ensemble of localised spins. This driven system is out of equilibrium and we are not able to rely on a thermodynamic description for the system as a temperature cannot be defined. Therefore, instead of using the heat currents induced by temperature differences, we rely on the energy transfer between the localised spin system and the electrons. Since the electronic environment is treated as a macroscopic reservoir we can still assign a temperature to the electrons but not to the spin system with the exception of the initial and final state. With the proposed cooling protocol we bypass the natural bottleneck of cooling nanostructures
via nuclear demagnetisation. Nuclear demagnetisation cooling is slow at low temperatures due to the long relaxation time $T_{1} \sim 1 / T$. We show that our cooling protocol can be more efficient than the standard approach on a specific example of a semiconducting structure. A significant part of the work presented here are published results [87].

### 4.1 Cooling by nuclear magnetisation

To introduce cooling by demagnetisation we summarise the key principles and follow the discussion of [47]. In the 1920s demagnetisation cooling was proposed by Debye and Giauque [41, 42]. First experiments used paramagnetic salt and could reach temperatures between 2 mK and 1 K [47]. Since the 1960s this has been entirely replaced by nuclear spin cooling which reach temperatures well below $1 \mathrm{mK}[144-146]$ and has become the standard for cooling down to ultra-low temperatures [21, 43, 45, 46, 147, 148].

In Fig. 4.1 the cycle for demagnetisation cooling is shown. Its cooling power relies on the magnetic disorder entropy of magnetic moments in a solid. At the initial temperature the spin system is subjected to an external magnetic field, leading to the magnetic order of spins. In the experimental setup the temperature is kept constant by an evaporating helium bath which absorbs the magnetisation heat. Then the magnetic field is adiabatically reduced. The adiabatic process keeps the entropy constant and therefore the nuclear spin temperature decreases which leads to a temperature bias between the spins and their environment. In turn the difference in temperature results in a cooling effect for the surrounding electrons as the spin and the electrons system establish the equilibrium state. Once the nuclear spin system is fully demagnetised the cooling power is used up, i.e., cooling by demagnetisation is an one-shot method and a cycle takes typically around ten hours [44]. In the following we describe the steps of the cooling cycle in more detail.

Starting with a pre-cooled nuclear spin system with temperature $T_{i}$, the spins are magnetised by an external magnetic field $B_{i}$ while the spin temperature is kept constant. In Fig. 4.1 this corresponds to the path $A \rightarrow B$. For a typical cooling agent like copper, the initial temperature is $T \sim 10 \mathrm{mK}$ in a magnetic field $B_{i} \sim 8 \mathrm{~T}$. The heat, which is released during the magnetisation for $n$ moles, is given by

$$
\begin{equation*}
Q\left(T_{i}\right)=n T_{i} \int_{0}^{B_{i}}\left(\frac{\partial S}{\partial B}\right)_{T_{i}} d B \tag{4.1}
\end{equation*}
$$

During this process the entropy $S$ of the nuclear spins is reduced from its maximum value

$$
\begin{equation*}
S_{\max }=R \ln (2 I+1) \tag{4.2}
\end{equation*}
$$



Figure 4.1: Sketch of cooling by demagnetisation where the entropy $S$ is shown as a function of the spin temperature $T$. The spin system acting as the cooling agent is pre-cooled down to the initial temperature $T_{i}$ and magnetised in an external field $B_{i}$. The generated heat by the magnetisation in Eq. (4.1) corresponds to the rectangle spanned by the points $A, B, D$ and the maximum entropy $S_{\max }$ During this process along $A \rightarrow B$ then entropy is reduced. Adiabatically reducing the magnetic field to $B_{f}(B \rightarrow C)$ leads to a decreasing temperature until $T_{f}$ is reached. The spin system heats up along the orange curve $C \rightarrow A$ while cooling the surrounding electrons. The cooling power of the demagnetisation process is given by the shaded orange area.
with $R$ the universal gas constant and $I$ is the total spin.
In the next step, along $B \rightarrow C$, the external magnetic field is adiabatically reduced to a final magnetic field $B_{\mathrm{f}}$. In this process the entropy remains constant, $\Delta S=0$, and therefore

$$
\begin{equation*}
S\left(\frac{B_{i}}{T_{i}}\right)=S\left(\frac{B_{f}}{T_{f}}\right) \tag{4.3}
\end{equation*}
$$

The final cooling power after the demagnetisation is then

$$
\begin{equation*}
Q\left(B_{f}\right)=n \int_{T_{f}}^{\infty} T\left(\frac{\partial S}{\partial T}\right)_{B_{f}} d T \tag{4.4}
\end{equation*}
$$

and corresponds to the shaded area in Fig. 4.1. The heat $Q$ is absorbed, therefore cooling the environment. The timescale for this cooling process is set by the spin-lattice relaxation time $T_{1}$. The Korringa relation [19] as discussed in Section 3.1.4 connects the relaxation time with the temperature

$$
\begin{equation*}
T_{1} T=\kappa \tag{4.5}
\end{equation*}
$$

with the Korringa constant $\kappa$. Typical values for the Korringa constants are $\sim 1 \mathrm{Ks}$ for copper, $\sim 10 \mathrm{Ks}$ for silver and 0.03 Ks for platinum [47]. Taking copper as a specific example, the relaxation time becomes very long, $T_{1} \sim 10^{3} \mathrm{~s}$, for an electron temperature
of $T \sim 1 \mathrm{mK}$.
Because of these long relaxation times the thermalisation between the spin system and the electrons is very slow. Therefore, reaching a very low temperature for the nuclear spin system does not guarantee an equally low temperature for the reservoir electrons. The discrepancy between the temperatures are highly dependent on the material. For example, in rhodium the nuclear spin temperature is $\sim 100 \mathrm{pK}$ while the electron temperature is $T \sim 0.1 \mathrm{mK}[144,145]$. In other bulk metals, such as platinum, the difference in temperature are of the order of one magnitude, with a nuclear spin temperature of $T \sim 0.3 \mu \mathrm{~K}$ and the electron temperature at $T=1.5 \mu \mathrm{~K}$ [146]. These discrepancies are usually the result of unavoidable heat leaks that mainly affect the electrons such that the cooling process becomes ineffective with the long $T_{1}$ times and cannot compensate for the heating. The situation to cool nanoelectronics is even more difficult because of the reduced thermal conductivity of semiconductors in comparison to a metal. Here the lowest temperatures achieved are in the millikelvin regime, while the nuclear spin temperature is $T \sim 100 \mu \mathrm{~K}[21,43,45,46,147,148]$.

The reduced cooling efficiency due to the diverging relaxation times are a bottleneck to reach lower electron temperatures. Since the Korringa relation is mainly a result of the Fermi statistics, we can ask the question if there is a radically different way of bypassing this bottleneck and in the next section we offer a concrete proposal to do this.

### 4.2 Manipulating the bath: Low temperature electron COOLING

As discussed above, the long relaxation times at low temperatures with $T_{1} \sim 1 / T$ present a natural bottleneck for cooling by demagnetisation. This motivates us to address the question of whether it is possible to cool the electronic system more efficiently when using the short time dynamics, opposed to the conventional method using the slower thermal relaxation in the Markovian regime. In the following we will study a macroscopic ensemble of localised spins which we assume to interact with the metal but not between themselves. This can be an ensemble of nuclear spins or any other type of localised spins, such as in the paramagnetic salts. Additionally, we assume that these spins are spin- $1 / 2$ for keeping the formalism as lean as possible and a similar result holds for any other spin. The cooling protocol will result in a pump scheme for the spin ensemble which repeatedly transfers a small amount of heat from the electronic system into the spin system.

In an external magnetic field the system Hamiltonian $H_{I}$ corresponds to the Zeeman
energy

$$
\begin{equation*}
H_{I}=\sum_{j=1}^{N_{I}} \mu_{I} g_{I} B_{z} I_{z}^{j} \tag{4.6}
\end{equation*}
$$

with $\mu_{I}$ the magnetic moment of the localised spin and its g -factor $g_{I}$ in an external magnetic field $B_{z}$ along the $z$-direction. The space index $j$ runs over all spins. Since we exclude direct or indirect spin-spin interactions we can treat each spin individually such that the reduced density matrix of the whole spin system is given by the product

$$
\begin{equation*}
\rho_{I}=\rho_{I, 1} \otimes \cdots \otimes \rho_{I, N_{I}}, \tag{4.7}
\end{equation*}
$$

with $\rho_{I, j}$ the density matrix of $\operatorname{spin} j$. Under the assumption of identical initial states for every spin, the evolution of the full spin ensemble $\rho_{I}$ is described by $N_{I}$ copies of the evolution of a single spin. The energy current $J_{I}$ of the ensemble can then be defined by

$$
\begin{equation*}
J_{I}=\frac{d}{d t} \operatorname{Tr}_{\mathrm{el}}\left\{H_{I} \rho(t)\right\} \tag{4.8}
\end{equation*}
$$

where a current $J_{I}>0$ corresponds to an energy flow from the electronic reservoir into the spin system. An estimate for the associated heat $\Delta Q$ which is transferred between electron and spin system over some time $t$ is

$$
\begin{equation*}
\Delta Q(t)=\int_{0}^{t} d t^{\prime} J_{I}\left(t^{\prime}\right) \tag{4.9}
\end{equation*}
$$

It should be emphasised that the transfer of energy and thus of heat always remains well defined even if the spin system is out of equilibrium and thermodynamics quantities such as the temperature cannot be defined. The energy transfer between spin system and electronic environment associated with each nuclear spin flip is fully determined by the longitudinal component $\rho_{z}(t)$ of the reduced density matrix. Therefore, we have

$$
\begin{equation*}
\Delta Q=N_{I} \mu_{I} g_{I} B_{z} I\left[\rho_{z}(t)-\rho_{z}(0)\right], \tag{4.10}
\end{equation*}
$$

with the nuclear spin. The evolution of the reduced density matrix $\rho_{z}(t)$ is given by the full time evolution in Eq. (3.145). To utilise the quick, short time dynamics in the non-Markovian regime we focus on the decay for times shorter than the thermal time, $t \ll \tau_{T}$, before the slow Markovian decay sets in. In this regime, the decay of longitudinal
component $\rho_{z}(t)$ becomes temperature independent and is given by

$$
\begin{equation*}
\rho_{z}(t)=\rho_{0}\left(1-4 \alpha \ln \left(\frac{\xi t}{\hbar}\right)\right) . \tag{4.11}
\end{equation*}
$$

with $\alpha=\left(A / E_{F}\right)^{2}$ the small expansion parameter and the high energy cutoff $\xi$ corresponding to the bandwidth. The parameter $\rho_{0}$ defines the difference between the initial and the equilibrium state

$$
\begin{equation*}
\rho_{0}=\rho_{z}(0)-\rho_{z}^{\mathrm{eq}} \tag{4.12}
\end{equation*}
$$

Using the evolution for the reduced density matrix in Eq. (4.10) leads to

$$
\begin{equation*}
\Delta Q(t)=-4 \alpha Q_{z} \rho_{0} \ln \left(\frac{\xi t}{\hbar}\right) \tag{4.13}
\end{equation*}
$$

with constant $Q_{z}=N_{I} \mu_{I} g_{I} B_{z} I=N_{I} b_{z}^{I}$, where as previously $b_{z}^{I}=\mu_{I} g_{I} B_{z}$. For the spin system to absorb energy we require $\Delta Q<0$ and the initial state of the spins should minimise the Zeeman energy. Considering a magnetic field $B_{z}>0$, the ground state of ultra cold spins corresponds to $\rho_{z}(0) \approx-1$ and therefore $\Delta Q<0$ as $B_{z}\left(\rho_{z}(0)-\rho_{z}^{\text {eq }}\right)<0$. Explicitly, the constant $\rho_{0}$ is given by

$$
\begin{equation*}
\rho_{0}=-\left(1-\tanh \left(\frac{b_{z}^{I}}{2 \pi k_{B} T}\right)\right)=-\left|\rho_{0}\right| \tag{4.14}
\end{equation*}
$$

where we used the equilibrium value for the reduced density matrix as in Eq. (3.103). For most efficient cooling, the amplitude $B_{z}\left|\rho_{0}\right|$ should be maximised. However, a large magnetic field leads to small $\rho_{0}$ because of its dependence on the equilibrium value. Therefore, the parameter $b_{z}^{I}$ should be of order of $2 \pi k_{B} T$ to optimise the cooling efficiency. With these considerations the amplitude $B_{z}\left|\rho_{0}\right|$ should consequently scale with the temperature $T, B_{z}\left|\rho_{0}\right| \sim T$.

The analysis of the energy current in Eq. (4.8) shows that the transferred heat $\Delta Q$ is proportional to the small parameter $\alpha$. Therefore, the cooling protocol needs to include many repetitions to utilise the fast initial slip of the system's decay. In Fig. 4.2 the idea of the cooling protocol is sketched. The solid purple line shows the full decay of $\rho_{z}(t)$ with a long relaxation time $T_{1}$. The conventional cooling method using nuclear demagnetisation would follow this curve. At low temperatures, the relaxation is slow as $T_{1} \sim 1 / T$, and it presents a natural bottleneck for the efficiency. The orange line depicts the decay within a pump scheme. After a short time, the spin ensemble is re-initialised and therefore goes through the fast initial decay repeatedly. The repeated initialisation could possibly be


Figure 4.2: The sketch shows a visualisation of the cooling protocol: The protocol aims at transporting heat out of the electron system faster than conventional cooling methods (solid purple curve) by pumping the spins back into their initial state. The fast initial decay can repeatedly be used for the heat transfer (solid orange line). The inset show the corresponding state of the spin ensemble on the Bloch's sphere. The duration of one pump cycle is given by $t=\Delta t+\tau_{r}$, with $\Delta t \ll T_{1}$ and the time $\tau_{r}$ it takes for re-initialisation of the spin system.
done through resolved optical pumping of electron spins [149] or nuclear spins [150, 151], by optical pumping of hole spins [152], or by partial measurements [153]. With each pump cycle, a small amount of heat $\Delta Q$ according to Eq. (4.13) is transferred into the spin system. By pumping the spin system, some additional heat might be deposited back into the whole system, which is indicated by the small rise after each pulse along the orange curve in Fig. 4.2. The duration of each cycle is given by $\Delta t+\tau_{r}$. The time $\Delta t$ is the time during which the system undergoes its fast evolution, $\Delta t \ll T_{1}$. The system is re-initialised over the time $\tau_{r}$, which also needs to be of a similarly short times scale. In the inset of Fig. 4.2 the corresponding spin position is shown in the Bloch's sphere during one pump cycle to stress that for the system to be re-initialised we only need to correct a small amplitude of order $\alpha$.

### 4.2.1 Thermodynamic Requirements for the pumping scheme

In the following we will investigate in which parameter region the proposed cooling protocol could be more efficient than conventional cooling by exploring several conditions that we need to impose. The heat flow into the nuclear spin system and out of the electron spin system can be estimated as

$$
\begin{align*}
Q_{I} & =N_{P}\left(\Delta Q(\Delta t)+Q_{I}^{P}\right),  \tag{4.15}\\
Q_{\mathrm{el}} & =N_{P}\left(-\Delta Q(\Delta t)+Q_{r}\right)+t J_{\mathrm{ext}}^{Q}, \tag{4.16}
\end{align*}
$$

where $\Delta Q(\Delta t)$ is given by Eq. (4.13). The constants $Q_{I}^{P}$ and $Q_{r}$ are introduced to account for a possible heating due to the pulsing. For the heat balance of the electronic system we also include a constant energy current $J_{\text {ext }}^{Q}$ over the duration $t$ of the cooling protocol to model external heat leaks. Using the explicit expression in Eq. (4.13) and $t=N_{P}\left(\Delta t+\tau_{r}\right)$ the heat for the electron system can be written as

$$
\begin{equation*}
Q_{\mathrm{el}}(t)=\frac{t}{\Delta t+\tau_{r}}\left(4 \alpha Q_{z} \rho_{0} \ln (\xi \Delta t)+Q_{r}\right)+t J_{\mathrm{ext}}^{Q} . \tag{4.17}
\end{equation*}
$$

The crucial condition such that cooling by the proposed mechanism is possible is

$$
\begin{equation*}
Q_{\mathrm{el}}<0 . \tag{4.18}
\end{equation*}
$$

From this constraint we can derive further conditions on the system parameters, such as the optimised time $\Delta t$ between two pulses. The aim is to optimise the time $\Delta t$ in order to maximise $\left|Q_{\mathrm{el}}\right|$ over the duration $t$ while ensuring that the process is faster than the relaxation time $T_{1}$. By dividing Eq. (4.17) by $\left|4 \alpha Q_{z} \rho_{0}\right|$ and absorbing the constant into the logarithm, the cooling condition can be cast as

$$
\begin{equation*}
q_{\mathrm{ext}}<q_{\mathrm{cp}} . \tag{4.19}
\end{equation*}
$$

The dimensionless parameter $q_{\mathrm{cp}}$ measures the efficiency of the cooling protocol and is defined as

$$
\begin{equation*}
q_{\mathrm{cp}}=\frac{\tau_{0}}{\Delta t+\tau_{r}} \ln \left(\frac{\Delta t}{\tau_{0}}\right) . \tag{4.20}
\end{equation*}
$$

The influence of external heat leaks is measured by $q_{\text {ext }}$ with

$$
\begin{equation*}
q_{\mathrm{ext}}=\frac{\tau_{0} J_{\mathrm{ext}}^{Q}}{\left|4 \alpha Q_{z} \rho_{0}\right|} \tag{4.21}
\end{equation*}
$$

In the expression for $q_{\text {ext }}$ and $q_{\mathrm{cp}}$, the characteristic time $\tau_{0}$, was introduced

$$
\begin{equation*}
\tau_{0}=\frac{\hbar}{\xi} \exp \left[\frac{Q_{r}}{\left|4 \alpha Q_{z} \rho_{0}\right|}\right] . \tag{4.22}
\end{equation*}
$$

For the non-Markovian decay to be the dominant contribution to the dynamics, $\tau_{0}<\tau_{T}$, with the thermal time $\tau_{T} \sim 1 / T$. This last condition further provides a bound for the


Figure 4.3: (a) The parameter $q_{\mathrm{cp}}$ is plotted as a function of $\Delta t / \tau_{0}$ (solid purple line) with the ration $\tau_{r} / \tau_{0}=10$. For an arbitrarily chosen values for the external heat leak $q_{\text {ext }}$, marked by the black dashed line, cooling is possible in the purple shaded parameter regime. Above the maximum heat leak $q_{\mathrm{ext}}^{\max }$ (red dashed line) cooling is not possible. The blue dashed line indicates the optimal time $\Delta t_{\text {opt }}$ for which cooling is most efficient. (b) The region for which cooling is possible is coloured purple for different values of the ratio of $\tau_{r} / \tau_{0}$. For the orange-shaded parameter region, cooling is not possible. The solid blue line indicates the location of the the optimal time $\Delta t$ for given $\tau_{r} / \tau_{0}$. Panel (a) is the plot of $q_{\mathrm{cp}}$ for a cut along the white dashed line.
heat $Q_{r}$ introduced into the setup during each pump cycle such that

$$
\begin{equation*}
Q_{r}<\left|4 \alpha Q_{z} \rho_{0}\right| \ln \left(\frac{\xi \tau_{T}}{\hbar}\right) \tag{4.23}
\end{equation*}
$$

Note that $Q_{z} \rho_{0} \sim T$, so the heating $Q_{r}$ by the re-initialisation imposes a constraint on the lowest temperature which can be reached. In panel (a) of Fig. 4.3 the efficiency of the cooling protocol $q_{\text {cp }}$ is plotted as a function of $\Delta t / \tau_{0}$. The parameter range for which the condition in Eq. (4.19) is met and cooling is therefore possible is marked by the shaded area. The black dashed line is a specific choice of $q_{\text {ext }}$, and below this cooling is no longer possible. Naturally, there is a maximum heat leak indicated by the red dashed line $q_{\mathrm{ext}}^{\max }$, for which the condition Eq. (4.19) is never met and cooling with the proposed pumping scheme is not possible. Maximising Eq. (4.20) with respect to the time $\Delta t$ leads to an expression for the optimal time $\Delta t$ between pulses

$$
\begin{equation*}
\Delta t_{\mathrm{opt}}=\frac{\tau_{r}}{W\left(\frac{\tau_{r}}{e \tau_{0}}\right)}, \tag{4.24}
\end{equation*}
$$

where $e$ is Euler's number and $W(z)$ is the Lambert $W$ function, also know as product logarithm. It is defined as the inverse of the function

$$
\begin{equation*}
z(W)=W e^{W} \tag{4.25}
\end{equation*}
$$

for complex numbers $z, W$. The argument $z=\tau_{r} / e \tau_{0}$ influences the optimal time $\Delta t$. The optimal time $\Delta t$ for a specific choice of the argument is shown with the dashed blue line in Fig. 4.3(a). In panel (b) of Fig. 4.3 the parameter region where cooling is possible is marked purple for different values for the ratio $\tau_{r} / \tau_{0}$ as a function of $\Delta t / \tau_{0}$. For larger external heat leaks, the parameter region for which cooling is possible shrinks. The blue line indicates the location of the maxima which are determined by Eq. (4.24). If there is a large amount of heat dumped into the system in a pump cycle, then, according to Eq. (4.22), $z=\tau_{r} / e \tau_{0} \ll 1$. In this limit

$$
\begin{equation*}
W(z) \approx \frac{z}{e} \tag{4.26}
\end{equation*}
$$

and therefore the optimal pumping time is of order of the characteristic time, $\Delta t \sim \tau_{0}$. In the opposite limit, $z=\tau_{r} / e \tau_{0} \gg 1$ and the Lambert $W$ function can be approximated with

$$
\begin{equation*}
W(z) \approx \ln (z) \tag{4.27}
\end{equation*}
$$

which leads to $\Delta t \sim \tau_{r}$. Combining these results with the constraint in Eq. (4.23) for the maximum heat that can be absorbed by the system due to the pumping, the range of the optimal time $\Delta t_{\text {opt }}$ is set by $\tau_{r}$ and $\tau_{0}$.

Finally, the number of pump cycles $N_{P}$ can be estimated with the heat $Q_{\mathrm{el}}$ flowing out of the electron system in Eq. (4.16). The conduction electron themselves form a large reservoir and we can assume that the individual induced spin flips do not alter the electronic state. Therefore, the electrons remain in an equilibrium state and we can assign thermodynamic quantities to the electron system. Its temperature $T_{\text {el }}$ is given by

$$
\begin{equation*}
T_{\mathrm{el}}(t)=T_{\mathrm{el}}(0)+\frac{Q_{\mathrm{el}}(t)}{C_{\mathrm{el}}}, \tag{4.28}
\end{equation*}
$$

where $C_{\mathrm{el}}$ is the specific heat for the electron system. Initially, before the cooling protocol starts, we can assign a temperature $T_{I}(0)$ to the nuclear spin system as well. However, as soon as the nuclear spin system undergoes repeated initialisations the definition of a temperature is no longer meaningful as the system is out of equilibrium at all times. Here, the initial temperature $T_{I}(0)$ is used as a lower bound for the final electronic temperature
such that

$$
\begin{equation*}
T_{I}(0) \approx T_{\mathrm{el}}(t) \tag{4.29}
\end{equation*}
$$

after the duration $t$ of the complete cooling protocol. Of course, this choice is rather optimistic as the electron temperature might influence the cooling efficiency $q_{\mathrm{cp}}$ as well as $\tau_{0}$ and therefore has an impact on the lowest achievable electron temperature $T_{\mathrm{el}}$. In the following we assume the temperature dependence of these parameters to be weak. Using Eq. (4.29) and replacing $Q_{\text {el }}$ with Eq. (4.16) in Eq. (4.28) leads

$$
\begin{equation*}
N_{P}=\frac{C_{\mathrm{el}}\left[T_{\mathrm{el}}(0)-T_{I}(0)\right]}{\Delta Q(\Delta t)-Q_{r}-\left(\Delta t+\tau_{r}\right) J_{\mathrm{ext}}^{Q}} \tag{4.30}
\end{equation*}
$$

as an estimate for the number of cycles. The largest quantity in the denominator has to be the transferred heat $\Delta Q$ between electron and nuclear spin system. It is, according to Eq. (4.13) proportional to $\alpha$. Therefore, the cooling protocol needs to run through

$$
\begin{equation*}
N_{P}=\frac{1}{\alpha} \tag{4.31}
\end{equation*}
$$

cycles under the condition that the full duration is smaller than the relaxation time $T_{1}$. With values of $\alpha \sim 10^{-6}-10^{-10}$ this corresponds to a range of $N_{P} \sim 10^{6}-10^{10}$ but more concrete estimates for realistic systems will be provided below in Section 4.2.3.

### 4.2.2 TEMPERATURE DEPENDENCE OF IDEAL PULSING

Above it was assumed that the ideal time $\Delta t$ is independent of the temperature $T$. In this subsection we discuss briefly the temperature dependence of the time $\Delta t$, assuming that $\Delta t$ and $\tau_{T}$ are comparable. Instead of using the short-time, temperature independent decay to find in expression for $\Delta Q$ in Eq. (4.10) we use the full decay of the reduced density matrix from Eq. (3.145) in the limit for times $t \ll T_{1}$

$$
\begin{equation*}
\Delta Q(t)=\left|4 \alpha Q_{z} \rho_{0}\right|\left(\ln \left(\xi \tau_{T}\right)+\ln \left(1-e^{-t / \tau_{T}}\right)\right) \tag{4.32}
\end{equation*}
$$

Using the definition for the transferred heat for the electron system leads to

$$
\begin{equation*}
Q_{\mathrm{el}}(t)=\frac{t}{\Delta t+\tau_{P}}\left[-\left|4 \alpha \rho_{0}\right| Q_{z}\left(\ln \left(\xi \tau_{T}\right)+\ln \left(1-e^{-\Delta t / \tau_{T}}\right)\right)+Q_{r}\right]+t J_{\mathrm{ext}}^{Q} \tag{4.33}
\end{equation*}
$$



Figure 4.4: (a) The optimal time $\Delta t_{\mathrm{opt}}^{T} / \tau_{0}$ is shown as a function of the thermal time $\tau_{T} / \tau_{0}$ for different choices of $\tau_{r} / \tau_{0}$. Large $\tau_{T}$ correspond to low temperature $T$ as $\tau_{T} \sim 1 / T$, while a large ratio $\tau_{r} / \tau_{0}$ corresponds to less heat being dumped in the electronic system during the pumping, assuming a constant pulsing time $\tau_{r}$. The dashed lines indicate $\Delta t_{\mathrm{opt}}$ for the temperature independent treatment in the previous section. The temperature dependence of $\Delta t_{\mathrm{opt}}$ is negligible for some parameters (orange and light blue line) and is small for small temperature in all cases. (b) Plot of the temperature dependent cooling efficiency $q_{\mathrm{cp}}^{T}$ across $\tau_{T} / \tau_{0}$ for the same choice of $\tau_{r} / \tau_{0}$ as in (a). The dashed line indicate the optimum in the temperature independent treatment. The latter is the maximum and is reached asymptotically in all cases.

With the requirement for cooling, i.e. $Q_{\mathrm{el}}<0$, this leads again to a constraint

$$
\begin{equation*}
q_{\mathrm{ext}}^{T}<q_{\mathrm{cp}}^{T} \tag{4.34}
\end{equation*}
$$

Similar to Eq. (4.20) and Eq. (4.21), we introduce the dimensionless parameter $q_{\mathrm{cp}}^{T}$ which measures the cooling efficiency

$$
\begin{equation*}
q_{\mathrm{cp}}^{T}=\frac{1}{\Delta t+\tau_{r}}\left[\ln \left(\frac{\tau_{T}}{\tau_{0}}\right)+\ln \left(1-e^{-\Delta t / \tau_{T}}\right)\right] \tag{4.35}
\end{equation*}
$$

and the external heat leak is captured by

$$
\begin{equation*}
q_{\mathrm{ext}}^{T}=\frac{J_{\mathrm{ext}}^{Q}}{\left|4 \alpha Q_{z} \rho_{0}\right|} \tag{4.36}
\end{equation*}
$$

The characteristic time $\tau_{0}$ is defined as before in Eq. (4.22). A lower limit for $\Delta t$ in the temperature dependent case can be found by assuming an ideal situation in which the external heat leak vanishes and $q_{\mathrm{cp}}^{T}>0$. In this case, we can solve Eq. (4.35) for $\Delta t$. This
leads to the condition

$$
\begin{equation*}
\Delta t>\tau_{T} \ln \left(\frac{1}{1-\tau_{0} / \tau_{T}}\right) \tag{4.37}
\end{equation*}
$$

Therefore, cooling is indeed only possible if $\tau_{0}<\tau_{T}$, and again resulting in the requirement for the heat $Q^{r}$ dumped in into the electrons due to the pulsing, as seen in Eq. (4.23). To find the impact of the temperature through $\tau_{T}$ on the cooling efficiency $q_{\mathrm{cp}}^{T}$ we evaluate the optimal time $\Delta t_{\mathrm{opt}}^{T}$, where $q_{\mathrm{cp}}^{T}$ reaches its maximum as a function of the parameter $\tau_{T} / \tau_{0}$ in Fig. 4.4(a). The ratios $\tau_{r} / \tau_{0}$ are chosen such that cases are covered where a large amount of heat is transferred through the pumping as well as the opposite. The dashed lines show the optimal time $\Delta t_{\text {opt }}$ according to Eq. (4.24) of the temperature independent analysis for the corresponding choice of parameters. For a larger heat deposit during each pump cycle smaller $\Delta t$ is required while there is no temperature dependence across the range of $\tau_{T} / \tau_{0}$, as shown by the light blue lines. In the opposite limit (purple) the optimal $\Delta t_{\mathrm{opt}}^{T}$ shows a temperature dependence, suggesting that a dynamically changed time $\Delta t$ between pulses is beneficial when decreasing the pump frequency while approaching lower temperature and therefore higher $\tau_{T} / \tau_{0}$. In panel (b) of Fig. 4.4 the maximum efficiency $q_{\mathrm{cp}}^{T}$ is shown for a range of $\tau_{T} / \tau_{0}$. The dashed lines indicate the maximum $q_{\mathrm{cp}}$ according to Eq. (4.20). The growing value of the cooling efficiency for decreasing ratios of $\tau_{r} / \tau_{0}$ indicate, that while for smaller $\tau_{r} / \tau_{0}$ a larger amount of heat is deposited, the proposed scheme is more efficient in carrying out the heat with each cycle. The maximum efficiency set by the temperature independent case is reached asymptotically with larger deviations at small $\tau_{T} / \tau_{0}$. The actual efficiency of the cooling protocol therefore shows a temperature dependence for some parameters. However, as the protocol would operate at low temperatures, the temperature dependence of the cooling efficiency and its impact on the optimal time between pulses $\Delta t_{\mathrm{opt}}$ is small and in many cases negligible.

### 4.2.3 Estimate for a semiconductor

The cooling protocol can only be efficient if it is possible to re-initialise the nuclear or localised spin system repeatedly on a timescale that is smaller than the relaxation time $T_{1}$. Within each cycle a small amount of heat of order $\alpha$ is transferred. The small parameter $\alpha=\left(\nu_{0} A\right)^{2}$ is set by the coupling constant $A$ between nuclear and electronic spins and the density of states $\nu_{0}$, which is approximately constant and proportional to the bandwidth $\xi$ and therefore of the order of the Fermi energy $E_{F}$. The density of states $\nu_{0}$ in low dimensional systems is set by the ratio of the electron spin density $n_{\mathrm{el}}$ and the nuclear or impurity spin density $n_{I}, \nu_{0} \sim n_{\mathrm{el}} / n_{I}$ [154-157]. Thus, the parameter $\alpha$


Figure 4.5: Plot of the $\left|Q_{\mathrm{el}}\right|$ according to Eq. (4.17) for different values of $Q_{r}$ (colorful lines) where $Q_{r}^{\max }$ is set by Eq. (4.23). In comparison we show $\left|Q_{\mathrm{el}}\right|$ without pumping which simply follows an exponential set by $T_{1}$ time (black solid line). The $T_{1}$ is indicated by the dashed black line. The parameter settings are: $T=0.1 \mathrm{mK}, \alpha=10^{-8}, \Delta t=0.5 \tau_{T}$ with $\tau_{T}=\hbar / 2 \pi k_{B} T$, $E_{F}=10^{-3} \mathrm{eV}, T_{1}=\hbar / 4 \alpha k_{B} T \approx 0.6 \mathrm{~s}$, and the duration of one pump cycle is $\Delta t+\tau_{r}=2 \Delta t$ with $N_{p}=5 \cdot 10^{7} \sim 1 / \alpha$.
is highly dependent on the considered system. For nuclear spins in a bulk metal, the value is very small $\alpha \sim 10^{-10}$ [47]. The values reaches $\alpha \sim 10^{-4}$ for paramagnetic spins in correlated metals [158] and can even be larger than one in magnetic semiconductors [159, 160]. However, with our approach, values for $\alpha>1$ are not valid as we rely on the smallness of $\alpha$ to determine the time evolution of the density matrix. Nonetheless, even for $\alpha>1$ there will be coherent non-Markovian dynamics such that in principal a similar cooling effect through the protocol should persist.

As a specific example, we consider a semiconductor with nuclear spins, such as GaAs. The hyperfine interaction is $A=90 \mu \mathrm{eV}$ and the Fermi energy $E_{F}$ is of the order of meV [134-136]. This leads to an estimate of $\alpha \sim\left(A / E_{F}\right)^{2}=10^{-8}$. The corresponding relaxation time $T_{1}$ is given by

$$
\begin{equation*}
T_{1}=\frac{\hbar}{4 \alpha \pi k_{B} T} \tag{4.38}
\end{equation*}
$$

according to calculation of the relaxation rates in Section 3.2.4. At an electron temperature $T \sim 0.1 \mathrm{mK}$, the relaxation time $T_{1} \sim 1 \mathrm{~s}$ sets the maximal time for the cooling protocol. Within the $T_{1}$ time the pump cycle needs to be repeated $N_{P} \sim 1 / \alpha$ such that one cycle maximally takes $\Delta t+\tau_{r}<\alpha T_{1} \sim 10 \mathrm{~ns}$. Therefore, $\Delta t$ and the re-initialisation time $\tau_{r}$ have to be of the same order, which is fast, but feasible for experimental techniques such as optical manipulation [150, 151], optical pumping [152] or partial measurements
[153]. Finally, the characteristic time $\tau_{0}$ defined in Eq. (4.22) scales with $\hbar / \xi \sim \hbar / E_{F}$ and is of the order of picoseconds times an exponential. The exponent $Q_{r} /\left|4 \alpha Q_{z} \rho_{0}\right|$, and importantly the heat $Q_{r}$ released into the system during the re-initialisation are not too constrained such that there is some tunability to satisfy all requirements. To show that the conditions can be met for the GaAs parameters we plot the heat $\left|Q_{\mathrm{el}}\right|$ flowing out of the electron system according to Eq. (4.17) in Fig. 4.5. The maximum number of pump cycles is set by $N_{P}^{\max } \sim 1 / \alpha=10^{8}$ with pump cycles with each cycle taking $\Delta t+\tau_{r}=2 \Delta t$. Furthermore, we choose $\Delta t=0.5 \tau_{T}$ with $\tau_{T} \approx 12 \mathrm{~ns}$ for a temperature $T=0.1 \mathrm{mK}$. For this specific choice $T_{1} \approx 0.6 s$ which is marked by the black dashed line. The solid black line shows the heat $\left|Q_{\mathrm{el}}\right|$ if there is no pumping. In this case $Q_{\mathrm{el}}$ is defined by Eq. (4.10) and follows an exponential. The characteristic timescale of the exponential is given by $T_{1}$ time and stems from the long time decay of the density matrix $\rho_{z}(t)$. The coloured lines show $\left|Q_{\mathrm{el}}\right|$ for different choices of $Q_{r}$ as a percentage of the maximal $Q_{r}^{\max }$ set by Eq. (4.23) where we chose $\xi=E_{F}=1 \mathrm{meV}$. For the largest chosen $Q_{r}=0.92 Q_{r}^{\max }$ (orange line) the cooling protocol is not more efficient than the standard approach. Even for slightly smaller $Q_{r}$ the protocol cools the electron system faster which can be improved further by reducing $Q_{r}$ (light blue and purple line). The analysis shows that the conditions on $Q_{r}$ are indeed not too restricting. We still need to be able to re-initialise the spin system on short time scales. The decay which needs to be reversed is small as it is $O(\alpha)$ such that the physical manipulation of the spin is not a limiting factor but rather is limited by the achievable repetition rate.

### 4.3 Summary and outlook

The proposed cooling protocol aims at an efficient transport of heat out of the electronic reservoir into a spin system. It is based on the fast, initial decay dynamics rooted in the coherent backaction effects and relies on fast repetition of the non-Markovian dynamics by pumping or pulsing the spin system repeatedly into their initial state. Such a pump scheme might be able to sidestep the bottleneck of adiabatic demagnetisation cooling at low temperature, in particular for semiconductor structures. Based on basic requirements for the relevant thermodynamic quantities we were able to provide an estimate for the parameter region in which the cooling protocol is efficient.

Possible future directions could include the extension of the thermodynamic treatment to underline the non-Markovian dynamics on a fundamental thermodynamic level. This could be done, e.g., through a description of how the entropy in the localised spin system builds up. The latter could then be connected with the build-up of entanglement and thus lead to the opportunity to provide an explicit microscopic connection between
entanglement and entropy production.

## Multiple spins in a Common

## ENVIRONMENT

The dynamical behaviour for multiple impurity spins effectively coupled through the environment is interesting from a quantum information point of view. It has been shown that the entanglement dynamics are affected by dissipation and non-Markovian effects modify the behaviour further for directly coupled [39] or effectively coupled qubits [161]. In combination with exploiting non-Markovian dynamics mediated by the system-bath coupling it has been suggested that the coherent backaction can lead to noise cancellation [33, 34] and that memory effects play a role in error correction protocols [104].

We want to address the question if and how a localised spin and its dynamical behaviour is affected by the presence of an additional spin which shares the same electronic environment. We assume no direct interaction between the spins, only the interaction mediated by the conduction electrons. In the standard approach this corresponds to the RKKY interaction between nuclear spins and the itinerant electrons [35-37]. Here, we are seeking to extend this to a quantum coherent RKKY-type interaction which is timedependent. We expect time delays to play a role simply because of the fact that it takes some time for an excitation in the bath to travel from one location of an impurity spin to the next.

To capture the dynamical response of a spin system with more than one localised spin one could in principle take the approach pursued in Chapter 3 and add additional impurity spins. However, the dimension of the basis grows as $2^{2 N}$ with $N$ being the number of impurity spin. For $N=2$ the approach might still be feasible but treating more spins in a common bath is not tractable analytically. The self-consistent projection operator method introduced by Degenfeld-Schonburg and Hartmann [38] provides an elegant solution for the problem of quickly growing Hilbert space dimensions. The generalised master equation within this approach can be seen as an extension to the Nakajima-Zwanzig equation where the reference bath state is self-consistently determined. The bath correlation functions are updated with respect to the time-dependent bath reference state at every time step. Additional degrees of freedom within the system only enter through a sum
over all sites occupied with a localised spin.
The tradeoff is the challenge of solving a set of equations of motion describing the localised spins and the electronic bath dynamics. Formally, we can write down the equation of motion for the conduction electrons easily, but the proliferation of the infinite number of electronic degrees of freedom turns out to be a major challenge in this treatment. To make the problem tractable we turn our attention towards two essential aspects. First, we systematically reduce the number of coupled equations of motion from an infinite set to a set of 24 coupled equations. We carefully analyse the nature of the appearing interactions, correlations and fluctuations to reveal and interpret their physical significance. With this alone many nuances of the problem can be sufficiently understood without having to proceed to its full solution. Second, we identify and adapt a recently proposed numerical method [162] which is suited for the further analysis. The algorithm implements the rather inexpensive interpolation scheme for numerical integration developed in [163] and we thoroughly test it against the known analytical solution of the single spin derived in Chapter 3. In fact, this does not only lead to a corroboration of the applicability of the algorithm but also to a confirmation that the approximations made in the analytical solution capture all the relevant physics. The corrections picked up in the numerical integration can all be absorbed by a slight renormalisation of the parameters.

Although the last step, the final implementation of the coupled equations and their systematic investigation, had to be sacrificed within the scope of this thesis, we can administer the important identification of the relevant physics and the algorithmic foundation.

### 5.1 Interaction mediated by the bath

For a single localised moment in a metallic environment the local magnetic field is modulated by the surrounding electrons giving rise to the Knight shift as described in Section 3.1.4. The magnetic impurity induces modulations in the electron spin density [23] which in turn can be picked up by a second impurity some distance away. The fluctuations of the electron spin density effectively couple the two localised spins $\mathbf{I}_{i}$ and $\mathbf{I}_{j}$ at the sites $x_{i}, x_{j}$ with $r_{i j}=\left|x_{i}-x_{j}\right|$. One can also understand the effective coupling as a double scattering process $[16,35]$. The contact interaction between the impurity and electron spin $A \mathbf{I}_{j} \cdot \mathbf{S}_{j}$ scatters the electron from a state $|k\rangle \rightarrow\left|k^{\prime}\right\rangle$ and the interaction with the second impurity reverses the process $\left|k^{\prime}\right\rangle \rightarrow|k\rangle$. The long range interaction is
known as RKKY interaction [35-37] and is described by the Hamiltonian

$$
\begin{equation*}
H_{\mathrm{RKKY}}=\frac{1}{2} \sum_{i, j} A_{i j} \mathbf{I}_{i} \cdot \mathbf{I}_{j}, \tag{5.1}
\end{equation*}
$$

for two impurity sites $i$ and $j$. The most familiar form of the RKKY interaction is the three dimensional real space expression

$$
\begin{equation*}
A_{i j}=A^{2} n \frac{1}{2 \pi^{2} r_{i j}^{3}}\left[\cos \left(2 k_{F} r_{i j}\right)-\frac{\sin \left(2 k_{F} r_{i j}\right)}{2 k_{F} r_{i j}}\right] . \tag{5.2}
\end{equation*}
$$

The local moments are separated by the distance $r_{i j}$. The coupling constant $A$ corresponds to the contact interaction strength, $k_{F}$ is the Fermi momentum and $n$ the electron density of the Fermi liquid. Eq. (5.2) shows the general characteristics of an algebraic decay in addition to $2 k_{F}$ Friedel type oscillations set by the backscattering vector across the Fermi surface. The exact power of the algebraic decay depends on the dimension $d$ with $1 / r_{i j}^{d}$. In lower dimension the decay is modified [164-166], but these general characteristics remain the same. Later on we will focus on a two dimensional electron gas as the environment for the localised spin. This circumvents the special case of one spatial dimension for which a Luttinger Liquid description is necessary while ensuring a more tractable analytical description. Furthermore, two dimensional systems are a widely used platform for designed nanosystems [167, 168].

### 5.2 MASTER EQUATION WITHIN SELF-CONSISTENT PROJECTION OPERATOR APPROACH

The starting point is the generalised master equation (2.109) which was proposed in [38]. It provides an equation of motion for the system of interest, i.e., the subsystem that contains the dynamics we are interested in while all other subsystem act as a bath for the system. We adjust Eq. (2.109) directly to a quantum system which consists of two localised spins coupled to the same electronic environment to access the dynamics. The example setup, made up of the three components, is sketched in Fig. 5.1. First, we identify the different subsystems and define the corresponding Hamiltonian. Each localised spin $\mathbf{I}_{j}$ is described by the Zeeman term

$$
\begin{equation*}
H_{I}^{j}=b_{z}^{I} I_{z, j} . \tag{5.3}
\end{equation*}
$$



Figure 5.1: Sketch of the system: Two localised spins share the same environment and they are effectively coupled through the interaction with the bath. The bath itself is an itinerant electron gas and the interaction between localised spins and the electrons is a contact spin-spin interaction. The ripples and yellow wavy lines indicate coherent backaction effects. Our investigation focuses on the dynamics of one of the localised spins and how it is affected by the presence of the second one.
with $b_{z}^{I}=g_{I} \mu_{I} B_{z}$, where $g_{I}$ is the appropriate $g$-factor for the localised spin and its magnetic moment $\mu_{I}$ in the uniform external field $\mathbf{B}$ along the $z$ direction. The subscript $j=1,2$ refers to the position $x_{j}$ of the localised spin. The electronic part is described by the Hamiltonian

$$
\begin{equation*}
H_{\mathrm{el}}=\sum_{k \sigma} \epsilon_{k} c_{k \sigma}^{\dagger} c_{k \sigma}+b_{z}^{\mathrm{el}} \sum_{l=1}^{N_{\mathrm{el}}} S_{z, l} \tag{5.4}
\end{equation*}
$$

Here, $\epsilon_{k}$ is the energy dispersion for the electronic system with $c_{k \sigma}^{\dagger}$ and $c_{k \sigma}$ being the electron creation and annihilation operators. The second term corresponds to the Zeeman term with $b_{z}^{\mathrm{el}}=g \mu_{B} B_{z}$ with the electron $g$-factor and the Bohr magneton $\mu_{B}$. The sum runs over all real space positions $l$ of $N_{\text {el }}$ electrons forming the bath. The interaction term is given as before by a contact interaction between the localised spin $\mathbf{I}$ at $x_{j}$ and the electrons spin $\mathbf{S}$

$$
\begin{equation*}
H_{\mathrm{int}}^{j}=A \sum_{l=1}^{N_{\mathrm{el}}} \delta\left(x_{j}-x_{l}\right) \mathbf{I}_{j} \cdot \mathbf{S}_{l} \tag{5.5}
\end{equation*}
$$

The full system Hamiltonian is given by the sum of Eqs. (5.3) to (5.5)

$$
\begin{equation*}
H=H_{I}^{(1)}+H_{I}^{(2)}+H_{\mathrm{el}}+H_{\mathrm{int}}^{(1)}+H_{\mathrm{int}}^{(2)} \tag{5.6}
\end{equation*}
$$

and correspondingly the system's Liouvillian $L=-i[H, \cdot]$ can be written as

$$
\begin{equation*}
L=L_{I}^{(1)}+L_{I}^{(2)}+L_{\mathrm{el}}+L_{\mathrm{int}}^{(1)}+L_{\mathrm{int}}^{(2)} . \tag{5.7}
\end{equation*}
$$

We explicitly write all terms for each localised spin to emphasise that the entire considered system consists of three subsystems and that there is no direct coupling between the localised spins. The Zeeman term of localised spins can be eliminated by changing into a rotating frame of reference

$$
\begin{equation*}
H \rightarrow H-b_{z}^{I} J_{z} \tag{5.8}
\end{equation*}
$$

where $J_{z}=\sum_{j} I_{z, j}+\sum_{l} S_{l, z}$ is the total angular momentum. The full system Hamiltonian is then given by

$$
\begin{equation*}
H=\sum_{k \sigma} \epsilon_{k} c_{k \sigma}^{\dagger} c_{k \sigma}+b_{z} \sum_{l=1}^{N_{\mathrm{el}}} S_{z, l}+A \sum_{j=1,2} \sum_{l=1}^{N_{\mathrm{el}}} \delta\left(x_{j}-x_{l}\right) \mathbf{I}_{j} \cdot \mathbf{S}_{l} \tag{5.9}
\end{equation*}
$$

with $b_{z}=b_{z}^{\text {el }}-b_{z}^{I}$.

We define the reduced density matrices corresponding to each subsystem by tracing over the degrees of freedom of the subsystems acting as the bath. With the full density matrix $\rho$ of the entire quantum system, we then have for the localised spin

$$
\begin{equation*}
\rho_{I, j}(t)=\operatorname{Tr}_{j}\{\rho(t)\} \tag{5.10}
\end{equation*}
$$

where $\nRightarrow$ implies the trace over the electronic degrees of freedem as well as the second impurity. Since there is no direct coupling between the localised spins, the corresponding reduced density matrices are copies of each other. Therefore, we keep the index $j$ to refer to each of the spins located at $x_{j}$ with $j=1,2$. Strictly speaking, the definition of the reduced density matrix for each localised spin has to also include the trace over the the other impurity spin as in Eq. (5.10). However, in the equation of motion for the localised spin derived below there is no direct dependence on the other impurity. The effective interaction between the two spins comes in purely through the interaction with the surrounding electrons. For Eq. (5.10) the trace $\nRightarrow$ therefore reduces to the only taking
the trace over the conduction electrons

$$
\begin{equation*}
\rho_{I, j}(t)=\operatorname{Tr}_{\mathrm{el}}\{\rho(t)\} \tag{5.11}
\end{equation*}
$$

as tracing over the other spin within the equation of motion simplifies to the identity. The reduced density matrix for the conduction electrons is given by tracing over both localised spins

$$
\begin{equation*}
\rho_{\mathrm{el}}(t)=\operatorname{Tr}_{\not \subset K}\{\rho(t)\}=\operatorname{Tr}_{I}\{\rho(t)\} \tag{5.12}
\end{equation*}
$$

The corresponding time-dependent projection operators for each subsystem according to Eq. (2.81) are defined as

$$
\begin{align*}
P_{t}^{I, j} & =\operatorname{Tr}_{j}\{\cdot\} \otimes \rho_{I, j}(t) \otimes \rho_{e l}(t)=\operatorname{Tr}_{\mathrm{el}}\{\cdot\} \otimes \rho_{I, j} \otimes \rho_{e l}(t),  \tag{5.13}\\
P_{t}^{\mathrm{el}} & =\operatorname{Tr}_{e r}(t) \otimes \rho_{e r}(t)=\operatorname{Tr}_{I}\{\cdot\} \otimes \rho_{I, j=1}(t) \otimes \rho_{I, j=2}(t) \tag{5.14}
\end{align*}
$$

Then, we state the expression for the superoperator $\mathcal{C}_{t}$ in Eq. (2.100) by inserting the projection operators Eqs. (5.13) and (5.14)

$$
\begin{equation*}
\mathcal{C}_{t}=\mathbb{1}-\sum_{S_{n}} P_{t}^{S_{n}}=\mathbb{1}-P_{t}^{I, j=1}-P_{t}^{I, j=2}-P_{t}^{\mathrm{el}} \tag{5.15}
\end{equation*}
$$

where $S_{n}$ refers to the three subsystems, i.e., the two localised spins and the conduction electrons. Now we are in a position to tailor the general equation of motion in Eq. (2.109) to the current setup. Starting with the equation of motion for the localised spin at position $x_{j}$ the only interaction is with the conduction electrons such that Eq. (2.109) reduces to

$$
\begin{align*}
\dot{\rho}_{I, j}(t) & =\operatorname{Tr}_{\mathrm{el}}\left\{L_{\mathrm{int}}^{j} \rho_{I, j}(t) \otimes \rho_{\mathrm{el}}(t)\right\}+\int_{t_{0}}^{t} d t^{\prime} \operatorname{Tr}_{\mathrm{el}}\left\{L _ { \mathrm { int } } ^ { j } e ^ { L _ { \mathrm { el } } ( t - t ^ { \prime } ) } \left[L_{\mathrm{int}}^{j} \rho_{\mathrm{el}}\left(t^{\prime}\right) \otimes \rho_{I, j}\left(t^{\prime}\right)\right.\right. \\
& \left.\left.-\rho_{\mathrm{el}}\left(t^{\prime}\right) \otimes \operatorname{Tr}_{\mathrm{el}}\left\{L_{\mathrm{int}}^{j} \rho_{\mathrm{el}}\left(t^{\prime}\right) \otimes \rho_{I, j}\left(t^{\prime}\right)\right\}-\rho_{I, j}\left(t^{\prime}\right) \otimes \operatorname{Tr}_{I}\left\{L_{\mathrm{int}}^{j} \rho_{I, j}\left(t^{\prime}\right) \otimes \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\}\right]\right\} \tag{5.16}
\end{align*}
$$

where the trace over the other localised spin reduces to the identity. Note that in the rotating frame the unperturbed Hamiltonian corresponds to only the electronic part and the evolution under the Liouvillian is given by $L_{0}=L_{\mathrm{el}}$. In comparison to the NakajimaZwanzig approach for the single spin case we find a term linear in the interaction which was not present before due to particle conservation. In the time-dependent projection approach also bath correlations of the form $\langle B\rangle$ are present and generally $\langle B\rangle \neq 0$.

The bath operators $B$ correspond to the electron spin operators $S^{z, \pm}$. The terms under the time integral in Eq. (5.16) take into account the full history of all subsystems and capture the correlations building up between the different parts. Here, the first two terms with the trace over the electronic degrees of freedom will generate expectation values like $\sim\left\langle S^{\alpha} S^{\beta}\right\rangle(t)$ and $\sim\left\langle S^{\alpha}\right\rangle(t)\left\langle S^{\beta}\right\rangle(t)$. Apart from the explicit time dependence of the electron density matrix these correlators also appear in the Nakajima-Zwanzig approach. In contrast, the last term within the time integral does not appear. It generates terms $\sim\left\langle I^{\alpha}\right\rangle(t)\left\langle S^{\beta}\right\rangle(t)$ and can be interpreted as a renormalisation of the bath expectation value due to interaction with the system.

Reversing the situation and treating the localised spins as a bath to the electrons, we are able to write down an equation of motion for the conduction electrons. The only difference in comparison with the equation of motion for the localised spins of Eq. (5.16) is which subsystem's degrees of freedom are traced out and we have to add the term capturing the eigendynamics. Taking the trace over the localised spins leads to

$$
\begin{align*}
& \dot{\rho}_{\mathrm{el}}(t)=L_{\mathrm{el}} \rho_{\mathrm{el}}(t) \\
& +\sum_{j=1,2} \operatorname{Tr}_{I}\left\{L_{\mathrm{int}}^{j} \rho_{\mathrm{el}}(t) \otimes \rho_{I, j}(t)\right\}+\sum_{j=1,2} \int_{t_{0}}^{t} d t^{\prime} \operatorname{Tr}_{I}\left\{L _ { \mathrm { int } } ^ { j } e ^ { L _ { \mathrm { el } } ( t - t ^ { \prime } ) } \left[L_{\mathrm{int}}^{j} \rho_{I, j}\left(t^{\prime}\right) \otimes \rho_{\mathrm{el}}\left(t^{\prime}\right)\right.\right. \\
& \left.\left.-\rho_{I, j}\left(t^{\prime}\right) \otimes \operatorname{Tr}_{I}\left\{L_{\mathrm{int}}^{j} \rho_{I, j}\left(t^{\prime}\right) \otimes \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\}-\rho_{\mathrm{el}}\left(t^{\prime}\right) \otimes \operatorname{Tr}_{\mathrm{el}}\left\{L_{\mathrm{int}}^{j} \rho_{\mathrm{el}}\left(t^{\prime}\right) \otimes \rho_{I, j}\left(t^{\prime}\right)\right\}\right]\right\} . \tag{5.17}
\end{align*}
$$

Since the conduction electrons are directly coupled to both localised spins we sum over $j=$ 1,2 . At this point we can also see within the formalism how the effective coupling through the conduction electrons comes in. The discussion from Eq. (5.16) applies to Eq. (5.17) as well, we only need to insert the localised spin operators. Within the time integral the corresponding expectation values are therefore $\sim\left\langle I_{j}^{\alpha} I_{j}^{\beta}\right\rangle(t)$ and $\sim\left\langle I_{j}^{\alpha}\right\rangle(t)\left\langle I_{j}^{\beta}\right\rangle(t)$ for the first two terms while the structure for the last remains the same. The expectation values of the localised spins on different sites $j$ do not mix which is again due to the lack of direct coupling between them.
Eqs. (5.16) and (5.17) form a set of coupled equations of motion that we need to solve in order to gain excess to the dynamics of the localised spins. To proceed we will choose a particular basis for the density matrices of the impurities which leads to a matrix representation of the different terms including $L_{\mathrm{in}}^{j}$. At this point in Chapter 3 when treating the single spin case we used the Laplace transformation to solve the equation of motion. This is no longer possible as the integrand has a more complicated structure and apart form the system's density matrix also the reference bath state is time-dependent. Furthermore, the equation of motion for the conduction electrons in Eq. (5.17) cannot be
solved because there are infinitely many degrees of freedom. Limiting the consideration to a finite number of degrees of freedom would not do, as such an approach would not capture the universal physics which is dominated by Fermi statistics and the existence of a Fermi surface. Nonetheless, it could be interesting to treat finite chains with a finite number of modes. For long enough chains however a full numerical treatment would again require many degrees of freedom and quickly becomes impractical. In the end we are interested in the dynamics of the localised spins. In their equation of motion Eq. (5.16) only some correlation functions of the conduction electrons appear. Instead of needing to solve Eq. (5.17) we need to find the equation of motion for the required correlation functions. In the following sections we derive the equations of motion for the different subsystems explicitly.

### 5.2.1 Equation of motion for the localised spins

To find an expression for Eq. (5.16) we choose a particular basis spanned by the localised spin operators $\left\{I_{j}^{\uparrow}, I_{j}^{\downarrow}, I_{j}^{-}, I_{j}^{+}\right\}$for the reduced density matrices of the localised spins such that

$$
\begin{equation*}
\rho_{I, j}=\rho_{j}^{\uparrow} I_{j}^{\uparrow}+\rho_{j}^{\downarrow} I_{j}^{\downarrow}+\rho_{j}^{-} I_{j}^{+}+\rho_{j}^{+} I_{j}^{-}, \tag{5.18}
\end{equation*}
$$

analogous to Eq. (3.54) in the single spin case. We can then derive an equation of motion for each localised spin separately because their evolutions are formally decoupled, since the coupling occurs only through the electron density matrix. The interaction Hamiltonian can be written as

$$
\begin{equation*}
H_{\mathrm{int}}^{j}=A \delta\left(x_{j}-x_{l}\right)\left(2 I_{j}^{+} S_{l}^{-}+2 I_{j}^{-} S_{l}^{+}+I_{j}^{z} S_{l}^{z}\right) . \tag{5.19}
\end{equation*}
$$

Using the specific interaction Hamiltonian in the basis of the spin operators we can write the equation of motion Eq. (5.16) in a matrix representation

$$
\begin{equation*}
\dot{\vec{\rho}}_{I, j}(t)=\hat{M}\left(x_{j}, t\right) \vec{\rho}_{I, j}(t) \tag{5.20}
\end{equation*}
$$

where

$$
\begin{equation*}
\vec{\rho}_{I, j}(t)=\left(\rho_{j}^{\uparrow}, \rho_{j}^{\downarrow}, \rho_{j}^{-}, \rho_{j}^{+}\right)^{T} . \tag{5.21}
\end{equation*}
$$

and $\hat{M}$ is the $4 \times 4$ matrix representation of the memory kernel coupling to spin $j$. The matrix $\hat{M}$ includes the different terms of Eq. (5.16) which we write in the form

$$
\begin{align*}
& \hat{M}\left(x_{j}, t\right) \vec{\rho}_{I, j}(t) \\
& =\hat{M}_{\operatorname{lin}}\left(x_{j}, t\right) \vec{\rho}_{I, j}(t) \\
& +\int_{0}^{t} d t^{\prime}\left\{\hat{M}_{2 \mathrm{nd}, 1}\left(x_{j}, t, t^{\prime}\right)+\hat{M}_{2 \mathrm{nd}, 2}\left(x_{j}, t, t^{\prime}\right)+\hat{M}_{2 \mathrm{nd}, 3}\left(x_{j}, t, t^{\prime}\right)\right\} \vec{\rho}_{I, j}\left(t^{\prime}\right) . \tag{5.22}
\end{align*}
$$

The definitions for the different $\hat{M}_{i}$ follow below. As the calculation is rather lengthy, we will only show some intermediate steps. Details for the full calculation including all arising commutators can be found in Appendix F.1.

### 5.2.1.1 Linear term $M_{\text {lin }}$

The first term in Eq. (5.16) of $O(A)$ is given by

$$
\begin{align*}
\operatorname{Tr}_{\mathrm{el}}\left\{L_{\mathrm{int}}^{j} \rho_{I, j}(t) \otimes \rho_{\mathrm{el}}(t)\right\} & =-i 2 A \operatorname{Tr}_{\mathrm{el}}\left\{S^{+}\left(x_{j}\right) \rho_{\mathrm{el}}(t)\right\}\left[I_{j}^{-}, \rho_{j}(t)\right] \\
& -i 2 A \operatorname{Tr}_{\mathrm{el}}\left\{S^{-}\left(x_{j}\right) \rho_{\mathrm{el}}(t)\right\}\left[I_{j}^{+}, \rho_{j}(t)\right] \\
& -i A \operatorname{Tr}_{\mathrm{el}}\left\{S^{z}\left(x_{j}\right) \rho_{\mathrm{el}}(t)\right\}\left[I_{j}^{z}, \rho_{j}(t)\right] . \tag{5.23}
\end{align*}
$$

Inserting Eq. (5.18) and calculating the commutators leads to a matrix representation of the linear term acting on the density matrix $\vec{\rho}_{I, j}(t)$

$$
\hat{M}_{\mathrm{lin}}\left(x_{j}, t\right)=\left(\begin{array}{cccc}
0 & 0 & -R_{+} & R_{-}  \tag{5.24}\\
0 & 0 & R_{+} & -R_{-} \\
R_{+} & -R_{+} & -R_{z} & 0 \\
-R_{-} & R_{-} & 0 & R_{z}
\end{array}\right),
$$

with the correlation functions

$$
\begin{align*}
R_{+}\left(x_{j}, t\right) & =-i 2 A e^{i b_{z}^{I} t}\left\langle S_{j}^{+}\right\rangle_{\mathrm{el}, t}  \tag{5.25}\\
R_{-}\left(x_{j}, t\right) & =-i 2 A e^{-i b b_{z}^{I} t}\left\langle S_{j}^{-}\right\rangle_{\mathrm{el}, t}  \tag{5.26}\\
R_{z}\left(x_{j}, t\right) & =-i 2 A\left\langle S_{j}^{z}\right\rangle_{\mathrm{el}, t}, \tag{5.27}
\end{align*}
$$

where we also included the phase factor due to the transformation into the rotating frame. Furthermore, we define the angular brackets as the expectation value of any operator $O$

$$
\begin{equation*}
\left\langle O_{j}\right\rangle_{\mathrm{el}, t}=\operatorname{Tr}_{\mathrm{el}}\left\{O_{j} \rho_{\mathrm{el}}(t)\right\} \tag{5.28}
\end{equation*}
$$

over the electronic degrees of freedom. Correspondingly,

$$
\begin{equation*}
\left\langle O_{j}\right\rangle_{I, t}=\operatorname{Tr}_{I}\left\{O_{j} \rho_{I, j}(t)\right\} \tag{5.29}
\end{equation*}
$$

denotes the expectation with respect to the localised spin. The index $t$ refers to the time argument of the density matrix. If the spin operator itself includes a time evolution we will write this explicitly, i.e., $\left\langle S_{j}^{\alpha}\left(t^{\prime}\right)\right\rangle_{\mathrm{el}, t}$ while $\left\langle S_{j}^{\alpha}\right\rangle_{\mathrm{el}, t}=\left\langle S_{j}^{\alpha}\left(t^{\prime}=0\right)\right\rangle_{\mathrm{el}, t}$.

### 5.2.1.2 $O\left(A^{2}\right)$ : Two-point correlators $M_{2 \text { nd }, 1}$

The first term quadratic in the interaction corresponds to the second term in Eq. (5.16). Inserting the interaction Hamiltonian into Eq. (5.16) we need to find

$$
\begin{align*}
& \int_{t_{0}}^{t} d t^{\prime} \operatorname{Tr}_{\mathrm{el}}\left\{L_{\mathrm{int}}^{j} e^{L_{\mathrm{el}( }\left(t-t^{\prime}\right)} L_{\mathrm{int}}^{j} \rho_{\mathrm{el}}\left(t^{\prime}\right) \otimes \rho_{I, j}\left(t^{\prime}\right)\right\} \\
& =-\int_{t_{0}}^{t} d t^{\prime} \operatorname{Tr}_{\mathrm{el}}\left\{\left[H_{\mathrm{int}}^{j}, e^{L_{\mathrm{el}}\left(t-t^{\prime}\right)}\left[H_{\mathrm{int}}^{j}, \rho_{\mathrm{el}}\left(t^{\prime}\right) \otimes \rho_{I, j}\left(t^{\prime}\right)\right]\right]\right\} . \tag{5.30}
\end{align*}
$$

This leads to the commutators between the localised spin operators and its density matrix of the form

$$
\begin{equation*}
\left[\rho_{I, j}\left(t^{\prime}\right) I_{j}^{\alpha}, I_{j}^{\beta}\right] \tag{5.31}
\end{equation*}
$$

with $\alpha, \beta= \pm, z$. After calculating the commutators the integrand can be written in its matrix representation as

$$
\hat{M}_{2 \mathrm{nd}, 1}\left(x_{j}, t, t^{\prime}\right)=\left(\begin{array}{cccc}
F_{1} & -F_{2} & -F_{3} & -F_{4}  \tag{5.32}\\
-F_{1} & F_{2} & F_{3} & F_{4} \\
-F_{z+}+F_{5} & F_{+z}+F_{5} & F_{-}+F_{z} & 0 \\
-F_{-z}+F_{6} & F_{z-}+F_{6} & 0 & F_{+}+F_{z}
\end{array}\right),
$$

with the correlation functions

$$
\begin{equation*}
F_{1}\left(x_{j}, t, t^{\prime}\right)=-4 A^{2}\left(e^{-i b_{z}^{I}\left(t^{\prime}-t\right)}\left\langle S_{j}^{-}\left(t^{\prime}-t\right) S_{j}^{+}\right\rangle_{\mathrm{el}, t^{\prime}}+e^{i b_{z}^{I}\left(t^{\prime}-t\right)}\left\langle S_{j}^{-} S_{j}^{+}\left(t^{\prime}-t\right)\right\rangle_{\mathrm{el}, t^{\prime}}\right), \tag{5.33}
\end{equation*}
$$

$$
\begin{align*}
F_{2}\left(x_{j}, t, t^{\prime}\right) & =-4 A^{2}\left(e^{i b_{z}^{I}\left(t^{\prime}-t\right)}\left\langle S_{j}^{+}\left(t^{\prime}-t\right) S_{j}^{-}\right\rangle_{\mathrm{el}, t^{\prime}}+e^{-i b_{z}^{I}\left(t^{\prime}-t\right)}\left\langle S_{j}^{+} S_{j}^{-}\left(t^{\prime}-t\right)\right\rangle_{\mathrm{el}, t^{\prime}}\right)  \tag{5.34}\\
F_{+}\left(x_{j}, t, t^{\prime}\right) & =-4 A^{2} e^{-i b_{z}^{I}\left(t^{\prime}-t\right)}\left\langle\left\{S_{j}^{-}\left(t^{\prime}-t\right), S_{j}^{+}\right\}\right\rangle_{\mathrm{el}, t^{\prime}},  \tag{5.35}\\
F_{-}\left(x_{j}, t, t^{\prime}\right) & =-4 A^{2} e^{i b_{z}^{I}\left(t^{\prime}-t\right)}\left\langle\left\{S_{j}^{+}\left(t^{\prime}-t\right), S_{j}^{-}\right\}\right\rangle_{\mathrm{el}, t^{\prime}},  \tag{5.36}\\
F_{z}\left(x_{j}, t, t^{\prime}\right) & =-2 A^{2}\left\langle\left\{S_{j}^{z}\left(t^{\prime}-t\right), S_{j}^{z}\right\}\right\rangle_{\mathrm{el}, t^{\prime}},  \tag{5.37}\\
F_{3}\left(x_{j}, t, t^{\prime}\right) & =-2 A^{2} e^{i b_{z}^{I}\left(t^{\prime}-t\right)}\left\langle\left\{S_{j}^{+}\left(t^{\prime}-t\right), S_{j}^{z}\right\}\right\rangle_{\mathrm{el}, t^{\prime}},  \tag{5.38}\\
F_{4}\left(x_{j}, t, t^{\prime}\right) & =-2 A^{2} e^{-i b_{z}^{I}\left(t^{\prime}-t\right)}\left\langle\left\{S_{j}^{-}\left(t^{\prime}-t\right), S_{j}^{z}\right\}\right\rangle_{\mathrm{el}, t^{\prime}},  \tag{5.39}\\
F_{5}\left(x_{j}, t, t^{\prime}\right) & =-2 A^{2} e^{i b_{z}^{I}\left(t^{\prime}-t\right)}\left\langle\left[S_{j}^{+}\left(t^{\prime}-t\right), S_{j}^{z}\right]\right\rangle_{\mathrm{el}, t^{\prime}},  \tag{5.40}\\
F_{6}\left(x_{j}, t, t^{\prime}\right) & =-2 A^{2} e^{-i b_{z}^{I}\left(t^{\prime}-t\right)}\left\langle\left[S_{j}^{-}\left(t^{\prime}-t\right), S_{j}^{z}\right]\right\rangle_{\mathrm{el}, t^{\prime}},  \tag{5.41}\\
F_{z+}\left(x_{j}, t, t^{\prime}\right) & =-4 A^{2}\left\langle S_{j}^{z}\left(t^{\prime}-t\right) S_{j}^{+}\right\rangle_{\mathrm{el}, t^{\prime}},  \tag{5.42}\\
F_{+z}\left(x_{j}, t, t^{\prime}\right) & =-4 A^{2}\left\langle S_{j}^{+} S_{j}^{z}\left(t^{\prime}-t\right)\right\rangle_{\mathrm{el}, t^{\prime}},  \tag{5.43}\\
F_{z-}\left(x_{j}, t, t^{\prime}\right) & =-4 A^{2}\left\langle S_{j}^{z}\left(t^{\prime}-t\right) S_{j}^{-}\right\rangle_{\mathrm{el}, t^{\prime}},  \tag{5.44}\\
F_{-z}\left(x_{j}, t, t^{\prime}\right) & =-4 A^{2}\left\langle S_{j}^{-} S_{j}^{z}\left(t^{\prime}-t\right)\right\rangle_{\mathrm{el}, t^{\prime}} \tag{5.45}
\end{align*}
$$

The matrix $\hat{M}_{2 \text { nd, } 1}$ acts within the time integral on the localised spin density matrix $\vec{\rho}_{I, j}\left(t^{\prime}\right)$. The diagonal $2 \times 2$ blocks contain the same electron spin correlation functions as the memory kernel $\widetilde{\Sigma}(s)$ in Eq. (3.61) for a single spin in an electronic environment. Unlike Eq. (3.61) the correlators $F_{i}$ lack time translation symmetry and as such no further simplifications can be done. Since in the time-dependent projector setup also single excitations such as $\left\langle S_{j}^{ \pm} S^{z}\right\rangle \neq 0$ the longitudinal and transverse localised spin components are coupled.

### 5.2.1.3 $O\left(A^{2}\right)$ : One-point correlators $M_{2 \text { nd, } 2}$

The one-point correlators arise from the third term in Eq. (5.16) which is given by

$$
\begin{align*}
& -\int_{t_{0}}^{t} d t^{\prime} \operatorname{Tr}_{\mathrm{el}}\left\{L_{\mathrm{int}}^{j} L^{L_{\mathrm{el}}\left(t-t^{\prime}\right)} \rho_{\mathrm{el}}\left(t^{\prime}\right) \otimes \operatorname{Tr}_{\mathrm{el}}\left\{L_{\mathrm{int}}^{j} \rho_{\mathrm{el}}\left(t^{\prime}\right) \otimes \rho_{I, j}\left(t^{\prime}\right)\right\}\right\} \\
& =\int_{t_{0}}^{t} d t^{\prime} \operatorname{Tr}_{\mathrm{el}}\left\{\left[H_{\mathrm{int}}^{j}, e^{L_{\mathrm{el}}\left(t-t^{\prime}\right)} \rho_{\mathrm{el}}\left(t^{\prime}\right) \otimes \operatorname{Tr}_{\mathrm{el}}\left\{\left[H_{\mathrm{int}}^{j}, \rho_{\mathrm{el}}\left(t^{\prime}\right) \otimes \rho_{I, j}\left(t^{\prime}\right)\right]\right\}\right]\right\} . \tag{5.46}
\end{align*}
$$

The inner trace is identical to the trace appearing in the linear term in Eq. (5.23) while the outer trace is given by the same bath correlation function but under the time evolution
$\exp \left[L_{\mathrm{el}}\left(t-t^{\prime}\right)\right]$. We find that the relevant commutators of the localised spins are the same as in Eq. (5.31). Collecting the results from all commutators we obtain the matrix representation of the integrand including the prefactor in Eq. (5.46)

$$
\hat{M}_{2 \mathrm{nd}, 2}\left(x_{j}, t, t^{\prime}\right)=\left(\begin{array}{cccc}
G_{1} & -G_{1} & -G_{2} & -G_{3}  \tag{5.47}\\
-G_{1} & G_{1} & G_{2} & G_{3} \\
-G_{4} & G_{4} & G_{-}+G_{z} & 0 \\
-G_{5} & G_{5} & 0 & G_{+}+G_{z}
\end{array}\right)
$$

with the electronic response functions

$$
\begin{align*}
& G_{+}\left(x_{j}, t, t^{\prime}\right)=4 A^{2} e^{-i b_{z}^{I}\left(t^{\prime}-t\right)}\left\langle S_{j}^{-}\left(t^{\prime}-t\right)\right\rangle_{\mathrm{el}, t^{\prime}}\left\langle S_{j}^{+}\right\rangle_{\mathrm{el}, t^{\prime}}  \tag{5.48}\\
& G_{-}\left(x_{j}, t, t^{\prime}\right)=4 A^{2} e^{i b_{z}^{I}\left(t^{\prime}-t\right)}\left\langle S_{j}^{+}\left(t^{\prime}-t\right)\right\rangle_{\mathrm{el}, t^{\prime}}\left\langle S_{j}^{-}\right\rangle_{\mathrm{el}, t^{\prime}}  \tag{5.49}\\
& G_{z}\left(x_{j}, t, t^{\prime}\right)=4 A^{2}\left\langle S_{j}^{z}\left(t^{\prime}-t\right)\right\rangle_{\mathrm{el}, t^{\prime}}\left\langle S_{j}^{z}\right\rangle_{\mathrm{el}, t^{\prime}},  \tag{5.50}\\
& G_{1}\left(x_{j}, t, t^{\prime}\right)=4 A^{2}\left(G_{+}+G_{-}\right),  \tag{5.51}\\
& G_{2}\left(x_{j}, t, t^{\prime}\right)=2 A^{2} e^{i b_{z}^{I}\left(t^{\prime}-t\right)}\left\langle S_{j}^{+}\left(t^{\prime}-t\right)\right\rangle_{\mathrm{el}, t^{\prime}}\left\langle S_{j}^{z}\right\rangle_{\mathrm{el}, t^{\prime}}  \tag{5.52}\\
& G_{3}\left(x_{j}, t, t^{\prime}\right)=2 A^{2} e^{-i b_{z}^{I}\left(t^{\prime}-t\right)}\left\langle S_{j}^{-}\left(t^{\prime}-t\right)\right\rangle_{\mathrm{el}, t^{\prime}}\left\langle S_{j}^{z}\right\rangle_{\mathrm{el}, t^{\prime}},  \tag{5.53}\\
& G_{4}\left(x_{j}, t, t^{\prime}\right)=2 A^{2}\left\langle S_{j}^{z}\left(t^{\prime}-t\right)\right\rangle_{\mathrm{el}, t^{\prime}}\left\langle S_{j}^{+}\right\rangle_{\mathrm{el}, t^{\prime}}  \tag{5.54}\\
& G_{5}\left(x_{j}, t, t^{\prime}\right)=2 A^{2}\left\langle S_{j}^{z}\left(t^{\prime}-t\right)\right\rangle_{\mathrm{el}, t^{\prime}}\left\langle S_{j}^{-}\right\rangle_{\mathrm{el}, t^{\prime}} \tag{5.55}
\end{align*}
$$

In comparison to the single spin setup we now find the correlators $G_{i}$. Before, all $G_{i}=0$ since we excluded any magnetisation of the conduction electrons and the bath was in its equilibrium state.

### 5.2.1.4 $O\left(A^{2}\right)$ : RENORMALISATION TERM $M_{2 \text { nd, }}$

The last remaining term in Eq. (5.16) is given by

$$
\begin{align*}
& -\int_{t_{0}}^{t} d t^{\prime} \operatorname{Tr}_{\mathrm{el}}\left\{L_{\mathrm{int}}^{j} t^{L_{\mathrm{el}}\left(t-t^{\prime}\right)} \rho_{I, j}\left(t^{\prime}\right) \otimes \operatorname{Tr}_{I}\left\{L_{\mathrm{int}}^{j} \rho_{I, j}\left(t^{\prime}\right) \otimes \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\}\right\} \\
& =-\int_{t_{0}}^{t} d t^{\prime} \operatorname{Tr}_{\mathrm{el}}\left\{\left[H_{\mathrm{int}}^{j}, e^{L_{\mathrm{el}}\left(t-t^{\prime}\right)} \rho_{I, j}\left(t^{\prime}\right) \otimes \operatorname{Tr}_{I, j}\left\{\left[H_{\mathrm{int}}^{j}, \rho_{I}\left(t^{\prime}\right) \otimes \rho_{\mathrm{el}}\left(t^{\prime}\right)\right]\right\}\right]\right\} . \tag{5.56}
\end{align*}
$$

The inner trace will lead to an expectation value of the localised spin which in turn renormalises the electronic response function. The relevant spin commutators $\left[\rho_{I, j}\left(t^{\prime}\right), I_{j}^{\alpha}\right]$ with $\alpha= \pm, z$ are identical to the localised spin commutators of the linear term in Eq. (5.23).

Making use of Eq. (5.18) we find the matrix representation of Eq. (5.56)

$$
\hat{\hat{M}}_{2 \mathrm{nd}, 3}\left(x_{j}, t, t^{\prime}\right)=\left(\begin{array}{cccc}
0 & 0 & H_{1} & -H_{2}  \tag{5.57}\\
0 & 0 & -H_{1} & H_{2} \\
-H_{1} & H_{1} & H_{3} & 0 \\
H_{2} & -H_{2} & 0 & -H_{3}
\end{array}\right)
$$

with the electron correlation functions

$$
\begin{align*}
H_{1}\left(x_{j}, t, t^{\prime}\right) & =4 A^{2} \rho_{j}^{+}\left(t^{\prime}\right) e^{i b_{z}^{I}\left(t^{\prime}-t\right)}\left\langle\left[S_{j}^{+}\left(t^{\prime}-t\right), S_{j}^{-}\right]\right\rangle_{\mathrm{el}, t^{\prime}} \\
& +2 A^{2} \rho_{j}^{z}\left(t^{\prime}\right) e^{i b_{z}^{I}\left(t^{\prime}-t\right)}\left\langle\left[S_{j}^{+}\left(t^{\prime}-t\right), S_{j}^{z}\right]\right\rangle_{\mathrm{el}, t^{\prime}}  \tag{5.58}\\
H_{2}\left(x_{j}, t, t^{\prime}\right) & =4 A^{2} \rho_{j}^{-}\left(t^{\prime}\right) e^{-i b_{z}^{I}\left(t^{\prime}-t\right)}\left\langle\left[S_{j}^{-}\left(t^{\prime}-t\right), S_{j}^{+}\right]\right\rangle_{\mathrm{el}, t^{\prime}} \\
& +2 A^{2} \rho_{j}^{z}\left(t^{\prime}\right) e^{-i b_{z}^{I}\left(t^{\prime}-t\right)}\left\langle\left[S_{j}^{-}\left(t^{\prime}-t\right), S_{j}^{z}\right]\right\rangle_{\mathrm{el}, t^{\prime}}  \tag{5.59}\\
H_{3}\left(x_{j}, t, t^{\prime}\right) & =2 A^{2} \rho_{j}^{-}\left(t^{\prime}\right)\left\langle\left[S_{j}^{z}\left(t^{\prime}-t\right), S_{j}^{+}\right]\right\rangle_{\mathrm{el}, t^{\prime}}+2 A^{2} \rho_{j}^{+}\left(t^{\prime}\right)\left\langle\left[S_{j}^{z}\left(t^{\prime}-t\right), S_{j}^{-}\right]\right\rangle_{\mathrm{el}, t^{\prime}} \tag{5.60}
\end{align*}
$$

These correlations are weighted by the different localised spin components $\rho_{j}^{\alpha}(t)$ in the chosen basis. The components correspond to the expectation values defined by

$$
\begin{equation*}
\left\langle I_{j}^{\alpha}\right\rangle_{I, t}=\operatorname{Tr}_{I}\left\{I_{j}^{\alpha} \rho_{I, j}(t)\right\}=I \rho_{j}^{\alpha}(t) \tag{5.61}
\end{equation*}
$$

which is a direct consequence of Eq. (5.18).

### 5.2.2 EQUATION OF MOTION FOR THE CONDUCTION ELECTRONS

The equation of motion for the electrons for the considered setup is obtained by inserting the interaction Hamiltonian of Eq. (5.19) into Eq. (5.17). As previously for the case of the localised spin, we will calculate the different terms in the first step separately. The structure will be similar to the different terms for the impurity Eqs. (5.23), (5.30), (5.46) and (5.56) by swapping the spin operators and taking the trace with respect to the localised spins. In contrast to the equation of motion for the localised spins we are not able to simplify the appearing commutators because we cannot choose a specific basis for the electron spin operators and we will be left with the general structure. In the second step, we approximate the electron density matrix to find a closed equation of motion for the relevant electron spin correlation functions.

### 5.2.2.1 Eigendynamics and $O(A)$ term

The first term of the right-hand side in Eq. (5.17) captures the eigendynamics of the conduction electrons under the electronic part $H_{\text {el }}$ of the Hamiltonian Eq. (5.9) with

$$
\begin{equation*}
H_{\mathrm{el}}=\sum_{k \sigma} \epsilon_{k} c_{k \sigma}^{\dagger} c_{k \sigma}+b_{z} \sum_{l=1}^{N_{\mathrm{el}}} S_{z, l} . \tag{5.62}
\end{equation*}
$$

At this point we make no assumptions on the specific form of the density matrix for the electrons and therefore cannot specify the action of $L_{\mathrm{el}}$ on $\rho_{\mathrm{el}}(t)$ any further. The $O(A)$ term corresponds to the second term of Eq. (5.17). Swapping the electrons spin operators and localised spin operators of Eq. (5.23) and adjusting the trace leads to

$$
\begin{align*}
& \sum_{j=1,2} \operatorname{Tr}_{I}\left\{L_{\mathrm{int}}^{j} \rho_{e l}(t) \otimes \rho_{\mathrm{I}, \mathrm{j}}(t)\right\} \\
& =-i 2 A \sum_{j=1,2}\left\{\rho_{j}^{+}(t)\left[S_{j}^{-}, \rho_{\mathrm{el}}(t)\right]+\rho_{j}^{-}(t)\left[S_{j}^{+}, \rho_{\mathrm{el}}(t)\right]+\left(\rho_{j}^{\uparrow}(t)-\rho_{j}^{\downarrow}(t)\right)\left[S_{j}^{z}, \rho_{\mathrm{el}}(t)\right]\right\} . \tag{5.63}
\end{align*}
$$

We also made use of Eq. (5.61) to replace the expectation value of the localised spin by the corresponding component of their density matrix.

### 5.2.2.2 $O\left(A^{2}\right)$ : Two-point correlators

Following the procedure outlined above, the first term of $O\left(A^{2}\right)$ corresponds to the third term in Eq. (5.17) and can be written as

$$
\begin{align*}
& \sum_{j=1,2} \int_{0}^{t} d t^{\prime} \operatorname{Tr}_{I}\left\{L_{\mathrm{int}}^{j} e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} L_{\mathrm{int}}^{j} \rho_{\mathrm{el}}\left(t^{\prime}\right) \otimes \rho_{j}\left(t^{\prime}\right)\right\} \\
& =-A^{2} \sum_{j=1,2} \int_{0}^{t} d t^{\prime}\left\{2 \rho_{j}^{+}\left(t^{\prime}\right)\left(\left[S_{j}^{z}, e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} S_{j}^{-} \rho_{\mathrm{el}}\left(t^{\prime}\right)\right]-\left[e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} \rho_{\mathrm{el}}\left(t^{\prime}\right) S_{j}^{-}, S_{j}^{z}\right]\right)\right. \\
& +2 \rho_{j}^{+}\left(t^{\prime}\right)\left(\left[e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} \rho_{\mathrm{el}}\left(t^{\prime}\right) S_{j}^{z}, S_{j}^{-}\right]-\left[S_{j}^{-}, e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} S_{j}^{z} \rho_{\mathrm{el}}\left(t^{\prime}\right)\right]\right) \\
& +2 \rho_{j}^{-}\left(t^{\prime}\right)\left(\left[e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} \rho_{\mathrm{el}}\left(t^{\prime}\right) S_{j}^{+}, S_{j}^{z}\right]-\left[S_{j}^{z}, e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} S_{j}^{+} \rho_{\mathrm{el}}\left(t^{\prime}\right)\right]\right) \\
& +2 \rho_{j}^{-}\left(t^{\prime}\right)\left(\left[S_{j}^{+}, e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} S_{j}^{z} \rho_{\mathrm{el}}\left(t^{\prime}\right)\right]-\left[e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} \rho_{\mathrm{el}}\left(t^{\prime}\right) S_{j}^{z}, S_{j}^{+}\right]\right) \\
& +4\left(\rho_{j}^{\uparrow}\left(t^{\prime}\right)-\rho_{j}^{\downarrow}\left(t^{\prime}\right)\right)\left(\left[S_{j}^{-}, e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} S_{j}^{+} \rho_{\mathrm{el}}\left(t^{\prime}\right)\right]+\left[e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} \rho_{\mathrm{el}}\left(t^{\prime}\right) S_{j}^{-}, S_{j}^{+}\right]\right) \\
& \left.+\left(\rho_{j}^{\uparrow}\left(t^{\prime}\right)+\rho_{j}^{\downarrow}\left(t^{\prime}\right)\right)\left(\left[S_{j}^{z}, e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} S_{j}^{z} \rho_{\mathrm{el}}\left(t^{\prime}\right)\right]+\left[e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} \rho_{\mathrm{el}}\left(t^{\prime}\right) S_{j}^{z}, S_{j}^{z}\right]\right)\right\} . \tag{5.64}
\end{align*}
$$

Again, we used Eq. (5.61) to rewrite the expectation values $\left\langle I_{j}^{\alpha} I_{j}^{\beta}\right\rangle_{I, t^{\prime}}$ in terms of the component of the localised spin density matrix.

### 5.2.2.3 $O\left(A^{2}\right)$ : One-Point correlators

The fourth term of Eq. (5.17) includes an additional trace over the localised spins and we find the same electron spin commutators as in Eq. (5.64) but with modified prefactors

$$
\begin{align*}
& -\int_{0}^{t} d t^{\prime} \operatorname{Tr}_{I}\left\{L_{\mathrm{int}}^{j} e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} \rho_{j}\left(t^{\prime}\right) \otimes \operatorname{Tr}_{I}\left(L_{\mathrm{int}}^{j} \rho_{\mathrm{el}}\left(t^{\prime}\right) \otimes \rho_{j}\left(t^{\prime}\right)\right)\right\} \\
& =A^{2} \sum_{j=1,2} \int_{0}^{t} d t^{\prime}\left\{2 \rho _ { j } ^ { + } ( t ^ { \prime } ) ( \rho _ { j } ^ { \uparrow } ( t ^ { \prime } ) - \rho _ { j } ^ { \downarrow } ( t ^ { \prime } ) ) \left(\left[S_{j}^{-}, e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} S_{j}^{z} \rho_{\mathrm{el}}\left(t^{\prime}\right)\right]\right.\right. \\
& \left.+\left[e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} \rho_{\mathrm{el}}\left(t^{\prime}\right) S_{j}^{z}, S_{j}^{-}\right]+\left[S_{j}^{z}, e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} S_{j}^{-} \rho_{\mathrm{el}}\left(t^{\prime}\right)\right]+\left[e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} \rho_{\mathrm{el}}\left(t^{\prime}\right) S_{j}^{-}, S_{j}^{z}\right]\right) \\
& +2 \rho_{j}^{-}\left(t^{\prime}\right)\left(\rho_{j}^{\uparrow}\left(t^{\prime}\right)-\rho_{j}^{\downarrow}\left(t^{\prime}\right)\right)\left(\left[S_{j}^{+}, e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} S_{j}^{z} \rho_{\mathrm{el}}\left(t^{\prime}\right)\right]+\left[e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} \rho_{\mathrm{el}}\left(t^{\prime}\right) S_{j}^{z}, S_{j}^{+}\right]\right. \\
& \left.+\left[S_{j}^{z}, e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} S_{j}^{+} \rho_{\mathrm{el}}\left(t^{\prime}\right)\right]+\left[e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} \rho_{\mathrm{el}}\left(t^{\prime}\right) S_{j}^{+}, S_{j}^{z}\right]\right) \\
& +4 \rho_{j}^{+}\left(t^{\prime}\right) \rho_{j}^{-}\left(t^{\prime}\right)\left(\left[S_{j}^{-}, e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} S_{j}^{+} \rho_{\mathrm{el}}\left(t^{\prime}\right)\right]+\left[e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} \rho_{\mathrm{el}}\left(t^{\prime}\right) S_{j}^{+}, S_{j}^{-}\right]\right. \\
& \left.+\left[S_{j}^{+}, e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} S_{j}^{-} \rho_{\mathrm{el}}\left(t^{\prime}\right)\right]+\left[e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} \rho_{\mathrm{el}}\left(t^{\prime}\right) S_{j}^{-}, S_{j}^{+}\right]\right) \\
& +\left(\rho_{j}^{\uparrow}\left(t^{\prime}\right)-\rho_{j}^{\downarrow}\left(t^{\prime}\right)\right)^{2}\left(\left[S_{j}^{z}, e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} S_{j}^{z} \rho_{\mathrm{el}}\left(t^{\prime}\right)\right]+\left[e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} \rho_{\mathrm{el}}\left(t^{\prime}\right) S_{j}^{z}, S_{j}^{z}\right]\right) \tag{5.65}
\end{align*}
$$

We find pairs of localised spin components due to the additional trace within the time integral.

### 5.2.2.4 $O\left(A^{2}\right)$ : RENORMALISATION TERM

The last term of Eq. (5.17) with the renormalisation of the expectation values of the localised spin by the electronic contribution leads to

$$
\begin{align*}
& -\sum_{j=1,2} \int_{0}^{t} d t^{\prime} \operatorname{Tr}_{I}\left\{L_{\mathrm{int}}^{j} e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} \rho_{\mathrm{el}}\left(t^{\prime}\right) \otimes \operatorname{Tr}_{\mathrm{el}}\left(L_{\mathrm{int}}^{j} \rho_{\mathrm{el}}\left(t^{\prime}\right) \otimes \rho_{j}\left(t^{\prime}\right)\right)\right\} \\
& =A^{2} \sum_{j=1,2} \int_{0}^{t} d t^{\prime}\left(4\left(\rho_{j}^{\uparrow}\left(t^{\prime}\right)-\rho_{j}^{\downarrow}\left(t^{\prime}\right)\right)\left\langle S_{j}^{+}\right\rangle_{\mathrm{el}, t^{\prime}}\left[e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} \rho_{\mathrm{el}}\left(t^{\prime}\right), S_{j}^{-}\right]\right. \\
& -4\left(\rho_{j}^{\uparrow}\left(t^{\prime}\right)-\rho_{j}^{\downarrow}\left(t^{\prime}\right)\right)\left\langle S_{j}^{-}\right\rangle_{\mathrm{el}, t^{\prime}}\left[e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} \rho_{\mathrm{el}}\left(t^{\prime}\right), S_{j}^{+}\right] \\
& +2 \rho_{j}^{+}\left(t^{\prime}\right)\left\langle S_{j}^{-}\right\rangle_{\mathrm{el}, t^{\prime}}\left[e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} \rho_{\mathrm{el}}\left(t^{\prime}\right), S_{j}^{z}\right]-2 \rho_{j}^{+}\left(t^{\prime}\right)\left\langle S_{j}^{z}\right\rangle_{\mathrm{el}, t^{\prime}}\left[e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} \rho_{\mathrm{el}}\left(t^{\prime}\right), S_{j}^{-}\right] \\
& \left.+2 \rho_{j}^{-}\left(t^{\prime}\right)\left\langle S_{j}^{z}\right\rangle_{\mathrm{el}, t^{\prime}}\left[e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} \rho_{\mathrm{el}}\left(t^{\prime}\right), S_{j}^{+}\right]-2 \rho_{j}^{-}\left(t^{\prime}\right)\left\langle S_{j}^{+}\right\rangle_{\mathrm{el}, t^{\prime}}\left[e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} \rho_{\mathrm{el}}\left(t^{\prime}\right), S_{j}^{z}\right]\right) \tag{5.66}
\end{align*}
$$

We use Eqs. (5.63) to (5.66) to formulate an equation of motion for the electron spin expectation values.

### 5.2.3 EQUATION OF MOTION FOR THE ELECTRON CORRELATION FUNCTIONS

The full dynamics of the conduction electrons are in theory fully captured and described by the eigendynamics $L_{\mathrm{el}} \rho_{\mathrm{el}}(t)$ and Eqs. (5.63) to (5.66). In the physical setup considered here, the electrons form a surrounding bath for the localised spins with many degrees of freedom and solving for the full dynamics is not possible. In Section 5.2.1 we found the relevant electron correlations functions that enter the equation of motion of the localised spins. In particular, an expression for the one- and two-point response functions $\left\langle S^{\alpha}\right\rangle_{\mathrm{el}, t}$ and $\left\langle S_{j}^{\alpha} S_{j}^{\beta}\right\rangle_{\text {el, } t}$ are needed. To this end, we express the electron spin operators in terms of the real-space creation and annihilation operators for the electrons, $\Psi_{\sigma}^{\dagger}\left(x_{l}\right)$ and $\Psi_{\sigma^{\prime}}\left(x_{l}\right)$,

$$
\begin{equation*}
\mathbf{S}_{l}=\sum_{\sigma \sigma^{\prime}} \Psi_{\sigma}^{\dagger}\left(x_{l}\right) \boldsymbol{\tau}_{\sigma \sigma^{\prime}} \Psi_{\sigma^{\prime}}\left(x_{l}\right), \tag{5.67}
\end{equation*}
$$

at position $x_{l}$ with the vector $\boldsymbol{\tau}$ of Pauli matrices. In momentum space we then have

$$
\begin{equation*}
S_{l}^{\alpha}=\frac{(2 \pi)^{2}}{N^{2}} \sum_{k k^{\prime}} \sum_{\sigma \sigma^{\prime}} e^{i\left(k-k^{\prime}\right) x_{l}} c_{k \sigma}^{\dagger} \tau_{\sigma \sigma^{\prime}}^{\alpha} c_{k^{\prime} \sigma^{\prime}}, \tag{5.68}
\end{equation*}
$$

with the fermionic creation and annihilation operators $c^{\dagger}, c$ and $N$ available momentum states for the spin components $\alpha=z, \pm$ where

$$
\begin{equation*}
S_{l}^{ \pm}=\frac{1}{2}\left(S_{l}^{x} \pm i S_{l}^{y}\right) . \tag{5.69}
\end{equation*}
$$

Using Eq. (5.68) we rewrite the required spin expectation values in terms of the fermionic operators which leads to

$$
\begin{align*}
\left\langle S_{j}^{\bar{\sigma}}\right\rangle_{\mathrm{el}, t} & =\frac{(2 \pi)^{2}}{N^{2}} \sum_{p p^{\prime}} e^{i\left(p-p^{\prime}\right) x_{j}}\left\langle c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}}\right\rangle_{\mathrm{el}, t}  \tag{5.70}\\
\left\langle S_{j}^{\bar{\sigma}} S_{j}^{\bar{\gamma}}\right\rangle_{\mathrm{el}, t} & =\frac{(2 \pi)^{4}}{N^{4}} \sum_{p p^{\prime}} \sum_{r r^{\prime}} e^{i\left(p-p^{\prime}\right) x_{j}} e^{i\left(r-r^{\prime}\right) x_{j}}\left\langle c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}} c_{r \gamma}^{\dagger} c_{r^{\prime} \gamma^{\prime}}\right\rangle_{\mathrm{el}, t} . \tag{5.71}
\end{align*}
$$

The spin indices $\bar{\sigma}, \bar{\gamma}=z, \pm$ on the left-hand side determine the spin indices $\sigma, \sigma^{\prime}$ and $\gamma, \gamma^{\prime}$ for the fermionic operators. We will use the bar above the spin index to generally
indicate at tuple of indices. Specifically we have

$$
\begin{array}{lll}
\bar{\sigma}=+ & \rightarrow & \sigma=\uparrow, \sigma^{\prime}=\downarrow \\
\bar{\sigma}=- & \rightarrow & \sigma=\downarrow, \sigma^{\prime}=\uparrow \\
\bar{\sigma}=z & \rightarrow & \sigma=\sigma^{\prime} \tag{5.72}
\end{array}
$$

For the $z$ component, the difference $c_{p \uparrow}^{\dagger} c_{p^{\prime} \uparrow}-c_{p \downarrow}^{\dagger} c_{p^{\prime} \downarrow}$ is implied. Applying the electron operators $S_{j}^{\bar{\sigma}}$ or $S_{j}^{\bar{\sigma}} S_{j}^{\bar{\gamma}}$ to the individual terms Eqs. (5.63) to (5.66) of Eq. (5.17) and taking the trace with respect to the electrons would lead directly to an equation of motion for Eqs. (5.70) and (5.71). Unfortunately, this is not possible as the right-hand side of Eq. (5.17) involves the time evolution of the correlation function and without any further assumption on $\rho_{\mathrm{el}}$ we are not able to find an equation for these specific correlators directly. Instead, we only apply the operator $c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}}$ for all combinations of $\sigma, \sigma^{\prime}=\uparrow, \downarrow$ to Eq. (5.17). For the one-point correlator in Eq. (5.70) we need to solve

$$
\begin{equation*}
\frac{d}{d t}\left\langle c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}}\right\rangle_{\mathrm{el}, t}=\operatorname{Tr}_{\mathrm{el}}\left\{c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}}\left[h_{\mathrm{rhs}}\left(t, t^{\prime}, \rho_{I}, \rho_{\mathrm{el}}\right)\right]\right\} \tag{5.73}
\end{equation*}
$$

where $h_{\text {rhs }}$ is defined as the right-hand side of Eq. (5.17). For the electron spin-spin correlators corresponding to Eq. (5.71) the equation of motion is given by

$$
\begin{equation*}
\frac{d}{d t}\left\langle c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}} c_{r \gamma}^{\dagger} c_{r^{\prime} \gamma^{\prime}}\right\rangle_{\mathrm{el}, t}=\operatorname{Tr}_{\mathrm{el}}\left\{c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}} c_{r \gamma}^{\dagger} c_{r^{\prime} \gamma^{\prime}}\left[h_{\mathrm{rhs}}\left(t, t^{\prime}, \rho_{I}, \rho_{\mathrm{el}}\right)\right]\right\} \tag{5.74}
\end{equation*}
$$

In a first approach we tried to solve Eqs. (5.73) and (5.74) directly. However, this led to a large number of coupled equations of motion for each momentum state $p, p^{\prime}, r, r^{\prime}$. Although the approach might still be feasible for a small enough many body system with a small number of momentum states, we will not be able to address the continuum limit.

To be able to address a large environment we take a step back to analyse the physics we want to capture. The underlying interest of looking at this problem focuses on the effective coupling between the localised spins mediated by the conduction electrons and its influence on the dynamics of one localised spin while also taking into account coherent backaction effects. We are interested in the short lived, single electron spin excitations by one of the localised spin which can then travel freely trough the electronic environment and induce a spin flip at the other localised spin. Therefore, all the physics we are interested in is happening at the Fermi level with an energy around the Fermi energy $E_{F}$ of the electronic environment. Instead of attempting to keep track of all possible momentum states as in Eqs. (5.73) and (5.74) and all possible excitations, we approximate
the density matrix of the electrons as

$$
\begin{equation*}
\rho_{\mathrm{el}}(t) \approx\left[\mathbb{1}+\sum_{l} \sum_{\alpha \alpha^{\prime}}\left(\Lambda_{\alpha^{\prime}}^{\alpha}\left(x_{l}, t\right) \Psi_{\alpha}^{\dagger}\left(x_{l}\right) \Psi_{\alpha^{\prime}}\left(x_{l}\right)+\tilde{\Lambda}_{\alpha^{\prime}}^{\alpha}\left(x_{l}, t\right) \Psi_{\alpha^{\prime}}\left(x_{l}\right) \Psi_{\alpha}^{\dagger}\left(x_{l}\right)\right)\right] \rho_{\mathrm{el}}^{\mathrm{eq}} \tag{5.75}
\end{equation*}
$$

The index $l=1,2$ refers to position where the excitation due to the contact interaction with the localised spins was created. The approximation in Eq. (5.75) allows for a single particle or hole excitation. Within this approach the electron spin fluctuations are captured for a particle excitation by the function $\Lambda_{\alpha^{\prime}}^{\alpha}\left(x_{l}, t\right)$ and by $\tilde{\Lambda}_{\alpha^{\prime}}^{\alpha}\left(x_{l}, t\right)$ for a hole excitation. They can be understood as a time and spin dependent amplitudes which assign a changing weight to the Fermi distribution function depending on the current state of environment. All dynamics is captured by these functions and what remains later on for the correlation functions is thus evaluated in the equilibrium distribution. In momentum space the approximation of the electron density matrix is given by

$$
\begin{equation*}
\rho_{\mathrm{el}}(t) \approx\left[\mathbb{1}+\sum_{k k^{\prime}, l} \sum_{\alpha \alpha^{\prime}} e^{i\left(k-k^{\prime}\right) x_{l}}\left(\Lambda_{\alpha^{\prime}}^{\alpha}\left(x_{l}, t\right) c_{k \alpha}^{\dagger} c_{k^{\prime} \alpha^{\prime}}+\tilde{\Lambda}_{\alpha^{\prime}}^{\alpha}\left(x_{l}, t\right) c_{k^{\prime} \alpha^{\prime}} c_{k \alpha}^{\dagger}\right)\right] \rho_{\mathrm{el}}^{\mathrm{eq}} . \tag{5.76}
\end{equation*}
$$

Since the time dependence of the electron density is picked up by the functions $\Lambda_{\alpha^{\prime}}^{\alpha}\left(x_{l}, t\right)$, $\tilde{\Lambda}_{\alpha^{\prime}}^{\alpha}\left(x_{l}, t\right)$ we are now able to immediately find an equation of motion for the full correlator in Eq. (5.70)

$$
\begin{equation*}
\frac{(2 \pi)^{2}}{N^{2}} \sum_{p p^{\prime}} e^{i\left(p-p^{\prime}\right) x_{j}} \frac{d}{d t}\left\langle c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}}\right\rangle_{\mathrm{el}, \mathrm{t}}=Y_{\bar{\sigma}}\left(t, \rho_{I, j}(t), \rho_{\mathrm{el}}(t)\right) \tag{5.77}
\end{equation*}
$$

The function $Y_{\bar{\sigma}}$ includes all contributions for the right-hand side of the equation of motion, the eigendynamics term and Eqs. (5.63) to (5.66), after applying the operator

$$
\begin{equation*}
S_{j}^{\bar{\sigma}}=\sum_{p p^{\prime}} e^{i\left(p-p^{\prime}\right) x_{j}} c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}} \tag{5.78}
\end{equation*}
$$

and taking the trace only affects the electronic degrees of freedom. In particular we have

$$
\begin{align*}
Y_{\bar{\sigma}}\left(t, \rho_{I, j}, \rho_{\mathrm{el}}\right) & =Y_{\mathrm{ED}}(t)+\sum_{j, \bar{\beta}} \rho_{j}^{\bar{\beta}}(t) Y_{\operatorname{lin}}\left(x_{j}, t, \bar{\beta}\right)+\sum_{j, \bar{\beta} \bar{\gamma}} \int_{0}^{t} d t^{\prime}\left\{\rho_{j}^{\bar{\beta} \bar{\gamma}}\left(t^{\prime}\right) Y_{2 \mathrm{nd}, 1}\left(x_{j}, t, t^{\prime}, \bar{\beta}, \bar{\gamma}\right)\right. \\
& \left.+\rho_{j}^{\bar{\beta} \bar{\gamma}}\left(t^{\prime}\right) Y_{2 \mathrm{nd}, 2}\left(x_{j}, t, t^{\prime}, \bar{\beta}, \bar{\gamma}\right)+\rho_{j}^{\bar{\beta} \bar{\gamma}}\left(t^{\prime}\right)\left\langle S_{j}^{\bar{\beta} \bar{\gamma}}\right\rangle_{\mathrm{el}, t^{\prime}} Y_{2 \mathrm{nd}, 3}\left(x_{j}, t, t^{\prime}, \bar{\beta}, \bar{\gamma}\right)\right\} \tag{5.79}
\end{align*}
$$

We use $\rho_{j}^{\bar{\beta}}, \rho_{j}^{\bar{\beta} \bar{\gamma}}$ as a shorthand for the contributions from the localised spin at position
$x_{j}$ from Eqs. (5.63) to (5.66). The superscripts $\bar{\beta}$ indicate that the correct component is determined by the electron spin configuration $\bar{\beta}$.

Substituting Eq. (5.76) into Eq. (5.77) will lead to a differential equation for the functions $\Lambda_{\alpha^{\prime}}^{\alpha}\left(x_{l}, t\right)$ and $\tilde{\Lambda}_{\alpha^{\prime}}^{\alpha}\left(x_{l}, t\right)$. Instead of coupled differential equations for all possible momenta, we reduced the number of equations to $N_{j} \times 4 \times 2$ with $N_{j}=2$ the number of localised spins and four different combinations of the spins $\alpha, \alpha^{\prime}=\uparrow, \downarrow$. For each combination we find two sets of decoupled equations, one for the particle excitations $\Lambda$ and one for the hole excitations $\tilde{\Lambda}$. The different contributions $Y_{i}$ from Eq. (5.79) generate different commutators for which we still require an expression. In particular, the eigendynamics term is given by

$$
\begin{equation*}
Y_{\mathrm{ED}}(t)=-i \operatorname{Tr}_{\mathrm{el}}\left\{\sum_{p p^{\prime}} e^{i\left(p-p^{\prime}\right) x_{j}} c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}}\left[H_{\mathrm{el}}^{\prime}, \rho_{\mathrm{el}}(t)\right]\right\} . \tag{5.80}
\end{equation*}
$$

The term linear in the interaction in Eq. (5.63) contains the commutator $\left[S_{j}^{\bar{\beta}}, \rho_{\mathrm{el}}(t)\right]$ and the corresponding electronic contribution is captured by

$$
\begin{equation*}
Y_{\operatorname{lin}}(t, \bar{\beta})=\operatorname{Tr}_{\mathrm{el}}\left\{\sum_{p p^{\prime}} e^{i\left(p-p^{\prime}\right) x_{j}} c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}}\left[\sum_{n n^{\prime}} e^{i\left(n-n^{\prime}\right) x_{j}} c_{n \beta}^{\dagger} c_{n^{\prime} \beta^{\prime}}, \rho_{\mathrm{el}}(t)\right]\right\} . \tag{5.81}
\end{equation*}
$$

In both second order terms in Eqs. (5.64) and (5.65) the commutators

$$
\left.\left[S^{\bar{\beta}}, e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} S^{\bar{\gamma}} \rho_{\mathrm{el}}\left(t^{\prime}\right)\right] \quad \text { and } \quad\left[e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} \rho_{\mathrm{el}} t^{\prime}\right) S^{\bar{\gamma}}, S^{\bar{\beta}}\right],
$$

appear. Applying Eq. (5.78) and including the trace of the electronic degrees of freedom leads to

$$
\begin{align*}
& \operatorname{Tr}_{\mathrm{el}}\left\{S^{\bar{\sigma}}\left[S^{\bar{\beta}}, e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} S^{\bar{\gamma}} \rho_{\mathrm{el}}\left(t^{\prime}\right)\right]\right\}=\operatorname{Tr}_{\mathrm{el}}\left\{\left[S^{\bar{\sigma}}\left(t^{\prime}-t\right), S^{\bar{\beta}}\left(t^{\prime}-t\right)\right] S^{\bar{\gamma}} \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\},  \tag{5.82}\\
& \operatorname{Tr}_{\mathrm{el}}\left\{S^{\bar{\sigma}}\left[e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} \rho_{\mathrm{el}}\left(t^{\prime}\right) S^{\bar{\gamma}}, S^{\bar{\beta}}\right]\right\}=\operatorname{Tr}_{\mathrm{el}}\left\{S^{\bar{\gamma}}\left[S^{\bar{\beta}}\left(t^{\prime}-t\right), S^{\bar{\sigma}}\left(t^{\prime}-t\right)\right] \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\} \tag{5.83}
\end{align*}
$$

where we used the cyclic property of the trace to shift the time evolution. In terms of the fermionic expectation values the contribution for the $O\left(A^{2}\right)$ term is defined by

$$
\begin{aligned}
& Y_{2 \mathrm{nd}, 1}\left(t, t^{\prime}, \bar{\beta}, \bar{\gamma}\right) \\
& =e^{i b_{z}^{I}\left(t^{\prime}-t\right) \sigma\left(1-\delta_{\sigma \sigma^{\prime}}\right)} e^{i b_{z}^{I}\left(t^{\prime}-t\right) \beta\left(1-\delta_{\beta \beta^{\prime}}\right)} \operatorname{Tr}_{\mathrm{el}}\left\{\sum_{r r^{\prime}} e^{i\left(r-r^{\prime}\right) x_{j}} c_{r \gamma}^{\dagger} c_{r^{\prime} \gamma^{\prime}} \rho_{\mathrm{el}}\left(t^{\prime}\right)\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.\times\left[\sum_{p p^{\prime}} e^{i\left(p-p^{\prime}\right) x_{j}} c_{p \sigma}^{\dagger}\left(t^{\prime}-t\right) c_{p^{\prime} \sigma^{\prime}}\left(t^{\prime}-t\right), \sum_{n n^{\prime}} e^{i\left(n-n^{\prime}\right) x_{j}} c_{n \beta}^{\dagger}\left(t^{\prime}-t\right) c_{n^{\prime} \beta^{\prime}}\left(t^{\prime}-t\right)\right]\right\}  \tag{5.84}\\
& Y_{2 \mathrm{nd}, 2}\left(t, t^{\prime}, \bar{\beta}, \bar{\gamma}\right) \\
& =e^{i b_{z}^{I}\left(t^{\prime}-t\right) \sigma\left(1-\delta_{\sigma \sigma^{\prime}}\right)} e^{i b_{z}^{I}\left(t^{\prime}-t\right) \beta\left(1-\delta_{\beta \beta^{\prime}}\right)} \operatorname{Tr}_{\mathrm{el}}\left\{\rho_{\mathrm{el}}\left(t^{\prime}\right) \sum_{r r^{\prime}} e^{i\left(r-r^{\prime}\right) x_{j}} c_{r \gamma}^{\dagger} c_{r^{\prime} \gamma^{\prime}}\right. \\
& \left.\times\left[\sum_{n n^{\prime}} e^{i\left(n-n^{\prime}\right) x_{j}} c_{n \beta}^{\dagger}\left(t^{\prime}-t\right) c_{n^{\prime} \beta^{\prime}}\left(t^{\prime}-t\right), \sum_{p p^{\prime}} e^{i\left(p-p^{\prime}\right) x_{j}} c_{p \sigma}^{\dagger}\left(t^{\prime}-t\right) c_{p^{\prime} \sigma^{\prime}}\left(t^{\prime}-t\right)\right]\right\} \tag{5.85}
\end{align*}
$$

The phase factor due to the magnetic field depends on the spin configuration of the original electron spin operator $S^{\bar{\sigma}}$. The factor $\sigma\left(1-\delta_{\sigma \sigma^{\prime}}\right)$ in the exponential determines the phase contribution, specifically

$$
\begin{array}{lll}
S^{\bar{\sigma}}=S^{z}: \sigma=\sigma^{\prime} & \rightarrow & \sigma\left(1-\delta_{\sigma \sigma^{\prime}}\right)=0 \\
S^{\bar{\sigma}}=S^{+}: \sigma=\uparrow, \sigma^{\prime}=\downarrow & \rightarrow & \sigma\left(1-\delta_{\sigma \sigma^{\prime}}\right)=+1 \\
S^{\bar{\sigma}}=S^{-}: \sigma=\downarrow, \sigma^{\prime}=\uparrow & \rightarrow & \sigma\left(1-\delta_{\sigma \sigma^{\prime}}\right)=-1 \tag{5.88}
\end{array}
$$

Finally we require the expression for the last $O\left(A^{2}\right)$ term in Eq. (5.66) where the commutators take the form $\left[\exp \left[\left(t-t^{\prime}\right) L_{\mathrm{el}}\right] \rho_{\mathrm{el}}\left(t^{\prime}\right), S^{\bar{\beta}}\right]$. Again applying Eq. (5.78) and taking the trace with respect to the electrons we have

$$
\begin{equation*}
\operatorname{Tr}_{\mathrm{el}}\left\{S^{\bar{\sigma}}\left[e^{\left(t-t^{\prime}\right) L_{\mathrm{el}}} \rho_{\mathrm{el}}\left(t^{\prime}\right), S^{\bar{\beta}}\right]\right\}=\operatorname{Tr}_{\mathrm{el}}\left\{\left[S^{\bar{\beta}}\left(t^{\prime}-t\right), S^{\bar{\sigma}}\left(t^{\prime}-t\right)\right] \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\} \tag{5.89}
\end{equation*}
$$

and we acquire the expression

$$
\begin{align*}
& Y_{2 \mathrm{nd}, 3}\left(t, t^{\prime}, \bar{\beta}, \bar{\gamma}\right)=e^{i b_{z}^{I}\left(t^{\prime}-t\right) \sigma\left(1-\delta_{\sigma \sigma^{\prime}}\right)} e^{i b_{z}^{I}\left(t^{\prime}-t\right) \beta\left(1-\delta_{\beta \beta^{\prime}}\right)} \\
& \operatorname{Tr}_{\mathrm{el}}\left\{\left[\sum_{n n^{\prime}} e^{i\left(n-n^{\prime}\right) x_{j}} c_{n \beta}^{\dagger}\left(t^{\prime}-t\right) c_{n^{\prime} \beta^{\prime}}\left(t^{\prime}-t\right), \sum_{p p^{\prime}} e^{i\left(p-p^{\prime}\right) x_{j}} c_{p \sigma}^{\dagger}\left(t^{\prime}-t\right) c_{p^{\prime} \sigma^{\prime}}\left(t^{\prime}-t\right)\right] \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\} . \tag{5.90}
\end{align*}
$$

In the following subsections when deriving the expressions for all $Y_{i}$ explicitly we use the superscript ' $p$ ' or ' $h$ ' to indicate if the term describes the particle or hole contribution. Furthermore we follow the convention that the indices $\sigma, \sigma^{\prime}, \beta, \beta^{\prime}, \gamma, \gamma^{\prime}$ are reserved to label the fixed components which are determined by the spin components of the relevant commutators from Eqs. (5.63) to (5.66) and according to the definitions above in Eqs. $(5.80),(5.81),(5.84),(5.85)$ and (5.90). The sum of all those terms including their prefactors from the electron equation of motion define the right-hand side of the differ-
ential equation determining $\Lambda_{\alpha^{\prime}}^{\alpha}\left(x_{l}, t\right), \tilde{\Lambda}_{\alpha^{\prime}}^{\alpha}\left(x_{l}, t\right)$. To find a closed equation of motion for each $\Lambda_{\alpha^{\prime}}^{\alpha}\left(x_{l}, t\right), \tilde{\Lambda}_{\alpha^{\prime}}^{\alpha}\left(x_{l}, t\right)$ we will use the fact that the time evolution under the action of $L_{\mathrm{el}}$ is diagonal in the fermionic creation and annihilation operators and reduces to the phase factor $\exp \left( \pm i \epsilon_{k} t\right)$.

To deal with the expectation values of fermionic creation and annihilation operators we use a systematic cumulant expansion [169]. Up to lowest order this corresponds to the Wick theorem [128] and we will refer to the cumulant expansion as Wick decomposition. We are addressing short lived fluctuations therefore we expect the lowest order to be sufficiently accurate. Wick's theorem itself is not valid in our case as the electron density matrix is not quadratic when taking into account the full history [128, 170]. Using the Wick decomposition of the expectation values also bypasses the need to find an expression for Eq. (5.71) as every expectation value in the equation of motion for the localised spin can be decomposed into expectation values of a single pairs of creation and annihilation operators $\left\langle c^{\dagger} c\right\rangle$. For two pairs of fermionic creation and annihilation operators the Wick decomposition allows us to write

$$
\begin{equation*}
\left\langle c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}} c_{r \gamma}^{\dagger} c_{r^{\prime} \gamma^{\prime}}\right\rangle_{\mathrm{el}, \mathrm{eq}}=\left\langle c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}}\right\rangle_{\mathrm{el}, \mathrm{eq}}\left\langle c_{r \gamma}^{\dagger} c_{r^{\prime} \gamma^{\prime}}\right\rangle_{\mathrm{el}, \mathrm{eq}}+\left\langle c_{p \sigma}^{\dagger} c_{r^{\prime} \gamma^{\prime}}\right\rangle_{\mathrm{el}, \mathrm{eq}}\left\langle c_{p^{\prime} \sigma^{\prime}} c_{r \gamma}^{\dagger}\right\rangle_{\mathrm{el}, \mathrm{eq}}, \tag{5.91}
\end{equation*}
$$

and for three pairs we arrive at

$$
\begin{align*}
& \left\langle c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime} c_{r \gamma}^{\dagger}}^{\dagger} c_{r^{\prime} \gamma^{\prime}}^{\prime} c_{k \alpha}^{\dagger} c_{k^{\prime} \alpha^{\prime}}\right\rangle_{\mathrm{el}, \mathrm{eq}} \\
& =\left\langle c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}}\right\rangle_{\mathrm{el}, \mathrm{eq}}\left\langle c_{r \gamma}^{\dagger} c_{r^{\prime} \gamma^{\prime}}\right\rangle_{\mathrm{el}, \mathrm{eq}}\left\langle c_{k \alpha}^{\dagger} c_{k^{\prime} \alpha^{\prime}}\right\rangle_{\mathrm{el}, \mathrm{eq}}+\left\langle c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}}\right\rangle_{\mathrm{el}, \mathrm{eq}}\left\langle c_{r \gamma}^{\dagger} c_{k^{\prime} \alpha^{\prime}}\right\rangle_{\mathrm{el}, \mathrm{eq}}\left\langle c_{r^{\prime} \gamma^{\prime}} c_{k \alpha}^{\dagger}\right\rangle_{\mathrm{el}, \mathrm{eq}} \\
& +\left\langle c_{p \sigma}^{\dagger} c_{r^{\prime} \gamma^{\prime}}\right\rangle_{\mathrm{el}, \mathrm{eq}}\left\langle c_{p^{\prime} \sigma^{\prime} c_{r \gamma}^{\dagger}}^{\dagger}\right\rangle_{\mathrm{el}, \mathrm{eq}}\left\langle c_{k \alpha}^{\dagger} c_{k^{\prime} \alpha^{\prime}}\right\rangle_{\mathrm{el}, \mathrm{eq}}-\left\langle c_{p \sigma \sigma}^{\dagger} c_{r^{\prime} \gamma^{\prime}}\right\rangle_{\mathrm{el}, \mathrm{eq}}\left\langle c_{\left.p^{\prime} \sigma^{\prime} c_{k \alpha}^{\dagger}\right\rangle_{\mathrm{el}, \mathrm{eq}}\left\langle c_{r \gamma}^{\dagger} c_{k^{\prime} \alpha^{\prime}}\right\rangle_{\mathrm{el}, \mathrm{eq}}}^{+\left\langle c_{p \sigma}^{\dagger} c_{k^{\prime} \alpha^{\prime}}\right\rangle_{\mathrm{el}, \mathrm{eq}}\left\langle c_{p^{\prime} \sigma^{\prime}} c_{r \gamma}^{\dagger}\right\rangle_{\mathrm{el}, \mathrm{eq}}\left\langle c_{r^{\prime} \gamma^{\prime}} c_{k \alpha}^{\dagger}\right\rangle_{\mathrm{el}, \mathrm{eq}}+\left\langle c_{p \sigma}^{\dagger} c_{k^{\prime} \alpha^{\prime}}\right\rangle_{\mathrm{el}, \mathrm{eq}}\left\langle c_{p^{\prime} \sigma^{\prime}}^{\prime} c_{k \alpha}^{\dagger}\right\rangle_{\mathrm{el}, \mathrm{eq}}\left\langle c_{r \gamma}^{\dagger} c_{r^{\prime} \gamma^{\prime}}\right\rangle_{\mathrm{el}, \mathrm{eq}} .} .\right.
\end{align*}
$$

The complicated dynamical behaviour of $\rho_{\mathrm{el}}(t)$ is picked up by the functions $\Lambda\left(x_{j}, t\right)$, $\tilde{\Lambda}\left(x_{j}, t\right)$. Therefore each expectation value of the number operator is taken with respect to the equilibrium state which is given by

$$
\begin{equation*}
\left\langle c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}}\right\rangle_{\mathrm{el}, \mathrm{eq}}=\delta_{p p^{\prime}} \delta_{\sigma \sigma^{\prime}} f\left(\epsilon_{p}\right), \tag{5.93}
\end{equation*}
$$

with the Fermi-Dirac distribution $f\left(\epsilon_{p}\right)=\left(1+\exp \left[\epsilon_{p} / k_{B} T\right]\right)^{-1}$. When inserting Eq. (5.76) into the left-hand side of Eq. (5.77), using the Wick decomposition Eq. (5.91) and the
relation in Eq. (5.93) we obtain for the particles

$$
\begin{align*}
\sum_{p p^{\prime}} e^{i\left(p-p^{\prime}\right) x_{j}} & \frac{d}{d t}\left\langle c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}}\right\rangle_{\mathrm{el}, t}=\frac{1}{N^{2}} \sum_{p k} \sum_{\alpha, l=1,2} f\left(\epsilon_{p}\right) f\left(\epsilon_{k}\right) \frac{d}{d t} \Lambda_{\alpha}^{\alpha}\left(x_{l}, t\right) \\
& +\frac{1}{N^{2}} \sum_{p k} \sum_{l=1,2} e^{i p\left(x_{j}-x_{l}\right)} e^{-i k\left(x_{j}-x_{l}\right)} f\left(\epsilon_{p}\right)\left(1-f\left(\epsilon_{k}\right)\right) \frac{d}{d t} \Lambda_{\sigma}^{\sigma^{\prime}}\left(x_{l}, t\right) \tag{5.94}
\end{align*}
$$

and for the holes

$$
\begin{align*}
\sum_{p p^{\prime}} e^{i\left(p-p^{\prime}\right) x_{j}} & \frac{d}{d t}\left\langle c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}}\right\rangle_{\mathrm{el}, t}=\frac{1}{N^{2}} \sum_{p k} \sum_{\alpha, l=1,2} f\left(\epsilon_{p}\right) f\left(\epsilon_{k}\right) \frac{d}{d t} \tilde{\Lambda}_{\alpha}^{\alpha}\left(x_{l}, t\right) \\
& -\frac{1}{N^{2}} \sum_{p k} \sum_{l=1,2} e^{i p\left(x_{j}-x_{l}\right)} e^{-i k\left(x_{j}-x_{l}\right)} f\left(\epsilon_{p}\right)\left(1-f\left(\epsilon_{k}\right)\right) \frac{d}{d t} \tilde{\Lambda}_{\sigma}^{\sigma^{\prime}}\left(x_{l}, t\right) \tag{5.95}
\end{align*}
$$

The position label $j$ corresponds the location of the localised spin and is fixed just like the spin indices $\sigma, \sigma^{\prime}$. In the following we derive the expressions for Eqs. (5.80), (5.81), $(5.84),(5.85)$ and (5.90) and further details can be found in Appendix F.2.

### 5.2.3.1 Eigendynamics and linear term

To derive the contribution of $L_{\mathrm{el}} \rho_{\mathrm{el}}(t)$ to the equation of motion for $\Lambda_{\alpha^{\prime}}^{\alpha}$ and $\tilde{\Lambda}_{\alpha^{\prime}}^{\alpha}$ we rewrite the electron Hamiltonian of Eq. (5.62) fully in terms of fermionic creation and annihilation operators

$$
\begin{equation*}
H_{\mathrm{el}}^{\prime}=\sum_{k \sigma}\left(\epsilon_{k}+\sigma b_{z}\right) c_{k \sigma}^{\dagger} c_{k \sigma} \tag{5.96}
\end{equation*}
$$

The spin index $\sigma$ as prefactor of the magnetic field contribution $b_{z}$ should be interpreted as the $\operatorname{sign}+1$ if $\sigma=\uparrow$ and -1 if $\sigma=\downarrow$. Inserting Eq. (5.76) into Eq. (5.80) leads here to the commutator between two pairs of creation and annihilation operators which will regularly appear throughout the derivation. Generally it can be replaced by

$$
\begin{equation*}
\left[c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}}, c_{n \beta}^{\dagger} c_{n^{\prime} \beta^{\prime}}\right]=\delta_{n p^{\prime}} \delta_{\beta \sigma^{\prime}} c_{p \sigma}^{\dagger} c_{n^{\prime} \beta^{\prime}}-\delta_{n^{\prime} p} \delta_{\beta^{\prime} \sigma} c_{n \beta}^{\dagger} c_{p^{\prime} \sigma^{\prime}} \tag{5.97}
\end{equation*}
$$

Using the relation Eq. (5.97) after substituting the approximation for $\rho_{\mathrm{el}}(t)$ in Eq. (5.80) leads to

$$
\begin{align*}
& Y_{\mathrm{ED}}^{\mathrm{p}}(t) \\
& =i \sum_{p n} \sum_{l=1,2} e^{i p\left(x_{j}-x_{l}\right)} e^{-i n\left(x_{j}-x_{l}\right)} f\left(\epsilon_{p}\right)\left(1-f\left(\epsilon_{n}\right)\right) \Lambda_{\sigma}^{\sigma^{\prime}}\left(x_{l}, t\right)\left[\epsilon_{p}-\epsilon_{n}+b_{z}\left(\sigma-\sigma^{\prime}\right)\right], \tag{5.98}
\end{align*}
$$

for the part capturing the particle excitation. For the hole contribution we obtain the same terms with the opposite sign due to the particle-hole symmetry

$$
\begin{align*}
& Y_{\mathrm{ED}}^{\mathrm{h}}(t) \\
& =i \sum_{p n} \sum_{l=1,2} e^{i p\left(x_{j}-x_{l}\right)} e^{-i n\left(x_{j}-x_{l}\right)} f\left(\epsilon_{p}\right)\left(1-f\left(\epsilon_{n}\right)\right) \tilde{\Lambda}_{\sigma}^{\sigma^{\prime}}\left(x_{l}, t\right)\left[\epsilon_{n}-\epsilon_{p}+b_{z}\left(\sigma^{\prime}-\sigma\right)\right] . \tag{5.99}
\end{align*}
$$

To get to these results we additionally used the fact that $\left[H_{\mathrm{el}}, \rho_{\mathrm{el}}^{\mathrm{eq}}\right]=0$. The linear term of Eq. (5.81) when inserting Eq. (5.76) and again using Eq. (5.97) yields

$$
\begin{equation*}
Y_{\mathrm{lin}}^{\mathrm{p}}(t, \bar{\beta})=\sum_{p n} \sum_{l=1,2} e^{i p\left(x_{j}-x_{l}\right)} e^{-i n\left(x_{j}-x_{l}\right)} f\left(\epsilon_{p}\right)\left(1-f\left(\epsilon_{n}\right)\right)\left[\delta_{\sigma^{\prime} \beta} \Lambda_{\sigma}^{\beta^{\prime}}\left(x_{l}, t\right)-\delta_{\sigma \beta^{\prime}} \Lambda_{\beta}^{\sigma^{\prime}}\left(x_{l}, t\right)\right] . \tag{5.100}
\end{equation*}
$$

Similarly, the corresponding hole contribution is given by

$$
\begin{equation*}
Y_{\operatorname{lin}}^{\mathrm{h}}(t, \bar{\beta})=-Y_{\operatorname{lin}}^{\mathrm{p}}(t, \bar{\beta}), \tag{5.101}
\end{equation*}
$$

where $\Lambda$ is replaced by $\tilde{\Lambda}$.

### 5.2.3.2 $O\left(A^{2}\right)$ : Two- and one-point correlators

The first two $O\left(A^{2}\right)$ terms generate the same commutators. Substituting Eq. (5.76) into Eq. (5.84) for the particle contribution leads to

$$
\begin{aligned}
Y_{2 \mathrm{nd}, 1}^{\mathrm{p}}\left(t, t^{\prime}, \bar{\beta}, \bar{\gamma}\right)= & e^{i b_{z}^{I}\left(t^{\prime}-t\right) \sigma\left(1-\delta_{\sigma \sigma^{\prime}}\right)} e^{i b_{z}^{I}\left(t^{\prime}-t\right) \beta\left(1-\delta_{\beta \beta^{\prime}}\right)} \\
& \sum_{\substack{p^{\prime} \\
n n^{\prime}}} \sum_{r r^{\prime}} \sum_{\substack{k^{\prime} \\
\alpha_{1}^{\prime}=1,2}} e^{i\left(p-p^{\prime}\right) x_{j}} e^{i\left(r-r^{\prime}\right) x_{j}} e^{i\left(n-n^{\prime}\right) x_{j}} e^{i\left(k-k^{\prime}\right) x_{l}} \Lambda_{\alpha^{\prime}}^{\alpha}\left(x_{l}, t^{\prime}\right) \\
& \times\left(\delta_{p^{\prime} n} \delta_{\sigma^{\prime} \beta} e^{i\left(\epsilon_{p}-\epsilon_{n^{\prime}}\right)\left(t^{\prime}-t\right)}\left\langle c_{p \sigma}^{\dagger} c_{n^{\prime} \beta^{\prime}} c_{r \gamma}^{\dagger} c_{r^{\prime} \gamma^{\prime}} c_{k \alpha}^{\dagger} c_{k^{\prime} \alpha^{\prime}}\right\rangle_{\mathrm{el}, \mathrm{eq}}\right.
\end{aligned}
$$

$$
\begin{equation*}
\left.-\delta_{p n^{\prime}} \delta_{\sigma \beta^{\prime}} e^{i\left(\epsilon_{n}-\epsilon_{p^{\prime}}\right)\left(t^{\prime}-t\right)}\left\langle c_{n \beta}^{\dagger} c_{p^{\prime} \sigma^{\prime}} c_{r \gamma}^{\dagger} c_{r^{\prime} \gamma^{\prime}} c_{k \alpha}^{\dagger} c_{k^{\prime} \alpha^{\prime}}\right\rangle_{\mathrm{el}, \mathrm{eq}}\right) \tag{5.102}
\end{equation*}
$$

Decomposing the expectation values according to Eq. (5.92) and using the relation Eq. (5.93) leads to

$$
\begin{align*}
& Y_{2 \mathrm{nd}, 1}^{\mathrm{p}}\left(t, t^{\prime}, \bar{\beta}, \bar{\gamma}\right) \\
& =e^{i b_{z}^{I}\left(t^{\prime}-t\right) \sigma\left(1-\delta_{\sigma \sigma^{\prime}}\right)} e^{i b_{z}^{I}\left(t^{\prime}-t\right) \beta\left(1-\delta_{\beta \beta^{\prime}}\right)} \\
& {\left[\sum_{p r k} \sum_{\alpha, l=1,2} e^{i\left(\epsilon_{p}-\epsilon_{r}\right)\left(t^{\prime}-t\right)} f\left(\epsilon_{p}\right) f\left(\epsilon_{k}\right)\left(1-f\left(\epsilon_{r}\right)\right) \Lambda_{\alpha}^{\alpha}\left(x_{l}, t^{\prime}\right)\left(\delta_{\sigma^{\prime} \beta} \delta_{\sigma \gamma^{\prime}} \delta_{\beta^{\prime} \gamma}-\delta_{\beta^{\prime} \sigma} \delta_{\beta \gamma^{\prime}} \delta_{\sigma^{\prime} \gamma}\right)\right.} \\
& +\sum_{p r k} \sum_{l=1,2} e^{i\left(\epsilon_{p}-\epsilon_{k}\right)\left(t^{\prime}-t\right)} e^{i r\left(x_{j}-x_{l}\right)} e^{-i k\left(x_{j}-x_{l}\right)} f\left(\epsilon_{p}\right) f\left(\epsilon_{r}\right)\left(1-f\left(\epsilon_{k}\right)\right) \\
& \times\left(\delta_{\sigma^{\prime} \beta} \delta_{\sigma \gamma^{\prime}} \Lambda_{\gamma}^{\beta^{\prime}}\left(x_{l}, t^{\prime}\right)-\delta_{\beta^{\prime} \sigma} \delta_{\beta \gamma^{\prime}} \Lambda_{\gamma}^{\sigma^{\prime}}\left(x_{l}, t^{\prime}\right)\right) \\
& +\sum_{p r k} \sum_{l=1,2} e^{i\left(\epsilon_{p}-\epsilon_{r}\right)\left(t^{\prime}-t\right)} e^{i p\left(x_{j}-x_{l}\right)} e^{-i k\left(x_{j}-x_{l}\right)} f\left(\epsilon_{p}\right)\left(1-f\left(\epsilon_{r}\right)\right)\left(1-f\left(\epsilon_{k}\right)\right) \\
& \times\left(\delta_{\sigma^{\prime} \beta} \delta_{\beta^{\prime} \gamma} \Lambda_{\sigma}^{\gamma^{\prime}}\left(x_{l}, t^{\prime}\right)-\delta_{\beta^{\prime} \sigma} \delta_{\sigma^{\prime} \gamma} \Lambda_{\beta}^{\gamma^{\prime}}\left(x_{l}, t^{\prime}\right)\right) \\
& +\sum_{p r k} \sum_{l=1,2} e^{i\left(\epsilon_{p}-\epsilon_{k}\right)\left(t^{\prime}-t\right)} e^{i p\left(x_{j}-x_{l}\right)} e^{-i k\left(x_{j}-x_{l}\right)} f\left(\epsilon_{p}\right) f\left(\epsilon_{r}\right)\left(1-f\left(\epsilon_{k}\right)\right) \\
& \left.\times\left(\delta_{\sigma^{\prime} \beta} \delta_{\gamma \gamma^{\prime}} \Lambda_{\sigma}^{\beta^{\prime}}\left(x_{l}, t^{\prime}\right)-\delta_{\beta^{\prime} \sigma} \delta_{\gamma^{\prime} \gamma} \Lambda_{\beta}^{\sigma^{\prime}}\left(x_{l}, t^{\prime}\right)\right)\right] \tag{5.103}
\end{align*}
$$

For the hole contribution we can again make use of the particle-hole symmetry and

$$
\begin{equation*}
Y_{2 \mathrm{nd}, 1}^{\mathrm{h}}\left(t, t^{\prime}, \bar{\beta}, \bar{\gamma}\right)=-Y_{2 \mathrm{nd}, 1}^{\mathrm{p}}\left(t, t^{\prime}, \bar{\beta}, \bar{\gamma}\right) \tag{5.104}
\end{equation*}
$$

where $\Lambda \rightarrow \tilde{\Lambda}$. Similarly, the second commutator and its corresponding trace in Eq. (5.85) reads

$$
\begin{align*}
Y_{2 \mathrm{nd}, 2}^{\mathrm{p}}\left(t, t^{\prime}, \bar{\beta}, \bar{\gamma}\right) & =e^{i b_{z}^{I}\left(t^{\prime}-t\right) \sigma\left(1-\delta_{\sigma \sigma^{\prime}}\right)} e^{i b_{z}^{I}\left(t^{\prime}-t\right) \beta\left(1-\delta_{\beta \beta^{\prime}}\right)} \\
& \sum_{\substack{p p^{\prime} \\
n n^{\prime}}} \sum_{r r^{\prime}} \sum_{k k^{\prime}} e^{i \alpha^{\prime}} e^{i\left(p-p^{\prime}\right) x_{j}} e^{i\left(r-r^{\prime}\right) x_{j}} e^{i\left(n-n^{\prime}\right) x_{j}} e^{i\left(k-k^{\prime}\right) x_{l}} \Lambda_{\alpha^{\prime}}^{\alpha}\left(x_{l}, t^{\prime}\right) \\
& \times\left(\delta_{p n^{\prime}} \delta_{\sigma \beta^{\prime}} e^{i\left(\epsilon_{n}-\epsilon_{p^{\prime}}\right)\left(t^{\prime}-t\right)}\left\langle c_{r \gamma}^{\dagger} c_{r^{\prime} \gamma^{\prime}} c_{n \beta}^{\dagger} c_{p^{\prime} \sigma^{\prime}} c_{k \alpha}^{\dagger} c_{k^{\prime} \alpha^{\prime}}\right\rangle_{\mathrm{el}, \mathrm{eq}}\right. \\
& \left.-\delta_{p^{\prime} n} \delta_{\sigma^{\prime} \beta} e^{i\left(\epsilon_{p}-\epsilon_{n^{\prime}}\right)\left(t^{\prime}-t\right)}\left\langle c_{r \gamma}^{\dagger} c_{r^{\prime} \gamma^{\prime}} c_{p \sigma}^{\dagger} c_{n^{\prime} \beta^{\prime}} c_{k \alpha}^{\dagger} c_{k^{\prime} \alpha^{\prime}}\right\rangle_{\mathrm{el}, \mathrm{eq}}\right) \tag{5.105}
\end{align*}
$$

after inserting the approximation Eq. (5.75). Using Wick's theorem according to Eq. (5.92) and rewriting the expectation values in terms of the Fermi distribution as in Eq. (5.93) we obtain

$$
\begin{align*}
& Y_{2 \mathrm{nd}, 2}^{\mathrm{p}}\left(t, t^{\prime}, \bar{\beta}, \bar{\gamma}\right) \\
& =e^{i b_{z}^{I}\left(t^{\prime}-t\right) \sigma\left(1-\delta_{\sigma \sigma^{\prime}}\right)} e^{i b_{z}^{I}\left(t^{\prime}-t\right) \beta\left(1-\delta_{\beta \beta^{\prime}}\right)} \\
& {\left[\sum_{p r k} \sum_{\alpha, l=1,2} e^{i\left(\epsilon_{p}-\epsilon_{r}\right)\left(t^{\prime}-t\right)} f\left(\epsilon_{r}\right) f\left(\epsilon_{k}\right)\left(1-f\left(\epsilon_{p}\right)\right) \Lambda_{\alpha}^{\alpha}\left(x_{l}, t^{\prime}\right)\left(\delta_{\sigma \beta^{\prime}} \delta_{\gamma \sigma^{\prime}} \delta_{\beta \gamma^{\prime}}-\delta_{\beta \sigma^{\prime}} \delta_{\beta^{\prime} \gamma} \delta_{\sigma \gamma^{\prime}}\right)\right.} \\
& +\sum_{p r k} \sum_{l=1,2} e^{i\left(\epsilon_{p}-\epsilon_{k}\right)\left(t^{\prime}-t\right)} e^{i p\left(x_{j}-x_{l}\right)} e^{-i k\left(x_{j}-x_{l}\right)} f\left(\epsilon_{p}\right) f\left(\epsilon_{r}\right)\left(1-f\left(\epsilon_{k}\right)\right) \\
& \times\left(\delta_{\sigma \beta^{\prime}} \delta_{\gamma \gamma^{\prime}} \Lambda_{\beta}^{\sigma^{\prime}}\left(x_{l}, t^{\prime}\right)-\delta_{\beta \sigma^{\prime}} \delta_{\gamma \gamma^{\prime}} \Lambda_{\sigma}^{\beta^{\prime}}\left(x_{l}, t^{\prime}\right)\right) \\
& +\sum_{p r k} \sum_{l=1,2} e^{i\left(\epsilon_{p}-\epsilon_{r}\right)\left(t^{\prime}-t\right)} e^{i p\left(x_{j}-x_{l}\right)} e^{-i k\left(x_{j}-x_{l}\right)} f\left(\epsilon_{p}\right) f\left(\epsilon_{r}\right)\left(1-f\left(\epsilon_{k}\right)\right) \\
& \times\left(\delta_{\sigma \beta^{\prime}} \delta_{\gamma \sigma^{\prime}} \Lambda_{\beta}^{\gamma^{\prime}}\left(x_{l}, t^{\prime}\right)-\delta_{\beta \sigma^{\prime}} \delta_{\gamma \beta^{\prime}} \Lambda_{\sigma}^{\gamma^{\prime}}\left(x_{l}, t^{\prime}\right)\right) \\
& +\sum_{p r k} \sum_{l=1,2} e^{i\left(\epsilon_{p}-\epsilon_{k}\right)\left(t^{\prime}-t\right)} e^{i r\left(x_{j}-x_{l}\right)} e^{-i k\left(x_{j}-x_{l}\right)} f\left(\epsilon_{r}\right)\left(1-f\left(\epsilon_{p}\right)\right)\left(1-f\left(\epsilon_{k}\right)\right) \\
& \left.\times\left(\delta_{\sigma \beta^{\prime}} \delta_{\beta \gamma^{\prime}} \Lambda_{\gamma}^{\sigma^{\prime}}\left(x_{l}, t^{\prime}\right)-\delta_{\beta \sigma^{\prime}} \delta_{\sigma \gamma^{\prime}} \Lambda_{\gamma}^{\beta^{\prime}}\left(x_{l}, t^{\prime}\right)\right)\right] \tag{5.106}
\end{align*}
$$

Upon replacing $\Lambda$ by the $\tilde{\Lambda}$ and taking the opposite signs leads to hole contribution with

$$
\begin{equation*}
Y_{2 \mathrm{nd}, 2}^{\mathrm{h}}\left(t, t^{\prime}, \bar{\beta}, \bar{\gamma}\right)=-Y_{2 \mathrm{nd}, 2}^{\mathrm{p}}\left(t, t^{\prime}, \bar{\beta}, \bar{\gamma}\right) \tag{5.107}
\end{equation*}
$$

### 5.2.3.3 $O\left(A^{2}\right)$ : RENORMALISATION TERM

The final contribution to the equation of motion for the functions $\Lambda, \tilde{\Lambda}$ comes from Eq. (5.90). Substituting Eq. (5.75) for $\rho_{\mathrm{el}}\left(t^{\prime}\right)$ into the expression Eq. (5.90) the contribution can be written as

$$
\begin{align*}
Y_{2 \mathrm{nd}, 3}^{\mathrm{p}}\left(t, t^{\prime}, \bar{\beta}, \bar{\gamma}\right) & =e^{i b_{z}^{I}\left(t^{\prime}-t\right) \sigma\left(1-\delta_{\sigma \sigma^{\prime}}\right)} e^{i b_{z}^{I}\left(t^{\prime}-t\right) \beta\left(1-\delta_{\beta \beta^{\prime}}\right)} \\
& \sum_{\substack{p p^{\prime} \\
n n^{\prime}}} \sum_{k k^{\prime}} \sum_{\substack{\alpha \alpha^{\prime} \\
l=1,2}} e^{i\left(p-p^{\prime}\right) x_{j}} e^{i\left(n-n^{\prime}\right) x_{j}} e^{i\left(k-k^{\prime}\right) x_{l}} \Lambda_{\alpha^{\prime}}^{\alpha}\left(x_{l}, t^{\prime}\right) \\
& \times\left(\delta_{p n^{\prime}} \delta_{\sigma \beta^{\prime}} e^{i\left(\epsilon_{n}-\epsilon_{p^{\prime}}\right)\left(t^{\prime}-t\right)}\left\langle c_{n \beta}^{\dagger} c_{p^{\prime} \sigma^{\prime}} c_{k \alpha}^{\dagger} c_{k^{\prime} \alpha^{\prime}}\right\rangle_{\mathrm{el}, \mathrm{eq}}\right. \\
& \left.-\delta_{p^{\prime} n} \delta_{\sigma^{\prime} \beta} e^{i\left(\epsilon_{p}-\epsilon_{n^{\prime}}\right)\left(t^{\prime}-t\right)}\left\langle c_{p \sigma}^{\dagger} c_{n^{\prime} \beta^{\prime}} c_{k \alpha}^{\dagger} c_{k^{\prime} \alpha^{\prime}}\right\rangle_{\mathrm{el}, \mathrm{eq}}\right) \tag{5.108}
\end{align*}
$$

Utilising Eq. (5.91) and Eq. (5.93) we arrive at

$$
\begin{align*}
Y_{2 \mathrm{nd}, 3}^{\mathrm{p}}\left(t, t^{\prime}, \bar{\beta}, \bar{\gamma}\right) & =e^{i b_{z}^{I}\left(t^{\prime}-t\right) \sigma\left(1-\delta_{\sigma \sigma^{\prime}}\right)} e^{i b_{z}^{I}\left(t^{\prime}-t\right) \beta\left(1-\delta_{\beta \beta^{\prime}}\right)} \\
& \sum_{p k} e^{i\left(\epsilon_{p}-\epsilon_{k}\right)\left(t-t^{\prime}\right)} e^{i p\left(x_{j}-x_{l}\right)} e^{-i k\left(x_{j}-x_{l}\right)} f\left(\epsilon_{p}\right)\left(1-f\left(\epsilon_{k}\right)\right) \\
& \times\left(\delta_{\sigma \beta^{\prime}} \Lambda_{\beta}^{\sigma^{\prime}}\left(x_{l}, t^{\prime}\right)-\delta_{\beta \sigma^{\prime}} \Lambda_{\sigma}^{\beta^{\prime}}\left(x_{l}, t^{\prime}\right)\right), \tag{5.109}
\end{align*}
$$

and accordingly for the hole contribution

$$
\begin{equation*}
Y_{2 \mathrm{nd}, 3}^{\mathrm{h}}\left(t, t^{\prime}, \bar{\beta}, \bar{\gamma}\right)=-Y_{2 \mathrm{nd}, 3}^{p}\left(t, t^{\prime}, \bar{\beta}, \bar{\gamma}\right) . \tag{5.110}
\end{equation*}
$$

With this last contribution we found all expressions $Y_{i}$ entering the equation of motion of the electron correlation functions in Eq. (5.77).

### 5.2.4 Intermediate conclusion

Collecting all $Y_{i}$ from Eqs. (5.98), (5.100), (5.103), (5.106) and (5.109) and their corresponding prefactors from the electron equation of motion Eqs. (5.63) to (5.66) leads to a closed set of equations of motion for the functions $\Lambda, \tilde{\Lambda}$ which capture the timedependent electron spin fluctuations. From the analytical result up to this point we are able to make some observations. We can interpret the functions $\Lambda, \tilde{\Lambda}$ as a spin and timedependent weight for the Fermi distribution functions. They therefore incorporate the small shift of the Fermi energy due to an excitation in the electronic bath. Furthermore, we find particle-hole fluctuations identical to the single spin case discussed in Chapter 3 as we see from the combinations of $f(\epsilon)(1-f(\epsilon))$ in the different terms $Y$. In which way the temporal and spatial correlations enter can best be seen from the momentum integrals of the continuum limit appearing in the equation of motion of the electronic correlations in each $Y_{i}$ which we discuss below. We find purely temporal contributions encoding the backaction of the electrons back onto the same localised spin which excited the environment to begin with. These are the same as in the single spin case. Furthermore, there are spatial contributions which we can attribute to the effective coupling of the localised spins through the bath and therefore identify it as an RKKY-like interaction. Lastly, there are combinations of both temporal and spatial correlations which mix the different localised spin sites leading to a dynamical RKKY interaction. The temporal correlations only enter in the $O\left(A^{2}\right)$ terms and stem from the action of the memory kernel. Similar to our results from the single spin case we expect that these contribution give rise to non-Markovian dynamics in the full solution of the problem. We analyse the momentum contributions to the spatial and temporal correlations below.

### 5.2.4.1 Continuum limit of momentum integrals

We specify the appearing momentum integrals in the different $Y_{i}$ and more details on the calculation of the different integrals can be found in Appendix F.3. To evaluate the momentum and energy integrals we consider a two dimensional Fermi gas for the conduction electrons. The effective interaction mediated by the electrons decays as $1 / r^{d}$ in $d$ spatial dimensions, see Section 5.1, therefore in two dimensions the spatial correlations are more prominent than in three, and two dimensional electronic systems are an accessible experimental platform. We specifically mark all vector quantities where $|\mathbf{k}|=k$ is implied. Additionally, we assume a linear dispersion for the electrons

$$
\begin{equation*}
\epsilon_{\mathbf{k}} \sim \epsilon_{k}=v_{F}\left(k-k_{F}\right) \tag{5.111}
\end{equation*}
$$

with $k_{F}$ and $v_{F}$ the Fermi momentum and the Fermi velocity respectively. Since all the important universal physics occurs in the vicinity of the Fermi surface, the linearisation corresponds to the wide band limit which is fulfilled for usual solid state systems. In the second order term of Eq. (5.103) for the contribution $\Lambda_{\alpha}^{\alpha}$ diagonal in the spin components we find

$$
\begin{equation*}
I_{t}:=\sum_{\mathbf{k k}^{\prime}} e^{i\left(\epsilon_{\mathbf{k}}-\epsilon_{\mathbf{k}^{\prime}}\right)\left(t^{\prime}-t\right)} f\left(\epsilon_{\mathbf{k}}\right)\left(1-f\left(\epsilon_{\mathbf{k}^{\prime}}\right)\right) \tag{5.112}
\end{equation*}
$$

and its complex conjugate in Eq. (5.106). Together those terms are the same as we found in the Nakajima-Zwanzig master equation for the single spin case for the spinspin correlation function in Eq. (3.79). We solve Eq. (5.112) by integrating over the density of states $\nu(\epsilon)=\nu_{0} \exp \left(-|\epsilon| / \xi_{0}\right)$ and introducing the high energy cutoff $\xi_{0}$ as in Section 3.2.3, which incorporates all non-universal band structure effects. The unit cell volume $V$ defines $\nu_{0}=V /(2 \pi)^{2}$. This leads to

$$
\begin{align*}
I_{t} & =\int d \epsilon \nu(\epsilon) f(\epsilon) \int d \epsilon^{\prime} \nu\left(\epsilon^{\prime}\right)\left(1-f\left(\epsilon^{\prime}\right)\right) \\
& =\frac{\left(\pi k_{B} T\right)^{2}}{\sin ^{2}\left(\pi k_{B} T\left(i\left(t^{\prime}-t\right)+\xi_{0}^{-1}\right)\right)} \tag{5.113}
\end{align*}
$$

Eq. (5.113) together with its complex conjugate correspond to the electron spin-spin correlations function found in the standard Nakajima-Zwanzig approach. In the single spin setup their short time behaviour lead to memory effects and finally non-Markovian dynamics. In the current setup of two spins in a common environment they are further modulated by the time-dependent amplitude $\Lambda$ and $\tilde{\Lambda}$.

The spatial modulations encoding the effective RKKY-type coupling enter through the term

$$
\begin{equation*}
I_{x}:=\sum_{\mathbf{k}, l=1,2} e^{i \mathbf{k} \cdot\left(\mathbf{x}_{j}-\mathbf{x}_{l}\right)} f\left(\epsilon_{k}\right) \tag{5.114}
\end{equation*}
$$

which appears throughout the equation of motion for $\Lambda, \tilde{\Lambda}$ in all $Y_{i}$. It reduces to a similar sum as Eq. (5.112) if $\mathbf{x}_{j}=\mathbf{x}_{l}$ and we denote $\mathbf{x}=\mathbf{x}_{j}-\mathbf{x}_{l}$ for $j \neq l$. In the continuum limit Eq. (5.114) reads

$$
\begin{align*}
I_{x} & =\int \frac{d^{2} k}{(2 \pi)^{2}} \frac{e^{i \mathbf{k} \cdot \mathbf{x}}}{1+e^{\left.\epsilon_{(\mathbf{k}}-\mu\right)} / k_{B} T} \\
& =\frac{\nu_{0}}{2 \pi} \int_{-\infty}^{\infty} d \epsilon \int_{0}^{2 \pi} d \phi e^{i\left(k_{F}+\epsilon / v_{F}\right) x \cos \phi} \frac{1}{1+e^{\epsilon / k_{B} T}} \tag{5.115}
\end{align*}
$$

where we write the momentum integral as an integral over the energy $\epsilon$ using Eq. (5.111). The integral can be evaluated making use of the residue theorem in the complex plane, see Appendix F.3, which leads to

$$
\begin{align*}
I_{x} & =-2 \pi k_{B} T \nu_{0} \operatorname{Re}\left[i \sum _ { n \geq 0 } \left\{J_{0}\left(k_{F} x+i \frac{\pi k_{B} T}{v_{F}}(2 n+1) x\right)\right.\right. \\
& \left.\left.+i H_{0}\left(k_{F} x+i \frac{\pi k_{B} T}{v_{F}}(2 n+1) x\right)\right\}\right] \tag{5.116}
\end{align*}
$$

with the Bessel function $J_{\lambda}(z)$ [131]

$$
\begin{equation*}
J_{\lambda}(z)=\left(\frac{z}{2}\right)^{\lambda} \sum_{n=0}^{\infty}(-1)^{n} \frac{\left(\frac{z^{2}}{4}\right)^{n}}{n!\Gamma(\lambda+n+1)} \tag{5.117}
\end{equation*}
$$

and the Struve function $H_{\lambda}(z)$ [131]

$$
\begin{equation*}
H_{\lambda}(z)=\left(\frac{z}{2}\right)^{\lambda+1} \sum_{n=0}^{\infty}(-1)^{n} \frac{\left(\frac{z^{2}}{2}\right)^{2 n}}{\Gamma\left(n+\frac{3}{2}\right) \Gamma\left(\lambda+n+\frac{3}{2}\right)} \tag{5.118}
\end{equation*}
$$

where $\Gamma(z)$ is Euler's Gamma function. The spatial modulations in the RKKY interaction generally come from the correlation of conduction electrons at different positions, i.e., $\left\langle\mathbf{S}_{i} \mathbf{S}_{j}\right\rangle$. In our case these correlations do not exist. The spatial mixing is more subtle and enters through the time-dependent bath reference state. Nonetheless, we find an RKKYlike coupling with a $1 / \sqrt{x}$ behaviour instead of $1 / x^{2}$. Apart from the varied algebraic
decay, the expression Eq. (5.116) is similar to the expressions for the RKKY interaction in lower spatial dimension found in the literature where Bessel functions or closely related functions often occur $[164,165,171]$.

Inserting the asymptotic form of the Bessel and Struve functions $J_{0}(z)$ and $H_{0}(z)$

$$
\begin{align*}
J_{0}(z) & \sim \sqrt{\frac{2}{\pi z}} \sin \left(z+\frac{\pi}{4}\right)  \tag{5.119}\\
H_{0}(z) & \sim-\sqrt{\frac{2}{\pi z}} \cos \left(z+\frac{\pi}{4}\right) \tag{5.120}
\end{align*}
$$

into Eq. (5.116) leads to

$$
\begin{equation*}
I_{x} \approx-2 \pi k_{B} T \nu_{0} \operatorname{Re}\left[i \sqrt{\frac{2}{\pi}} \sum_{n \geq 0}\left\{\frac{\sin \left(\tilde{z}_{n}+\frac{\pi}{4}\right)-i \cos \left(\tilde{z}_{n}+\frac{\pi}{4}\right)}{\sqrt{\tilde{z}_{n}}}\right\}\right] \tag{5.121}
\end{equation*}
$$

with $\tilde{z}_{n}=k_{F} x+i \pi x k_{B} T(2 n+1) / v_{F}$. Rearranging this last expression Eq. (5.116) can be written as

$$
\begin{equation*}
I_{x} \approx-2 \nu_{0} \sqrt{\frac{k_{B} T v_{F}}{x}} e^{-x / x_{T}} \operatorname{Re}\left[e^{i k_{F} x} \Phi\left(e^{-2 x / x_{T}}, \frac{1}{2}, \frac{1}{2}-i \frac{v_{F} k_{F}}{\pi k_{B} T}\right)\right] \tag{5.122}
\end{equation*}
$$

where $\Phi(z, s, a)$ is Lerch's transcendent [131, 172]

$$
\begin{equation*}
\Phi(z, s, a)=\sum_{n=0}^{\infty} \frac{z^{n}}{(a+n)^{s}} \tag{5.123}
\end{equation*}
$$

Furthermore, we introduced the thermal length scale $x_{T}=v_{F} / \pi k_{B} T$. The last argument of $\Phi$ in Eq. (5.122) is large since $a=1 / 2-i v_{F} k_{F} / \pi k_{B} T$ with $v_{F} k_{F}=2 E_{F}$. In this limit an asymptotic expansion for $\Phi(z, s, a)$ is given by [173]

$$
\begin{equation*}
\Phi(z, s, a) \approx \frac{1}{1-z} \frac{1}{a^{s}} \tag{5.124}
\end{equation*}
$$

up to the lowest order in $a^{s}$. Using the asymptotic expansion in Eq. (5.122) and determining the real part immediately leads to

$$
\begin{align*}
I_{x} & \approx 2 \nu_{0} \sqrt{\frac{k_{B} T v_{F}}{2 x \sqrt{1+4 k_{F}^{2} x_{T}^{2}}}} e^{-x / x_{T}}\left(1-\frac{1}{\tanh \left(x / x_{T}\right)}\right) \cos \left(k_{F} x\right) \\
& \approx 2 \nu_{0} k_{B} T e^{-x / x_{T}}\left(1-\frac{1}{\tanh \left(x / x_{T}\right)}\right) \frac{\cos \left(k_{F} x\right)}{\sqrt{k_{F} x}} \tag{5.125}
\end{align*}
$$



Figure 5.2: Plot of the asymptotic behaviour of spatial correlations captured by the integral $I_{x}$ according to the expression Eq. (5.125) with $k_{F} x_{T}=100$.

In the last line we approximated $\sqrt{1+4 k_{F}^{2} x_{T}^{2}} \approx 2 k_{F} x_{T}$ in the denominator of the square root. The asymptotic behaviour Eq. (5.125) is plotted in Fig. 5.2 for $k_{F} x_{T}=100$. Like the RKKY interaction it is oscillatory function and the spatial correlations are exponentially suppressed and tend to zero for $x / x_{T} \sim 1$.

Finally we find terms with mixed temporal and spatial modulations

$$
\begin{equation*}
I_{t, x}:=\sum_{\mathbf{k}, l=1,2} e^{i \epsilon_{k} t} e^{i \mathbf{k} \cdot\left(\mathbf{x}_{j}-\mathbf{x}_{l}\right)} f\left(\epsilon_{k}\right) \tag{5.126}
\end{equation*}
$$

which reads in the continuum limit

$$
\begin{align*}
I_{t, x} & =\int \frac{d^{2} k}{(2 \pi)^{2}} e^{-i \epsilon_{\mathbf{k}} t} \frac{e^{i \mathbf{k} \cdot \mathbf{x}}}{1+e^{\left(\epsilon_{\mathbf{k}}-\mu\right) / k_{B} T}} \\
& \left.=\frac{\nu_{0}}{2 \pi} \int_{-\infty}^{\infty} d \epsilon \int_{0}^{2 \pi} d \phi e^{i \epsilon\left(t-i \xi_{0}^{-1}\right.}\right) \frac{e^{i\left(k_{F}+\epsilon / v_{F}\right) x \cos \phi}}{1+e^{\epsilon / k_{B} T}} \tag{5.127}
\end{align*}
$$

The high energy cutoff $\xi_{0}=E_{F}$ introduces the shortest time scale of the system we are able to resolve with $t>\xi_{0}^{-1}$. For the spatial part we need to compare the length $x$ to the Fermi length $\lambda_{F}=1 / k_{F}$ as $E_{F}=k_{F} v_{F} / 2$. If $x \ll \lambda_{F}$ the term in the integral involving $x$ is irrelevant as we assume $t>\xi_{0}^{-1}$ to begin with. In this limit the exchange between the localised spins is too fast to resolve. If on the other hand $x \gg \lambda_{F}$ or even $x \sim \lambda_{F}$ we need to distinguish between long and short times $t$. In the short time limit $t \rightarrow 0$ the spatial contribution is given by Eq. (5.125). In the limit where $t+\cos \phi x / v_{F}>0$ we can
directly evaluate the angular integral of Eq. (5.127) which leads to

$$
\begin{equation*}
I_{t, x}=\nu_{0} \int d \epsilon e^{i \epsilon\left(t-i \xi_{0}\right)} \frac{J_{0}\left(k_{F} x+\frac{\epsilon}{v_{F}} x\right)}{1+e^{\epsilon / k_{B} T}} \tag{5.128}
\end{equation*}
$$

with the Bessel function $J_{0}(z)$. The energy integral can again be solved by using the residue theorem and we obtain

$$
\begin{equation*}
I_{t, x}=-2 \pi k_{B} T \nu_{0} \sum_{n \geq 0} e^{-\pi k_{B} T(2 n+1)\left(t-i \xi_{0}^{-1}\right)} J_{0}\left(k_{F} x+i \frac{\pi k_{B} T}{v_{F}}(2 n+1) x\right) . \tag{5.129}
\end{equation*}
$$

Again we introduce the asymptotic form of the Bessel function $J_{0}(z)$ of Eq. (5.119) and similar to above we find a combination of Lerch's transcendents

$$
\begin{align*}
I_{t, x} & =-\nu_{0} \sqrt{\frac{k_{B} T v_{F}}{x}} e^{-i \pi k_{B} T \xi_{0}^{-1}-t / 2 \tau_{T}} \\
& \times\left[e^{i k_{F} x-x / x_{F}} \Phi\left(e^{-t / \tau_{T}+i 2 \pi k_{B} T \xi_{0}^{-1}-2 x / x_{F}}, \frac{1}{2}, \frac{1}{2}-i \frac{v_{F} k_{F}}{2 \pi k_{B} T}\right)\right. \\
& \left.+i e^{-i k_{F} x+x / x_{F}} \Phi\left(e^{\left.-t / \tau_{T}+i 2 \pi k_{B} T \xi_{0}^{-1}+2 x / x_{F}\right)}, \frac{1}{2}, \frac{1}{2}-i \frac{v_{F} k_{F}}{2 \pi k_{B} T}\right)\right], \tag{5.130}
\end{align*}
$$

with the thermal time $\tau_{T}=1 / 2 \pi k_{B} T$ and the thermal length $x_{T}=v_{F} / \pi k_{B} T$. The temporal part of $I_{t, x}$ is suppressed exponentially but enters the more complicated description through the argument of Lerch's transcendent. The spatial contribution is more involved but it is nonetheless of a similar form as $I_{x}$ in Eq. (5.125), leading again to the long range RKKY-type behaviour.

For the range of finite times where $t+\cos \phi x / v_{F}<0$ we are not able to find a closed expression. But with the description of the purely spatial correlations in Eq. (5.125) and the mixed contributions of Eq. (5.130) we have controlled access to the limiting cases for very short times $t \rightarrow 0$ and longer times where $t+\cos \phi x / v_{F}>0$. In the intermediate range the nature of the correlations does not change and therefore we can cover this range by interpolating between the two limiting results Eq. (5.125) and Eq. (5.130).

### 5.3 NumERICAL PROGRESS

Although we have reduced the degrees of freedom relevant for the system of two localised spins coupled to conduction electrons we are not able to solve the set of coupled equation of motions of their respective reduced density matrices analytically. The final equation
we need to solve is a Volterra integro-differential equation of the form

$$
\begin{equation*}
\frac{d}{d t} y(t)=g(t, y(t))+\int_{t_{0}}^{t} d t^{\prime} K\left(t, t^{\prime}, y\left(t^{\prime}\right)\right) \tag{5.131}
\end{equation*}
$$

Just as a Volterra integral equation the integro-differential version Eq. (5.131) has a unique solution [162]. In our specific case $y$ is the vector

$$
\begin{equation*}
y(t)=\left(\rho_{I, j=1}(t), \rho_{I, j=2}(t), \boldsymbol{\Lambda}\left(t, x_{1}\right), \tilde{\boldsymbol{\Lambda}}\left(t, x_{1}\right), \boldsymbol{\Lambda}\left(t, x_{2}\right), \tilde{\boldsymbol{\Lambda}}\left(t, x_{2}\right)\right)^{T} . \tag{5.132}
\end{equation*}
$$

Here, each $\boldsymbol{\Lambda}, \tilde{\boldsymbol{\Lambda}}$ represents the tuple of all $\Lambda_{\alpha^{\prime}}^{\alpha}, \tilde{\Lambda}_{\alpha^{\prime}}^{\alpha}$ for every possible spin combination $\alpha, \alpha^{\prime}=\uparrow \downarrow$, specifically

$$
\begin{equation*}
\boldsymbol{\Lambda}\left(t, x_{l}\right)=\left(\Lambda_{\uparrow}^{\uparrow}\left(t, x_{l}\right), \Lambda_{\downarrow}^{\uparrow}\left(t, x_{l}\right), \Lambda_{\uparrow}^{\downarrow}\left(t, x_{l}\right), \Lambda_{\downarrow}^{\downarrow}\left(t, x_{l}\right)\right) . \tag{5.133}
\end{equation*}
$$

The exact form of the function $g$ and the kernel $K$ in the integrand of Eq. (5.131) are determined by the exact form of the equation of motion for each subsystem. For the localised spin density matrix $\rho_{I, j}$ the function $g$ corresponds to the $O(A)$ term as in Eq. (5.24). The kernel $K$ is built from the matrices $M_{2 \text { nd }, i}$ of electron spin correlation functions in Eq. (5.32). For the functions $\Lambda_{\alpha^{\prime}}^{\alpha}, \tilde{\Lambda}_{\alpha^{\prime}}^{\alpha}$ we collect the contributions from the different $Y_{i}$ in Eqs. (5.98), (5.100), (5.103), (5.106) and (5.109). All together a system of 24 coupled integro-differential equations of motion needs to be solved. Although still quite a large number of equations this is a substantial improvement over the infinite dimensional set of equations that would need to be solved if the full bath density matrix were to be kept.

### 5.3.1 Patade-Bhalekar algorithm

To solve the integro-differential Eq. (5.131) we make use of an algorithm proposed by Patade and Bhalekar [162] and we sketch the derivation based on their paper in the following. The first step entails the integration of Eq. (5.131) and therefore turning the integro-differential equation into an ordinary Volterra equation

$$
\begin{equation*}
y\left(t_{n}+h\right)=y\left(t_{n}\right)+\int_{t_{n}}^{t_{n}+h} d t g(t, y(t))+\int_{t_{n}}^{t_{n}+h} d t \int_{t_{0}}^{t} d t^{\prime} K\left(t, t^{\prime}, y\left(t^{\prime}\right)\right) . \tag{5.134}
\end{equation*}
$$

The time $t$ is discretised with $h$ being the step size between two times $t_{n}$ and $t_{n+1}$. The value of $y$ at the next time step is determined iteratively and we denote $y\left(t_{n}\right)=y_{n}$. Using
the trapezoidal rule twice to evaluate the integrals in Eq. (5.134) leads to

$$
\begin{align*}
y_{n+1} & =y_{n}+\frac{h}{2} g\left(t_{n}, y_{n}\right)+\frac{h^{2}}{4}\left(K\left(t_{n}, t_{0}, y_{0}\right)+K\left(t_{n}, t_{n}, y_{n}\right)+K\left(t_{n+1}, t_{0}, y_{0}\right)\right) \\
& +\frac{h^{2}}{2}\left(\sum_{i=1}^{n-1} K\left(t_{n}, t_{i}, y_{i}\right)+\sum_{i=1}^{j} K\left(t_{n+1}, t_{i}, y_{i}\right)\right)+\frac{h}{2} g\left(t_{n+1}, y_{n+1}\right) \\
& +\frac{h^{2}}{4} K\left(x_{n+1}, x_{n+1}, y_{n+1}\right)+O\left(h^{3}\right) \tag{5.135}
\end{align*}
$$

Up to second order in the step size $h$ this can be rewritten as $[162,163]$

$$
\begin{equation*}
y_{n+1}=M_{1}+\frac{h}{2} g\left(x_{t+1}, M_{1}\right)+\frac{h^{2}}{4} K\left(t_{n+1}, t_{n+1}, M_{2}\right) \tag{5.136}
\end{equation*}
$$

with

$$
\begin{align*}
M_{1} & =y_{n}+\frac{h}{2} g\left(t_{n}, y_{n}\right)+\frac{h^{2}}{4}\left(K\left(t_{n}, t_{0}, y_{0}\right)+K\left(t_{n}, t_{n}, y_{n}\right)+K\left(t_{n+1}, t_{0}, y_{0}\right)\right) \\
& +\frac{h^{2}}{2}\left(\sum_{i=1}^{n-1} K\left(t_{n}, t_{i}, y_{i}\right)+\sum_{i=1}^{j} K\left(t_{n+1}, t_{i}, y_{i}\right)\right)  \tag{5.137}\\
M_{2} & =M_{1}+\frac{h}{2} g\left(t_{n+1}, M_{1}\right)+\frac{h^{2}}{4} K\left(t_{n+1}, t_{n+1}, M_{1}\right) \tag{5.138}
\end{align*}
$$

Eq. (5.136) provides an algorithm to iteratively solve the integro-differential Eq. (5.131) with an error of $O\left(h^{3}\right)$. The iterative scheme is very fast compared to other approaches, to the expense that the error is $O\left(h^{3}\right)$. However, this is completely sufficient for our needs. Indeed the approximations underlying the integro-differential equations are more significant than the errors accumulated here. As long as we choose $h<1 / \xi_{0}^{-1}$ the integration provides accurate results for the short-time dynamics which are most interesting.

### 5.3.2 ODE ALGORITHM

To be able to perform a numerical cross check we use a second approach to solve Eq. (5.131). This algorithm relies on reducing the integro-differential equation subsequently to an ordinary differential equation $[174,175]$, therefore we will refer to this algorithm as ODE approach in the following. The procedure's starting point is an initial guess which is calculated from only the first term of Eq. (5.131)

$$
\begin{equation*}
\frac{d}{d t} y^{(0)}(t)=g(t, y(t)) \tag{5.139}
\end{equation*}
$$

The solution $y^{(0)}$ is inserted into the right-hand side of Eq. (5.131), resulting in a new ordinary differential equation for a new guess $y^{(1)}$

$$
\begin{equation*}
\frac{d}{d t} y^{(1)}(t)=g\left(t, y^{(0)}(t)\right)+\int_{t_{0}}^{t} d t^{\prime} K\left(t, t^{\prime}, y^{(0)}\left(t^{\prime}\right) .\right) . \tag{5.140}
\end{equation*}
$$

The solution $y^{(1)}$ provides a better approximation to the general solution $y$ and the step can be iterated using the new solution $y^{(1)}$ instead of $y^{(0)}$ on the right-hand side. The global error

$$
\begin{equation*}
\Delta y=\sqrt{\sum_{n}\left|y^{(i)}\left(t_{n}\right)-y^{(j)}\left(t_{n}\right)\right|} \tag{5.141}
\end{equation*}
$$

between the two approximated solutions $y^{(i)}$ and $y^{(j)}$ for all $n$ time steps defines a tolerance to decide if the algorithm is repeated. Although easy to implement the disadvantage of the algorithm is that the kernel $K$ has to take the form

$$
\begin{equation*}
K\left(t, t^{\prime}, y\left(t^{\prime}\right)\right)=k_{1}\left(t, t^{\prime}\right) k_{2}\left(y\left(t^{\prime}\right)\right) . \tag{5.142}
\end{equation*}
$$

Depending on the structure of Eq. (5.131) this might not be possible. In fact we are able to use the ODE procedure as a cross check for the single spin system in an equilibrium bath, but the algorithm is not suited to find the full numerical solution for a time-dependent bath reference state.

### 5.3.3 Benchmarking of the single spin case

To test the algorithm in Eq. (5.136) we study the single spin case in an equilibrium environment in the zero-field limit and compare to the analytical results from Chapter 3. The corresponding equation of motions reads

$$
\begin{equation*}
\frac{d}{d t} \rho_{I}(t)=-\int_{0}^{t} d t^{\prime} \Sigma\left(t-t^{\prime}\right) \rho_{I}(t) \tag{5.143}
\end{equation*}
$$

as derived in Chapter 3 . The memory kernel $\Sigma\left(t-t^{\prime}\right)$ and the reduced density matrix $\rho_{I}$ define the kernel function $K$ in Eq. (5.131). In the zero-field limit, the longitudinal and transverse components $\rho_{z}(t)$ and $\rho_{ \pm}$coincide, therefore we limit the current discussion to the $z$ component $\rho_{z}(t)=\rho_{\uparrow}(t)-\rho_{\downarrow}(t)$. In the basis of the localised spin operator the
matrix representation of Eq. (5.143) is given by

$$
\begin{equation*}
\frac{d}{d t}\binom{\rho_{\uparrow}(t)}{\rho_{\downarrow}(t)}=\int_{0}^{t} d t^{\prime} \hat{\Sigma}_{z}\left(t-t^{\prime}\right)\binom{\rho_{\uparrow}(t)}{\rho_{\downarrow}(t)} \tag{5.144}
\end{equation*}
$$

with

$$
\hat{\Sigma}_{z}(t)=\left(\begin{array}{cc}
F_{1}(t) & -F_{2}(t)  \tag{5.145}\\
-F_{1}(t) & F_{2}(t)
\end{array}\right)
$$

The Laplace transformations of the electron spin-spin correlation functions $F_{1,2}$ were derived in Eqs. (3.62) and (3.63) and the analytical expressions are given by Eqs. (3.97) and (3.98). Consequently we obtain for the time domain

$$
\begin{align*}
F_{1}(t)=F_{2}(t) & =-2 \alpha \operatorname{Re}\left[\left\langle S_{-}(t) S_{+}(0)\right\rangle\right] \\
& =-4 \alpha\left(\pi k_{B} T\right)^{2} \frac{1-\cos \left(2 \pi k_{B} T / \xi_{0}\right) \cosh \left(2 \pi k_{B} T t\right)}{\left(\cos \left(2 \pi k_{B} T / \xi_{0}\right)-\cosh \left(2 \pi k_{B} T t\right)\right)^{2}} \tag{5.146}
\end{align*}
$$

by simply not performing the Laplace transformation in Eqs. (3.97) and (3.98) and setting $b_{I}^{z}=0$. In Chapter 3 the parameter $\alpha=A^{2} / E_{F}^{2}$ was the small expansion parameter and is set by the interaction $A$ and the Fermi energy $E_{F}$. To obtain the analytical expressions Eqs. (3.97) and (3.98) we furthermore introduced the high energy cutoff $\xi_{0}$ which set the band width of the energy band to regulate the density of states. In the following we compare the numerical solution of Eq. (5.144) with the analytical result for the longitudinal component $\rho_{z}(t)$ in Eq. (3.145). In the top panel of Fig. 5.3 the numerical results for the Patade-Bhalekar algorithm (PB-algorithm, solid purple line) and the ODE procedure (green dotted line) are shown in comparison to the analytical solution (orange dashed line). For the ODE algorithm we choose the global error defined in Eq. (5.141) with $\Delta \rho_{\alpha}=10^{-6}$ as a numerical cutoff, and the other parameters are set to $\alpha=0.005$ and $\xi_{0}=200 k_{B} T$. For the entire time range the numerically captured decay matches qualitatively the analytic solution. The inset of Fig. 5.3(a) shows the short time decay including the non-Markovian time regime, $t<\tau_{T} \sim 1 / T$. Both numerical solutions show an initially fast decay before it tends to an exponential at larger times matching the behaviour of the analytical result for the decay.

However, the characteristic exponential decay constants, which correspond to the relaxation time $T_{1}$, are different. This is a rather surprising result as the analytic result matches the standard long time Markovian behaviour and the Korringa relation. In the following we will investigate this discrepancy in full detail. We will see that is largely influenced by the band structure cutoff $\xi_{0}$. Hence, the discrepancy corresponds to a renor-


Figure 5.3: Top panel: The full the decay of $\rho_{z}(t)$ for $\alpha=0.005$ and $\xi_{0}=200 k_{B} T$ is shown. The result obtained with the Patade-Bhalekar algorithm is plotted in purple, the solution for the ODE procedure corresponds to the dotted green line and the analytical one is shown in orange. The inset of panel (a) shows the short time behaviour and panel (b) shows the decay on a logarithmic scale to emphasise the offset between the numerical results and analytical solution. Panel (c) shows the difference between numerical and analytical result for different $\alpha$ as a function of time scaled to the corresponding relaxation time $T_{1}=\hbar / 4 \alpha \pi k_{B} T$. In (d) the maximum values from (c) are plotted against the coupling $\alpha$. The black dotted line represents the linear fit $g(\alpha)=(4.6 \pm 0.1) \alpha+(0.0027 \pm 0.0007)$.
malisation arising from higher energies which are neglected in the analytic expansion but which are fully captured by the numerical integration. Practically such a renormalisation falls within the uncertainty of the density of state factor $\nu_{0}$ in the definition of $\alpha=A^{2} \nu_{0}^{2}$ so that the analytical and numerical results are consistent. We provide a recipe to incorporate the renormalisation in a modification of $\alpha$. The numerics reveal a further correction arising from the expansion in $\alpha$ of the poles in Laplace space, in which we have neglected corrections in $O\left(\alpha^{2}\right)$. These are naturally included in the numerics and the analysis to follow shows again that they can essentially be captured by a renormalisation of $\alpha$. Thus, we obtain two important results. Firstly, the analytical results of Chapter 3 are indeed


Figure 5.4: (a) The full decay for $\rho_{z}(t)$ obtained numerically is plotted for different values of the cutoff $\xi_{0}$ in units of the temperature $T$ (solid lines) for the coupling $\alpha=0.005$. The analytic solution (dashed orange line) does not visibly change for various choices of $\xi$. (b) The difference between the numerical and analytical solution is shown for a selection of $\xi_{0}$ values.
confirmed and the corrections do not cause any qualitative differences. Secondly, we find that the numerical integration scheme of the Patade-Bhalekar methods provides fast and qualitatively reliable results. To start the detailed analysis, let us consider the long time behaviour which is shown in Fig. 5.3(b) on a logarithmic scale. Both numerically obtained solutions coincide and the decay is slower compared to the analytical solution. In the bottom panel of Fig. 5.3 we show the dependence on the parameter $\alpha$. Panel (c) shows the difference between the numerical solution obtained with the Patade-Bhalekar algorithm and the analytical solution. The difference between the numerical and analytical solution is linear in the coupling parameter $\alpha$ as shown in Fig. 5.3(d). The linear fit parameters for the gradient $m=4.6 \pm 0.1$ and for the intercept $b=0.0027 \pm 0.0007$.

Keeping the coupling strength $\alpha$ constant, the numerical solution for the decay shows a dependence on the high energy cutoff $\xi_{0}$, especially for large values $\xi_{0} \sim 1000 k_{B} T$. In Fig. 5.4 the decay of $\rho_{z}(t)$ obtained numerically using the Patade-Bhalekar algorithm is shown for different values of the cutoff $\xi_{0}$ in comparison to the analytic solution. In panel (a) we only show two choices of $\xi_{0}$ as the decay curves for $\xi_{0}<500 k_{B} T$ are not distinguishable. To show the increasing difference between the numerical and analytical solution, their difference is plotted on a logarithmic scale in Fig. 5.4(b). In the derivation of the analytical solution we expanded the intermediate result in the inverse cutoff and we only kept the terms $O\left(\xi_{0}^{-1}\right)$. In the numerical solution in principle all orders of $\xi_{0}$ are present which could lead to the large cutoff dependence.

To differentiate the effect of the cutoff $\xi_{0}$ from the deviation from the analytical results analysed in Fig. 5.3 we study the single spin decay for a tight-binding model in one spatial
dimension. Its energy dispersion depending on the momentum $k$ reads

$$
\begin{equation*}
\epsilon_{k}=-2 w \cos (k a)-\mu \tag{5.147}
\end{equation*}
$$

with the chemical potential $\mu$, the hopping amplitude $w$ and the lattice constant $a$ which we set to $a=1$. The spin-spin correlators $F_{1,2}^{\mathrm{TB}}$ for the tight-binding model are given by

$$
\begin{equation*}
F_{1}^{\mathrm{TB}}(t)=-4 \alpha \frac{(2 \pi)^{2}}{L^{2}} \sum_{k k^{\prime}, \sigma} e^{i\left(\epsilon_{k}-\epsilon_{k^{\prime}}\right) t} f\left(\epsilon_{k}\right)\left(1-f\left(\epsilon_{k^{\prime}}\right)\right) \tag{5.148}
\end{equation*}
$$

similar to Eq. (3.79) without performing the Laplace transformation and $F_{1}^{\mathrm{TB}}(t)=$ $F_{2}^{\mathrm{TB}}(t)$. Here, $f\left(\epsilon_{k}\right)=\left[1+\exp \left(\epsilon_{k} / k_{B} T\right)\right]^{-1}$ is the Fermi-Dirac distribution and $L$ is the system size which is set to $L=300$ throughout. Calculating the electron response functions directly from Eq. (5.148) using the energy dispersion in Eq. (5.147) removes the need of the cutoff $\xi_{0}$. To ensure that we are observing the same physics the temperature $T$ needs to be low enough such that only excitations close to the Fermi level are possible and we do not pick up contributions from the band edges which are located at $k=0, \pm \pi / a$. Therefore, we require $T / w \ll 1$ and we set the chemical potential $\mu=0$. In this limit the band structure of the tight-binding model is linear around the Fermi surface at $k= \pm \pi / 2 a$ and the physical behaviour is the same as in the description using a cutoff. In Fig. 5.5 the decay of $\rho_{z}(t)$ is plotted using the tight-binding dispersion for the numerical solution within the Patade-Bhalekar approach. The parameters are set to $\alpha=0.005$ and $T=0.05 w$ in units of the hopping amplitude. Panel (a) shows the time evolution of $\rho_{z}(t)$. The analytical results corresponds to the dashed orange line. The decay within the tight-binding model is displayed in light blue and we plot the result for the cutoff dependent model for comparison for $\xi_{0}=200 k_{B} T$. This particular value was chosen because for $\xi_{0}<500 k_{B} T$ the decay is not altered much by the actual choice of $\xi_{0}$. The numerical tight-binding decay recovers the slower exponential decay from the $\xi_{0}$ model. The short time behaviour shown in Fig. 5.5(b) again captures the fast initial decay on the non-Markovian time scale before becoming exponential and therefore matches the analytic solution qualitatively. The oscillations in the decay are a remnant of the tight-binding with its periodic band structure.

In conclusion we find that the numerical solution of Eq. (5.145) qualitatively agrees with the analytic solution. The algorithm proposed by Patade and Bhalekar [162] is able to capture the decay in non-Markovian regime $t<\tau_{T}$ where the evolution is nonexponential. For larger times we recover an exponential decay for a Markovian evolution. The exponential decay of the numerical solution, in both the tight-binding and $\xi_{0}$ model,


Figure 5.5: (a) Decay of $\rho_{z}(t)$ on a logarithmic scale, the numerical solution for the tight-binding model is shown in light blue. For comparison the numerical solution for the model including the high energy cutoff $\xi_{0}$ is shown (dashed purple line). The analytical solution corresponds to the dashed orange line. Both numerical solutions decay slower than the predicated by the analytical solution. (b) shows the same curves as (a) in the short time regime $t \sim \tau_{T}$. The non-Markovian regimes corresponds to $t<\tau_{T}$. The evolution of $\rho_{z}(t)$ within this interval is non-exponential. After the fast initial decay it becomes exponential. The parameters in the plot are set to $\alpha=0.005$, $T=0.05 w$ and $\xi_{0}=200 k_{B} T$.
is slower than predicted analytically. But otherwise it shows the identical Markovian behaviour and can be matched with the analytical solution by a renormalisation of $\alpha$. In Fig. 5.6 we fit the long time numerical solution to an exponential decay to determine the relaxation time $T_{1}^{\mathrm{fit}}$. From this we obtain the renormalised coupling

$$
\begin{equation*}
\alpha^{*}=\frac{\hbar}{4 \pi k_{B} T T_{1}^{\text {fit }}} . \tag{5.149}
\end{equation*}
$$

From the exponential fits to the decay of tight-binding and $\xi_{0}$ model in Fig. 5.5 we find

$$
\begin{align*}
\alpha_{\mathrm{TB}}^{*} & =4.48361 \cdot 10^{-3} \pm 2 \cdot 10^{-8}, \\
\alpha_{\xi_{0}}^{*} & =4.6930 \cdot 10^{-3} \pm 10^{-7} . \tag{5.150}
\end{align*}
$$

as compared to $\alpha=0.005$. In Fig. 5.6 the analytic solution with the renormalised coupling $\alpha^{*}$ according to Eq. (5.150) is plotted (orange dashed line) alongside the analytical solution (dotted black line) for the same $\alpha=0.005$ as for the numerically calculated $\rho_{z}$ (solid lines) for $T=0.05$ and $\xi_{0}=200 k_{B} T$. In the top panel the results for the tight-binding model and in the bottom panel the results for the $\xi_{0}$ model are depicted. Fig. 5.6(a) and (c) show the long time behaviour on logarithmic scale. The short time decay is plotted in Fig. 5.6(b) and (d). Using the renormalised coupling $\alpha^{*}$ improves


Figure 5.6: Top: The decay of $\rho_{z}(t)$ is plotted. The solid light blue lines corresponds to the numerically obtained decay for the tight binding model as in Fig. 5.5 with $\alpha=0.005$ and $T=$ 0.05 w . The orange line corresponds to the decay with the renormalised coupling $\alpha_{\mathrm{TB}}^{*}=4.48361$. $10^{-3}$. For comparison the analytic solution for $\alpha=0.005$ is shown by the dotted black line. (a) shows the long time decay focusing on the exponential behaviour. The short time decay is depicted in (b). Bottom: Similar to the top panel the solid purple lines shows the decay of $\rho_{z}$ for the model including the cutoff $\xi_{0}=200 k_{B} T$ and $\alpha=0.005$. The dashed lines correspond to the analytical solution. The renormalised coupling is $\alpha_{\xi_{0}}^{*}=4.6930 \cdot 10^{-3}$ and shown in orange. (c) shows the long time evolution and (d) the short time regime. For both cases the analytical solution with the renormalised coupling $\alpha^{*}$ is in better agreement with the numerical solutions.
the quantitative agreement between the numerical and analytic solution for both studied models across the entire time range. This implies that the full numerical solution indeed renormalises the coupling strength. The choice of the cutoff $\xi_{0}$ adds to this effect which is suggested by the findings in Fig. 5.4.

To understand the discrepancy let us recall that in the derivation of the analytic solution we analysed the pole structure in Laplace space to determine the dynamics. To locate the poles we expanded in the small parameter $\alpha$ and kept the terms linear in $\alpha$ while higher orders were neglected. Due to this fact we find a discrepancy between the analytical and
numerical results with a direct $\alpha$ dependence, because higher orders of $\alpha$ are naturally included in the numeric. After a renormalisation of the coupling strength $\alpha$ the numerical results recovers the analytic one. Furthermore, the numerical analysis shows that the Patade-Bhalekar method used to solve the integro-differential equations as in Eq. (5.131) is suitable to obtain access to the qualitative features of the short and long dynamics.

### 5.4 SUMMARY AND OUTLOOK

We adapted the time-dependent projection operator approach proposed by DegenfeldSchonburg and Hartmann [38] to derive an equation of motion for two localised spins with no direct coupling in the same electronic environment. Unlike the standard NakajimaZwanzig equation the approach allows for a time-dependent bath reference state which is self-consistently determined. The generalised master equation leads to coupled equations of motion for each individual part of the considered quantum system, here two localised spins and the conduction electrons. In order to capture the dynamics of the electrons we approximated the electrons density matrix such that single particle or hole excitations are allowed. This lead finally to an equation of motion for the expectation values of the electron spin operators. The additional time dependence is captured by two amplitudes $\Lambda_{\alpha^{\prime}}^{\alpha}, \tilde{\Lambda}_{\alpha^{\prime}}^{\alpha}$ for each spin configuration. Through the derivation we gained analytical insight in the nature of the temporal and spatial correlations influencing the dynamics of the localised spins. The shared environment mediates an effective RKKY-like interaction between the impurity spins. In addition to the spatial modulations we find temporal ones driven by the coherent backaction between the spins and the conduction electrons which leads to a dynamical quantum coherent extension to the RKKY interaction.

In a final step and to fully solve the problem we need to determine the time-dependent amplitudes numerically. We proposed to find the numerical solution with the PatadeBhalekar approach. The algorithm was tested in the set up for a single spin in an electronic bath within the standard Nakajima-Zwanzig formulation which we compared to the analytical results from Chapter 3. Currently, to address two spins we need to solve 24 coupled equations of motions. The number of equations scales according to 12 N for N spins which could be further reduced by taking into account the rapidly decaying spacial correlations. The advantage of the time-dependent projection operator approach is the straightforward procedure to add more degrees of freedom into the quantum system. With no direct coupling between the localised spins, only the electron equation of motion is affected by adding spins to the bath. In the actual calculation this includes an extra term as the localised spin contribution enter through a sum.

With our work we have established the foundation to address the dynamics of an
effectively coupled pair of localised spins. Already we identified the important temporal and spatial correlations which will lead to the coherent backaction and the resulting nonMarkovian dynamics in this system. The full description of the, in principal, complicated many-body problem can be reduced to a controlled set of equations which in turn can be used as a tool for further investigations such as the implication for the entanglement dynamics [39, 40, 161] or a direct coupling between localised spins [176].

## Conclusion and future work

In this work we investigated the effect of a coherent environment backaction on the system's dynamics. This is motivated by experimental advances to probe quantum correlations in a variety of systems across different disciplines, ranging from condensed matter to quantum information and quantum thermodynamics. The quantum systems in focus of our study consist of a single or a pair of localised spins coupled to an electronic environment. Our key findings concern the short time dynamics of localised spin systems beyond a purely Markovian description and how to utilise the non-Markovian spin dynamics to manipulate the surroundings.
To access the dynamical behaviour of a single spin we derived the explicit form of a generalised master equation based on the Nakajima-Zwanzig approach in Chapter 3 which goes beyond the standard description for the decay of magnetic moment. The localised spin is coupled via a contact spin-spin interaction to an itinerant electron gas. Although the Fermi gas is non-interacting, it nevertheless resembles a correlated system because its quantum and thermal fluctuations only depend on a small number of parameters, namely the temperature $T$ and the Fermi energy $E_{F}$.

The exact quantum dynamics are accessible analytically via a careful analysis of the spin's equation of motion in Laplace space. In particular, the full time dynamics are encoded in the specific pole structure. Analysing the nature and positions of the poles in Laplace space allowed us to identify and separate the poles responsible for the Markovian and the non-Markovian behaviour. Since the non-Markovian behaviour is non-exponential an infinity of non-Markovian poles has to be considered and their contributions in the time domain have to be summed up. We showed that this summation can be done explicitly if we rely on an expansion in the small parameter $\alpha$, which produces a result valid within the Born approximation considered for the generalised master equation. We were able to show analytically that on short time scales the non-Markovian dynamics driven by the coherent backaction from the bath is dominant. For longer times, beyond the thermal time $\tau_{T} \sim 1 / T$, the Markovian behaviour takes over and is characterised by the conventional relaxation time $T_{1}$ and the decoherence time $T_{2}$. The non-Markovian decay at short times is logarithmic. This is a manifestation of the bosonic zero-energy particle-
hole fluctuations of the electron bath at the Fermi level that also underlie the Fermi edge singularity and Kondo physics. Before the decay crosses over into the exponential Markovian decay, this logarithm causes a rapid drop corresponding to an initial slip. If the initial conditions are altered according to the slippage the full evolution can be described as Markovian for times longer than the system's memory time.

The general framework of analysing the pole structure is by no means limited to the considered Fermi gas. To probe strongly correlated systems the itinerant electron gas could be exchanged, for instance, by a quantum critical field theory. Presumably the simplest access to such a theory would be in the form of a Luttinger liquid. In such a system all correlations are already algebraic with a slower decay than a Fermi gas. This naturally modifies the location of the poles in Laplace space, adding structure beyond the pure Matsubara-type spacing of the non-Markovian poles. A detailed analysis of the consequences could then be used as a novel channel to gain information on the correlated nature of this itinerant bath.

In the spirit of utilising memory effects, we proposed a cooling protocol in Chapter 4. The application exploits the fast initial decay of the non-Markovian dynamics to cool the electronic environment. The initial decay is driven by pure quantum effects and is largely temperature independent and therefore the analysis of the cooling protocol pushes into the realm of quantum thermodynamics. The amplitude of the short time dynamics is set by the small parameter $\alpha=A^{2} / E_{F}^{2}$ and as a result the protocol relies on the rapid repetition of the initial dynamics. The underlying idea is to drive an ensemble of localised spins through a pump cycle. With each repetition a small amount of heat is transferred from the conduction electrons into the spin system and consequently cooling the environment. Taking advantage of the initially fast decay sidesteps the natural bottleneck of cooling via demagnetisation. The latter method is slow at low temperatures due to the long relaxation times $T_{1} \sim 1 / T$. The efficiency of our protocol highly depends on the value of $\alpha$, which is very small in a typical metal. Although it therefore might not be able to compete with the standard demagnetisation cooling for a bulk metal we provided an estimate for a semiconductor structure which are generally difficult to cool down. Considering GaAs the cooling protocol proved robust. Even for a rather large heat deposit due to the pumping of the localised spin system, cooling by pumping remains possible for a wide parameter regime. Our example shows that the cooling protocol might be especially suited to cool semiconducting structures.

In a realistic setup a single spin is not isolated and can be influenced by other localised spins even with no direct coupling between the impurity spins. In this case the environment does not only act as a dissipation channel but can mediate an effective interaction between the localised spins. Our main goal in Chapter 5 was to understand the effects
of the mediated interaction between two localised spins, coupled to the same electronic environment, on their dynamical behaviour. To study the system's dynamics we derived a generalised master equation using a self-consistent projection operator method. In the derivation we identified the relevant degrees of freedom and arrived at an equation of motion which is in fact given by a set of coupled integro-differential equations. From these equations we were able to deduce the nuances of the dynamical response. As in Chapter 3 the dynamics is partly driven by the temporal particle-hole fluctuations of the electronic environment. In addition we find a spatial contribution due to the presence of the second spin. Combining both the spatial and the temporal correlations leads to RKKY-type interaction between the localised spins, which is mediated by the conduction electrons. Although the full solution of this problem is so far missing, we gained a deep physical understanding about the interplay of the fluctuations in time and space. In order to obtain the full solution we propose an algorithm which implements an inexpensive numerical integration scheme. Testing the algorithm against the known analytical solution from Chapter 3 proved not only its efficiency but additionally confirms our analytical solution of the single spin case.

The generalised master equation, including a time-dependent bath reference state, provides an excellent tool to address larger quantum systems with more than two spins. Within the formalism additional system degrees of freedom enter through an extra term in a sum rather than an increase in the number of equations. In this sense the two spin system is a stepping stone to address the dynamics of larger many-body systems. Connecting back to treating strongly correlated systems one could again choose a Luttinger liquid as an environment to probe the dynamical response in strongly correlated systems. One would then be able to handle one or several many-body systems embedded in a non-trivial environment with important backaction effects.

## Appendices

## A Time-Dependent projection: Proof of identity

In the following we prove the identity

$$
\begin{equation*}
\dot{P} Q=0 . \tag{A1}
\end{equation*}
$$

For simplicity the sub- and superscripts for the time-dependent projection operators are suppressed. From the identity

$$
\begin{equation*}
P+Q=\mathbb{1} \tag{A2}
\end{equation*}
$$

it follows immediately that

$$
\begin{equation*}
\dot{P}=\frac{\partial}{\partial t}(\mathbb{1}-Q)=-\dot{Q} . \tag{A3}
\end{equation*}
$$

Accordingly,

$$
\begin{equation*}
\dot{Q} P=-\dot{P} P \quad \text { and } \quad \dot{P} Q=-\dot{Q} Q . \tag{A4}
\end{equation*}
$$

From the identity $P Q=0$

$$
\begin{equation*}
\frac{d}{d t}(P Q)=0 \Longleftrightarrow \dot{P} Q=-\dot{Q} P \tag{A5}
\end{equation*}
$$

Combining Eq. (A4) and Eq. (A5) leads to a contradiction

$$
\begin{equation*}
\dot{P} Q=-\dot{Q} Q=-\dot{Q} P \Longleftrightarrow Q=P, \tag{A6}
\end{equation*}
$$

and it has to hold that

$$
\begin{equation*}
\dot{P} Q=\dot{Q} P=0 . \tag{A7}
\end{equation*}
$$

## B Laplace transform of the Nakajima Zwanzig equation

Eq. (3.44) in the main text is of the form

$$
\begin{equation*}
\dot{f}(t)=\int_{0}^{t} d t^{\prime} K\left(t-t^{\prime}\right) f(t) \tag{B1}
\end{equation*}
$$

The Laplace transformation of this equation is given by

$$
\begin{equation*}
s \tilde{f}(s)-f(t=0)=\int_{0}^{\infty} d t \int_{0}^{t} d t^{\prime} e^{-t s} K\left(t-t^{\prime}\right) f(t) \tag{B2}
\end{equation*}
$$

with the Laplace variable $s \in \mathbb{C}$ with $\tilde{f}(s)$ the Laplace transformation of $f(t)$. Using the convolution theorem for integral over $t^{\prime}$ we arrive at

$$
\begin{align*}
\tilde{f}(s)-f(t=0) & =\tilde{K}(s) \tilde{f}(s)  \tag{B3}\\
\Longleftrightarrow \quad \tilde{f}(s) & =(s-\tilde{K}(s))^{-1} f(t=0) . \tag{B4}
\end{align*}
$$

For the reduced density matrix $\rho_{I}(t)$ and the memory kernel $\Sigma\left(t-t^{\prime}\right)$ we therefore have

$$
\begin{equation*}
\tilde{\rho}_{I}(s)=(s \mathbb{1}=\widetilde{\Sigma}(s))^{-1} \rho_{I}(t=0) \tag{B5}
\end{equation*}
$$

which corresponds to Eq. (3.50) The Laplace transform of the memory kernel is given by

$$
\begin{align*}
\widetilde{\Sigma}(s) & =\operatorname{Tr}_{\mathrm{el}}\left\{\int_{0}^{\infty} e^{-t s} L_{\mathrm{int}} e^{L_{0}\left(t-t^{\prime}\right)} L_{\mathrm{int}} \rho_{\mathrm{el}}\right\} \\
& =\operatorname{Tr}_{\mathrm{el}}\left\{L_{\mathrm{int}}\left(s \mathbb{1}+L_{0}\right)^{-1} L_{\mathrm{int}} \rho_{\mathrm{el}}\right\} \tag{B6}
\end{align*}
$$

which is the expression stated in Eq. (3.51).

## C Matrix representation of the superoperators

## C. 1 Matrix Representation $L_{\text {int }}$

The matrix representation of $\hat{\hat{L}}_{\mathrm{int}}$ of Eq. (3.60) is found by computing the commutator [ $\left.H_{\text {int }}, O\right]$ with the interaction Hamiltonian $H_{\text {int }}$

$$
\begin{equation*}
H_{\mathrm{int}}=h_{\uparrow} I_{\uparrow}+h_{\downarrow} I_{\downarrow}+h_{+} I_{-}+h_{-} I_{+}, \tag{C1}
\end{equation*}
$$

and the operator $O$ is the localised spin basis $\left\{I_{\uparrow}, I_{\downarrow}, I_{-}, I_{+}\right\}$

$$
\begin{equation*}
O=o_{\uparrow} I_{\uparrow}+o_{\downarrow} I_{\downarrow}+o_{+} I_{-}+o_{-} I_{+} \tag{C2}
\end{equation*}
$$

Note that bath operators a denoted by the lower case, upper case operators correspond to the system operators. The matrix entries are then labelled by the combinations $o_{\alpha} I_{\beta}$ with $\alpha, \beta=\uparrow, \downarrow,-,+$. The system operator $I_{\beta}$ determines the column ( $I_{\uparrow}, I_{\downarrow}, I_{-}, I_{+}$) and the row $\left(o_{\uparrow}, o_{\downarrow} . o_{+}, o_{-}\right)$is determined by the bath operator $o_{\alpha}$. The system spin operators $I_{\beta}$ obey the following commutation relations

$$
\begin{align*}
& {\left[I_{\uparrow}, I_{-}\right]=\left[I_{z}, I_{-}\right]=-I_{-}}  \tag{C3}\\
& {\left[I_{\downarrow}, I_{-}\right]=-\left[I_{z}, I_{-}\right]=I_{-}}  \tag{C4}\\
& {\left[I_{\uparrow}, I_{+}\right]=\left[I_{z}, I_{+}\right]=I_{+}}  \tag{C5}\\
& {\left[I_{\downarrow}, I_{+}\right]=-\left[I_{z}, I_{+}\right]=-I_{+} .} \tag{C6}
\end{align*}
$$

Further we have the relations

$$
\begin{align*}
\left(I_{\uparrow / \downarrow}\right)^{2} & =\left[\frac{1}{2}\left(\mathbb{1} \pm I_{z}\right)\right]^{2}=\frac{1}{4}\left(\mathbb{1} \pm 2 I_{z}+\left(I_{z}\right)^{2}\right) \\
& =\frac{1}{4}\left(2 \mathbb{1} \pm 2 I_{z}\right)=\frac{1}{2}\left(I_{\uparrow}+I_{\downarrow} \pm I_{\uparrow} \mp I_{\downarrow}\right) \\
& =I_{\uparrow / \downarrow}, \tag{C7}
\end{align*}
$$

and

$$
\begin{align*}
I_{+} I_{-} & =\frac{1}{4}\left(I_{x}+i I_{y}\right)\left(I_{x}-i I_{y}\right) \\
& =\frac{1}{4}\left[\left(I_{x}\right)^{2}+\left(I_{y}\right)^{2}+i I_{y} I_{x}-i I_{x} I_{y}\right] \\
& =\frac{1}{4}\left(2 \mathbb{1}+2 I_{z}\right) \\
& =\frac{1}{4}\left[2\left(I_{\uparrow}+I_{\downarrow}\right)+2\left(I_{\uparrow}-I_{\downarrow}\right)\right] \\
& =I_{\uparrow}  \tag{C8}\\
I_{-} I_{+} & =I_{\downarrow} . \tag{C9}
\end{align*}
$$

With these relations all terms $\left[H_{\mathrm{int}}, O\right]$ can be calculated. In the following we evaluate each commutator using the relations above where we treat the different terms of the operator $O$ separately.

1. $\left[H_{\text {int }}, o_{\uparrow} I_{\uparrow}\right]$ :

We start with the first term of $H_{\text {int }}$

$$
\begin{align*}
{\left[h_{\uparrow} I_{\uparrow}, o_{\uparrow} I_{\uparrow}\right] } & =h_{\uparrow} o_{\uparrow} I_{\uparrow} I_{\uparrow}-o_{\uparrow} h_{\uparrow} I_{\uparrow} I_{\uparrow} \\
& =\left[h_{\uparrow}, o_{\uparrow}\right]\left(I_{\uparrow}\right)^{2} \\
& =\left[h_{\uparrow}, o_{\uparrow}\right] I_{\uparrow} . \tag{C10}
\end{align*}
$$

This is already the full $o_{\uparrow} I_{\uparrow}$ contribution as all other commutators from the different $H_{\text {int }}$ terms vanish. Therefore the first entry in $L_{\text {int }}$ corresponding to the $o_{\uparrow} I_{\uparrow}$ component is given by $\left[h_{\uparrow}, o_{\uparrow}\right]=L_{h_{z}}^{-} o_{\uparrow}$ with $h_{\uparrow}=h_{z}$. The second term of $H_{\text {int }}$

$$
\begin{equation*}
\left[h_{\downarrow} I_{\downarrow}, o_{\uparrow} I_{\uparrow}\right]=0, \tag{C11}
\end{equation*}
$$

as $\left[I_{\uparrow}, I_{\downarrow}\right]=0$ and also $I_{\uparrow} I_{\downarrow}=I_{\downarrow} I_{\uparrow}=0$. The third term is given by

$$
\begin{align*}
{\left[h_{+} I_{-}, o_{\uparrow} I_{\uparrow}\right] } & =h_{+} o_{\uparrow} I_{-} I_{\uparrow}-o_{\uparrow} h_{+} I_{\uparrow} I_{-} \\
& =h_{+} o_{\uparrow}\left(I_{-}+I_{\uparrow} I_{-}\right)-o_{\uparrow} h_{+} I_{\uparrow} I_{-} \\
& =h_{+} o_{\uparrow} I_{-} \\
& =h_{+}^{L} o_{\uparrow} I_{-}, \tag{C12}
\end{align*}
$$

because $I_{\uparrow} I_{-}=0$. The last term of $H_{\text {int }}$ produces

$$
\begin{align*}
{\left[h_{-} I_{+}, o_{\uparrow} I_{\uparrow}\right] } & =h_{-} o_{\uparrow} I_{+} I_{\uparrow}-o_{\uparrow} h_{-} I_{\uparrow} I_{+} \\
& =h_{-} o_{\uparrow} I_{\uparrow} I_{+}-o_{\uparrow} h_{-}\left(I_{+}+I_{\uparrow} I_{+}\right) \\
& =-o_{\uparrow} h_{-} I_{+} \\
& =-h_{-}^{R} o_{\uparrow} I_{+} . \tag{C13}
\end{align*}
$$

All these commutators determine the first column of $\hat{\hat{L}}_{\text {int }}$

$$
\begin{equation*}
\Longrightarrow\left(L_{h_{z}}^{-}, 0, h_{+}^{L},-h_{-}^{R}\right) \tag{C14}
\end{equation*}
$$

2. $H\left[\right.$ int,$\left.o_{\downarrow} I_{\downarrow}\right]$ :

The first term

$$
\begin{equation*}
\left[h_{\uparrow} I_{\uparrow}, o_{\downarrow} I_{\downarrow}\right]=0 \tag{C15}
\end{equation*}
$$

because $\left[I_{\uparrow}, I_{\downarrow}\right]=0$ and also $I_{\uparrow} I_{\downarrow}=I_{\downarrow} I_{\uparrow}=0$. The second term of $H_{\text {int }}$ is given by

$$
\begin{align*}
{\left[h_{\downarrow} I_{\downarrow}, o_{\downarrow} I_{\downarrow}\right] } & =h_{\downarrow} o_{\downarrow} I_{\downarrow} I_{\downarrow}-o_{\downarrow} h_{\downarrow} I_{\downarrow} I_{\downarrow} \\
& =\left[h_{\downarrow}, o_{\downarrow}\right]\left(I_{\downarrow}\right)^{2} \\
& =\left[h_{\downarrow}, o_{\downarrow}\right] I_{\downarrow} \\
& =-\left[h_{z}, o_{\downarrow}\right] I_{\downarrow}, \tag{C16}
\end{align*}
$$

where we used $h_{z}=-h_{\downarrow}$ as stated in the main text and $\left[h_{\uparrow}, o_{\uparrow}\right]=-L_{h_{z}}^{-} o_{\downarrow}$. The third term is given by

$$
\begin{align*}
{\left[h_{+} I_{-}, o_{\downarrow} I_{\downarrow}\right] } & =h_{+} o_{\downarrow} I_{-} I_{\downarrow}-o_{\downarrow} h_{+} I_{\downarrow} I_{-} \\
& =h_{+} o_{\downarrow} I_{\downarrow} I_{-}-o_{\downarrow} h_{+}\left(I_{-}+I_{\downarrow} I_{-}\right) \\
& =-o_{\downarrow} h_{+} I_{-} \\
& =-h_{+}^{R} o_{\downarrow} I_{-} . \tag{C17}
\end{align*}
$$

The remaining term is

$$
\begin{align*}
{\left[h_{-} I_{+}, o_{\downarrow} I_{\downarrow}\right] } & =h_{-} o_{\downarrow} I_{+} I_{\downarrow}-o_{\downarrow} h_{-} I_{\downarrow} I_{+} \\
& =h_{-} o_{\downarrow}\left(I_{+}+I_{\downarrow} I_{+}\right)-o_{\downarrow} h_{-} I_{\downarrow} I_{+} \\
& =h_{-} o_{\downarrow} I_{+} \\
& =h_{-}^{L} o_{\downarrow} I_{+}, \tag{C18}
\end{align*}
$$

All these commutators determine the second column of $\hat{\bar{L}}_{\text {int }}$

$$
\begin{equation*}
\Longrightarrow\left(0,-L_{h_{z}}^{-},-h_{+}^{R}, h_{-}^{L}\right) \tag{C19}
\end{equation*}
$$

3. $\left[H_{\mathrm{int}}, o_{+} I_{-}\right]$:

The first term is given by

$$
\begin{align*}
{\left[h_{\uparrow} I_{\uparrow}, o_{+} I_{-}\right] } & =h_{\uparrow} o_{+} I_{\uparrow} I_{-}-o_{+} h_{\uparrow} I_{-} I_{\uparrow} \\
& =h_{\uparrow} o_{+} I_{\uparrow} I_{-}-o_{+} h_{\uparrow}\left(I_{-}+I_{-} I_{\uparrow}\right) \\
& =-o_{+} h_{\uparrow} I_{-} \\
& =-o_{+} h_{z} I_{-} \tag{C20}
\end{align*}
$$

and the second

$$
\begin{align*}
{\left[h_{\downarrow} I_{\downarrow}, o_{+} I_{-}\right] } & =h_{\downarrow} o_{+} I_{\downarrow} I_{-}-o_{+} h_{\downarrow} I_{-} I_{\downarrow} \\
& =h_{\downarrow} o_{+}\left(I_{-}-I_{-} I_{\downarrow}\right)-o_{+} h_{\downarrow} I_{-} I_{\downarrow} \\
& =h_{\downarrow} o_{+} I_{-} \\
& =-h_{z} o_{+} I_{-} \tag{C21}
\end{align*}
$$

Combining these two terms leads to the anticommuator $-\left\{h_{z}, o_{+}\right\}=-L_{h_{z}}^{+}$. The third term of $H_{\text {int }}$

$$
\begin{equation*}
\left[h_{+} I_{-}, o_{+} I_{-}\right]=0 \tag{C22}
\end{equation*}
$$

as we are dealing with a two level system and $I_{-} I_{-}=0$. The last term results in

$$
\begin{align*}
{\left[h_{-} I_{+}, o_{+} I_{-}\right] } & =h_{-} o_{+} I_{+} I_{-}-o_{+} h_{-} I_{-} I_{+} \\
& =h_{-} o_{+} I_{\uparrow}-o_{+} h_{-} I_{\downarrow} \\
& =h_{-}^{L} o_{+} I_{\uparrow}-h_{-}^{R} o_{+} I_{\downarrow} \tag{C23}
\end{align*}
$$

All these commutators determine the third column of $\hat{\hat{L}}_{\text {int }}$

$$
\begin{equation*}
\Longrightarrow\left(h_{-}^{L},-h_{-}^{R},-L_{h_{z}}^{+}, 0\right) . \tag{C24}
\end{equation*}
$$

4. $\left[H_{\mathrm{int}}, o_{-} I_{+}\right]$:

The first term is given by

$$
\begin{align*}
{\left[h_{\uparrow} I_{\uparrow}, o_{-} I_{+}\right] } & =h_{\uparrow} o_{-} I_{\uparrow} I_{+}-o_{-} h_{\uparrow} I_{+} I_{\uparrow} \\
& =h_{\uparrow} o_{-}\left(I_{+}-I_{\uparrow} I_{+}\right)-o_{-} h_{\uparrow} I_{+} I_{\uparrow} \\
& =h_{\uparrow} o_{+} I_{+} \\
& =h_{z} o_{+} I_{+} \tag{C25}
\end{align*}
$$

and the second

$$
\begin{align*}
{\left[h_{\downarrow} I_{\downarrow}, o_{-} I_{+}\right] } & =h_{\downarrow} o_{-} I_{\downarrow} I_{+}-o_{-} h_{\downarrow} I_{+} I_{\downarrow} \\
& =h_{\downarrow} o_{-} I_{\downarrow} I_{+}-o_{+} h_{\downarrow}\left(I_{+}-I_{\downarrow} I_{+}\right) \\
& =-o_{-} h_{\downarrow} I \\
& =o_{-} h_{z} I_{+} \tag{C26}
\end{align*}
$$

Combining these two terms leads again to the anticommuator $\left\{h_{z}, o_{-}\right\}=L_{h_{z}}^{+}$. The third term leads to the contribution

$$
\begin{align*}
{\left[h_{+} I_{-}, o_{-} I_{+}\right] } & =h_{+} o_{-} I_{-} I_{+}-o_{-} h_{+} I_{+} I_{-} \\
& =h_{+} o_{-} I_{\downarrow}-o_{-} h_{+} I_{\uparrow} \\
& =h_{+}^{L} o_{-} I_{\downarrow}-h_{+}^{R} o_{-} I_{\uparrow} \tag{C27}
\end{align*}
$$

And the last term is zero as $I_{+} I_{+}=0$. Collecting all term for this component leads to fourth column of $\hat{\hat{L}}_{\text {int }}$

$$
\begin{equation*}
\Longrightarrow\left(-h_{+}^{R}, h_{+}^{L}, 0, L_{h_{z}}^{+}\right) . \tag{C28}
\end{equation*}
$$

Combing all components Eqs. (C14), (C19), (C24) and (C28) we arrive at the matrix representation for the interaction Hamiltonian $L_{\mathrm{int}}$

$$
\hat{L}_{\mathrm{int}}=\left(\begin{array}{cccc}
L_{h_{z}}^{-} & 0 & h_{-}^{L} & -h_{+}^{R}  \tag{C29}\\
0 & -L_{h_{z}}^{-} & -h_{-}^{R} & h_{+}^{L} \\
h_{+}^{L} & -h_{+}^{R} & -L_{h_{z}}^{+} & 0 \\
-h_{-}^{R} & h_{-}^{L} & 0 & L_{h_{z}}^{+}
\end{array}\right),
$$

which corresponds to Eq. (3.60) in the main text.

## C. 2 Matrix representation $\widetilde{\Sigma}(s)$

To express the memory kernel of Eq. (3.51) in the basis of the localised spin operators $\left\{I_{\uparrow}, I_{\downarrow}, I_{-}, I_{+}\right\}$we first define [64]

$$
\begin{equation*}
\left(s \mathbb{1}+\hat{\hat{L}}_{0}\right)^{-1}=\tilde{g}_{\mathrm{el}}^{0}(s) \mathbb{1} \tag{C30}
\end{equation*}
$$

where the matrix representation of $\hat{L}_{0}$ is given by Eq. (3.58). Together with the matrix representation of the interaction Liouvillian $\hat{\hat{L}}_{\mathrm{int}}$ Eq. (3.60) a straight forward matrix multiplication leads to the matrix representation of the memory kernel in Laplace space Eq. (3.51)

$$
\widehat{\Sigma}(s)=\left(\begin{array}{cc}
M & 0  \tag{C31}\\
0 & M^{\prime}
\end{array}\right)
$$

with

$$
\begin{align*}
& M=\left(\begin{array}{cc}
\left\langle L_{h_{z}}^{-} \tilde{g}_{\mathrm{el}}^{0} L_{h_{z}}^{-}+h_{-}^{L} \tilde{g}_{\mathrm{el}}^{0} h_{+}^{L}+h_{+}^{R} \tilde{g}_{\mathrm{el}}^{0} h_{-}^{R}\right\rangle & \left\langle-h_{-}^{L} \tilde{g}_{\mathrm{el}}^{0} h_{+}^{R}-h_{+}^{R} \tilde{g}_{\mathrm{e}}^{0} h_{-}^{L}\right\rangle \\
\left\langle-h_{-}^{R} \tilde{g}_{\mathrm{el}}^{0} h_{+}^{L}-h_{+}^{L} \tilde{g}_{\mathrm{el}}^{0} R\right. \\
M_{-}^{R} & \left\langle L_{h_{z}}^{-} \tilde{g}_{\mathrm{el}}^{0} L_{h_{z}}^{-}+h_{-}^{R} \tilde{g}_{\mathrm{el}}^{0} h_{+}^{R}+h_{+}^{L} \tilde{g}_{\mathrm{el}}^{0} h_{-}^{L}\right\rangle
\end{array}\right)  \tag{C32}\\
& M^{\prime}=\left(\begin{array}{cc}
\left\langle h_{+}^{L} \tilde{g}_{\mathrm{el}}^{0} h_{-}^{L}+h_{+}^{R} \tilde{g}_{\mathrm{el}}^{R} h_{-}^{R}+L_{h_{z}}^{+} \tilde{g}_{\mathrm{el}}^{0} L_{h_{z}}^{+}\right\rangle & 0 \\
0 & \left\langle h_{-}^{R} \tilde{g}_{\mathrm{el}}^{0} h_{+}^{R}+h_{-}^{L} \tilde{g}_{\mathrm{el}}^{0} h_{+}^{L}+L_{h_{z}}^{+} \tilde{g}_{\mathrm{el}}^{0} L_{h_{z}}^{+}\right\rangle
\end{array}\right) \tag{C33}
\end{align*}
$$

where $\langle\cdot\rangle=\operatorname{Tr}_{\mathrm{el}}\left\{\cdot \rho_{\mathrm{el}}^{\mathrm{eq}}\right\}$. We present the steps for the first element in detail. It is given by

$$
\begin{equation*}
\widehat{\Sigma}(s)_{11}=\operatorname{Tr}_{\mathrm{el}}\left\{h_{-}^{L} \tilde{g}_{\mathrm{el}}^{0} h_{+}^{L} \rho_{\mathrm{el}}^{\mathrm{eq}}+h_{+}^{R} \tilde{g}_{\mathrm{el}}^{0} h_{-}^{R} \rho_{\mathrm{el}}^{\mathrm{eq}}+L_{h_{z}}^{-} \tilde{g}_{\mathrm{el}}^{0} L_{h_{z}}^{-} \rho_{\mathrm{el}}^{\mathrm{eq}}\right\} \tag{C34}
\end{equation*}
$$

For the frist term we obtain

$$
\begin{align*}
\operatorname{Tr}_{\mathrm{el}}\left\{h_{-}^{L} \tilde{g}_{\mathrm{el}}^{0} h_{+}^{L} \rho_{\mathrm{el}}^{\mathrm{eq}}\right\} & =\operatorname{Tr}_{\mathrm{el}}\left\{h_{-}^{L}\left[s+L_{0}\right]^{-1} h_{+}^{L} \rho_{\mathrm{el}}^{\mathrm{eq}}\right\} \\
& =\operatorname{Tr}_{\mathrm{el}}\left\{\int d t e^{-t s}\left(h_{-}^{L} e^{-i H_{0} t} h_{+}^{L} \rho_{\mathrm{el}}^{\mathrm{eq}} e^{i H_{0} t}\right)\right\} \\
& =A^{2} \operatorname{Tr}_{\mathrm{el}}\left\{\int d t e^{-t s}\left(S_{-} e^{-i H_{0} t} S_{+} e^{i H_{0} t} \rho_{\mathrm{el}}^{\mathrm{eq}}\right)\right\} \\
& =A^{2} \int d t e^{-t s}\left\langle S_{-}(t) S_{+}\right\rangle \tag{C35}
\end{align*}
$$

In the first step we explicitly write the Laplace transform as the time integral and use

$$
\begin{equation*}
e^{L_{0} t}(\cdot)=e^{-i H_{0} t}(\cdot) e^{i H_{0} t} \tag{C36}
\end{equation*}
$$

With $\left[H_{0}, \rho_{\mathrm{el}}^{\mathrm{eq}}\right]=0$ and writing the time evolution of the electron spin operator as explicit time dependence we arrive at the last line. Similarly the second term is given by

$$
\begin{align*}
\operatorname{Tr}_{\mathrm{el}}\left\{h_{+}^{R} \tilde{g}_{\mathrm{el}}^{0} h_{-}^{R} \rho_{\mathrm{el}}^{\mathrm{eq}}\right\} & =\operatorname{Tr}_{\mathrm{el}}\left\{h_{+}^{R}\left[s+i L_{0}\right]^{-1} h_{-}^{R} \rho_{\mathrm{el}}^{\mathrm{eq}}\right\} \\
& =\operatorname{Tr}_{\mathrm{el}}\left\{\int d t e^{-t s}\left(h_{+}^{R} e^{-i H_{0} t}\left(h_{-}^{R} \rho_{\mathrm{el}}^{\mathrm{eq}}\right) e^{i H_{0} t}\right)\right\} \\
& =A^{2} \operatorname{Tr}_{\mathrm{el}}\left\{\int d t e^{-t s}\left(e^{-H_{0} t} \rho_{\mathrm{el}}^{\mathrm{eq}} S_{-} e^{i H_{0} t} S_{+}\right)\right\} \\
& =A^{2} \int d t e^{-t s}\left\langle S_{-} S_{+}(t)\right\rangle \tag{C37}
\end{align*}
$$

The last term of Eq. (C34) evaluates to

$$
\operatorname{Tr}_{\mathrm{el}}\left\{L_{h_{z}}^{-} \tilde{g}_{\mathrm{el}}^{0} L_{h_{z}}^{-} \rho_{\mathrm{el}}^{\mathrm{eq}}\right\}=\operatorname{Tr}_{\mathrm{el}}\left\{\int d t e^{-t s}\left(L_{h_{z}}^{-} e^{L_{0} t} L_{h_{z}}^{-} \rho_{\mathrm{el}}^{\mathrm{eq}}\right)\right\}
$$

$$
\begin{align*}
= & \operatorname{Tr}_{\mathrm{el}}\left\{\int d t e^{-t s}\left(\left[h_{z}, e^{-i H_{0} t}\left[h_{z}, \rho_{\mathrm{el}}^{\mathrm{eq}}\right] e^{i H_{0} t}\right]\right)\right\} \\
= & \operatorname{Tr}_{\mathrm{el}}\left\{\int d t e^{-t s}\left(\left[h_{z},\left[h_{z}(-t), \rho_{\mathrm{el}}^{\mathrm{eq}}\right]\right]\right)\right\} \\
= & A^{2} \int d t e^{-t s}\left(\operatorname{Tr}_{\mathrm{el}}\left\{S_{z} S_{z}(-t) \rho_{\mathrm{el}}^{\mathrm{eq}}\right\}-\operatorname{Tr}_{\mathrm{el}}\left\{S_{z}(-t) S_{z} \rho_{\mathrm{el}}^{\mathrm{eq}}\right\}\right. \\
& \left.-\operatorname{Tr}_{\mathrm{el}}\left\{S_{z} S_{z}(-t) \rho_{\mathrm{el}}^{\mathrm{eq}}\right\}+\operatorname{Tr}_{\mathrm{el}}\left\{S_{z}(-t) S_{z} \rho_{\mathrm{el}}^{\mathrm{eq}}\right\}\right) \\
= & 0 . \tag{C38}
\end{align*}
$$

Eq. (C35) and is the complex conjugate of Eq. (C37) and combining both expressions we obtain

$$
\begin{equation*}
\widetilde{\Sigma}_{11}(s)=F_{1}(s)=2 A^{2} \int d t e^{-t s} \operatorname{Re}\left[e^{i b_{z}^{I} t}\left\langle S_{-}(t) S_{+}(0)\right\rangle\right] \tag{C39}
\end{equation*}
$$

which corresponds to the spin-spin correlation function of Eq. (3.62) when we include the phase factor due the rotating frame of reference. All other spin-spin correlators Eqs. (3.63) to (3.66) are obtained following the same pattern by first explicitly writing the Laplace transformation, making use of Eq. (C36) and finally utilising $\left[H_{0}, \rho_{\mathrm{el}}^{\mathrm{eq}}\right]=0$.

## D Complex contour integration of response function

## D. 1 Laplace transformation - Energy integral

Starting from Eq. (3.85), we show the steps leading to Eq. (3.86) in detail. We require an expression for the energy integral in Eq. (3.85)

$$
\begin{equation*}
\int_{-\infty}^{\infty} d \epsilon \frac{1}{1+e^{\beta \epsilon}} e^{i \epsilon\left(t-i \xi_{0}^{-1}\right)} \tag{D1}
\end{equation*}
$$

with $\beta$ the inverse temperature. Note that we need to integrate over all occupied states $\epsilon \in\left[-\infty, E_{F}\right]$ and we choose $E_{F}=0$. Then $-|\epsilon| \xi_{0}^{-1} \rightarrow \epsilon \xi_{0}^{-1}$. To capture all occupied states for finite temperatures we can integrate $\epsilon \in[-\infty, \infty]$ as the integral is well behaved for the upper limit due to the fast decaying Fermi function. The high energy cutoff $\xi_{0}$ ensures the convergence of the integral for the lower limit. We can solve the integral in using the residue theorem

$$
\begin{equation*}
\oint_{C} d z g(z)=2 \pi i \sum_{z_{n}} \operatorname{Res}_{z_{n}} g\left(z_{n}\right), \tag{D2}
\end{equation*}
$$

with $z_{n}$ the poles of the function $\mathrm{g}(\mathrm{z})$. In our case the poles are given by the zeros of the Fermi function which sit are given by the Matsubara frequencies $z_{n}=i \omega_{n}=i(2 n+1) \pi / \beta$. Closing the contour in the upper half plan leads to

$$
\begin{equation*}
\int_{-\infty}^{\infty} d \epsilon e^{i \epsilon\left(t-i \xi_{0}^{-1}\right)} f(\epsilon)=2 \pi i \sum_{n} \operatorname{Res}_{z_{n}} e^{i z_{n}\left(t-i \xi_{0}^{-1}\right)} \tag{D3}
\end{equation*}
$$

The residue for each poles $z_{n}$ is given by

$$
\begin{equation*}
\operatorname{Res}_{z \rightarrow z_{n}} \frac{1}{1+\mathrm{e}^{\beta z}}=\lim _{z \rightarrow i \omega_{n}} \frac{z-i \omega_{n}}{1+e^{\beta z}}=\lim _{\delta \rightarrow 0} \frac{\delta}{1+\mathrm{e}^{i \omega_{n} \beta} \mathrm{e}^{\beta \delta}}=-\frac{1}{\beta} \tag{D4}
\end{equation*}
$$

If we close the complex contour of Eq. (D2) in a half circle in the upper half of the complex plane we find

$$
\begin{align*}
\int_{-\infty}^{\infty} d \epsilon e^{i \epsilon\left(t-i \xi_{0}^{-1}\right)} f(\epsilon) & =-i \frac{2 \pi}{\beta} \sum_{n} e^{-\frac{\pi}{\beta}(2 n+1)\left(t-i \xi_{0}^{-1}\right)} \\
& =-\frac{2 \pi i}{\beta} e^{-\frac{\pi}{\beta}\left(t-i \xi_{0}^{-1}\right)} \sum_{n=0}^{\infty}\left[e^{-\frac{2 \pi}{\beta}\left(t-i \xi_{0}^{-1}\right)}\right]^{n} . \tag{D5}
\end{align*}
$$

In the last step we find a geometric series and a closed expression for the converging integral

$$
\begin{equation*}
\int_{-\infty}^{\infty} d \epsilon e^{i \epsilon\left(t-i \xi_{0}^{-1}\right)} f(\epsilon)=-\frac{2 \pi i}{\beta} e^{-\frac{\pi}{\beta}\left(t-i \xi_{0}^{-1}\right)} \frac{1}{1-e^{-\frac{2 \pi}{\beta}\left(t-i \xi_{0}^{-1}\right)}} . \tag{D6}
\end{equation*}
$$

Factoring out the exponential $\exp \left[-\left(t-i \xi_{0}^{-1}\right) \pi / \beta\right]$ in the denominator which cancels the corresponding factor in the nominator we can rewrite Eq. (D6) as

$$
\begin{equation*}
\int_{-\infty}^{\infty} d \epsilon e^{i \epsilon\left(t-i \xi_{0}^{-1}\right)} f(\epsilon)=\frac{\pi}{\beta} \frac{1}{i \sinh \left(\frac{\pi}{\beta}\left(t-i \xi_{0}^{-1}\right)\right)} \tag{D7}
\end{equation*}
$$

Using the identity $i \sinh (-i x)=\sin (x)$ we arrive at

$$
\begin{equation*}
\int_{-\infty}^{\infty} d \epsilon e^{i \epsilon\left(t-i \xi_{0}^{-1}\right)} f(\epsilon)=-\frac{\pi}{\beta} \frac{1}{\sin \left(\frac{\pi}{\beta}\left(i t+\xi_{0}^{-1}\right)\right)} \tag{D8}
\end{equation*}
$$

The square of the expression Eq. (D8) corresponds to the integrand of the Laplace transform in Eq. (3.86).

## D. 2 Laplace transformation - Time integral

Starting with the expression in Eq. (3.86) we want to evaluate

$$
\begin{equation*}
F(s)=-\int_{0}^{\infty} d t e^{-t s} \frac{\left(\pi k_{B} T\right)^{2}}{\sin ^{2}\left(\pi k_{B} T\left(i t+\xi_{0}^{-1}\right)\right)} \tag{D9}
\end{equation*}
$$

We first make the substitution

$$
\begin{align*}
x & =\pi k_{B} T\left(i t+\xi_{0}^{-1}\right)  \tag{D10}\\
\Longrightarrow x(0) & =\pi k_{B} T \xi_{0}^{-1} \quad \text { and } \quad x(t \rightarrow \infty) \rightarrow i \infty \tag{D11}
\end{align*}
$$

which leads to

$$
\begin{equation*}
F(s)=-\left(-i \pi k_{B} T\right) e^{-i s \xi_{0}^{-1}} \int_{\pi k_{B} T \xi_{0}^{-1}}^{i \infty} \frac{e^{i \frac{s x}{\pi k_{B} T}}}{\sin ^{2} x} \tag{D12}
\end{equation*}
$$

With a second substitution

$$
\begin{align*}
z & =-i x  \tag{D13}\\
\Longrightarrow z\left(\pi k_{B} T \xi_{0}^{-1}\right) & =-i \pi k_{B} T \xi_{0}^{-1} \quad \text { and } \quad z(x \rightarrow i \infty) \rightarrow \infty \tag{D14}
\end{align*}
$$

we obtain

$$
\begin{equation*}
F(s)=i \pi k_{B} T e^{-i s \xi_{0}^{-1}} \int_{-i \pi k_{B} t \xi_{0}^{-1}}^{\infty} d z \frac{e^{-z \frac{s}{\pi k_{B} T}}}{\sinh ^{2}(z)} \tag{D15}
\end{equation*}
$$

where we also made use of $\sin (i z)=i \sinh (z)$. Expressing sinh in terms of exponentials leads to

$$
\begin{equation*}
F(s)=i \pi k_{B} T \mathrm{e}^{-i s \xi_{0}^{-1}} \int_{-i \pi k_{B} t \xi_{0}^{-1}}^{\infty} d z \frac{4 \mathrm{e}^{-z \frac{s}{\pi k_{B} T}}}{\left(\mathrm{e}^{z}\left(1-\mathrm{e}^{-2 z}\right)\right)^{2}} \tag{D16}
\end{equation*}
$$

A third substitution

$$
\begin{align*}
y & =\exp [-2 z]  \tag{D17}\\
\Longrightarrow y\left(-i \pi k_{B} T \xi_{0}^{-1}\right) & =\exp \left[i 2 \pi k_{B} T \xi_{0}^{-1}\right] \quad \text { and } \quad y(z \rightarrow \infty)=0 \tag{D18}
\end{align*}
$$

then leads to

$$
\begin{equation*}
F(s)=\left(2 \pi k_{B} T\right) \mathrm{e}^{-i s \xi_{0}^{-1}} \int_{0}^{\exp \left[i 2 \pi k_{B} T \xi_{0}^{-1}\right]} d y \frac{y^{\frac{s}{2 \pi k_{B} T}}}{(1-y)^{2}} \tag{D19}
\end{equation*}
$$

and after a partial integration

$$
\begin{equation*}
\int_{0}^{u} d y \frac{y^{m}}{(1-y)^{2}}=\left[y^{m} \frac{1}{1-y}\right]_{0}^{u}-\int_{0}^{u} d y \frac{m y^{m-1}}{1-y} \tag{D20}
\end{equation*}
$$

we arrive at
$F(s)$
$=2 \pi k_{B} T \mathrm{e}^{-i s \xi_{0}^{-1}}\left\{\left[-y^{\frac{s}{2 \pi k_{B} T}} \frac{1}{1-y}\right]_{0}^{\exp \left[i 2 \pi k_{B} T \xi_{0}^{-1}\right]}+\int_{0}^{\exp \left[i 2 \pi k_{B} T \xi_{0}^{-1}\right]} d y \frac{s}{2 \pi k_{B} T} \frac{y^{\frac{s}{2 \pi k_{B} T}}}{1-y}\right\}$.

The remaining integral is listed in [177] [Sec. 3.194.5]

$$
\begin{equation*}
\int_{0}^{x} d x \frac{x^{\mu-1}}{1+\beta x}=\frac{u^{\mu}}{\mu} 2 F_{1}(1, \mu ; \mu+1 ;-\beta u), \tag{D22}
\end{equation*}
$$

where ${ }_{2} F_{1}$ is the hypergeometric function. Using Eq. (D22) for Eq. (D21) with $\mu=$ $s / 2 \pi k_{B} T, \beta=-1$ we obtain

$$
\begin{align*}
& F(s) \\
& =2 \pi k_{B} T \mathrm{e}^{-i s \xi_{0}^{-1}}\left\{-\frac{\mathrm{e}^{i s \xi_{0}^{-1}}}{1-\mathrm{e}^{i 2 \pi k_{B} T \xi_{0}^{-1}}}+\mathrm{e}^{i s \xi_{0}^{-1}}{ }_{2} F_{1}\left(1, \frac{s}{2 \pi k_{B} T} ; 1+\frac{s}{2 \pi k_{B} T} ; \mathrm{e}^{i 2 \pi k_{B} T \xi_{0}^{-1}}\right)\right\} . \tag{D23}
\end{align*}
$$

The hypergeometric function can be expression as the series [131]

$$
\begin{align*}
& { }_{2} F_{1}(a, b ; a+b ; z) \\
& =\frac{\Gamma(a+b)}{\Gamma(a) \Gamma(b)} \sum_{n=0}^{\infty} \frac{(a)_{n}(b)_{n}}{(n!)^{2}}[2 \psi(n+1)-\psi(a+n)-\psi(b+n)-\ln (1-z)](1-z)^{n}, \tag{D24}
\end{align*}
$$

where $\Gamma$ is Euler's Gammafunction, $\psi$ is the digamma function and $\left.(a)_{n}\right)$ are the Pochhammer symbols for integer $n$. Using the series to express ${ }_{2} F_{1}$ in Eq. (D23) leads to

$$
\begin{aligned}
F(s) & =2 \pi k_{B} T\left\{-\frac{1}{1-\mathrm{e}^{i 2 \pi k_{B} T \xi_{0}^{-1}}}+\frac{\Gamma\left(1+\frac{s}{2 \pi k_{B} T}\right)}{\Gamma(1) \Gamma\left(\frac{s}{2 \pi k_{B} T}\right)}\right. \\
& \cdot \sum_{n=0}^{\infty} \frac{(1)_{n}\left(\frac{s}{2 \pi k_{B} T}\right)_{n}}{(n!)^{2}}\left[\psi(n+1)-\psi\left(\frac{s}{2 \pi k_{B} T}+n\right)-\ln \left(1-\mathrm{e}^{i 2 \pi k_{B} T \xi_{0}^{-1}}\right)\right] \\
& \left.\left(1-\mathrm{e}^{i 2 \pi k_{B} T \xi_{0}^{-1}}\right)^{n}\right\}
\end{aligned}
$$

At this point we expand in the inverse cutoff $\xi_{0}^{-1}$ and we replace

$$
\begin{equation*}
\frac{1}{\mathrm{e}^{i 2 \pi k_{B} T \xi_{0}^{-1}}} \approx \frac{1}{i 2 \pi k_{B} T \xi_{0}^{-1}}-\frac{1}{2} \tag{D25}
\end{equation*}
$$

Keeping only the terms up to $O\left(\xi_{0}^{-1}\right)$ we finally arrive at

$$
\begin{equation*}
F(s)=i \xi_{0}-\pi k_{B} T+s\left[\ln \left(\frac{2 \pi k_{B} T}{i \xi^{\prime}}\right)+\psi\left(\frac{s}{2 \pi k_{B} T}+1\right)\right] \tag{D26}
\end{equation*}
$$

where we made use of the identity $\Gamma(b+1) / \Gamma(b)=b$ and

$$
\begin{align*}
\psi(z+1) & =\frac{1}{z}+\psi(z)  \tag{D27}\\
\Longrightarrow \psi\left(\frac{s}{2 \pi k_{B} T}\right) & =\psi\left(\frac{s}{2 \pi k_{B} T}+1\right)-\frac{2 \pi k_{B} T}{s} . \tag{D28}
\end{align*}
$$

This last expression corresponds to Eq. (3.87) in the main text.

## E Poles and residues

## E. 1 Markovian poles and Residues

Apart from the simple pole at $s=0$ for the we find further poles by solving

$$
\begin{equation*}
s-F_{1}(s)-F_{2}(s)=0 \tag{E1}
\end{equation*}
$$

and

$$
\begin{equation*}
s-F_{ \pm}(s)-F_{z}(s)=0 \tag{E2}
\end{equation*}
$$

as stated in the main text, see Eqs. (3.104) and (3.105). Starting with Eq. (E1) we insert the definitions for the correlation functions Eqs. (3.97) and (3.98) which leads to

$$
\begin{align*}
& s\left\{1-2 \alpha\left[2 \ln \left(\frac{2 \pi k_{B} T}{\xi^{\prime}}\right)+\psi\left(1+\frac{s+i b}{2 \pi k_{B} T}\right)+\psi\left(1+\frac{s-i b}{2 \pi k_{B} T}\right)\right]\right\} \\
& =-4 \pi k_{B} T+\alpha 2 i b\left[\psi\left(1+\frac{s+i b}{2 \pi k_{B} T}\right)-\psi\left(1+\frac{s-i b}{2 \pi k_{B} T}\right)\right],  \tag{E3}\\
\Longrightarrow & \tilde{s}=\frac{-4 \pi k_{B} T+\alpha 2 i b\left[\psi\left(1+\frac{s+i b}{2 \pi k_{B} T}\right)-\psi\left(1+\frac{s-i b}{2 \pi k_{B} T}\right)\right]}{1-4 \alpha\left\{\ln \left(\frac{2 \pi k_{B} T}{\xi^{\prime}}\right)+\operatorname{Re}\left[\psi\left(1+\frac{s+i b}{2 \pi k_{B} T}\right)\right]\right\}} \tag{E4}
\end{align*}
$$

with $b=b_{z}^{I}$. The last line is the full solution for Eq. (E1), including higher order in $\alpha$. Within the Born-approximation we can neglect those. The Markovian pole $s_{0}^{\mathrm{M}} \approx 0$. To this end we evaluate Eq. (E4) in the limit $s \rightarrow 0$ and keep only terms of $O(\alpha)$. This leads to

$$
\begin{equation*}
s_{0, z}^{\mathrm{M}}=-4 \alpha \pi k_{B} T+2 \alpha i b\left[\psi\left(1+\frac{i b}{2 \pi k_{B} T}\right)-\psi\left(1-\frac{i b}{2 \pi k_{B} T}\right)\right] \tag{E5}
\end{equation*}
$$

Using the identity $2 \operatorname{Im} \psi(1+i x)=-1 / x+\pi / \tanh (\pi x)$ [131], Sec. 5.4.18, we can replace

$$
\begin{equation*}
i b\left[\psi\left(1+\frac{i b}{2 \pi k_{B} T}\right)-\psi\left(1-\frac{i b}{2 \pi k_{B} T}\right)\right]=-2 \pi k_{B} T+\frac{b}{\tanh \left(\frac{b}{2 \pi k_{B} T}\right)} \tag{E6}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
s_{0, z}^{\mathrm{M}}=-2 \alpha \frac{b_{z}^{I}}{\tanh \left(\frac{b_{z}^{I}}{2 \pi k_{B} T}\right)} \tag{E7}
\end{equation*}
$$

for the longitudinal component $\rho_{z}(t)$ as stated in Eq. (3.106).

To solve Eq. (E2) we insert Eqs. (3.99) to (3.101) which leads to

$$
\begin{align*}
& s\left\{1-4 \alpha \ln \left(\frac{2 \pi k_{B} T}{\xi^{\prime}}\right)-2 \alpha \psi\left(1+\frac{s}{2 \pi k_{b} T}\right)-2 \alpha \psi\left(1+\frac{s \mp i b}{2 \pi k_{B} T}\right)\right\} \\
& =-4 \alpha \pi k_{B} T \mp 2 \alpha i b \ln \left(\frac{2 \pi k_{B} T}{\xi^{\prime}}\right) \mp 2 \alpha i b \psi\left(1+\frac{s \mp i}{2 \pi k_{B} T}\right)  \tag{E8}\\
\Longrightarrow & \tilde{s}=\frac{-4 \alpha \pi k_{B} T \mp 2 \alpha i b\left[\ln \left(\frac{2 \pi k_{B} T}{\xi}\right)+\psi\left(1+\frac{s \mp i b}{2 \pi k_{B} T}\right)\right]}{1-4 \alpha \ln \left(\frac{2 \pi k_{B} T}{\xi^{\prime}}\right)-2 \alpha \psi\left(1+\frac{s}{2 \pi k_{B} T}\right)-2 \alpha \psi\left(1+\frac{s \mp i b}{2 \pi k_{B} T}\right)} . \tag{E9}
\end{align*}
$$

Keeping only $O(\alpha)$ term the Markovian pole for the transverse components is then given
by

$$
\begin{equation*}
s_{ \pm}^{\mathrm{M}}=-4 \alpha \pi k_{B} T \mp i 2 \alpha b_{z}^{I}\left[2 \ln \left(\frac{2 \pi k_{B} T}{\xi^{\prime}}\right)+\psi\left(1 \mp \frac{i b_{z}^{I}}{2 \pi k_{B} T}\right)\right] \tag{E10}
\end{equation*}
$$

as in Eq. (3.107).
The residue to the pole $s_{z}^{\mathrm{M}}$ is given by

$$
\begin{align*}
\operatorname{Res}_{s \rightarrow s_{z}^{\mathrm{M}}} & =\lim _{s \rightarrow s_{z}^{\mathrm{M}}}\left(s-s_{z}^{\mathrm{M}}\right) \frac{e^{t s} \rho_{z}(t=0)}{s-F_{1}(s)-F_{2}(s)} \\
& =\lim _{s \rightarrow s_{0, z}^{\mathrm{M}}} e^{t s} \rho_{z}(t=0)\left(s-s_{z}^{\mathrm{M}}\right) \\
& \times\left[s-s_{0, z}^{\mathrm{M}}-s 4 \alpha\left\{\ln \left(\frac{2 \pi k_{B} T}{\xi^{\prime}}\right)+\operatorname{Re}\left[\psi\left(1+\frac{s+i b}{2 \pi k_{B} T}\right)\right]\right\}\right]^{-1} \\
& =\lim _{s \rightarrow s_{z}^{\mathrm{M}}} e^{t s} \rho_{z}(t=0)\left(s-s_{z}^{\mathrm{M}}\right)\left[1-4 \alpha\left\{\ln \left(\frac{2 \pi k_{B} T}{\xi^{\prime}}\right)+\operatorname{Re}\left[\psi\left(1+\frac{s+i b}{2 \pi k_{B} T}\right)\right]\right\}\right]^{-1} \\
& \times\left[s-\frac{s_{z}^{\mathrm{M}}}{1-4 \alpha\left\{\ln \left(\frac{2 \pi k_{B} T}{\xi^{\prime}}\right)+\operatorname{Re}\left[\psi\left(1+\frac{s+i b}{2 \pi k_{B} T}\right)\right]\right\}}\right]^{-1} . \tag{E11}
\end{align*}
$$

In the last line, the factor $\left(s-s_{z}^{\mathrm{M}}\right)$ cancels with $s-s_{z}^{\mathrm{M}} /[\ldots]$ because

$$
\begin{equation*}
\frac{s_{z}^{\mathrm{M}}}{1-4 \alpha\left\{\ln \left(\frac{2 \pi k_{B} T}{\xi^{\prime}}\right)+\operatorname{Re}\left[\psi\left(1+\frac{s+i b}{2 \pi k_{B} T}\right)\right]\right\}}=s_{z}^{\mathrm{M}}+O(\alpha) \tag{E12}
\end{equation*}
$$

and we obtain for the residue

$$
\begin{equation*}
\operatorname{Res}\left(s_{z}^{\mathrm{M}}\right)=\frac{e^{s_{z}^{\mathrm{M}} t} \rho_{z}(t=0)}{1-4 \alpha\left\{\ln \left(\frac{2 \pi k_{B} T}{\xi^{\prime}}\right)+\operatorname{Re}\left[\psi\left(1+\frac{s+i b}{2 \pi k_{B} T}\right)\right]\right\}} \tag{E13}
\end{equation*}
$$

which corresponds to Eq. (3.108). Similarly, the residue for the transverse pole can be determined. Following the exact same steps as in Eqs. (E11) and (E12) leads to Eq. (3.109). In fact, the residues can be read off the denominator in Eq. (E9) at $s=0$.

## E. 2 Non-Markovian Residues

The residues for the non-Markovian poles are dominated by derivative of the digamma function $\psi(z)$ at the pole $s_{n}$. Using the series expansion $\psi$ we again only keep the relevant
term at the corresponding pole an calculate

$$
\begin{align*}
\operatorname{Res}\left(s_{n}\right) & \left.\sim\left[\frac{d}{d s}\left(s-F_{1}(s)-F_{2}(s)\right)\right]^{-1}\right|_{s=s_{n}} \\
& \left.\sim\left[\frac{d}{d s}\left(-F_{1}(s)-F_{2}(s)\right)\right]^{-1}\right|_{s=s_{n}} \tag{E14}
\end{align*}
$$

where we can neglect the contribution from $s$ as the derivative of the digamma function is much larger. In the zero-field limit we obtain

$$
\begin{align*}
\operatorname{Res}\left(s_{n}\right) & \left.\sim\left[\frac{d}{d s}\left(-4 \alpha \frac{\frac{s^{2}}{2 \pi k_{B} T}}{n\left(\frac{s}{2 \pi k_{B} T}+n\right)}\right)\right]^{-1}\right|_{s=s_{n}} \\
& \left.\sim\left[-\frac{8 \alpha}{2 \pi k_{B} T} \frac{s}{n\left(\frac{s}{2 \pi k_{B} T}+n\right)}+\frac{4 \alpha}{\left(2 \pi k_{B} T\right)^{2}} \frac{s^{2}}{n\left(\frac{s}{2 \pi k_{b} T}+n\right)^{2}}\right]^{-1}\right|_{s=s_{n}} \tag{E15}
\end{align*}
$$

In the main text we derived the location of the pole $s_{n}$

$$
\begin{equation*}
s_{n}=-2 \pi k_{B} T n-8 \alpha \pi k_{B} T \tag{E16}
\end{equation*}
$$

Inserting $s_{n}$ into Eq. (E15) leads to

$$
\begin{align*}
\operatorname{Res}\left(s_{n}\right) & \sim\left[-8 \alpha \frac{-2 \pi k_{B} T n+p}{n p}+4 \alpha \frac{\left(-2 \pi k_{B} T n+p\right)^{2}}{n p^{2}}\right]^{-1} \\
& \sim\left[2 \pi k_{B} T \frac{8 \alpha}{p}-\frac{8 \alpha}{n}+\left(2 \pi k_{B} T\right)^{2} n \frac{4 \alpha}{p^{2}}-4 \pi k_{B} T \frac{4 \alpha}{p}+\frac{4 \alpha}{n}\right]^{-1} \tag{E17}
\end{align*}
$$

The dominant contribution will come from the third as it is are $O(1 / \alpha)$ which leads to

$$
\begin{equation*}
\operatorname{Res}\left(s_{n}\right) \sim \frac{4 \alpha}{n} \tag{E18}
\end{equation*}
$$

The full residue, in the zero-field limit, for each non-Markovian poles is then given by

$$
\begin{equation*}
\operatorname{Res}\left(s_{n}\right)=\frac{4 \alpha}{n} e^{s_{n} t} \rho_{z}(t=0) \tag{E19}
\end{equation*}
$$

which corresponds to Eq. (3.129).

For finite field we follow the same steps and again the residue is dominated by Eq. (E14) where we this time use the finite field expressions for the spin-spin correlation functions

Eqs. (3.97) and (3.98) for $F_{1}, F_{2}$. This leads to

$$
\begin{equation*}
\left.\operatorname{Res}\left(s_{n, r}^{z}\right) \sim\left[\frac{d}{d s}\left(-2 \alpha \frac{\frac{\left(s+i b_{z}^{I}\right)^{2}}{2 \pi k_{B} T}}{n\left(\frac{s+i b_{z}^{I}}{2 \pi k_{B} T}+n\right)}-2 \alpha \frac{\frac{\left(s-i b_{z}^{I}\right)^{2}}{2 \pi k_{B} T}}{n\left(\frac{s-i b_{z}^{I}}{2 \pi k_{B} T}+n\right)}\right)\right]^{-1}\right|_{s=s_{n, r}^{z}} \tag{E20}
\end{equation*}
$$

and the location of the pole is given by

$$
\begin{equation*}
s_{n, r}^{z}=-2 \pi k_{B} T n+p_{r}^{z} \tag{E21}
\end{equation*}
$$

with

$$
\begin{equation*}
p_{r}^{z}=-4 \alpha \pi k_{B} T+r \sqrt{\left(4 \alpha \pi k_{B} T\right)^{2}-\left(b_{z}^{I}\right)^{2}} \tag{E22}
\end{equation*}
$$

as stated we derived in the main text, see Eq. (3.137). Following the same steps as in Eq. (E17) and neglecting all terms that are not $O(1 / \alpha)$ we arrive at

$$
\begin{align*}
\operatorname{Res}\left(s_{n, r}^{z}\right) & \sim\left[\left(2 \pi k_{B} T\right)^{2} \frac{2 \alpha n}{\left(p+i b_{z}^{I}\right)^{2}}+\left(2 \pi k_{B} T\right)^{2} \frac{2 \alpha n}{\left(p-i b_{z}^{I}\right)^{2}}\right]^{-1} \\
& \sim\left[2 \alpha\left(2 \pi k_{B} T\right)^{2} n\left(\frac{1}{\left(p_{r}^{z}+i b_{z}^{I}\right)^{2}}+\frac{1}{\left(p_{r}^{z}-i b_{z}^{I}\right)^{2}}\right)\right]^{-1} \tag{E23}
\end{align*}
$$

Inserting $p_{r}^{z}$ leads to the full residue

$$
\begin{equation*}
\operatorname{Res}\left(s_{n, r}^{z}\right)=\frac{2 \alpha}{n} e^{s_{n, r}^{z} t}\left[1-r \frac{4 \alpha \pi k_{B} T}{\sqrt{\left(4 \alpha \pi k_{B} T\right)^{2}-\left(b_{z}^{I}\right)^{2}}}\right]\left(\rho_{z}(t=0)-\rho_{z}^{\mathrm{eq}}\right) \tag{E24}
\end{equation*}
$$

This is the expression stated in Eq. (3.138). For $b_{z}^{I} \rightarrow 0$ we recover Eq. (E18).
For the transverse component the arguments of the digamma functions are shifted

$$
\begin{align*}
& s+i b_{z}^{I} \rightarrow s  \tag{E25}\\
& s-i b_{z}^{I} \rightarrow s \mp i b_{z}^{I} \tag{E26}
\end{align*}
$$

where $\mp$ refers to the sign in the definition of $F_{ \pm}$(Eqs. (3.99) and (3.100)). If we take

$$
\begin{align*}
b_{z}^{I} & \rightarrow b_{z}^{I} / 2  \tag{E27}\\
s & \rightarrow s \mp i b_{z}^{I} / 2 \tag{E28}
\end{align*}
$$

the arguments of the digamma function in transverse case are given by $\psi\left(s \mp i b_{z}^{I} / 2\right)$ and $\psi\left(s \pm i b_{z}^{I} / 2\right)$. Then the same calculation as for $z$ component applies for the residue with
the result

$$
\begin{equation*}
\operatorname{Res}\left(s_{n, r}^{ \pm}\right)=\frac{2 \alpha}{n} e^{s_{n, r}^{ \pm} t}\left[1-r \frac{4 \alpha \pi k_{B} T}{\sqrt{\left(4 \alpha \pi k_{B} T\right)^{2}-\left(b_{z}^{I}\right)^{2}}}\right] \rho_{ \pm}(t=0) \tag{E29}
\end{equation*}
$$

and the pole

$$
\begin{equation*}
s_{n, r}^{ \pm}=-2 \pi k_{B} T n \mp \frac{i}{2} b_{z}^{I}+p_{r}^{ \pm} \tag{E30}
\end{equation*}
$$

with

$$
\begin{equation*}
p_{r}^{ \pm}=\left.p_{r}^{z}\right|_{b_{z}^{I} \rightarrow b_{z}^{I} / 2}=-4 \alpha \pi k_{B} T+r \sqrt{\left(4 \alpha \pi k_{B} T\right)^{2}-\left(b_{z}^{I} / 2\right)^{2}} \tag{E31}
\end{equation*}
$$

## F Time-dependent projection

## F. 1 Equation of motion for $\rho_{I, j}$

In the following we calculate all commutators which lead to the matrix expression $\hat{M}$ in Section 5.2.1 The density matrix defined in Eq. (5.18) is given by

$$
\begin{equation*}
\rho_{I, j}=\rho_{j}^{\uparrow} I_{j}^{\uparrow}+\rho_{j}^{\downarrow} I_{j}^{\downarrow}+\rho_{j}^{-} I_{j}^{+}+\rho_{j}^{+} I_{j}^{-} \tag{F1}
\end{equation*}
$$

The spin operators $I_{j}^{\alpha}$ obey the same relations states in Appendix C.1, in particular Eqs. (C3) to (C7) and (C9).

The following commutators are useful as well

$$
\begin{align*}
{\left[\rho_{j}\left(t^{\prime}\right), I_{j}^{-}\right] } & =\left[I_{j}^{\uparrow}, I_{j}^{-}\right] \rho_{j}^{\uparrow}\left(t^{\prime}\right)+\left[I_{j}^{\downarrow}, I_{j}^{-}\right] \rho_{j}^{\downarrow}\left(t^{\prime}\right)+\left[I_{j}^{-}, I_{j}^{-}\right] \rho_{j}^{-}\left(t^{\prime}\right)+\left[I^{+}, j, I_{j}^{-}\right] \rho_{j}^{+}\left(t^{\prime}\right)  \tag{F2}\\
& =-I_{j}^{-} \rho_{j}^{\uparrow}\left(t^{\prime}\right)+I_{j}^{-} \rho_{j}^{\downarrow}\left(t^{\prime}\right)+I_{j}^{\uparrow} \rho_{j}^{+}\left(t^{\prime}\right)-I_{j}^{\downarrow} \rho_{j}^{+}\left(t^{\prime}\right),  \tag{F3}\\
{\left[\rho_{j}\left(t^{\prime}\right), I_{j}^{+}\right] } & =\left[I_{j}^{\uparrow}, I_{j}^{+}\right] \rho_{j}^{\uparrow}\left(t^{\prime}\right)+\left[I_{j}^{\downarrow}, I_{j}^{+}\right] \rho_{j}^{\downarrow}\left(t^{\prime}\right)+\left[I_{j}^{-}, I_{j}^{+}\right] \rho_{j}^{-}\left(t^{\prime}\right)+\left[I^{+}, j, I_{j}^{+}\right] \rho_{j}^{+}\left(t^{\prime}\right)  \tag{F4}\\
& =I_{j}^{+} \rho_{j}^{\uparrow}\left(t^{\prime}\right)-I_{j}^{\downarrow} \rho_{j}^{\downarrow}\left(t^{\prime}\right)-I_{j}^{\uparrow} \rho_{j}^{-}\left(t^{\prime}\right)+I_{j}^{\downarrow} \rho_{j}^{-}\left(t^{\prime}\right),  \tag{F5}\\
{\left[\rho_{j}\left(t^{\prime}\right), I_{j}^{z}\right] } & =\left[\rho_{j}\left(t^{\prime}\right), I_{j}^{\uparrow}\right]-\left[\rho_{j}\left(t^{\prime}\right), I_{j}^{\downarrow}\right] \\
& =2 I_{j}^{-} \rho_{j}^{-}\left(t^{\prime}\right)-2 I_{j}^{+} \rho_{j}^{+}\left(t^{\prime}\right) \tag{F6}
\end{align*}
$$

## F.1.1 LINEAR TERM

The linear term is given by

$$
\operatorname{Tr}_{\mathrm{el}}\left\{L_{\mathrm{int}}^{j} \rho_{I, j}(t) \otimes \rho_{\mathrm{el}}(t)\right\}=-i 2 A \operatorname{Tr}_{\mathrm{el}}\left\{S^{+}\left(x_{j}\right) \rho_{\mathrm{el}}(t)\right\}\left[I_{j}^{-}, \rho_{j}(t)\right]
$$

$$
\begin{align*}
& -i 2 A \operatorname{Tr}_{\mathrm{el}}\left\{S^{-}\left(x_{j}\right) \rho_{\mathrm{el}}(t)\right\}\left[I_{j}^{+}, \rho_{j}(t)\right] \\
& -i A \operatorname{Tr}_{\mathrm{el}}\left\{S^{z}\left(x_{j}\right) \rho_{\mathrm{el}}(t)\right\}\left[I_{j}^{z}, \rho_{j}(t)\right], \tag{F7}
\end{align*}
$$

which corresponds to Eq. (5.23). Using the commutator relations in Appendix C. 1 and Eqs. (F3), (F5) and (F6) we find

$$
\begin{align*}
{\left[I_{j}^{-}, \rho_{j}(t)\right] } & =I_{j}^{-} \rho_{j}^{\uparrow}(t)-I_{j}^{-} \rho_{j}^{\downarrow}(t)-I_{j}^{\uparrow} \rho_{j}^{+}(t)+I_{j}^{\downarrow} \rho_{j}^{+}(t),  \tag{F8}\\
{\left[I_{j}^{+}, \rho_{j}(t)\right] } & =-I_{j}^{+} \rho_{j}^{\uparrow}(t)+I_{j}^{+} \rho_{j}^{\downarrow}(t)+I_{j}^{\uparrow} \rho_{j}^{-}(t)-I_{j}^{\downarrow} \rho_{j}^{-}(t),  \tag{F9}\\
{\left[I_{j}^{z}, \rho_{j}(t)\right] } & =-2 I_{j}^{-} \rho_{j}^{+}(t)+2 I^{+} j \rho_{j}^{-}(t) . \tag{F10}
\end{align*}
$$

Identifying the elements where $I^{\alpha}$ label the columns similar to Appendix C.1, we arrive at the matrix $\hat{M}_{\text {int }}$ of Eq. (5.24).

## F.1.2 $O\left(A^{2}\right)$ : Two-point correlators

The full expression for the term defined in Eq. (5.30) found by applying the specific interaction Liouvillian $L_{\text {int }}^{j}$. This leads to

$$
\begin{align*}
M_{2 \mathrm{nd}, 1} \sim & 4 \operatorname{Tr}_{\mathrm{el}}\left\{S^{\mp}\left(x_{j}, t^{\prime}-t\right) S^{ \pm}\left(x_{j}\right) \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\}\left[I_{j}^{ \pm}, I_{j}^{\mp} \rho_{j}\left(t^{\prime}\right)\right] \\
& +4 \operatorname{Tr}_{\mathrm{el}}\left\{S^{ \pm}\left(x_{j}\right) S^{\mp}\left(x_{j}, t^{\prime}-t\right) \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\}\left[\rho_{j}\left(t^{\prime}\right) I_{j}^{\mp}, I_{j}^{ \pm}\right] \\
& +2 \operatorname{Tr}_{\mathrm{el}}\left\{S^{z}\left(x_{j}, t^{\prime}-t\right) S^{ \pm}\left(x_{j}\right) \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\}\left[I_{j}^{z}, I_{j}^{\mp} \rho_{j}\left(t^{\prime}\right)\right] \\
& +2 \operatorname{Tr}_{\mathrm{el}}\left\{S^{ \pm}\left(x_{j}\right) S^{z}\left(x_{j}, t^{\prime}-t\right) \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\}\left[\rho_{j}\left(t^{\prime}\right) I_{j}^{\mp}, I_{j}^{z}\right] \\
& +2 \operatorname{Tr}_{\mathrm{el}}\left\{S^{+}\left(x_{j}, t^{\prime}-t\right) S^{z}\left(x_{j}\right) \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\}\left[I_{j}^{-}, I_{j}^{z} \rho_{j}\left(t^{\prime}\right)\right] \\
& +2 \operatorname{Tr}_{\mathrm{el}}\left\{S^{z}\left(x_{j}\right) S^{+}\left(x_{j}, t^{\prime}-t\right) \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\}\left[\rho_{j}\left(t^{\prime}\right) I_{j}^{z}, I_{j}^{-}\right] \\
& +2 \operatorname{Tr}_{\mathrm{el}}\left\{S^{-}\left(x_{j}, t^{\prime}-t\right) S^{z}\left(x_{j}\right) \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\}\left[I_{j}^{+}, I_{j}^{z} \rho_{j}\left(t^{\prime}\right)\right] \\
& +2 \operatorname{Tr}_{\mathrm{el}}\left\{S^{z}\left(x_{j}\right) S^{-}\left(x_{j}, t^{\prime}-t\right) \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\}\left[\rho_{j}\left(t^{\prime}\right) I_{j}^{z}, I_{j}^{+}\right] \\
& +\operatorname{Tr}_{\mathrm{el}}\left\{S^{z}\left(x_{j}, t^{\prime}-t\right) S^{z}\left(x_{j}\right) \rho_{\mathrm{ell}}\left(t^{\prime}\right)\right\}\left[I_{j}^{z}, I_{j}^{z} \rho_{j}\left(t^{\prime}\right)\right] \\
& +\operatorname{Tr}_{\mathrm{el}}\left\{S^{z}\left(x_{j}\right) S^{z}\left(x_{j}, t^{\prime}-t\right) \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\}\left[\rho_{j}\left(t^{\prime}\right) I_{j}^{z}, I_{j}^{z}\right] . \tag{F11}
\end{align*}
$$

Note that we need to have both combinations for the superscripts $\pm$. Then, the commutators of the density matrix with the impurity spin operators are (dropping the spacial index $j$, and often also suppressing the time dependence of $\rho_{j}^{\alpha}$ ), first for the upper sign
in Eq. (F11)

$$
\begin{align*}
{\left[I^{+}, I^{-} \rho_{j}\left(t^{\prime}\right)\right] } & =\left[I^{+}, I^{-}\right] \rho_{j}\left(t^{\prime}\right)+I^{-}\left[I^{+}, \rho_{j}\left(t^{\prime}\right)\right] \\
& =I^{\uparrow} \rho_{j}^{\uparrow}-I^{\downarrow} \rho_{j}^{\uparrow}+I^{+} \rho_{j}^{+}  \tag{F12}\\
{\left[\rho_{j}\left(t^{\prime}\right) I^{-}, I^{+}\right] } & =\rho_{j}\left(t^{\prime}\right)\left[I^{-}, I^{+}\right]+\left[\rho_{j}\left(t^{\prime}\right), I^{+}\right] I^{-} \\
& =-I^{\uparrow} \rho_{j}^{\downarrow}+I^{\downarrow} \rho_{j}^{\downarrow}+I^{+} \rho_{j}^{+}  \tag{F13}\\
{\left[I^{z}, I^{-} \rho_{j}\left(t^{\prime}\right)\right] } & =\left[I^{z}, I^{-}\right] \rho_{j}\left(t^{\prime}\right)+I^{-}\left[I^{z}, \rho_{j}\left(t^{\prime}\right)\right] \\
& =-2 I^{-} \rho_{j}^{\uparrow}  \tag{F14}\\
{\left[\rho_{j}\left(t^{\prime}\right) I^{-}, I^{z}\right] } & =\rho_{j}\left(t^{\prime}\right)\left[I^{-}, I^{z}\right]+\left[\rho_{j}\left(t^{\prime}\right), I^{z}\right] I^{-} \\
& =2 I^{-} \rho_{j}^{\downarrow} . \tag{F15}
\end{align*}
$$

For the bottom sign in Eq. (F11) the commutators are

$$
\begin{align*}
{\left[I^{-}, I^{+} \rho_{j}\left(t^{\prime}\right)\right] } & =\left[I^{-}, I^{+}\right] \rho_{j}\left(t^{\prime}\right)+I^{+}\left[I^{-}, \rho_{j}\left(t^{\prime}\right)\right] \\
& =I^{\downarrow} \rho_{j}^{\downarrow}-I^{\uparrow} \rho_{j}^{\downarrow}+I^{-} \rho_{j}^{-}  \tag{F16}\\
{\left[\rho_{j}\left(t^{\prime}\right) I^{+}, I^{-}\right] } & =\rho_{j}\left(t^{\prime}\right)\left[I^{+}, I^{-}\right]+\left[\rho_{j}\left(t^{\prime}\right), I^{-}\right] I^{+} \\
& =I^{\uparrow} \rho_{j}^{\uparrow}-I^{\downarrow} \rho_{j}^{\uparrow}+I^{-} \rho_{j}^{-}  \tag{F17}\\
{\left[I^{z}, I^{+} \rho_{j}\left(t^{\prime}\right)\right] } & =\left[I^{z}, I^{+}\right] \rho_{j}\left(t^{\prime}\right)+I^{+}\left[I^{z}, \rho_{j}\left(t^{\prime}\right)\right] \\
& =2 I^{+} \rho_{j}^{\downarrow}  \tag{F18}\\
{\left[\rho_{j}\left(t^{\prime}\right) I^{+}, I^{z}\right] } & =\rho_{j}\left(t^{\prime}\right)\left[I^{+}, I^{z}\right]+\left[\rho_{j}\left(t^{\prime}\right), I^{z}\right] I^{+} \\
& =-2 I^{+} \rho_{j}^{\uparrow} \tag{F19}
\end{align*}
$$

And the last few commutators of Eq. (F11) are given by

$$
\begin{align*}
{\left[I^{-}, I^{z} \rho_{j}\left(t^{\prime}\right)\right] } & =\left[I^{-}, I^{z}\right] \rho_{j}\left(t^{\prime}\right)+I^{z}\left[I^{-}, \rho_{j}\left(t^{\prime}\right)\right] \\
& =I^{-} \rho_{j}^{\uparrow}\left(t^{\prime}\right)+I^{-} \rho_{j}^{\downarrow}\left(t^{\prime}\right)-I^{\uparrow} \rho_{j}^{+}\left(t^{\prime}\right)+I^{\downarrow} \rho_{j}^{+}\left(t^{\prime}\right)  \tag{F20}\\
{\left[I^{+}, I^{z} \rho_{j}\left(t^{\prime}\right)\right] } & =\left[I^{+}, I^{z}\right] \rho_{j}\left(t^{\prime}\right)+I^{z}\left[I^{+}, \rho_{j}\left(t^{\prime}\right)\right] \\
& =-I^{+} \rho_{j}^{\uparrow}\left(t^{\prime}\right)-I^{+} \rho_{j}^{\downarrow}\left(t^{\prime}\right)-I^{\uparrow} \rho_{j}^{-}\left(t^{\prime}\right)+I^{\downarrow} \rho_{j}^{-}\left(t^{\prime}\right)  \tag{F21}\\
{\left[\rho_{j}\left(t^{\prime}\right) I^{z}, I^{-}\right] } & =\rho_{j}\left(t^{\prime}\right)\left[I^{z}, I^{-}\right]+\left[\rho_{j}\left(t^{\prime}\right), I^{-}\right] I^{z} \\
& =-I^{-} \rho_{j}^{\uparrow}\left(t^{\prime}\right)-I^{-} \rho_{j}^{\downarrow}\left(t^{\prime}\right)-I^{\uparrow} \rho_{j}^{+}\left(t^{\prime}\right)+I^{\downarrow} \rho_{j}^{+}\left(t^{\prime}\right)  \tag{F22}\\
{\left[\rho_{j}\left(t^{\prime}\right) I^{z}, I^{+}\right] } & =\rho_{j}\left(t^{\prime}\right)\left[I^{z}, I^{+}\right]+\left[\rho_{j}\left(t^{\prime}\right), I^{+}\right] I^{z} \\
& =I^{+} \rho_{j}^{\uparrow}\left(t^{\prime}\right)+I^{+} \rho_{j}^{\downarrow}\left(t^{\prime}\right)-I^{\uparrow} \rho_{j}^{-}\left(t^{\prime}\right)+I^{\downarrow} \rho_{j}^{-}\left(t^{\prime}\right) \tag{F23}
\end{align*}
$$

$$
\begin{align*}
{\left[I^{z}, I^{z} \rho_{j}\left(t^{\prime}\right)\right] } & =\left[I^{z}, I^{z}\right] \rho_{j}\left(t^{\prime}\right)+I^{z}\left[I^{z}, \rho_{j}\left(t^{\prime}\right)\right] \\
& =2 I^{-} \rho_{j}^{-}+2 I^{+} \rho_{j}^{+}  \tag{F24}\\
{\left[\rho_{j}\left(t^{\prime}\right) I^{z}, I^{z}\right] } & =\rho_{j}\left(t^{\prime}\right)\left[I^{z}, I^{z}\right]+\left[\rho_{j}\left(t^{\prime}\right), I^{z}\right] I^{z} \\
& =2 I^{-} \rho_{j}^{-}+2 I^{+} \rho_{j}^{+} \tag{F25}
\end{align*}
$$

Rearranging all elements according to their components ( $I^{\alpha}$ determines the columns, $\rho^{\beta}$ the rows), leads to the matrix $\hat{\hat{M}}_{2 n d}, 1$ Eq. (5.32) in the main text.

## F.1.3 $O\left(A^{2}\right)$ : One-point correlators

The full expression for the term defined in Eq. (5.46) is given by

$$
\begin{align*}
& M_{2 \mathrm{nd}, 2} \\
& \sim 4 \operatorname{Tr}_{\mathrm{el}}\left\{S^{-}\left(x_{j}, t^{\prime}-t\right) \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\} \operatorname{Tr}_{\mathrm{el}}\left\{S^{+}\left(x_{j}\right) \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\}\left(\left[I_{j}^{+}, I_{j}^{-} \rho_{j}\left(t^{\prime}\right)\right]+\left[\rho_{j}\left(t^{\prime}\right) I_{j}^{-}, I_{j}^{+}\right]\right) \\
& +2 \operatorname{Tr}_{\mathrm{el}}\left\{S^{z}\left(x_{j}, t^{\prime}-t\right) \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\} \operatorname{Tr}_{\mathrm{el}}\left\{S^{+}\left(x_{j}\right) \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\}\left(\left[I_{j}^{z}, I_{j}^{-} \rho_{j}\left(t^{\prime}\right)\right]+\left[\rho_{j}\left(t^{\prime}\right) I_{j}^{-}, I_{j}^{z}\right]\right) \\
& +4 \operatorname{Tr}_{\mathrm{el}}\left\{S^{+}\left(x_{j}, t^{\prime}-t\right) \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\} \operatorname{Tr}_{\mathrm{el}}\left\{S^{-}\left(x_{j}\right) \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\}\left(\left[I_{j}^{-}, I_{j}^{+} \rho_{j}\left(t^{\prime}\right)\right]+\left[\rho_{j}\left(t^{\prime}\right) I_{j}^{+}, I_{j}^{-}\right]\right) \\
& +2 \operatorname{Tr}_{\mathrm{el}}\left\{S^{z}\left(x_{j}, t^{\prime}-t\right) \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\} \operatorname{Tr}_{\mathrm{el}}\left\{S^{-}\left(x_{j}\right) \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\}\left(\left[I_{j}^{z}, I_{j}^{+} \rho_{j}\left(t^{\prime}\right)\right]+\left[\rho_{j}\left(t^{\prime}\right) I_{j}^{+}, I_{j}^{z}\right]\right) \\
& +2 \operatorname{Tr}_{\mathrm{el}}\left\{S^{+}\left(x_{j}, t^{\prime}-t\right) \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\} \operatorname{Tr}_{\mathrm{el}}\left\{S^{z}\left(x_{j}\right) \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\}\left(\left[I_{j}^{-}, I_{j}^{z} \rho_{j}\left(t^{\prime}\right)\right]+\left[\rho_{j}\left(t^{\prime}\right) I_{j}^{z}, I_{j}^{-}\right]\right) \\
& +2 \operatorname{Tr}_{\mathrm{el}}\left\{S^{-}\left(x_{j}, t^{\prime}-t\right) \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\} \operatorname{Tr}_{\mathrm{el}}\left\{S^{z}\left(x_{j}\right) \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\}\left(\left[I_{j}^{+}, I_{j}^{z} \rho_{j}\left(t^{\prime}\right)\right]+\left[\rho_{j}\left(t^{\prime}\right) I_{j}^{z}, I_{j}^{+}\right]\right) \\
& +\operatorname{Tr}_{\mathrm{el}}\left\{S^{z}\left(x_{j}, t^{\prime}-t\right) \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\} \operatorname{Tr}_{\mathrm{el}}\left\{S^{z}\left(x_{j}\right) \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\}\left(\left[I_{j}^{z}, I_{j}^{z} \rho_{j}\left(t^{\prime}\right)\right]+\left[\rho_{j}\left(t^{\prime}\right) I_{j}^{z}, I_{j}^{z}\right]\right) \quad(\mathrm{F} 2 \tag{F26}
\end{align*}
$$

The relevant commutators are the same as for the two point correlators. The matrix entries are only slightly modified prefactors due to the additional trace. In the same way as before we can identify all entries and arrange the matrix $\hat{M}_{2 \text { nd, } 2}$ which is stated in Eq. (5.47)

## F.1.4 $O\left(A^{2}\right)$ : Renormalisation term

The full expression for the term defined in Eq. (5.56) is given by

$$
\begin{aligned}
M_{2 \mathrm{nd}, 3} & \sim 4 \operatorname{Tr}_{\mathrm{el}}\left\{\left[S^{ \pm}\left(x_{j}, t-t^{\prime}\right), S^{\mp}\left(x_{j}\right)\right] \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\} \operatorname{Tr}_{j}\left\{I^{ \pm} \rho_{j}\left(t^{\prime}\right)\right\}\left[\rho_{j}\left(t^{\prime}\right), I_{j}^{\mp}\right] \\
& +2 \operatorname{Tr}_{\mathrm{el}}\left\{\left[S^{ \pm}\left(x_{j}, t-t^{\prime}\right), S^{z}\left(x_{j}\right)\right] \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\} \operatorname{Tr}_{j}\left\{I_{j}^{z} \rho_{j}\left(t^{\prime}\right)\right\}\left[\rho_{j}\left(t^{\prime}\right), I_{j}^{\mp}\right] \\
& +2 \operatorname{Tr}_{\mathrm{el}}\left\{\left[S^{z}\left(x_{j}, t-t^{\prime}\right), S^{+}\left(x_{j}\right)\right] \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\} \operatorname{Tr}_{j}\left\{I_{j}^{-} \rho_{j}\left(t^{\prime}\right)\right\}\left[\rho_{j}\left(t^{\prime}\right), I_{j}^{z}\right] \\
& +2 \operatorname{Tr}_{\mathrm{el}}\left\{\left[S^{z}\left(x_{j}, t-t^{\prime}\right), S^{-}\left(x_{j}\right)\right] \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\} \operatorname{Tr}_{j}\left\{I_{j}^{+} \rho_{j}\left(t^{\prime}\right)\right\}\left[\rho_{j}\left(t^{\prime}\right), I_{j}^{z}\right]
\end{aligned}
$$

$$
\begin{equation*}
+\operatorname{Tr}_{\mathrm{el}}\left\{\left[S^{z}\left(x_{j}, t-t^{\prime}\right), S^{z}\left(x_{j}\right)\right] \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\} \operatorname{Tr}_{j}\left\{I_{j}^{z} \rho_{j}\left(t^{\prime}\right)\right\}\left[\rho_{j}\left(t^{\prime}\right), I_{j}^{z}\right] \tag{F27}
\end{equation*}
$$

The commutators are given by Eqs. (F3), (F5) and (F6) and arranging all components a matrix leads to $\hat{\hat{M}}_{2 \text { nd, } 3}$ of Eq. (5.57).

## F. 2 EQUATION OF MOTION FOR $\rho_{\text {EL }}$

## F.2.1 Eigendynamics and Linear term

Starting from Eq. (5.80) we present more details to reach the final result of $Y_{\text {ED }}$ in Eq. (5.98). Inserting Eq. (5.76) into Eq. (5.80) lead to

$$
\begin{align*}
Y_{\mathrm{ED}} & \sim \operatorname{Tr}_{\mathrm{el}}\left\{\sum_{p p^{\prime}} e^{i\left(p-p^{\prime}\right) x_{j}} c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}}\left[H_{\mathrm{el}}, \rho_{\mathrm{el}}^{\mathrm{eq}}\right]\right\} \\
& +\operatorname{Tr}_{\mathrm{el}}\left\{\sum_{p p^{\prime}} e^{i\left(p-p^{\prime}\right) x_{j}} c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}}\left[H_{\mathrm{el}}, \sum_{\alpha \alpha^{\prime}, l} \sum_{k k^{\prime}} \Lambda_{\alpha^{\prime}}^{\alpha} e^{i\left(k-k^{\prime}\right) x_{l}} c_{k \alpha}^{\dagger} c_{k^{\prime} \alpha^{\prime}} \rho_{\mathrm{el}}^{\mathrm{eq}}\right]\right\} \\
& +\operatorname{Tr}_{\mathrm{el}}\left\{\sum_{p p^{\prime}} e^{i\left(p-p^{\prime}\right) x_{j}} c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}}\left[H_{\mathrm{el}}, \sum_{\alpha \alpha^{\prime}, l} \sum_{k k^{\prime}} \tilde{\Lambda}_{\alpha^{\prime}}^{\alpha} e^{i\left(k-k^{\prime}\right) x_{l}} c_{k^{\prime} \alpha^{\prime}} c_{k \alpha}^{\dagger} \rho_{\mathrm{el}}^{\mathrm{eq}}\right]\right\} . \tag{F28}
\end{align*}
$$

The first term is zero as $\left[H_{\mathrm{el}}, \rho_{\mathrm{el}}^{\mathrm{eq}}\right]=0$. We will consider the the second term including the particle contribution in more detail. Inserting $H_{\mathrm{el}}$ defined in Eq. (5.96) leads to

$$
\begin{equation*}
Y_{\mathrm{ED}}^{\mathrm{P}} \sim \operatorname{Tr}_{\mathrm{el}}\left\{\sum_{p p^{\prime}} \sum_{n \beta} \sum_{\alpha \alpha^{\prime}, l} \sum_{k k^{\prime}} e^{i\left(p-p^{\prime}\right) x_{j}} e^{i\left(k-k^{\prime}\right) x_{l}} \Lambda_{\alpha^{\prime}}^{\alpha} c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}}\left[c_{n \beta}^{\dagger} c_{n \beta}, c_{k \alpha}^{\dagger} c_{k^{\prime} \alpha^{\prime}} \rho_{\mathrm{el}}^{\mathrm{eq}}\right]\right\} \tag{F29}
\end{equation*}
$$

The fermionic operators can be rearranged as follows

$$
\begin{equation*}
c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}}\left[c_{n \beta}^{\dagger} c_{n \beta}, c_{k \alpha}^{\dagger} c_{k^{\prime} \alpha^{\prime}} \rho_{\mathrm{el}}^{\mathrm{eq}}\right]=\left[c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}}, c_{n \beta}^{\dagger} c_{n \beta}\right] c_{k \alpha}^{\dagger} c_{k^{\prime} \alpha^{\prime}} \rho_{\mathrm{el}}^{\mathrm{eq}} \tag{F30}
\end{equation*}
$$

The commutator can be replaced with Eq. (5.97). Then, decoupling the operators under the trace according to Eq. (5.91) leads to Eq. (5.98) after making use of Eq. (5.93).

The linear term Eq. (5.81) after inserting Eq. (5.76) leads to

$$
\begin{aligned}
Y_{\text {lin }} & \sim \operatorname{Tr}_{\mathrm{el}}\left\{\sum_{p p^{\prime}} e^{i\left(p-p^{\prime}\right) x_{j}} c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}}\left[\sum_{n n^{\prime}} e^{i\left(n-n^{\prime}\right) x_{j}} c_{n \beta}^{\dagger} c_{n^{\prime} \beta^{\prime}}, \rho_{\mathrm{el}}^{\mathrm{eq}}\right]\right\} \\
& +\operatorname{Tr}_{\mathrm{el}}\left\{\sum_{p p^{\prime}} e^{i\left(p-p^{\prime}\right) x_{j}} c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}}\left[\sum_{n n^{\prime}} e^{i\left(n-n^{\prime}\right) x_{j}} c_{n \beta}^{\dagger} c_{n^{\prime} \beta^{\prime}}, \sum_{\alpha \alpha^{\prime}, l} \sum_{k k^{\prime}} e^{i\left(k-k^{\prime}\right) x_{l}} \Lambda_{\alpha^{\prime}}^{\alpha} c_{k \alpha}^{\dagger} c_{k^{\prime} \alpha^{\prime}} \rho_{\mathrm{el}}^{\mathrm{eq}}\right]\right\}
\end{aligned}
$$

$$
\begin{equation*}
+\operatorname{Tr}_{\mathrm{el}}\left\{\sum_{p p^{\prime}} e^{i\left(p-p^{\prime}\right) x_{j}} c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}}\left[\sum_{n n^{\prime}} e^{i\left(n-n^{\prime}\right) x_{j}} c_{n \beta}^{\dagger} c_{n^{\prime} \beta^{\prime}}, \sum_{\alpha \alpha^{\prime}, l} \sum_{k k^{\prime}} e^{i\left(k-k^{\prime}\right) x_{l}} \tilde{\Lambda}_{\alpha^{\prime}}^{\alpha} c_{k^{\prime} \alpha^{\prime}} c_{k \alpha}^{\dagger} \rho_{\mathrm{el}}^{\mathrm{eq}}\right]\right\} \tag{F31}
\end{equation*}
$$

Again, the first term is zero. Using Eq. (F30) and Eq. (5.91) leads to $Y_{\text {lin }}$ Eq. (5.100) in the main text.

## F.2.2 $O\left(A^{2}\right)$ terms

The contribution for the the two- and one-point correlation functions consists of the contributions from the two traces Eqs. (5.82) and (5.83). We denote

$$
\begin{equation*}
X_{1}=\operatorname{Tr}_{\mathrm{el}}\left\{\left[S^{\bar{\sigma}}\left(t^{\prime}-t\right), S^{\bar{\beta}}\left(t^{\prime}-t\right)\right] S^{\bar{\gamma}} \rho_{\mathrm{el}}\left(t^{\prime}\right)\right\} \tag{F32}
\end{equation*}
$$

which corresponds to Eq. (5.82).
For Eq. (F32) we have

$$
\begin{align*}
X_{1} & =\operatorname{Tr}_{\mathrm{el}}\left\{\sum_{p p^{\prime}} \sum_{n n^{\prime}} \sum_{r r^{\prime}} e^{i\left(\epsilon_{p}-\epsilon_{p^{\prime}}\right)\left(t^{\prime}-t\right)} e^{i\left(\epsilon_{n}-\epsilon_{n^{\prime}}\right)\left(t^{\prime}-t\right)} e^{i\left(p-p^{\prime}\right) x_{j}} e^{i\left(n-n^{\prime}\right) x_{j}} e^{i\left(r-r^{\prime}\right) x_{j}}\right. \\
& \left.\times\left[c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}}, c_{n \beta}^{\dagger} c_{n \beta}\right] c_{r \gamma}^{\dagger} c_{r^{\prime} \gamma^{\prime}} \rho_{\mathrm{el}}^{\mathrm{el}}\right\} \\
& +\operatorname{Tr}_{\mathrm{el}}\left\{\sum_{p p^{\prime}} \sum_{n n^{\prime}} \sum_{r r^{\prime}} e^{i\left(\epsilon_{p}-\epsilon_{p^{\prime}}\right)\left(t^{\prime}-t\right)} e^{i\left(\epsilon_{n}-\epsilon_{n^{\prime}}\right)\left(t^{\prime}-t\right)} e^{i\left(p-p^{\prime}\right) x_{j}} e^{i\left(n-n^{\prime}\right) x_{j}} e^{i\left(r-r^{\prime}\right) x_{j}}\right. \\
& \left.\times\left[c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}}, c_{n \beta}^{\dagger} c_{n \beta}\right] c_{r \gamma}^{\dagger} c_{r^{\prime} \gamma^{\prime}} \sum_{\alpha \alpha^{\prime}, l} \sum_{k k^{\prime}} e^{i\left(k-k^{\prime}\right) x_{l}} \Lambda_{\alpha^{\prime}}^{\alpha} c_{k \alpha}^{\dagger} c_{k^{\prime} \alpha^{\prime}} \rho_{\mathrm{el}}^{\mathrm{el}}\right\} \\
& +\operatorname{Tr}_{\mathrm{el}}\left\{\sum_{p p^{\prime}} \sum_{n n^{\prime}} \sum_{r r^{\prime}} e^{i\left(\epsilon_{p}-\epsilon_{p^{\prime}}\right)\left(t^{\prime}-t\right)} e^{i\left(\epsilon_{n}-\epsilon_{n^{\prime}}\right)\left(t^{\prime}-t\right)} e^{i\left(p-p^{\prime}\right) x_{j}} e^{i\left(n-n^{\prime}\right) x_{j}} e^{i\left(r-r^{\prime}\right) x_{j}}\right. \\
& \left.\times\left[c_{p \sigma}^{\dagger} c_{p^{\prime} \sigma^{\prime}}, c_{n \beta}^{\dagger} c_{n \beta}\right] c_{r \gamma}^{\dagger} c_{r^{\prime} \gamma^{\prime}} \sum_{\alpha \alpha^{\prime}, l} \sum_{k k^{\prime}} e^{i\left(k-k^{\prime}\right) x_{l}} \tilde{\Lambda}_{\alpha^{\prime}}^{\alpha} c_{k^{\prime} \alpha^{\prime}} c_{k \alpha}^{\dagger} \rho_{\mathrm{el}}^{\mathrm{el}}\right\} \tag{F33}
\end{align*}
$$

where we used $\exp \left( \pm i \epsilon_{p} t\right)$ for the creation and annihilation operators $c^{\dagger}, c$. Replacing the commutator with Eq. (5.97) and using the decompositions Eqs. (5.91) and (5.92) leads to $Y_{2 \text { nd, } 1}$ in Eq. (5.103) and the corresponding hole contribution.

The expression for the second trace Eq. (5.83) as well as the trace for the renormalisation term Eq. (5.89) are obtained by following the same steps.

## F. 3 Momentum integrals in the continuum limit

## F.3.1 Temporal contribution $I_{t}$

The integral Eq. (5.112) in the main text corresponds to the square of the integral in Eq. (D1) which is solved in Appendix D.1. Squaring the result Eq. (D8) immediately leads to Eq. (5.113).

## F.3.2 Spatial contribution $I_{x}$

We find a closed expression for the integral Eq. (5.115) using the residue theorem. For the integral to converge we need to treat two different cases, $x \cos \phi>0$ and $x \cos \phi<0$, and close the contour in the appropriate half of the complex plane. We therefore split the integral $I_{x}$ of Eq. (5.115) into two contributions

$$
\begin{equation*}
I_{x}=I_{x}^{+}+I_{x}^{-}, \tag{F34}
\end{equation*}
$$

with

$$
\begin{equation*}
I_{x}^{+}=\frac{\nu_{0}}{2 \pi} \int_{-\pi / 2}^{\pi / 2} d \phi \int_{-\infty}^{\infty} d \epsilon \frac{e^{i\left(k_{F}+\epsilon / v_{F}\right) x \cos \phi}}{1+e^{\beta \epsilon}} \tag{F35}
\end{equation*}
$$

for the case $x \cos \phi>0$ and

$$
\begin{equation*}
I_{x}^{-}=\frac{\nu_{0}}{2 \pi} \int_{\pi / 2}^{3 \pi / 2} d \phi \int_{-\infty}^{\infty} d \epsilon \frac{e^{i\left(k_{F}+\epsilon / v_{F}\right) x \cos \phi}}{1+e^{\beta \epsilon}} \tag{F36}
\end{equation*}
$$

for $x \cos \phi<0$ and $\beta$ is the inverse temperature. In fact, $I_{x}^{-}=\left(I_{x}^{+}\right)^{*}$ because in the interval $\phi \in[\pi / 2,3 \pi / 2]$ we have $\cos \phi=-|\cos \phi|$. To solve for $I_{x}^{+}$in Eq. (F35) we start by evaluating the energy integral. The poles of the integrand lie at the Matsubara frequencies $z_{n}=i \omega_{n}=i \pi(2 n+1) / \beta$ with the residues $\operatorname{Re}_{z_{n}}--1 / \beta$ which was shown in Eq. (D4). If we close the integration contour in the upper half of the complex plane the contribution from the half circle vanishes and we are left with expression for the integral $I_{x}^{+}$along the real axis

$$
\begin{equation*}
I_{x}^{+}=-i \frac{\nu_{0}}{\beta} \int_{\pi / 2}^{-\pi / 2} d \phi \sum_{n \geq 0} e^{i\left(k_{F}+i \frac{\pi}{\beta v_{F}}(2 n+1)\right) x \cos \phi} . \tag{F37}
\end{equation*}
$$

The angular integral can be expressed in terms of the Bessel function $J_{0}(z)$ and the Struve function $H_{0}(z)$ and we obtain

$$
\begin{equation*}
I_{x}^{+}=-i \frac{\nu_{0}}{\beta} \sum_{n \geq}\left\{\pi\left[J_{0}\left(k_{F} x+i \frac{\pi}{\beta}(2 n+1) x\right)+i H_{0}\left(k_{F} x+i \frac{\pi}{\beta}(2 n+1) x\right)\right]\right\} . \tag{F38}
\end{equation*}
$$

Then the spatial correlations are captured by $I_{x}$

$$
\begin{align*}
I_{x} & =I_{x}^{+}+\left(I_{x}^{+}\right)^{*}=2 \operatorname{Re} I_{x}^{+} \\
& =2 \operatorname{Re}\left[-i \frac{\nu_{0} \pi}{\beta} \sum_{n \geq 0}\left\{J_{0}\left(k_{F} x+i \frac{\pi}{\beta}(2 n+1) x\right)+i H_{0}\left(k_{F} x+i \frac{\pi}{\beta}(2 n+1) x\right)\right\}\right], \tag{F39}
\end{align*}
$$

which is the expression in Eq. (5.116) stated in the main text. Inserting the asymptotic form of $J_{0}(z)$ and $H_{0}(z)$

$$
\begin{align*}
& J_{0}(z) \sim \sqrt{\frac{2}{\pi z}} \sin \left(z+\frac{\pi}{4}\right),  \tag{F40}\\
& H_{0}(z) \sim-\sqrt{\frac{2}{\pi z}} \cos \left(z+\frac{\pi}{4}\right), \tag{F41}
\end{align*}
$$

into Eq. (F39) leads to

$$
\begin{equation*}
I_{x} \approx-2 \frac{\nu_{0} \pi}{\beta} \operatorname{Re}\left[i \sqrt{\frac{2}{\pi}} \sum_{n \geq 0}\left\{\frac{\sin \left(\tilde{z}_{n}+\frac{\pi}{4}\right)-i \cos \left(\tilde{z}_{n}+\frac{\pi}{4}\right)}{\sqrt{\tilde{z}_{n}}}\right\}\right], \tag{F42}
\end{equation*}
$$

with $\tilde{z}_{n}=k_{F} x+i \pi x(2 n+1) / \beta v_{F}$. Rearranging this expression we obtain

$$
\begin{align*}
I_{x} & \approx-2 \frac{\nu_{0} \pi}{\beta} \sqrt{\frac{2}{\pi}} \operatorname{Re}\left[\sum_{n \geq} \frac{\exp \left(i \frac{\pi}{4}+k_{F} x-i \frac{\pi x}{\beta v_{F}}(2 n+1)\right)}{\sqrt{k_{F} x+i \frac{\pi x}{\beta v_{F}}(2 n+1)}}\right] \\
& \approx-2 \frac{\nu_{0} \pi}{\beta} \sqrt{\frac{2}{\pi}} \operatorname{Re}\left[e^{i k_{F} x+i \pi / 4} e^{-\pi x / \beta v_{F}} \sum_{n \geq 0} \frac{\left(e^{2 \pi x / \beta v_{F}}\right)^{n}}{\sqrt{i 2 \frac{\pi x}{\beta v_{F}}\left(n+\frac{1}{2}-i \frac{\beta v_{F} k_{F}}{\pi}\right)}}\right] . \tag{F43}
\end{align*}
$$

In the last line we can identify the sum as a Lerch transcendent [131, 172]

$$
\begin{equation*}
\Phi(z, s, a)=\sum_{n=0}^{\infty} \frac{z^{n}}{(a+n)^{s}}, \tag{F44}
\end{equation*}
$$

and we arrive at

$$
\begin{equation*}
I_{x} \approx-2 \nu_{0} \sqrt{\frac{v_{F}}{\beta x}} e^{-x / x_{T}} \operatorname{Re}\left[e^{i k_{F} x} \Phi\left(e^{-2 x / x_{T}}, \frac{1}{2}, \frac{1}{2}-i \frac{v_{F} k_{F} \beta}{\pi}\right)\right] \tag{F45}
\end{equation*}
$$

with the thermal length $x_{T}=\beta v_{F} / \pi$. This results corresponds to Eq. (5.122).

## F.3.3 Mixed contribution $I_{x, t}$

In contrast to the purely spatial contribution Eq. (5.115) we can directly evaluate the angular integral of Eq. (5.127) under the assumption that $v_{F} t+x \cos \phi>0$ which leads to

$$
\begin{equation*}
I_{t, x}=\nu_{0} \int d \epsilon e^{i \epsilon\left(t-i \xi_{0}\right)} \frac{J_{0}\left(k_{F} x+\frac{\epsilon}{v_{F}} x\right)}{1+e^{\epsilon \beta}} \tag{F46}
\end{equation*}
$$

Just as in the calculation above for $I_{x}^{+}$we close the contour in upper half of the complex plane to perform the energy integral. Again, the poles are determined by the Matsubara frequencies and we obtain directly

$$
\begin{equation*}
I_{t, x}=-2 \frac{\pi \nu_{0}}{\beta} \sum_{n \geq 0} e^{-\pi(2 n+1)\left(t-i \xi_{0}^{-1}\right) \beta} J_{0}\left(k_{F} x+i \frac{\pi}{\beta v_{F}}(2 n+1) x\right), \tag{F47}
\end{equation*}
$$

which corresponds to the expression in Eq. (5.129). Inserting the asymptotic form for the Bessel function Eq. (F40) we obtain

$$
\begin{align*}
I_{t, x} & \approx-i 2 \pi \frac{\nu_{0}}{\beta} \sqrt{\frac{2}{\pi}} e^{-\pi\left(t-i \xi_{0}^{-1}\right) / \beta} \sum_{n \geq 0} e^{-2 \pi n\left(t-i \xi_{0}^{-1}\right) / \beta} \frac{\sin \left(k_{F} x+i \frac{\pi}{\beta v_{F}}(2 n+1)+\frac{\pi}{4}\right)}{\sqrt{k_{F} x+i \frac{\pi}{\beta v_{F}}(2 n+1) x}} \\
& \approx-\pi \frac{\nu_{0}}{\beta} \sqrt{\frac{2}{\pi}} e^{-\pi\left(t-i \xi_{0}^{-1}\right) / \beta} \sum_{n \geq 0} \frac{e^{-2 \pi n\left(t-i \xi_{0}^{-1}\right) / \beta}}{\sqrt{k_{F} x+i \frac{\pi}{\beta v_{F}}(2 n+1) x}} \\
& \times\left[\exp \left(i k_{F} x-\frac{\pi}{\beta v_{F}}(2 n+1)+i \frac{\pi}{4}\right)-\exp \left(-i k_{F} x+\frac{\pi}{\beta v_{F}}(2 n+1)-i \frac{\pi}{4}\right)\right], \tag{F48}
\end{align*}
$$

where we used the identity $\sin (z)=(\exp (i z)-\exp (-i z)) / 2 i$. The two terms within the sum can be written as

$$
\begin{align*}
& \frac{e^{-2 \pi n\left(t-i \xi_{0}^{-1}\right) / \beta}}{\sqrt{k_{F} x+i \frac{\pi}{\beta v_{F}}(2 n+1) x}} \exp \left(i k_{F} x-\frac{\pi}{\beta v_{F}}(2 n+1)+i \frac{\pi}{4}\right) \\
& =\frac{e^{i k_{F} x-\pi x / \beta v_{F}} e^{i \pi / 4}}{\sqrt{i 2 \pi x / \beta v_{F}}} \Phi\left(e^{-2 \pi\left(t+i \xi_{0}^{-1}+x / v_{F}\right) / \beta}, \frac{1}{2}, \frac{1}{2}-i \frac{\beta v_{F} k_{F}}{2 \pi}\right), \tag{F49}
\end{align*}
$$

and

$$
\begin{align*}
& -\frac{e^{-2 \pi n\left(t-i \xi_{0}^{-1}\right) / \beta}}{\sqrt{k_{F} x+i \frac{\pi}{\beta v_{F}}(2 n+1) x}} \exp \left(-i k_{F} x+\frac{\pi}{\beta v_{F}}(2 n+1)-i \frac{\pi}{4}\right) \\
& =-\frac{e^{-i k_{F} x+\pi x / \beta v_{F}} e^{-i \pi / 4}}{\sqrt{i 2 \pi x / \beta v_{F}}} \Phi\left(e^{-2 \pi\left(t+i \xi_{0}^{-1}-x / v_{F}\right) / \beta}, \frac{1}{2}, \frac{1}{2}-i \frac{\beta v_{F} k_{F}}{2 \pi}\right) . \tag{F50}
\end{align*}
$$

Replacing the sum in Eq. (F48) with the expressions Eqs. (F49) and (F50) leads to

$$
\begin{align*}
I_{t, x} & =-\nu_{0} \sqrt{\frac{v_{F}}{\beta x}} e^{-i \pi k_{B} T \xi_{0}^{-1}-t / 2 \tau_{T}} \\
& \times\left[e^{i k_{F} x-x / x_{F}} \Phi\left(e^{-t / \tau_{T}+i 2 \pi k_{B} T \xi_{0}^{-1}-2 x / x_{F}}, \frac{1}{2}, \frac{1}{2}-i \frac{v_{F} k_{F}}{2 \pi k_{B} T}\right)\right. \\
& \left.+i e^{-i k_{F} x+x / x_{F}} \Phi\left(e^{\left.-t / \tau_{T}+i 2 \pi k_{B} T \xi_{0}^{-1}+2 x / x_{F}\right)}, \frac{1}{2}, \frac{1}{2}-i \frac{v_{F} k_{F}}{2 \pi k_{B} T}\right)\right], \tag{F51}
\end{align*}
$$

where we introduced the thermal length $x_{T}$ and the thermal time $\tau_{T}=1 / 2 \pi k_{B} T$. This last expression is the final result in Eq. (5.130).

For the case $v_{F} t+x \cos \phi<0$ a closed expression for Eq. (5.127) is less obvious. For the spatial contribution we were able to split the angular integral in the contribution $I_{x}^{+}$ and $I_{x}^{-}$, depending on the value for $\cos \phi$. Here, this is no longer possible since we also have contribution from the time $t$. Depending on the actual value for $t$ we would need to shift the limits of the angular integral according to regimes where $v_{F} t+x \cos \phi>0$ or $v_{F} t+x \cos \phi<0$. Since this changes smoothly with $t$ we cannot determine the correct interval for the angle $\phi$ to decide in which complex half plane we need to close the contour in order for the integral to reduce to the real axis.
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