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#### Abstract

The nonequilibrium effects of dissipation and drive play a key role in an immense variety of nanoscale and mesoscale quantum systems. To understand the behaviour of open quantum systems, we need accurate methods that capture the influence of the environment on the system, while managing the exponentially large Hilbert space required to describe the system. Tensor network algorithms offer an efficient way to approach this challenge. In this thesis, we develop and apply tensor network techniques to study the dynamics and steady states of various open quantum systems.

The first part of the thesis focuses on the driven dissipative many body physics in coupled cavity arrays described by Born-Markov master equations. We extend transfer matrix product operator methods to Liouvillian dynamics, and utilize them to compute dynamical correration functions and fluorescence spectrum of an infinite coupled cavity array in 1D. We also investigate thermalization, and observe the emergence of a quasi-thermal steady state with a negative effective temperature. In another study, we use infinite projected entangled pair state (iPEPS) methods to compute steady states of coupled cavity lattices in 2D. We find that a straightforward adaptation of iPEPS to Liouvillian dynamics is unstable, contradicting a recent publication in the field.

The second part investigates more general systems involving strong couplings and structured environments that induce non-Markovian dynamics. We develop a powerful time-evolving matrix product operator (TEMPO) algorithm that builds on Feynman-Vernon influence functional formalism, and uses matrix product states (MPS) to represent the temporal non-Markovian correlations efficiently. We apply TEMPO to study the localization phase transition of the spin-boson model and the dynamics of two spatially separated two-level systems coupled to a common environment. Finally, we propose the Toblerone TEMPO algorithm, which extends TEMPO to many-body systems interacting with general bosonic environments.
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## Part I

## Introduction and background

## Introduction

No system can be perfectly isolated from its environment, and will always experience some form of interaction like heat transfer or exchange of particles with the surrounding medium. Any quantum system that can be measured will also come into contact with an external measurement device. As a consequence, any real world system is, in principle, an open system. In many cases, we either study systems that have already established a thermal equilibrium state with their surroundings, or the presence of environment only introduces a weak relaxation mechanism that is negligible over the timescales of interest. One then never has to worry about the surroundings and treating these systems as isolated systems is an excellent approximation. However, in other cases the interaction with environment can fundamentally change the physics of the system. Of particular interest to us are the dissipative and the driven dissipative systems where it brings the open system far away from the thermodynamic equilibrium. The equilibrium statistical mechanics no longer applies here, and one needs to seek alternatives to describe the nonequilibrium behaviour. Under these conditions, the equilibrium particle statistics and the equilibrium form of the fluctuation-dissipation theorem are no longer valid, while the detailed balance condition and the time reversal symmetry are broken [1, 2]. Driving a system out of equilibrium can thus stabilize new states of matter that are not possible in equilibrium [3, 4].

Many examples of driven nonequilibrium systems exist in the familiar classical world around us and have been studied extensively. They range from the models of traffic in city streets or noisy dynamics of financial markets, to the flocking and swarming behaviour of living organisms and the cell migration in morphogenesis during the embryonic development [5-9]. The unifying feature among many of these systems (often called active matter) is the presence of a dissipative environment (e.g. due to the surrounding fluid particles exerting a drag force), and an internally generated drive (e.g. by consuming food obtained from the surroundings) to produce the energy for self-propelled motion. This driven dissipative behaviour leads to surprising nonequilibrium phenomena such as spontaneous assembly of colloids or bacteria with no attractive forces, active fluids that flow spontaneously with no externally applied forces, and condensation of fluid particles without any cohesive interactions [5, 6, 10].

The research of dissipative and driven dissipative nonequilibrium physics is playing an increasingly important role in the quantum world. In the last few decades, incredible advances in quantum coherent control and measurement have enabled us to probe and manipulate nanoscale and mesoscale quantum systems with unprecedented accuracy [11-14]. There is now a growing number of actively investigated
experimental platforms, for instance superconducting circuits [15, 16], micromechanical resonators [17, 18], quantum dots [19, 20], trapped ions [21, 22], cold atoms in optical cavities [23], exciton-polaritons in microcavities [24], and many others. In such experiments, a controlled quantum system interacts with a large uncontrolled environment. For example, the basic building blocks of quantum computing architectures, such as qubits and quantum dots, are subject to external thermal noise and decoherence, quantum optical systems experience photon loss into external reservoir of electromagnetic modes, and electronic excitations in organic molecules interact with vibrational modes of the molecular scaffold. The progress in the ongoing development of quantum technology - such as quantum computing [25-27], quantum enhanced metrology [28, 29], or possible renewable energy sources based on molecular light harvesting [30-32] - relies heavily on our ability to understand the sources of noise and build mathematical models describing the mechanisms of dissipation. Many of these examples, in fact, involve large ensembles of interacting systems and inevitably deal with collective effects out of equilibrium. It is clear that traditional theoretical techniques describing collective behaviour in equilibrium [2], that have dominated condensed matter physics over the last century, are no longer appropriate here - and our understanding of quantum matter driven out of equilibrium remains far more limited. Indeed, driven dissipative systems pose many intriguing questions regarding nonequilibrium states of matter, quantum transport, relaxation dynamics, quantum phase transitions far from equilibrium, and engineering of novel quantum states. Similarly to the aforementioned classical active matter, they can display collective phases of matter not possible in a thermal equilibrium setting: a few prominent examples include condensation of photons and exciton-polaritons [24, 33, 34], optically-induced superconductivity [35], dissipatively stabilized photonic Mott insulators [36], and nonequilibrium time crystals [37].

Understanding the nonequilibrium effects of dissipation and drive in open quantum systems, and developing more effective modelling techniques is therefore of paramount importance from both the fundamental and technological perspective, which presents a formidable challenge to theoretical physics. In fact, even the very simplest models can quickly become insoluble by analytical means when interaction with environment is introduced. Consider, for example, a two-level system surrounded by a large number of oscillators - as we will see later, this turns a straightforward textbook problem into one still posing significant hurdles for modern numerical algorithms. Various approaches have been proposed and applied with varying degrees of success, including master equation and path integral based computational techniques, some of which we will build upon in this thesis. The numerical modelling of open quantum systems, both many-body and few-body, faces the same principal problem as the simulations of quantum matter in equilibrium: the number of parameters required to describe a quantum state grows exponentially with system size, commonly known as 'the curse of dimensionality'. The primary goal of any computational method is finding ways to reduce or bypass this exponential scaling.

My work will focus on developing one class of such computational techniques based on tensor networks. Tensor network algorithms have been highly successful at simulating strongly correlated matter in one dimension and, to some extent, in
two dimensions [38, 39]. They rely on the idea of parameterizing a quantum many body state by a network of interconnected tensors, and exploiting the structure of correlations or entanglement in the system to discard the information about irrelevant parts of the Hilbert space, thereby leading to a drastic reduction in the dimensionality of the problem. Tensor network techniques have originally been designed in the context of isolated quantum systems, to target the low-lying states of their model Hamiltonians with local interactions. Nevertheless, they are now entering the realm of open quantum systems and have already shown their potential in computing both the dissipative quantum dynamics and the nonequilibrium steady states [40-46]. In this thesis, we will develop tensor network methods to pursue two main directions. The first one will focus on simulating the effects of drive and dissipation in quantum optical many body systems, particularly the arrays of coupled nonlinear optical cavities. In the second one, we will tackle problems with more general system-environment interactions that induce non-Markovian dynamics.

More specifically, this thesis is organized as follows. Part I provides the background relevant to this thesis. Chapter 1 introduces the relevant concepts and theoretical tools, and reviews the state-of-the-art. Chapter 2 describes tensor network techniques that will form the computational basis of this work.

Part $\Pi$ focuses on driven dissipative many body physics in coupled cavity arrays. These systems are characterized by a weak coupling to an unstructured environment of electromagnetic modes and are well described by Born-Markov master equations with many body Hamiltonians. Here we will address two major unsolved problems in the field, discussed in Chapters 3 and 4. In Chapter 3, we calculate dynamical correlation functions and fluorescence spectra of an infinite coupled cavity array in 1 D . We achieve this by extending matrix product operator techniques to compute two-time correlations in open quantum systems. We then demonstrate the information available from the fluorescence spectrum, and investigate thermalization in driven systems. In particular, we observe that blue-detuned driving stabilizes a quasi-thermal steady state with a negative effective temperature and a maximumenergy order. Chapter 4 deals with two-dimensional coupled cavity lattices in the thermodynamic limit, with a goal of extending the infinite projected entangled pair state (iPEPS) methods to study the nonequilibrium steady states of open quantum systems in 2D.

Part III investigates more general types of system-environment interaction featuring strong couplings and structured environments. These conditions lead to non-Markovian dynamics where a system retains the memory of its past states, causing the weak coupling approximations and time-local master equations break down. In Chapter 5 we develop a powerful time-evolving matrix product operator (TEMPO) algorithm that builds on Feynman-Vernon influence functional formalism and employs matrix product states to represent the temporal non-Markovian correlations efficiently. We demonstrate the power of this approach by studying the localization phase transition of the spin-boson model and the dynamics of two spatially separated two-level systems coupled to a common environment. Chapter 6 builds on the ideas of Chapter 5 to pursue the ambitious goal of extending TEMPO algorithm to many body lattice systems interacting with non-Markovian environments. To this end, we propose the Toblerone tensor network algorithm that
is capable of treating non-Markovian memory effects and many body correlations simultaneously.

## Units

We work in natural units where the reduced Planck constant $\hbar=1$ and the Boltzmann constant $k_{B}=1$.

## Chapter 1

## Open quantum systems

### 1.1 Open system theory

### 1.1.1 System and environment

On the conceptual level, we can define an open system as follows. Let us take a collective set of degrees of freedom that we call "universe" and divide it into two parts: the "interesting part" that we call a "system", and the "remaining part" that we call an "environment". The main motivation for such partitioning is that the environment is often very large and intractable, and a complete mathematical model of the "universe" is far too complicated. For example, the environment may consist of infinitely many degrees of freedom, which will require an infinite number of equations of motion. A more fruitful approach is to focus instead on the system of interest that lives in a reduced state space formed by a restricted set of physical variables, and build a mathematical model that incorporates the influence of environment on the behaviour of the system. We usually think of environment as a collection of phonons in a crystal, modes of electromagnetic field, or a reservoir of fermionic states. In many cases, the microscopic details of environment will not be accessible and we will have to resort to a phenomenological description. One common approach is to take a system-environment Hamiltonian where the environment is represented as a collection of harmonic oscillators. The main idea then is to integrate out the reservoir degrees of freedom and obtain a formally exact expression for the reduced density matrix of the system. More concretely, we define an open quantum system as the system $S$ coupled to environment $B$. The total composite system $S+B$ is then the universe, which we assume to be an isolated system governed by the Hamiltonian dynamics. In contrast, the state of $S$ will evolve depending both on its internal dynamics and its interaction with $B$. This $S-B$ interaction leads to system-environment correlations, and the evolution of $S$ can no longer be described by the Hamiltonian dynamics [1]. We elaborate on this statement below. In general, the composite wavefunction of $S+B$ is given by

$$
\begin{equation*}
|\Psi\rangle=\sum_{i j} c_{i j}\left|i_{S}\right\rangle\left|j_{B}\right\rangle=\sum_{k} \lambda_{k}\left|k_{S}\right\rangle\left|k_{B}\right\rangle \tag{1.1}
\end{equation*}
$$

where in the second equality we have applied the Schmidt decomposition. Schmidt values $\lambda_{k}$ correspond to probabilistic weights $\sum_{k} \lambda_{k}^{2}=1$ of each state $k$. The number
of Schmidt values required to express the composite state $|\Psi\rangle$ of the two subsystems $S, B$ quantifies the amount of entanglement between the two subsystems. The entanglement is maximized when all Schmidt values $\lambda_{k}$ and hence all probabilistic weights $\lambda_{k}^{2}$ are equal: the state $|\Psi\rangle$ is then maximally entangled. We can only express the composite state $S+B$ as a product state $|\Psi\rangle=\left|1_{S}\right\rangle\left|1_{B}\right\rangle$ of $S$ and $B$ if the $S-B$ entanglement is zero, corresponding to $\lambda_{k=1}=1, \lambda_{k>1}=0$ in Eq. (1.1). Generally, the density matrix of the total system $S+B$ is defined in terms of the pure state $|\Psi\rangle$ :

$$
\begin{equation*}
\rho=|\Psi\rangle\langle\Psi|=\sum_{k q} \lambda_{k} \lambda_{q}\left|k_{S}, k_{B}\right\rangle\left\langle q_{B}, q_{S}\right| \tag{1.2}
\end{equation*}
$$

The reduced density matrix of system $S$ is then

$$
\begin{equation*}
\rho_{S}=\operatorname{Tr}_{B}(\rho)=\sum_{k} \lambda_{k}^{2}\left|k_{S}\right\rangle\left\langle k_{S}\right| \tag{1.3}
\end{equation*}
$$

where we trace out the degrees of freedom of the environment $B$. This is a fundamental property of bipartite entanglement: after tracing out the information about $B$, the reduced system $S$ will be described by a statistical mixture of pure states, to an extent determined by the amount of bipartite entanglement between $S$ and $B$. One can quantify the bipartite entanglement itself using the von Neumann entanglement entropy [1]:

$$
\begin{equation*}
S=-\operatorname{Tr}(\rho \ln \rho)=-\sum_{k} \lambda_{k}^{2} \ln \lambda_{k}^{2} \tag{1.4}
\end{equation*}
$$

which is determined by the number of Schmidt values and by the distribution of $\lambda_{k}^{2}$ probabilistic weights over the spectrum of Schmidt states $k$.

It follows that for a non-zero $S-B$ entanglement the open system $S$ cannot be represented by a single pure state wavefunction, and so we can no longer apply the familiar unitary time evolution to compute its dynamics. Instead, we will deal with a reduced density matrix $\rho_{S}$ as the principal entity describing the state of $S$ that undergoes non-unitary Liouvillian dynamics, generated by a Liouvillian superoperator that we will introduce shortly. Let us start with the von Neumann equation of motion for the total system $S+B$ :

$$
\begin{equation*}
\partial_{t} \rho=-i[H, \rho] \tag{1.5}
\end{equation*}
$$

whose full Hamiltonian is

$$
\begin{equation*}
H=H_{S}+H_{B}+V \tag{1.6}
\end{equation*}
$$

$H_{S}$ and $H_{B}$ are the Hamiltonians of system $S$ and bath $B$ respectively, while $V$ is the system-bath interaction Hamiltonian. For convenience, we switch to the interaction picture by transforming all operators as $X \rightarrow e^{i\left(H_{S}+H_{B}\right) t} X e^{-i\left(H_{S}+H_{B}\right) t}$, which gives the equation of motion for a transformed density matrix

$$
\begin{equation*}
\partial_{t} \rho=\mathcal{L}(t) \rho(t) \tag{1.7}
\end{equation*}
$$

Here we have defined the Liouvillian superoperator that generates the dynamics:

$$
\begin{equation*}
\mathcal{L}(t)=-i[V(t), \bullet] \tag{1.8}
\end{equation*}
$$

The Liouvillian time evolution can be formally written as

$$
\begin{equation*}
\rho(t)=\overleftarrow{\mathcal{T}} \exp \left(\int_{0}^{t} d t^{\prime} \mathcal{L}\left(t^{\prime}\right)\right) \rho(0) \tag{1.9}
\end{equation*}
$$

with time-ordering operator $\overleftarrow{\mathcal{T}}$. Our main interest, however, is the dynamics of the reduced density matrix $\rho_{S}(t)$ of the system $S$. We will assume that the time evolution starts in a state such that $S$ and $B$ are initially uncorrelated:

$$
\begin{equation*}
\rho(0)=\rho_{S}(0) \otimes \rho_{B}(0) \tag{1.10}
\end{equation*}
$$

i.e. we switch on dissipation at $t=0$ and let the correlations build up as we evolve in time. If we evolve a system that has a finite memory time for a sufficiently long timespan $t \rightarrow \infty$, the initial condition becomes effectively infinitely far away in the past and thus is no longer relevant. In practice, the $t \rightarrow \infty$ limit corresponds to the steady states and the late time dynamics, after the initial state has been 'forgotten'. For a transient evolution at early times, the assumption Eq. 1.10) is more restrictive and corresponds to an experiment where we prepare our system in a known initial state that is not entangled with the bath at $t=0$. We refer an interested reader to Ref. [1] for a discussion on non-factorizing initial conditions. In addition to Eq. (1.10), we will assume that the bath is initially in the thermal equilibrium state

$$
\begin{equation*}
\rho_{B}(0)=\frac{e^{-\beta H_{B}}}{Z} \tag{1.11}
\end{equation*}
$$

Using Eq. 1.9), this allows us to write the formal solution for the time evolution of $\rho_{S}(t)$ :

$$
\begin{equation*}
\rho_{S}(t)=\operatorname{Tr}_{B}(\rho(t))=G(t) \rho_{S}(0) \tag{1.12}
\end{equation*}
$$

where the propagator $G(t)$ is given by

$$
\begin{equation*}
G(t)=\operatorname{Tr}_{B}\left[\overleftarrow{\mathcal{T}} \exp \left(\int_{0}^{t} d t^{\prime} \mathcal{L}\left(t^{\prime}\right)\right) \rho_{B}(0)\right]=\left\langle\overleftarrow{\mathcal{T}} \exp \left(\int_{0}^{t} d t^{\prime} \mathcal{L}\left(t^{\prime}\right)\right)\right\rangle_{B} \tag{1.13}
\end{equation*}
$$

Later in this section, we will introduce two different theoretical methods that will allow us to extract the dynamics of the reduced density matrix $\rho_{S}(t)$ in Eq. 1.12). The first one is the Lindblad master equation, well-suited for describing quantum optical systems in Chapters 3 and 4, while the second one is a much more general Feynman-Vernon influence functional approach that we will use to tackle non-Markovian dynamics in Chapters 5 and 6 .

Overall, an important message from the discussion above is that even if $S$ and $B$ are initially prepared in a product state, their interaction will create a buildup of entanglement between $S$ and $B$ as we evolve in time. The decay of the initial pure state of $S$ into a mixture of states given by $\rho_{S}$ is termed decoherence. A common example of the physical process behind decoherence is dissipation: the emission of energy from a system $S$ into an environment $B$ causes the loss of quantum information from system into its surroundings, and leads to a dynamical destruction of quantum coherence in $S$. An important concept to mention here is the irreversibility of $S$ dynamics. If environment $B$ has a finite number of degrees of freedom then
there will exist a timescale on which recurrences take place and the dynamics will be reversible. On the other hand, if $B$ consists of an infinite continuum of modes, the recurrence times will become infinite and the $S$ dynamics will be irreversible. We often call the latter type of environment a bath. In this work, we will primarily focus on environments that can be modelled as a bath.

### 1.1.2 Master equation formalism

This subsection will introduce a framework for describing the driven dissipative dynamics of quantum optical systems. Here we model the environment as a heat bath of harmonic oscillators with optical frequencies, and by tracing out the bath degrees of freedom we will derive the Lindblad master equation that governs dynamics of the reduced density matrix of the system for weak couplings (Born approximation) and unstructured memoryless environments (Markovian approximation) [1]. We start with the von Neumann equation of motion transformed to the interaction picture Eq. (1.7) and formally solve it for $\rho(t)$ :

$$
\begin{equation*}
\rho(t)=\rho(0)+\int_{0}^{t} d \tau \mathcal{L}(\tau) \rho(\tau) \tag{1.14}
\end{equation*}
$$

Substituting Eq. (1.14) into Eq. (1.7) and tracing out the environment degrees of freedom with $\operatorname{Tr}_{B}$ yields a formal equation of motion for the reduced density matrix $\rho_{S}(t)=\operatorname{Tr}_{B}(\rho(t))$ of the system:

$$
\begin{equation*}
\partial_{t} \rho_{S}(t)=\operatorname{Tr}_{B}(\mathcal{L}(t) \rho(0))+\int_{0}^{t} d \tau \operatorname{Tr}_{B}(\mathcal{L}(t) \mathcal{L}(\tau) \rho(\tau)) \tag{1.15}
\end{equation*}
$$

We now make Born approximation, which says that the bath is very large and virtually unaffected by the system: $\rho_{B}(t) \approx \rho_{B}(t=0)=\rho_{B}$. Since we have assumed a separable initial state Eq. (1.10), the system and the bath are uncorrelated at $t=0$. At times $t>0$, correlations build up between $S$ and $B$ and the full $S+B$ density matrix becomes $\rho(t)=\rho_{S}(t) \otimes \rho_{B}+\rho_{\text {corr }}(t)$, where $\rho_{\text {corr }}(t) \sim O(V)$ is the part of $\rho(t)$ induced by $S-B$ interaction Hamiltonian $V(t)$. We will make a stronger assumption that the coupling between the system and the environment is weak, and neglect terms higher than the second order in $S-B$ interaction in Eq. (1.15), where $\mathcal{L}(t)=-i[V(t), \bullet]$. This approximation implies that one can correctly calculate the system dynamics by assuming that $\rho(t) \approx \rho_{S}(t) \otimes \rho_{B}$ : the dynamics that started in a product state will remain in the product state for as long as the bath experiences a negligible influence from the $S-B$ interaction. Therefore, Born approximation allows us to separate the time evolution of $S$ and $B$ degrees of freedom. Another simplification we can make is eliminating the first term on RHS of Eq. (1.15). For a separable initial state Eq. 1.10 we have

$$
\begin{equation*}
\operatorname{Tr}_{B}(\mathcal{L}(t) \rho(0))=\operatorname{Tr}_{B}\left(\mathcal{L}(t) \rho_{B}\right) \rho_{S}(0)=\langle\mathcal{L}(t)\rangle_{B} \rho_{S}(0) \tag{1.16}
\end{equation*}
$$

Assuming that $S-B$ interaction takes a generic, linearly coupled form of

$$
\begin{equation*}
V(t)=\sum_{\alpha} A_{\alpha}(t) \otimes B_{\alpha}(t) \tag{1.17}
\end{equation*}
$$

where $A_{\alpha}(t)$ and $B_{\alpha}(t)$ are Hermitian operators of system and bath respectively and index $\alpha$ runs over different operators, we can write

$$
\begin{align*}
& \langle\mathcal{L}(t)\rangle_{B}=-i \operatorname{Tr}_{B}\left(\left[V(t), \rho_{B}\right]\right)=-i \operatorname{Tr}_{B}\left(V(t) \rho_{B}\right)= \\
& -i \sum_{\alpha} A_{\alpha}(t) \otimes \operatorname{Tr}_{B}\left(B_{\alpha}(t) \rho_{B}\right)=-i \sum_{\alpha} A_{\alpha}(t) \otimes\left\langle B_{\alpha}(t)\right\rangle_{B} \tag{1.18}
\end{align*}
$$

We can shift the bath operators by $B_{\alpha}(t) \mapsto B_{\alpha}(t)-\left\langle B_{\alpha}(t)\right\rangle_{B}$ which gives $\langle\mathcal{L}(t)\rangle_{B}=$ 0 and thus $\operatorname{Tr}_{B}(\mathcal{L}(t) \rho(0))=0$ in Eq. 1.15). Using the assumptions discussed above and changing variables $\tau \mapsto t-\tau$ in the main equation of motion Eq. (1.15) we find:

$$
\begin{equation*}
\partial_{t} \rho_{S}(t)=\int_{0}^{t} d \tau\langle\mathcal{L}(t) \mathcal{L}(t-\tau)\rangle_{B} \rho_{S}(t-\tau) \tag{1.19}
\end{equation*}
$$

and substituting the $S-B$ interaction Hamiltonian Eq. 1.17) into Eq. (1.19) gives:

$$
\begin{equation*}
\partial_{t} \rho_{S}(t)=\int_{0}^{t} d \tau \sum_{\alpha, \beta}\left\langle B_{\alpha}^{\dagger}(t) B_{\beta}(t-\tau)\right\rangle_{B}\left[A_{\alpha}^{\dagger}(t),\left[A_{\beta}(t-\tau), \rho_{S}(t-\tau)\right]\right] \tag{1.20}
\end{equation*}
$$

In the next step, we make the Markovian approximation, which assumes that bath correlations $C(\tau)=\left\langle B_{\alpha}^{\dagger}(t) B_{\beta}(t-\tau)\right\rangle_{B}$ for bath operators $B_{\alpha}(t)$ decay away on a timescale $\tau_{B}$ much faster than the characteristic timescale $\tau_{S}$ of the system relaxation dynamics: $\tau_{B} \ll \tau_{S}$. This implies that any information flowing from $S$ to $B$ decays away very fast, before it had time to flow back from $B$ to $S$. In other words, the bath $B$ is Markovian: it retains no memory of the system dynamics. Hence the system dynamics is also Markovian: its time evolution at time $t$ depends only on the state of system $S$ at time $t$ but not on its past states, so that we can set $\rho(\tau) \approx \rho(t)$ in Eq. 1.20 . In addition, a short bath correlation time $\tau_{B} \ll \tau_{S}$ means that the memory kernel $C(\tau)$ decays away very fast, and the integrand disappears for $\tau \gg \tau_{B}$. Therefore, we can extend the effective integration limit to infinity: $\int_{0}^{t} \rightarrow \int_{0}^{\infty}$. The equation of motion Eq. 1.20) now reads:

$$
\begin{equation*}
\partial_{t} \rho_{S}(t)=\int_{0}^{\infty} d \tau \sum_{\alpha, \beta}\left\langle B_{\alpha}^{\dagger}(t) B_{\beta}(t-\tau)\right\rangle_{B}\left[A_{\alpha}^{\dagger}(t),\left[A_{\beta}(t-\tau), \rho_{S}(t)\right]\right] \tag{1.21}
\end{equation*}
$$

The bath correlation time $\tau_{B}$ is determined by the bandwidth $\Delta$ of the bath spectral density: $\tau_{B} \sim 1 / \Delta$. It follows that a Markovian bath with $\tau_{B} \ll \tau_{S}$ must have an approximately flat spectral density, with an effectively infinite bandwidth $\Delta \gg 1 / \tau_{S}$ over the range of frequencies of interest. In quantum optical systems, bath correlation time is set by the bandwidth $\Delta$ of the spectral density of the electromagnetic bath $\tau_{B} \sim 1 / \mathrm{THz}$ while system dynamics timescale is set by photon lifetime in a cavity $\tau_{S} \sim 1 / \mathrm{MHz}$. This implies $\tau_{B} \ll \tau_{S}$ and the Markovian approximation is well justified. More generally, Markovian behaviour arises when our environment $B$ is unstructured and has a flat density of states. Later in this section we will discuss a more general treatment of open quantum systems where this is not the case and the dynamics is non-Markovian.

To make further progress, we will express the $S-B$ interaction Hamiltonian Eq. (1.17) in terms of the eigenoperators of the system Hamiltonian $H_{S}$. Let us first project a system operator $A_{\alpha}$ onto the eigenspace of $H_{S}$ :

$$
\begin{equation*}
\tilde{A}_{\alpha}(\omega)=\sum_{\epsilon^{\prime}-\epsilon=\omega}\left\langle\epsilon^{\prime}\right| A_{\alpha}|\epsilon\rangle\left|\epsilon^{\prime}\right\rangle\langle\epsilon| \tag{1.22}
\end{equation*}
$$

where $|\epsilon\rangle,\left|\epsilon^{\prime}\right\rangle$ are the eigenstates of $H_{S}$ and $\epsilon, \epsilon^{\prime}$ are the corresponding eigenvalues. The sum runs over all pairs of energy levels with a given difference $\omega=\epsilon^{\prime}-\epsilon$. It follows straightforwardly from Eq. (1.22) that $\tilde{A}_{\alpha}(\omega)$ are the eigenoperators of $H_{S}$, satisfying $\left[H_{S}, \tilde{A}_{\alpha}(\omega)\right]=-\omega \tilde{A}_{\alpha}(\omega)$. We can decompose a system operator $A_{\alpha}$ into

$$
\begin{equation*}
A_{\alpha}=\sum_{\omega} \tilde{A}_{\alpha}(\omega) \tag{1.23}
\end{equation*}
$$

where each $\tilde{A}_{\alpha}\left(\omega=\epsilon^{\prime}-\epsilon\right)$ mediates a transition from the energy level $\epsilon$ to the energy level $\epsilon^{\prime}$. One can easily verify Eq. (1.23) by substituting Eq. (1.22) and summing over all the energy differences $\omega=\epsilon^{\prime}-\epsilon$. Switching to the interaction picture $A_{\alpha} \rightarrow A_{\alpha}(t)=e^{i\left(H_{S}+H_{B}\right) t} A_{\alpha} e^{-i\left(H_{S}+H_{B}\right) t}$ we obtain

$$
\begin{equation*}
A_{\alpha}(t)=\sum_{\omega} \tilde{A}_{\alpha}(\omega) e^{-i \omega t}=\sum_{\omega} \tilde{A}_{\alpha}^{\dagger}(\omega) e^{i \omega t} \tag{1.24}
\end{equation*}
$$

where we have used $A_{\alpha}(t)=A_{\alpha}^{\dagger}(t)$. To simplify Eq. 1.21), we first exploit the mathematical identity $[A,[B, C]]=[A, B C]+$ H.c. for Hermitian operators $A, B$, $C$ :

$$
\begin{equation*}
\left[A_{\alpha}^{\dagger}(t),\left[A_{\beta}(t-\tau), \rho_{S}(t)\right]\right]=\left[A_{\alpha}^{\dagger}(t), A_{\beta}(t-\tau) \rho_{S}(t)\right]+\text { H.c. } \tag{1.25}
\end{equation*}
$$

Plugging Eqs. (1.24) and (1.25) into Eq. (1.21) then gives:

$$
\begin{align*}
& \partial_{t} \rho_{S}(t)= \\
& =-\int_{0}^{\infty} d \tau \sum_{\alpha, \beta} \sum_{\omega, \omega^{\prime}}\left\langle B_{\alpha}^{\dagger}(t) B_{\beta}(t-\tau)\right\rangle_{B} e^{i \omega t} e^{-i \omega^{\prime}(t-\tau)}\left[\tilde{A}_{\alpha}^{\dagger}(\omega), \tilde{A}_{\beta}\left(\omega^{\prime}\right) \rho_{S}(t)\right]+\text { H.c. } \\
& =\sum_{\alpha, \beta} \sum_{\omega, \omega^{\prime}} J_{\alpha \beta}\left(\omega^{\prime}\right) e^{i\left(\omega-\omega^{\prime}\right) t}\left(\tilde{A}_{\beta}\left(\omega^{\prime}\right) \rho_{S}(t) \tilde{A}_{\alpha}^{\dagger}(\omega)-\tilde{A}_{\alpha}^{\dagger}(\omega) \tilde{A}_{\beta}\left(\omega^{\prime}\right) \rho_{S}(t)\right)+\text { H.c. } \tag{1.26}
\end{align*}
$$

where we have defined the bath spectral density matrix:

$$
\begin{equation*}
J_{\alpha \beta}(\omega)=\int_{0}^{\infty} d \tau e^{i \omega \tau}\left\langle B_{\alpha}^{\dagger}(\tau) B_{\beta}(0)\right\rangle_{B} \tag{1.27}
\end{equation*}
$$

with two-time correlators $\left\langle B_{\alpha}^{\dagger}(\tau) B_{\beta}(0)\right\rangle_{B}=\operatorname{Tr}_{B}\left(B_{\alpha}^{\dagger}(t) B_{\beta}(t-\tau) \rho_{B}\right)$ and used the fact that since the bath does not evolve, the correlators are homogeneous in time: $\left\langle B_{\alpha}^{\dagger}(t) B_{\beta}(t-\tau)\right\rangle_{B}=\left\langle B_{\alpha}^{\dagger}(\tau) B_{\beta}(0)\right\rangle_{B}$.

We now make the secular (rotating wave) approximation that neglects the nonresonant, fast-rotating terms. The typical timescale of intrinsic evolution of a quantum optical system is $\tau_{S 0}=1 /\left|\omega-\omega^{\prime}\right| \sim 1 / \mathrm{THz}$, set by optical frequencies. For weak $S-B$ coupling rates, it will be much faster than the system relaxation
timescale $\tau_{S} \sim 1 / \mathrm{MHz}$ in the presence $S-B$ interactions discussed above: $\tau_{S 0} \ll \tau_{S}$. The non-resonant exponentials will then oscillate very rapidly and average to zero. Therefore, we neglect the contributions from $\omega \neq \omega^{\prime}$ terms in Eq. (1.26):

$$
\begin{equation*}
\partial_{t} \rho_{S}(t)=\sum_{\alpha, \beta} \sum_{\omega} J_{\alpha \beta}(\omega)\left(\tilde{A}_{\beta}(\omega) \rho_{S}(t) \tilde{A}_{\alpha}^{\dagger}(\omega)-\tilde{A}_{\alpha}^{\dagger}(\omega) \tilde{A}_{\beta}(\omega) \rho_{S}(t)\right)+\text { H.c. } \tag{1.28}
\end{equation*}
$$

It is convenient to split $J_{\alpha \beta}(\omega)$ in Eq. 1.27)

$$
\begin{equation*}
J_{\alpha \beta}(\omega)=\frac{1}{2} \gamma_{\alpha \beta}(\omega)+i \Gamma_{\alpha \beta}(\omega) \tag{1.29}
\end{equation*}
$$

into the dissipative term:

$$
\begin{equation*}
\gamma_{\alpha \beta}(\omega)=J_{\alpha \beta}(\omega)+J_{\beta \alpha}^{*}(\omega)=\int_{-\infty}^{\infty} d \tau e^{i \omega \tau}\left\langle B_{\alpha}^{\dagger}(\tau) B_{\beta}(0)\right\rangle_{B} \tag{1.30}
\end{equation*}
$$

and the Lamb shift term:

$$
\begin{equation*}
\Gamma_{\alpha \beta}(\omega)=\frac{1}{2 i}\left(J_{\alpha \beta}(\omega)-J_{\beta \alpha}^{*}(\omega)\right) \tag{1.31}
\end{equation*}
$$

Substituting Eq. 1.29 into Eq. 1.28 , and transforming back to Schrödinger picture we get:

$$
\begin{align*}
\partial_{t} \rho_{S}(t) & =-i\left[H_{S}+H_{L S}, \rho_{S}(t)\right] \\
& +\sum_{\alpha, \beta} \sum_{\omega} \gamma_{\alpha \beta}(\omega)\left(\tilde{A}_{\beta}(\omega) \rho_{S}(t) \tilde{A}_{\alpha}^{\dagger}(\omega)-\frac{1}{2}\left\{\tilde{A}_{\alpha}^{\dagger}(\omega) \tilde{A}_{\beta}(\omega), \rho_{S}(t)\right\}\right) \tag{1.32}
\end{align*}
$$

with the Lamb shift Hamiltonian $H_{L S}=\sum_{\alpha \beta} \sum_{\omega} \Gamma_{\alpha \beta}(\omega) \tilde{A}_{\alpha}^{\dagger}(\omega) \tilde{A}_{\beta}(\omega)$ which leads to renormalization of the system energy levels due to $S-B$ interaction, and is negligible in the weak coupling regime we are considering [1]. Hence, $H_{L S}$ will be neglected in further steps of the derivation. We next diagonalize the dissipation matrix $\gamma_{\alpha \beta}(\omega)=\sum_{p} U_{\alpha p} \gamma_{p}(\omega) U_{p \beta}^{\dagger}$ in Eq. 1.32) and define $\tilde{A}_{\alpha}(\omega)=\sum_{p} U_{\alpha p} a_{p}(\omega)$ in terms of new operators $a_{p}$ :

$$
\begin{equation*}
\partial_{t} \rho_{S}(t)=-i\left[H_{S}, \rho_{S}(t)\right]+\sum_{p} \sum_{\omega} \gamma_{p}(\omega) \mathcal{D}\left[a_{p}(\omega)\right] \rho_{S}(t) \tag{1.33}
\end{equation*}
$$

where the dissipative superoperator is

$$
\begin{equation*}
\mathcal{D}[a] \bullet=\left(a \bullet a^{\dagger}-\frac{1}{2}\left\{a^{\dagger} a, \bullet\right\}\right) \tag{1.34}
\end{equation*}
$$

This is the Lindblad master equation that governs the time evolution of the reduced density matrix $\rho_{S}(t)$ under Born-Markov and secular approximations.

In this thesis, we will often be interested in quantum optical problems where the bath $B$ is a continuum of harmonic oscillator modes of electromagnetic field described by $H_{B}=\sum_{\mathbf{k} \lambda} \omega_{\mathbf{k}} b_{\mathbf{k} \lambda}^{\dagger} b_{\mathbf{k} \lambda}$ with bath creation and annihilation operators $b_{\mathbf{k} \lambda}^{\dagger}, b_{\mathbf{k} \lambda}$ for each mode $\mathbf{k}$ that has polarization $\lambda$. In such case we can derive a more
specific form of bath correlators. In the expression Eq. (1.30), bath operators now correspond to Cartesian components $i, j$ of electromagnetic field $B_{\alpha}(t) \rightarrow E_{j}(t)$ and so we have:

$$
\begin{equation*}
\gamma_{i j}(\omega)=\int_{-\infty}^{\infty} d \tau e^{i \omega \tau}\left\langle E_{i}(\tau) E_{j}(0)\right\rangle \tag{1.35}
\end{equation*}
$$

We next expand the $E_{j}(t)$ field in terms Fourier modes in a large box of volume $V$ with periodic boundary conditions. These modes are labelled by the wavevector $\mathbf{k}$ and two corresponding transverse unit polarization vectors $\mathbf{e}_{\mathbf{k} \lambda}$ :

$$
\begin{equation*}
E_{j}(t)=\sum_{\mathbf{k} \lambda} \sqrt{\frac{2 \pi\left|\omega_{\mathbf{k}}\right|}{V}} e_{\mathbf{k} \lambda}^{j}\left(i b_{\mathbf{k} \lambda} e^{-i \omega_{\mathbf{k}} t}-i b_{\mathbf{k} \lambda}^{\dagger} e^{i \omega_{\mathbf{k}} t}\right) \tag{1.36}
\end{equation*}
$$

The bath modes have the following defining properties:

$$
\begin{equation*}
\omega_{\mathbf{k}}=c|\mathbf{k}|, \mathbf{k} \cdot \mathbf{e}_{\mathbf{k} \lambda}=0, \mathbf{e}_{\mathbf{k} \lambda} \cdot \mathbf{e}_{\mathbf{k} \lambda^{\prime}}=\delta_{\lambda \lambda^{\prime}}, \sum_{\lambda} e_{\mathbf{k} \lambda}^{i} e_{\mathbf{k} \lambda}^{j}=\delta_{i j}-\frac{k_{i} k_{j}}{|\mathbf{k}|^{2}} \tag{1.37}
\end{equation*}
$$

where $k_{i, j}$ are the Cartesian components $i, j$ of $\mathbf{k}$. The bath mode correlations are:

$$
\begin{equation*}
\left\langle b_{\mathbf{k} \lambda}^{\dagger} b_{\mathbf{q} \lambda^{\prime}}\right\rangle=\delta_{\mathbf{k q}} \delta_{\lambda \lambda^{\prime}} N\left(\omega_{\mathbf{k}}\right) \quad\left\langle b_{\mathbf{k} \lambda} b_{\mathbf{q} \lambda^{\prime}}^{\dagger}\right\rangle=\delta_{\mathbf{k q}} \delta_{\lambda \lambda^{\prime}}\left(N\left(\omega_{\mathbf{k}}\right)+1\right) \quad\left\langle b_{\mathbf{k} \lambda} b_{\mathbf{q} \lambda^{\prime}}\right\rangle=0 \tag{1.38}
\end{equation*}
$$

where $N\left(\omega_{\mathbf{k}}\right)=\frac{1}{e^{\omega_{\mathbf{k}} / T}-1}$ is the Bose-Einstein distribution that gives the average number of photons populating each mode k. Substituting Eqs. (1.36)-(1.38) into Eq. (1.35) and treating the sum over bath modes as a continuum $\sum_{\mathbf{k}} \rightarrow \int d \Omega \int \frac{\left|\mathbf{k}{ }^{2} d\right| \mathbf{k} \mid}{(2 \pi)^{3} / V}$ then yields:

$$
\begin{align*}
& \gamma_{i j}(\omega)=\int d \Omega \int d \omega_{\mathbf{k}} \frac{\omega_{\mathbf{k}}^{3}}{(2 \pi)^{2} c^{3}}\left(\delta_{i j}-\frac{k_{i} k_{j}}{|\mathbf{k}|^{2}}\right) \\
& \int_{-\infty}^{\infty} d \tau\left(\left(N\left(\omega_{\mathbf{k}}\right)+1\right) e^{i\left(\omega-\omega_{\mathbf{k}}\right) \tau}+N\left(\omega_{\mathbf{k}}\right) e^{i\left(\omega+\omega_{\mathbf{k}}\right) \tau}\right) \tag{1.39}
\end{align*}
$$

Integrating we find the rate of excitation transfer between $S$ and $B$ :

$$
\gamma_{i j}(\omega)=\delta_{i j} \frac{4 \omega^{3}}{3 c^{3}} \begin{cases}N(\omega)+1 & \text { for } \omega>0 \text { emission from } \mathrm{S} \text { to } \mathrm{B}  \tag{1.40}\\ N(-\omega) & \text { for } \omega<0 \text { absorption from B to } \mathrm{S}\end{cases}
$$

The problems of our interest will often involve an optical field trapped in a cavity with a single mode $\omega=\omega_{c}$ and hence $a_{p}\left(\omega=\omega_{c}\right)=a_{p}$ in Eq. (1.33). At optical frequencies $\omega_{c} \gg T$, i.e. the energy scale of thermal fluctuations in the heat bath is far lower than characteristic energy scales of the system so we can consider the bath temperature to be effectively zero $T=0$ with $N(\omega) \approx 0$. The heat bath $B$ then corresponds to a continuum of unoccupied radiation modes at $T=0$, and we have $\gamma_{i j}\left(\omega_{c}\right)=\delta_{i j} \frac{4 \omega_{c}^{3}}{3 c^{3}}$. The spectral density matrix then has a single eigenvalue $\gamma_{k=1}\left(\omega_{c}\right)=\gamma=\frac{4 \omega_{c}^{3}}{3 c^{3}}$. The Lindblad master equation Eq. (1.33) reduces to

$$
\begin{equation*}
\partial_{t} \rho_{S}(t)=-i\left[H_{S}, \rho_{S}(t)\right]+\gamma \mathcal{D}[a] \rho_{S}(t) \tag{1.41}
\end{equation*}
$$

where $a^{\dagger}, a$ are now creation and annihilation operators of the cavity field, and $\gamma$ is the rate of photon loss from the cavity.

### 1.1.3 Influence functional formalism

Having introduced Lindblad master equation, we next describe a more general approach that does not rely on Born and Markov approximations. Instead of deriving a non-Markovian master equation, this approach builds on the Feynman path integral formulation of quantum dynamics, and is known as the Feynman-Vernon influence functional formalism [47]. By integrating out the environment degrees of freedom, we will obtain a path integral expression for the dynamics of the reduced density matrix of an open system. Here, all the effects of the environment are contained in the influence functional that is nonlocal in time and thus captures non-Markovian correlations between distant points of time evolution. While Lindblad master equation is going to be our main tool for modelling quantum optical systems in Chapters 3 and 4 characterized by weak couplings and Markovian dynamics, the influence functional approach will form the basis of our algorithms for simulating non-Markovian systems in Chapters 5 and 6 where such approximations no longer apply. In our derivation we consider a class of models described by the Hamiltonian

$$
\begin{equation*}
H=H_{S}+H_{B}, \quad H_{B}=H_{B 0}+V \tag{1.42}
\end{equation*}
$$

where the system is described by a generic Hamiltonian $H_{S}$ and the environment is a bosonic bath that consists of a large number of harmonic modes, with a Hamiltonian given by

$$
\begin{equation*}
H_{B 0}=\sum_{k}\left(\frac{p_{k}^{2}}{2 m_{k}}+\frac{m_{k} \omega_{k}^{2} q_{k}^{2}}{2}\right)=\sum_{k} \omega_{k} b_{k}^{\dagger} b_{k} \tag{1.43}
\end{equation*}
$$

where $b_{k}^{\dagger}, b_{k}$ are the creation and annihilation operators of the mode $k$. Each harmonic mode $k$ has the frequency $\omega_{k}$, mass $m_{k}$, momentum $p_{k}$, and displacement $q_{k}$ from the equilibrium position. Since the interaction between the system and each individual bath mode is inversely proportional to the volume of the bath, the coupling strength of each individual mode to the system will be small [1]. Therefore we will assume that the system operator $X$ couples linearly to each mode $k$ via the coupling constant $g_{k}$. The system-bath interaction is then given by the Hamiltonian

$$
\begin{equation*}
V=X \sum_{k}\left(g_{k} b_{k}+g_{k}^{*} b_{k}^{\dagger}\right)=X B \tag{1.44}
\end{equation*}
$$

where we have defined the collective bath operator

$$
\begin{equation*}
B=\sum_{k}\left(g_{k} b_{k}+g_{k}^{*} b_{k}^{\dagger}\right) \tag{1.45}
\end{equation*}
$$

for later convenience. As before, we work in the interaction picture with respect to $H_{S}+H_{B 0}$; the interaction picture Hamiltonian is then $V(t)=X(t) B(t)$. Liouvillian dynamics of the total system $S+B$ density matrix is governed by the equations of motion Eqs. 1.7), (1.8) with the Liouvillian superoperator given by

$$
\begin{equation*}
\mathcal{L}(t)=-i[X(t) B(t), \bullet \tag{1.46}
\end{equation*}
$$

Our derivation starts from the formal result in Eqs. (1.12), (1.13) introduced in Section 1.1.1, assuming the separable initial condition Eq. 1.10) with the bath
initially in the thermal equilibrium state Eq. 1.11). Since the initial bath density matrix $\rho_{B}=e^{-\beta H_{B 0}} / Z$ is Gaussian in bath operators $q_{k}$ and $p_{k}$, as seen from Eq. (1.43), we can write the propagator Eq. (1.13) as a cumulant expansion that terminates after only two terms:

$$
\begin{align*}
G(t)=\langle\overleftarrow{\mathcal{T}} \exp & \left.\left(\int_{0}^{t} d t^{\prime} \mathcal{L}\left(t^{\prime}\right)\right)\right\rangle_{B} \\
= & \exp \left[\int_{0}^{t} d t^{\prime}\left\langle\mathcal{L}\left(t^{\prime}\right)\right\rangle_{B, C}+\frac{1}{2} \int_{0}^{t} d t^{\prime} \int_{0}^{t} d t^{\prime \prime}\left\langle\mathcal{L}\left(t^{\prime}\right) \mathcal{L}\left(t^{\prime \prime}\right)\right\rangle_{B, C}\right] \tag{1.47}
\end{align*}
$$

Here

$$
\begin{equation*}
\left\langle\mathcal{L}\left(t^{\prime}\right)\right\rangle_{B, C}=\left\langle\mathcal{L}\left(t^{\prime}\right)\right\rangle_{B} \tag{1.48}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle\mathcal{L}\left(t^{\prime}\right) \mathcal{L}\left(t^{\prime \prime}\right)\right\rangle_{B, C}=\left\langle\overleftarrow{\mathcal{T}} \mathcal{L}\left(t^{\prime}\right) \mathcal{L}\left(t^{\prime \prime}\right)\right\rangle_{B}-\left\langle\mathcal{L}\left(t^{\prime}\right)\right\rangle_{B}\left\langle\mathcal{L}\left(t^{\prime \prime}\right)\right\rangle_{B} \tag{1.49}
\end{equation*}
$$

are the first and second order cumulants. Since we can always shift bath operators such that $\left\langle q_{k}\right\rangle_{B}=0,\left\langle p_{k}\right\rangle_{B}=0$, the Liouvillian average can be taken as $\langle\mathcal{L}(t)\rangle_{B}=0$. The propagator Eq. (1.47) then becomes:

$$
\begin{equation*}
G(t)=\exp \left[\frac{1}{2} \int_{0}^{t} d t^{\prime} \int_{0}^{t} d t^{\prime \prime}\left\langle\overleftarrow{\mathcal{T}} \mathcal{L}\left(t^{\prime}\right) \mathcal{L}\left(t^{\prime \prime}\right)\right\rangle_{B}\right] \tag{1.50}
\end{equation*}
$$

We now make use of the following property of the time ordering operator $\overleftarrow{\mathcal{T}}$

$$
\begin{equation*}
\left\langle\overleftarrow{\mathcal{T}} \mathcal{L}\left(t^{\prime}\right) \mathcal{L}\left(t^{\prime \prime}\right)\right\rangle_{B}=\left\langle\mathcal{L}\left(t^{\prime}\right) \mathcal{L}\left(t^{\prime \prime}\right)\right\rangle_{B} \theta\left(t^{\prime}-t^{\prime \prime}\right)+\left\langle\mathcal{L}\left(t^{\prime \prime}\right) \mathcal{L}\left(t^{\prime}\right)\right\rangle_{B} \theta\left(t^{\prime \prime}-t^{\prime}\right) \tag{1.51}
\end{equation*}
$$

and substitute the Liouvillian Eq. (1.46) into the propagator Eq. 1.50 to find

$$
\begin{equation*}
G(t)=e^{\phi(X)} \tag{1.52}
\end{equation*}
$$

in terms of the influence phase superoperator

$$
\begin{equation*}
\phi(X)=-\int_{0}^{t} d t^{\prime} \int_{0}^{t^{\prime}} d t^{\prime \prime} \operatorname{Tr}_{B}\left[X\left(t^{\prime}\right) B\left(t^{\prime}\right),\left[X\left(t^{\prime \prime}\right) B\left(t^{\prime \prime}\right), \rho_{B} \bullet\right]\right] \tag{1.53}
\end{equation*}
$$

After some algebraic rearrangements, the influence phase Eq. (1.53) takes the following form
$\phi\left(X_{a}, X_{c}\right)=-\int_{0}^{t} d t^{\prime} \int_{0}^{t^{\prime}} d t^{\prime \prime}\left(C_{\operatorname{Re}}\left(t^{\prime}-t^{\prime \prime}\right) X_{c}\left(t^{\prime}\right) X_{c}\left(t^{\prime \prime}\right)+i C_{\operatorname{Im}}\left(t^{\prime}-t^{\prime \prime}\right) X_{c}\left(t^{\prime}\right) X_{a}\left(t^{\prime \prime}\right)\right)$
which involves the commutator and anticommutator superoperators $X_{c}=[X, \bullet]$, $X_{a}=\{X, \bullet\}$. We have also defined the bath autocorrelation function

$$
\begin{equation*}
C\left(t-t^{\prime}\right)=\left\langle B(t) B\left(t^{\prime}\right)\right\rangle_{B}=C_{\operatorname{Re}}\left(t-t^{\prime}\right)+i C_{\operatorname{Im}}\left(t-t^{\prime}\right) \tag{1.55}
\end{equation*}
$$

whose real part $C_{\mathrm{Re}}\left(t-t^{\prime}\right)$ and imaginary part $C_{\mathrm{Im}}\left(t-t^{\prime}\right)$ we derive below. The correlators $C_{\mathrm{Re}}\left(t-t^{\prime}\right)$ and $C_{\mathrm{Im}}\left(t-t^{\prime}\right)$ are also known as the noise and dissipation
kernels respectively. The collective bath operator Eq. 1.45) in the interaction picture reads

$$
\begin{equation*}
B(t)=\sum_{k}\left(g_{k} b_{k}(t)+g_{k}^{*} b_{k}^{\dagger}(t)\right)=\sum_{k}\left(g_{k} b_{k} e^{-i \omega_{k} t}+g_{k}^{*} b_{k}^{\dagger} e^{i \omega_{k} t}\right) \tag{1.56}
\end{equation*}
$$

The $b_{k}^{\dagger}, b_{k}$ operators of bath modes $k$ obey the bosonic commutation and anticommutation relations:

$$
\begin{equation*}
\left\langle\left[b_{k}, b_{k^{\prime}}^{\dagger}\right]\right\rangle=\delta_{k k^{\prime}} \tag{1.57}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle\left\{b_{k}, b_{k^{\prime}}^{\dagger}\right\}\right\rangle=\left\langle\left\{b_{k}^{\dagger}, b_{k^{\prime}}\right\}\right\rangle=\left(2 N\left(\omega_{k}\right)+1\right) \delta_{k k^{\prime}} \tag{1.58}
\end{equation*}
$$

where $N(\omega)=\frac{1}{e^{\omega / T}-1}$ is the Bose-Einstein distribution (the temperature is measured in units of $k_{B}=1$ ). The imaginary part of $C\left(t-t^{\prime}\right)$ is then

$$
\begin{align*}
& C_{\operatorname{Im}}\left(t-t^{\prime}\right)=\frac{1}{2 i}\left\langle\left[B(t), B\left(t^{\prime}\right)\right]\right\rangle_{B} \\
& =\frac{1}{2 i} \sum_{k}\left(g_{k} g_{k^{\prime}}^{*}\left\langle\left[b_{k}, b_{k^{\prime}}^{\dagger}\right]\right\rangle e^{-i \omega_{k}\left(t-t^{\prime}\right)}+g_{k}^{*} g_{k^{\prime}}\left\langle\left[b_{k}^{\dagger}, b_{k^{\prime}}\right]\right\rangle e^{i \omega_{k}\left(t-t^{\prime}\right)}\right) \\
& \quad=\frac{1}{2 i} \sum_{k}\left|g_{k}\right|^{2}\left(e^{-i \omega_{k}\left(t-t^{\prime}\right)}-e^{i \omega_{k}\left(t-t^{\prime}\right)}\right) \\
& \quad=-\sum_{k}\left|g_{k}\right|^{2} \sin \left(\omega_{k}\left(t-t^{\prime}\right)\right)=-\int_{0}^{\infty} d \omega J(\omega) \sin \left(\omega\left(t-t^{\prime}\right)\right) \tag{1.59}
\end{align*}
$$

where we have defined the general form of bath spectral density:

$$
\begin{equation*}
J(\omega)=\sum_{k}\left|g_{k}\right|^{2} \delta\left(\omega-\omega_{k}\right) \tag{1.60}
\end{equation*}
$$

Similarly, the real part of $C\left(t-t^{\prime}\right)$ is

$$
\begin{align*}
& C_{\mathrm{Re}}\left(t-t^{\prime}\right)=\frac{1}{2}\left\langle\left\{B(t), B\left(t^{\prime}\right)\right\}\right\rangle_{B} \\
& =\frac{1}{2} \sum_{k}\left(g_{k} g_{k^{\prime}}^{*}\left\langle\left\{b_{k}, b_{k^{\prime}}^{\dagger}\right\}\right\rangle e^{-i \omega_{k}\left(t-t^{\prime}\right)}+g_{k}^{*} g_{k^{\prime}}\left\langle\left\{b_{k}^{\dagger}, b_{k^{\prime}}\right\}\right\rangle e^{i \omega_{k}\left(t-t^{\prime}\right)}\right) \\
& \quad=\frac{1}{2} \sum_{k}\left(2 N\left(\omega_{k}\right)+1\right)\left|g_{k}\right|^{2}\left(e^{-i \omega_{k}\left(t-t^{\prime}\right)}+e^{i \omega_{k}\left(t-t^{\prime}\right)}\right) \\
& =\sum_{k}\left|g_{k}\right|^{2} \operatorname{coth}\left(\frac{\omega_{k}}{2 T}\right) \cos \left(\omega_{k}\left(t-t^{\prime}\right)\right)=\int_{0}^{\infty} d \omega J(\omega) \operatorname{coth}\left(\frac{\omega}{2 T}\right) \cos \left(\omega_{k}\left(t-t^{\prime}\right)\right) \tag{1.61}
\end{align*}
$$

Finally, combining Eqs. (1.59) and (1.61) in Eq. (1.55) gives the bath autocorrelation function:

$$
\begin{equation*}
C(t)=\int_{0}^{\infty} d \omega J(\omega)\left[\operatorname{coth}\left(\frac{\omega}{2 T}\right) \cos (\omega t)-i \sin (\omega t)\right] \tag{1.62}
\end{equation*}
$$

The next step of our derivation is to express the formal solution of the Liouvillian dynamics Eq. (1.12) as a Feynman path integral for propagation along the Keldysh-Schwinger contour [48, 49]. Without losing generality, we choose to work in the basis where the system operator $X$ is diagonal - i.e. using the basis states $|x\rangle,\left|x^{\prime}\right\rangle$ that are the eigenstates of $X$. This means that the system coordinates are measured by the eigenvalues of $X: x(t)=\langle x(t)| X|x(t)\rangle$ and $x^{\prime}(t)=\left\langle x^{\prime}(t)\right| X\left|x^{\prime}(t)\right\rangle$ for any time $t$ during the propagation. The path integral is evaluated along the forward and backward time evolution trajectories measured respectively by $x$ and $x^{\prime}$ - the coordinates $x, x^{\prime}$ are allowed to be different on the forward and the backward branches of the contour. Here we discuss a continuous integral, considering a problem where the eigenvalues of $X$ form a continuous basis, for instance the position space if $X$ is a position operator. In Chapter 5 we will return to consider the case of a discrete eigenbasis of $X$ that occurs for any finite dimensional Hilbert space.

Let us first write Eq. (1.12) with the propagator Eq. (1.52) and the influence phase Eq. (1.54)

$$
\begin{equation*}
\rho_{S}(t)=e^{\phi\left(X_{a}, X_{c}\right)} \rho_{S}(0) \tag{1.63}
\end{equation*}
$$

in the basis of the final points $x_{N}, x_{N}^{\prime}$ of time evolution after time $t$ :

$$
\begin{equation*}
\rho_{S}\left(x_{N}, x_{N}^{\prime}, t\right)=\left\langle x_{N}(t)\right| e^{\phi\left(X_{a}, X_{c}\right)} \rho_{S}(0)\left|x_{N}^{\prime}(t)\right\rangle \tag{1.64}
\end{equation*}
$$

We next insert identity resolutions $I=\int D x|x\rangle\langle x|, I=\int D x^{\prime}\left|x^{\prime}\right\rangle\left\langle x^{\prime}\right|$ for the forward and backward contours:

$$
\begin{equation*}
\rho_{S}\left(x_{N}, x_{N}^{\prime}, t\right)=\int D x \int D x^{\prime}\left\langle x_{N}(t)\right|\left(e^{\phi\left(X_{a}, X_{c}\right)}|x\rangle\left\langle x^{\prime}\right|\right)\left|x_{N}^{\prime}(t)\right\rangle \rho_{S}\left(x, x^{\prime}, 0\right) \tag{1.65}
\end{equation*}
$$

To evaluate $\left\langle x_{N}(t)\right|\left(e^{\phi\left(X_{a}, X_{c}\right)}|x\rangle\left\langle x^{\prime}\right|\right)\left|x_{N}^{\prime}(t)\right\rangle$, we note that the commutator and anticommutator superoperators $X_{a, c}$ obey the following equalities:

$$
\begin{align*}
\langle z|\left(X_{a, c}|y\rangle\left\langle y^{\prime}\right|\right)\left|z^{\prime}\right\rangle=\langle z| X|y\rangle\left\langle y^{\prime} \mid z^{\prime}\right\rangle \pm\langle z \mid y\rangle\left\langle y^{\prime}\right| X\left|z^{\prime}\right\rangle & = \\
& =\langle z \mid y\rangle\left\langle y^{\prime} \mid z^{\prime}\right\rangle\left(y \pm y^{\prime}\right) \tag{1.66}
\end{align*}
$$

The switch from the superoperator form to the path integral form is then achieved by replacing

$$
\begin{equation*}
X_{a, c}(t) \rightarrow x^{ \pm}(t)=x(t) \pm x^{\prime}(t) \tag{1.67}
\end{equation*}
$$

in the influence phase Eq. (1.54), which gives

$$
\begin{equation*}
\phi\left(x^{+}, x^{-}\right)=-\int_{0}^{t} d t^{\prime} \int_{0}^{t^{\prime}} d t^{\prime \prime} x^{-}\left(t^{\prime}\right)\left(C_{\mathrm{Re}}\left(t^{\prime}-t^{\prime \prime}\right) x^{-}\left(t^{\prime \prime}\right)+i C_{\mathrm{Im}}\left(t^{\prime}-t^{\prime \prime}\right) x^{+}\left(t^{\prime \prime}\right)\right) \tag{1.68}
\end{equation*}
$$

expressed in terms of the sums $x^{+}(t)$ and differences $x^{-}(t)$ of the $X$ eigenvalues. The influence phase Eq. (1.68) represents non-Markovian interactions that are mediated
by the bath correlation function $C(t)$, also known as the memory kernel. As a result, we find

$$
\begin{equation*}
\rho_{S}\left(x_{N}, x_{N}^{\prime}, t\right)=\int D x \int D x^{\prime}\left\langle x_{N}(t) \mid x\right\rangle\left\langle x^{\prime} \mid x_{N}^{\prime}(t)\right\rangle e^{\phi\left(x+x^{\prime}, x-x^{\prime}\right)} \rho_{S}\left(x, x^{\prime}, 0\right) \tag{1.69}
\end{equation*}
$$

Switching back from the interaction picture to the Schrödinger picture, the remaining inner products become

$$
\begin{equation*}
\left\langle x_{N}(t) \mid x\right\rangle\left\langle x^{\prime} \mid x_{N}^{\prime}(t)\right\rangle=\left\langle x_{N}\right|\left(e^{t \mathcal{L}_{S}}|x\rangle\left\langle x^{\prime}\right|\right)\left|x_{N}^{\prime}\right\rangle \tag{1.70}
\end{equation*}
$$

with the system Liouvillian $\mathcal{L}_{S}=-i\left[H_{S}, \bullet\right]$. This yields the final result

$$
\begin{equation*}
\rho_{S}\left(x_{N}, x_{N}^{\prime}, t\right)=\int D x \int D x^{\prime}\left\langle x_{N}\right|\left(e^{t \mathcal{L}_{S}}|x\rangle\left\langle x^{\prime}\right|\right)\left|x_{N}^{\prime}\right\rangle I\left(x, x^{\prime}\right) \rho_{S}\left(x, x^{\prime}, 0\right) \tag{1.71}
\end{equation*}
$$

Eq. (1.71) is the path integral representation of the time-evolved reduced density matrix $\rho_{S}(t)$, which corresponds to integrating over the contributions of all the reduced system trajectories $x, x^{\prime}$. Here, the system-environment interaction enters through the influence functional

$$
\begin{equation*}
I\left(x, x^{\prime}\right)=e^{\phi\left(x+x^{\prime}, x-x^{\prime}\right)} \tag{1.72}
\end{equation*}
$$

that conveniently packages the non-Markovian memory effects of the environment into a single object. The influence phase $\phi\left(x+x^{\prime}, x-x^{\prime}\right)$ is given by Eq. 1.68), as before. This concludes our discussion of the Feynman-Vernon influence functional formalism. We will meet this topic again in Chapter 5 where we will describe how it can be recast as a practical numerical technique for solving non-Markovian dynamics.

### 1.1.3.1 Influence functional formalism with multiple baths

The influence functional theory presented above was derived for a system interacting with a single harmonic bath. We next describe influence functional formalism for a system coupled to multiple independent baths. In particular, we will consider a multipartite system of $M$ particles, where each particle interacts with its own bath. We start with the same Hamiltonian Eq. (1.42) where $H_{B 0}$ now contains $M$ harmonic baths:

$$
\begin{equation*}
H_{B 0}=\sum_{j=1}^{M} H_{B 0, j} \tag{1.73}
\end{equation*}
$$

and each bath $j$ is given by the Hamiltonian $H_{B 0, j}$, identical to Eq. (1.43):

$$
\begin{equation*}
H_{B 0, j}=\sum_{k}\left(\frac{p_{k, j}^{2}}{2 m_{k, j}}+\frac{m_{k, j} \omega_{k, j}^{2} q_{k, j}^{2}}{2}\right)=\sum_{k} \omega_{k, j} b_{k, j}^{\dagger} b_{k, j} \tag{1.74}
\end{equation*}
$$

Here, $b_{k, j}^{\dagger}, b_{k, j}$ are the creation and annihilation operators of the mode $k$ for a bath $j$. Each harmonic mode $k$ of a bath $j$ has the frequency $\omega_{k, j}$, mass $m_{k, j}$,
momentum $p_{k, j}$, and displacement $q_{k, j}$ from the equilibrium position. The systembath interaction is then given by the Hamiltonian

$$
\begin{equation*}
V=\sum_{j=1}^{M} V_{j} \tag{1.75}
\end{equation*}
$$

and $V_{j}$ describes the interaction of a particle $j$ with a bath $j$ :

$$
\begin{equation*}
V_{j}=X_{j} \sum_{k}\left(g_{k, j} b_{k, j}+g_{k, j}^{*} b_{k, j}^{\dagger}\right)=X_{j} B_{j} \tag{1.76}
\end{equation*}
$$

where the system operator $X_{j}$ corresponding to a particle $j$ couples linearly to each mode $k$ in a bath $j$ via the coupling constant $g_{k, j}$. For convenience, we have defined the collective bath operator:

$$
\begin{equation*}
B_{j}=\sum_{k}\left(g_{k, j} b_{k, j}+g_{k, j}^{*} b_{k, j}^{\dagger}\right) \tag{1.77}
\end{equation*}
$$

for each bath $j$. As before, we work in the interaction picture with respect to $H_{S}+H_{B 0}$; the interaction picture Hamiltonian is then $V(t)=\sum_{j=1}^{M} V_{j}(t)=$ $\sum_{j=1}^{M} X_{j}(t) B_{j}(t)$. Liouvillian dynamics of the total system $S+B$ density matrix is governed by the equations of motion Eqs. 1.7), (1.8) and the Liouvillian superoperator is given by

$$
\begin{equation*}
\mathcal{L}(t)=\sum_{j=1}^{M} \mathcal{L}_{j}(t) \tag{1.78}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{L}_{j}(t)=-i\left[X_{j}(t) B_{j}(t), \bullet\right] \tag{1.79}
\end{equation*}
$$

As in the case of a single bath, our derivation builds on the formal result in Eqs. (1.12), (1.13), assuming the factorizing initial condition Eq. (1.10) with the bath initially in the thermal equilibrium state Eq. (1.11):

$$
\begin{equation*}
\rho_{B}=\prod_{j=1}^{M} \rho_{B, j} \tag{1.80}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho_{B, j}=e^{-\beta H_{B 0, j}} / Z_{j} \tag{1.81}
\end{equation*}
$$

Using the above equations Eqs. (1.73), (1.75), (1.78), (1.80) for a setting with multiple baths, we can write Eq. (1.13) as

$$
\begin{equation*}
G(t)=\left\langle\overleftarrow{\mathcal{T}} \exp \left(\int_{0}^{t} d t^{\prime} \mathcal{L}\left(t^{\prime}\right)\right)\right\rangle_{B}=\prod_{j=1}^{M}\left\langle\overleftarrow{\mathcal{T}}_{j} \exp \left(\int_{0}^{t} d t^{\prime} \mathcal{L}_{j}\left(t^{\prime}\right)\right)\right\rangle_{B, j}=\prod_{j=1}^{M} G_{j}(t) \tag{1.82}
\end{equation*}
$$

where the propagator

$$
\begin{equation*}
G_{j}(t)=\left\langle\overleftarrow{\mathcal{T}}_{j} \exp \left(\int_{0}^{t} d t^{\prime} \mathcal{L}_{j}\left(t^{\prime}\right)\right)\right\rangle_{B, j} \tag{1.83}
\end{equation*}
$$

corresponds to the influence of a bath $j$ on the system. As before, $\rho_{B}$ is Gaussian in bath operators $q_{k, j}$ and $p_{k, j}$, and so we can write the propagator Eq. (1.82) as a cumulant expansion that terminates after only two terms, similarly to Eq. (1.50) in Sec. 1.1.3. Repeating the same steps as in Eqs. (1.50)-(1.54) of Sec. 1.1 .3 for a single bath, we obtain the equation

$$
\begin{equation*}
\rho_{S}(t)=\prod_{j=1}^{M} e^{\phi\left(X_{a}^{(j)}, X_{c}^{(j)}\right)} \rho_{S}(0) \tag{1.84}
\end{equation*}
$$

analogous to Eq. (1.63). Here, we have expressed the time evolution of the reduced density matrix $\rho_{S}(t)$ using the influence phase $\phi\left(X_{a}^{(j)}, X_{c}^{(j)}\right)$ given by Eq. (1.54), as before. The commutator and anticommutator superoperators are now defined as $X_{c}^{(j)}=\left[X_{j}, \bullet\right], X_{a}^{(j)}=\left\{X_{j}, \bullet\right\}$, in terms of the system operator $X_{j}$ corresponding to a particle $j$ that couples to a bath $j$.

We choose again to work in the basis where the system operators $X_{j}$ are diagonal for each $j$ - using the basis states $|x\rangle=\left|x^{(1)}, x^{(2)}, \ldots, x^{(M)}\right\rangle$ that are the eigenstates of $X_{j}$. Here, the coordinate $x^{(j)}=\langle x(t)| X_{j}|x(t)\rangle$ of each particle $j$ in the system is an eigenvalue of the system operator $X_{j}$ at time $t$ during the propagation. The system coordinates are then measured by a set of $M$ eigenvalues $x=\left\{x^{(j)}\right\}_{1}^{M}$. Proceeding along the same lines as in Sec. 1.1.3, we will next express Eq. (1.84) as a Feynman path integral for propagation along the Keldysh-Schwinger contour. Similarly to Sec. 1.1.3, we write Eq. (1.84) in the basis of the final points $x_{N}=\left\{x_{N}^{(j)}\right\}_{1}^{M}, x_{N}^{\prime}=\left\{x^{(j)_{N}^{\prime}}\right\}_{1}^{M}$ of time evolution after time $t$, and insert identity resolutions $I=\int\left[\prod_{j=1}^{M} D x^{(j)}\right]|x\rangle\langle x|, I=\int\left[\prod_{j=1}^{M} D x^{(j)^{\prime}}\right]\left|x^{\prime}\right\rangle\left\langle x^{\prime}\right|$ for the forward and backward contours:

$$
\begin{align*}
\rho_{S}\left(x_{N}, x_{N}^{\prime}, t\right)=\int \prod_{j=1}^{M} D x^{(j)} \int & \prod_{j=1}^{M} D x^{(j)^{\prime}} \\
& \left\langle x_{N}(t)\right|\left(\prod_{j=1}^{M} e^{\phi\left(X_{a}^{(j)}, X_{c}^{(j)}\right)}|x\rangle\left\langle x^{\prime}\right|\right)\left|x_{N}^{\prime}(t)\right\rangle \rho_{S}\left(x, x^{\prime}, 0\right) \tag{1.85}
\end{align*}
$$

We note that Eq. (1.85) has the same form as Eq. 1.65), since the entity $\prod_{j=1}^{M} e^{\phi\left(X_{a}^{(j)}, X_{c}^{(j)}\right)}$ straightforwardly factorizes into $e^{\phi\left(X_{a}^{(j)}, X_{c}^{(j)}\right)}$ objects for each individual $j$. Making use of this analogy, we follow the same steps as in Eq. (1.65)-(1.72) of Sec. 1.1.3 to obtain

$$
\begin{align*}
& \rho_{S}\left(x_{N}, x_{N}^{\prime}, t\right)=\int \prod_{j=1}^{M} D x^{(j)} \int \prod_{j=1}^{M} D x^{(j)^{\prime}} \\
&\left\langle x_{N}\right|\left(e^{t \mathcal{L}_{S}}|x\rangle\left\langle x^{\prime}\right|\right)\left|x_{N}^{\prime}\right\rangle \prod_{j=1}^{M} I_{j}\left(x^{(j)}, x^{(j)^{\prime}}\right) \rho_{S}\left(x, x^{\prime}, 0\right) \tag{1.86}
\end{align*}
$$

Eq. (1.86) is the path integral representation of the time-evolved reduced density matrix $\rho_{S}(t)$ (now in the Schrödinger picture) which corresponds to integrating over
the contributions of all the reduced system trajectories $x=\left\{x^{(j)}\right\}_{1}^{M}, x^{\prime}=\left\{x^{(j)^{\prime}}\right\}_{1}^{M}$. Here, the interaction between the system and a bath $j$ enters through the influence functional

$$
\begin{equation*}
I_{j}\left(x^{(j)}, x^{(j)^{\prime}}\right)=e^{\phi\left(x^{(j)}+x^{(j)^{\prime}}, x^{(j)}-x^{(j)^{\prime}}\right)} \tag{1.87}
\end{equation*}
$$

We note that since the different baths $j \in[1, M]$ are independent, the corresponding influence functionals $I_{j}\left(x^{(j)}, x^{(j)^{\prime}}\right)$ in Eq. (1.86) are also independent. Therefore, in the presence of multiple independent baths and the system-bath interaction terms Eq. (1.76) in the Hamiltonian Eq. (1.42), the system-bath coupling effects add up extensively and do not lead to any cross terms between different baths. In Chapter 6, the additive nature of the system-bath interaction will allow us to treat the non-Markovian effects experienced by each particle $j$ coupled to its own bath $j$ independently, thus greatly simplifying the problem.

### 1.2 Driven dissipative coupled cavity arrays

### 1.2.1 Quantum simulation with photonic systems

Strongly correlated quantum matter is one frontier of research in condensed matter physics. Quantum many body systems with strong correlations are extremely difficult to solve using analytical approximations or numerical simulations on classical computers due to the exponentially large number of degrees of freedom [50, 51]. The experimental observation of quantum phenomena in such systems and controlling their individual components is equally challenging due to the small length, time, energy, or temperature scales involved [51]. Quantum simulation offers a promising alternative: building an artificial structure with well-controlled parameters that mimics a quantum many-body system and its model Hamiltonian 50-52. This idea has become a reality with cold atoms in optical lattices [53, 54], trapped ions [21] and other architectures [55] where quantum optical techniques enable a fine tuning of particle arrangements and their interactions, as well as a measurement of the microscopic properties. Such quantum simulators have opened a new direction for solving a variety of problems in physics, including quantum phase transitions, high temperature superconductivity, frustrated magnetism, computing molecular energy levels, and even the high energy physics phenomena [15, 21, 55, 56].

More recently, the astonishing experimental progress in the fabrication of superconducting circuits [15], photonic crystals [57, 58] and microcavities [24, 59] has brought a surge of interest in building photonic quantum simulators where the excitations responsible for collective phenomena have a strong photon character. Since the number of photons is generally not conserved, photonic quantum simulators are inherently open systems subject to photon loss, and serve as an excellent platform for exploring nonequilibrium physics. Therefore, by creating a synthetic quantum matter based on photons we can access different physics than that typically studied in experiments with cold atoms or trapped ions [15, 53, 54, 60]. The understanding of such collective nonequilibrium physics is vital to the ongoing developments of nanoscale and mesoscale quantum technology discussed in the introduction, and is a major driving force behind the research of nonequilibrium quantum matter. From
a more fundamental perspective, many condensed matter systems equilibrate with a cold environment on short timescales, naturally preparing a many-body system near its ground state. While the equilibrium quantum matter has been studied for many decades, our understanding of the transient dissipative dynamics - the path to strongly correlated states observed in equilibrium - is far more limited. The upcoming generation of nonequilibrium quantum simulators will enable us to address this question.

One class of photonic quantum simulators is driven dissipative lattices of coupled nonlinear optical cavities, which will be our main focus in the first part of the thesis. The key idea here is using cavity quantum electrodynamics (cavity QED) to trap photons in optical cavities and making them interact with nonlinear optical elements, to generate polaritonic light-matter excitations with effective interactions between them [61-63]. Due to their optical nature, these systems experience the dissipation of photons into their surroundings, typically an external heat bath formed by a continuum of electromagnetic modes. In experiments, these photon losses are compensated by an optical pump, usually a coherent laser drive. The competition between drive and dissipation eventually brings the system to a nonequilibrium steady state rather than its ground state. The driven dissipative many body physics poses numerous questions about the interplay between coherent and dissipative dynamics, the nonequilibrium phase diagrams and engineered phases of matter, the dissipative phase transitions and universality out of equilibrium, and many others. In fact, recent theoretical research has demonstrated that the nonequilibrium states of coupled cavity systems can exhibit an even richer collective behaviour than their thermal equilibrium counterparts [44, 64 76].

### 1.2.2 From cavity QED to coupled cavity arrays

One possible building block of coupled cavity arrays is an optical cavity containing a confined electromagnetic field and a two-level atom, which interact via series of photon absorption and emission events, well approximated by dipole coupling 60, 77]. We can describe such a system by Jaynes-Cummings model (JCM) [60]:

$$
\begin{equation*}
H_{J C}=\omega_{c} a^{\dagger} a+\frac{\epsilon}{2} \sigma^{z}+g\left(a \sigma^{+}+a^{\dagger} \sigma^{-}\right) \tag{1.88}
\end{equation*}
$$

where $a, a^{\dagger}$ are creation/annihilation operators of the cavity photons with frequency $\omega_{c} ; \sigma^{z}, \sigma^{ \pm}$are Pauli operators of the two-level atom with transition frequency $\epsilon ; g$ is the light-atom coupling strength - the rate of coherent exchange of excitations between the atom and the electromagnetic field (i.e. Rabi oscillations). The JCM Hamiltonian assumes the rotating-wave approximation, which neglects the fastrotating, off-resonant transition terms. This approximation is valid as long as the light-matter coupling strength is $g \ll \omega_{c}, \epsilon$ (i.e. we are safely away from the ultrastrong coupling regime where $g \sim \omega_{c}, \epsilon$ and where the off-resonant terms play a crucial role) which will always be the case in the systems we study. The light-atom coupling leads to the hybridized atom and photon field eigenstates of JCM Eq. 1.88 , often called dressed states [77]. The elementary excitations are no longer photonic and atomic excitations, but rather polariton quasiparticles. Polaritonic states in a

JCM system thus consist of an empty ground state $|0, g\rangle$ with energy $E_{0}=0$ (i.e. when no photons are present in the cavity and the atom is in its ground state), followed by a ladder of dressed states [60]:

$$
\begin{align*}
& |n+\rangle=\sin \left(\theta_{n}\right)|n, g\rangle+\cos \left(\theta_{n}\right)|n-1, e\rangle  \tag{1.89}\\
& |n-\rangle=\cos \left(\theta_{n}\right)|n, g\rangle-\sin \left(\theta_{n}\right)|n-1, e\rangle
\end{align*}
$$

with the corresponding energy levels

$$
\begin{equation*}
E_{n}^{( \pm)}=\omega_{c} n \pm \Omega_{n} \tag{1.90}
\end{equation*}
$$

for a number of photons $n$ in the cavity. The superposition coefficients are:

$$
\begin{equation*}
\sin \left(\theta_{n}\right), \cos \left(\theta_{n}\right)=\sqrt{\frac{1}{2}\left(1 \pm \frac{\delta}{2 \Omega_{n}}\right)} \tag{1.91}
\end{equation*}
$$

with Rabi frequency:

$$
\begin{equation*}
\Omega_{n}=\sqrt{g^{2} n+(\delta / 2)^{2}} \tag{1.92}
\end{equation*}
$$

and the atom-cavity detuning $\delta=\epsilon-\omega_{c}$.
We can form a many body lattice of quantum optical systems by taking a number of JCM systems and coupling them together via coherent photon tunnelling at rate $J$ between adjacent cavities. The result is a coupled cavity array described by the Jaynes-Cummings-Hubbard model (JCHM) [60]:

$$
\begin{equation*}
H_{J C H M}=\sum_{i} H_{J C}^{i}+\sum_{\langle i, j\rangle} J\left(a_{i}^{\dagger} a_{j}+\text { H.c. }\right) \tag{1.93}
\end{equation*}
$$

As we have already seen, coupled cavity arrays are inherently open systems. Unlike in atomic ensembles, the number of photons is not conserved as the coupling to environment/external heat bath introduces and removes photons from the system (hence the chemical potential of photon gas vanishes). In any realistic experimental setting, coupled cavity arrays will experience inevitable photon loss from cavities as well as relaxation of the two level systems due to spontaneous emission. We can incorporate the dissipation effects using the Lindblad master equation for the reduced density matrix $\rho$ of the coupled cavity system, as introduced in Sec. 1.1.2.

$$
\begin{equation*}
\partial_{t} \rho(t)=-i[H, \rho(t)]+\sum_{i} \frac{\kappa}{2} \mathcal{D}\left[a_{i}\right] \rho(t)+\sum_{i} \frac{\gamma}{2} \mathcal{D}\left[\sigma_{i}^{-}\right] \rho(t) \tag{1.94}
\end{equation*}
$$

with dissipation and relaxation rates $\kappa$ and $\gamma$ respectively. To counteract the dissipation, one can use optical drive that injects new photons into the system. For example, applying a simple laser drive will add a new term to the system Hamiltonian: $H \rightarrow H+H_{D}$, where

$$
\begin{equation*}
H_{D}=\frac{1}{2} \sum_{i}\left(\Omega_{i} e^{i \omega_{D} t} a_{i}+\text { H.c. }\right) \tag{1.95}
\end{equation*}
$$

with the driving frequency $\omega_{D}$ and the amplitude $\Omega_{i}$ at site $i$ of the cavity array.

### 1.2.3 Photon blockade

At first sight, the idea of studying many body physics with photons might appear somewhat surprising since photons do not interact with each other in free space. We can create effective interactions between photons by coupling them to nonlinear optical emitters, such as two-level systems in JCM cavities. The light-matter coupling leads to the formation of 'dressed photons' (polaritons), which experience repulsive interactions with each other, owing to their matter-like component. This effective repulsion arises due to anharmonicity of the polariton energy spectrum, i.e. optical nonlinearity - the energy cost $U$ of adding the second photon to the cavity $E_{2}^{( \pm)}-E_{1}^{( \pm)}$relative to the energy cost of adding the first photon $E_{1}^{( \pm)}-E_{0}$ :

$$
\begin{equation*}
U=E_{2}^{( \pm)}-E_{1}^{( \pm)}-\left[E_{1}^{( \pm)}-E_{0}\right] \tag{1.96}
\end{equation*}
$$

When the energy cost $U$ becomes much larger than the drive strength $\Omega$ and the polariton linewidth $\delta E$

$$
\begin{equation*}
U \gg \Omega, \delta E \tag{1.97}
\end{equation*}
$$

the presence of a single photon in a cavity will inhibit the excitation of the second photon [78, 79]. This is the photon blockade effect, which is the key ingredient in generating strongly correlated photonic states. Creating strong optical nonlinearities on the single photon level, and using them to generate nonclassical photonic states has long been a central goal of quantum optics [80, 81]. However, it was not until the last decade that the photon blockade was truly realized in cavity QED experiments [82 84], due to the technical challenges of creating strong light-matter couplings $g$ on a single photon level, which must be much larger than a set of characteristics, such as the cavity loss rate, or the power and the bandwidth of a laser being used to drive the system. The observation of photon blockade in cavity QED systems [82-84] has fuelled interest in using them to study many body physics. Nissen et al [64] presented a study demonstrating that photon blockade survives in large (effectively infinite) coupled cavity arrays. More specifically, they observed that photon blockade occurs at small photon hopping $J$, but gradually breaks down when $J$ becomes large, which allows tuning a coupled cavity array between strongly correlated and non-interacting regimes.

### 1.2.4 Experimental realizations and circuit QED

There are various experimental setups that one could use to build systems of optical cavities, including photonic crystal devices with quantum dots [59] and micropillar structures in semiconductor microcavities [85]. However, circuit QED technology using microwave resonators with superconducting qubits stands as the most promising platform for realizing extended coupled cavity arrays with strong nonlinearities [15, 86]. Superconducting circuits offer highly tunable system parameters, and the local properties of individual sites are more accessible compared to the cold atoms in optical lattices [15]. In a circuit QED setup, each JCM cavity is a transmission line resonator capacitively coupled to a superconducting qubit on a microchip. The superconducting qubit acts as a two-level atom, whose energy levels
can be tuned by magnetic flux. Exceptionally strong light-matter couplings can be realized in circuit QED, owing to the large dipole moment of the qubit and the small mode volume of the transmission line resonator; meanwhile, the superconducting gap also helps to maintain a low dissipation [87]. One can then construct a chain of transmission line resonators connected via coupling capacitors that mediate microwave photon tunnelling between adjacent sites. In this setting, the polariton quasiparticles are simply the circuit excitations [60]. Both local and collective properties of coupled-cavity arrays are accessible via correlation functions, transmission signals and optical spectra of the emitted photons [15, 60].

The first circuit QED experiments focused on small coupled cavity systems [80]. A few examples include the demonstration of quantum-limited amplification in a Bose-Hubbard dimer [88], observation of a dissipation-induced quantum phase transition in a Jaynes-Cummings dimer [89, realization of chiral ground state currents in a cavity trimer [90], and engineering of cooling and heating processes in a BoseHubbard trimer 91. More recently, circuit QED arrays have begun to enter the realm of many body physics. In a pioneering study, Fitzpatrick et al [86 have built a circuit QED chain of 72 resonators and qubits, each resonator coupled to its nearest neighbour and its local transmon qubit. They studied the transmission spectrum of this coupled cavity array by feeding microwave photons at one end, and measuring the output field at the other end to identify the resonant modes of this chain. By sweeping the drive power from low to high at a constant frequency, they observed an abrupt dissipative phase transition to a suppressed transmission state, demonstrating the potential of superconducting circuits as photonic simulators of quantum many body physics. In another recent work, Ma et al [36] have utilized superconducting circuits to build a Bose-Hubbard lattice of 8 transmon qubits interacting with microwave photons. This study has realized, for the first time, a photonic Mott insulator stabilized against losses. In particular, they have used a combination of coherent pumping and engineered dissipation to create an environment, which constantly refills the coupled cavity system with photons that order in a strongly correlated state. This work has also examined the thermalization dynamics in the chain near its steady state by observing the propagation of a hole defect in the dissipatively prepared Mott insulator phase. More generally, the recent experimental progress has shown that circuit QED technology is already capable of fitting hundreds of resonators on a single chip [15], while keeping a reasonably low disorder in resonator parameters [92]. While the experiments with coupled cavity arrays are still at their early stage, it is already clear that circuit QED technology has a bright future for realizing quantum simulators and studying many body physics far from equilibrium.

We have started our discussion with JCHM as the most intuitive way of explaining the physics of coupled cavity systems. However, we can equally use a superconducting circuit setup to realize a coupled cavity array described by the Bose-Hubbard model (BHM) [60, 80]:

$$
\begin{equation*}
H_{B H M}=\omega_{c} \sum_{i} a_{i}^{\dagger} a_{i}-J \sum_{\langle i j\rangle}\left(a_{i}^{\dagger} a_{j}+a_{j}^{\dagger} a_{i}\right)+U \sum_{i} a_{i}^{\dagger} a_{i}^{\dagger} a_{i} a_{i} \tag{1.98}
\end{equation*}
$$

in terms of a single quasiparticle species formed by, for instance, a superposition of
resonator and qubit excitations. Here, $a_{i}^{\dagger}, a_{i}$ are creation/annihilation operators of excitations at site $i ; \omega_{c}$ is the local cavity mode frequency; $J$ is the photon hopping rate between adjacent cavities. Quasiparticles interact via onsite nonlinearities $U$. Similarly to JCHM systems, we can include the optical pumping by adding an extra term to the BHM in Eq. (1.98) $H \rightarrow H+H_{D}$ where the specific form of $H_{D}$ depends on the type of driving being used (for instance, a simple coherent drive in Eq. (1.95)). As before, we can describe the driven dissipative dynamics using Lindblad master equation:

$$
\begin{equation*}
\partial_{t} \rho(t)=-i[H, \rho(t)]+\sum_{i} \frac{\kappa}{2} \mathcal{D}\left[a_{i}\right] \rho(t) \tag{1.99}
\end{equation*}
$$

where the dissipation arises due to the decay of intracavity excitations at rate $\kappa$, caused by the photon loss from cavities.

Let us now briefly describe two examples of BHM implementation using superconducting circuits. One of the basic requirements for a circuit design is the ability to generate strong nonlinearities $U$. The essential ingredient of nonlinear elements in circuit QED is the Josephson junction, which behaves as a nonlinear inductor with Josephson energy $E_{J}$ [80, 86]. Various superconducting circuits often use transmon qubits as their nonlinear elements: a transmon qubit consists of a Josephson junction connected in parallel with a metal capacitor with charging energy $E_{C}$. As a result, transmons can be modelled as nonlinear ocillators whose nonlinearity is conditioned by a large $E_{J} / E_{C}$ ratio [80, 86].

Ref. [36] have realized BHM by constructing an array of transmon qubits connected to microwave resonators, with each transmon representing a single site of a 1D lattice. Here, the low-lying transmon levels behave as an anharmonic resonator $H_{0}=P_{n}\left(\omega_{c} a^{\dagger} a+U a^{\dagger} a^{\dagger} a a\right) P_{n}^{\dagger}$ with frequency $\omega_{c}$ and nonlinearity $U$ [36, 86]. The ladder operators $a^{\dagger}, a$ create and annihilate transmon excitations, and projectors $P_{n}$ truncate the transmon Hilbert space to $n$ levels confined within transmon's potential well. Thus, transmon anharmonicity creates a nonlinear Hubbard interaction $U$ between the circuit excitations. The excitation of the lattice sites (transmons) is achieved by driving them with microwave photons via a separate transmission line and a set of resonators connected to the transmons. The transmon excitation level then corresponds to the occupation on a given lattice site, and the leading dissipation process is caused by the transmons emitting microwave photons into an external electromagnetic bath. The neighbouring transmons are capacitively coupled to each other, producing a constant nearest-neighbour tunnelling $J$ of microwave photons with the tunnelling rate set by the capacitance between the adjacent transmons. In this realization, the lattice (transmon) excitations are effectively described by the BHM in Eq. (1.98). Ref. [87] took a different approach and proposed a superconducting circuit setup comprising an array of coplanar waveguide resonators. The nonlinearity $U$ in each resonator is generated by inserting a Josephson junction (or a dc-SQUID) into its central conductor, at the location of a current node of the bare resonator. Each resonator represents a lattice site, and the capacitive coupling between the resonators enables the photon tunnelling $J$ between adjacent lattice sites. All resonators are also coupled to the input and output lines. Normally, one would expect that hybridization between the resonator and nonlinear circuit
element modes will lead to a model with two species of elementary excitations, similarly to Ref. [93]. Given a very strong coupling between resonators and their Josephson junctions (or dc-SQUIDs) in the proposal by Ref. [87], the normal mode splitting inside a resonator becomes so large that the mixing between their excitations is negligible [80, 87]. In this limit, one can effectively describe each resonator in terms of the excitations in the lower polariton mode only, leading to the Hamiltonian Eq. 1.98) for a single excitation species, and a single dissipation channel in the master equation Eq. (1.99) corresponding to the decay of the lower polaritons.

Although the Hubbard and JCM nonlinearities play a similar role in both models, they become very different for large numbers of intra-cavity excitations [67], and thus BHM Hamiltonian does not map onto JCHM Hamiltonian [67]. Nevertheless, both models often exhibit analogous phases of strongly-interacting polaritons: an inherent feature of both JCHM and BHM is the competition between the photon hopping $J$ and the on-site repulsive interactions mediated by optical nonlinearity $U$ [67]. The photon hopping $J$ attempts to delocalize polaritons over the array, while the repulsive nonlinear interactions try to enforce a localization of polaritons at their sites. A dominant nonlinearity induces photon blockade in both BHM and JCHM.

### 1.2.5 Review of theoretical results: collective behaviour in coupled cavity arrays

The first theoretical studies of coupled cavity arrays have addressed the paradigmatic superfluid - Mott insulator (SF-MI) phase transition under equilibrium conditions [61-63, 94-98], which is a powerful illustration of the localization-delocalization competition between the kinetic $J$ term and the repulsive $U$ term. Above some critical hopping rate $J>J_{\text {Critical }}$, the hopping dominates and polaritons are delocalized over the array, while in MI phase $J<J_{\text {Critical }}$ the repulsion dominates and polaritons are localized, inhibiting the double occupancy of any site (at commensurate filling). In a driven-dissipative system, however, the drive breaks the $U(1)$ symmetry of either JCHM or BHM and we no longer observe the equilibrium SF-MI transition: instead there is a smooth crossover from the weak hopping regime with photon blockade to the strong hopping regime where a coherent state forms [64], [93], [99.

One fascinating manifestation of photon blockade is polariton crystallization and formation of solid phases in coupled cavity arrays. Hartmann 68] studied the steady state of a Bose-Hubbard coupled cavity array (described by Eq. 1.98) with dissipation and coherent drive. In this setup, lasers driving adjacent cavities have a phase difference of $\pi / 2$ that induces a flow of polaritons in the system. In the regime of strong nonlinearities, the interplay between polariton flow and nonlinearity $U$ results in a steady state where polaritons are crystallized into dimers, which flow around the array [68]. Similar results were reported for JCHM lattices [67]. Polaritons can form an even more pronounced crystalline structure in $1 D$ and $2 D$ lattices, where the neighbouring cavities in a Bose-Hubbard array are coupled via additional nonlinear elements [69, 70] and polaritons in adjacent cavities interact via cross-Kerr nonlinearities. Here, a sufficiently strong nonlinearity leads
to the formation of a crystalline phase: a chequerboard pattern in polariton density. As photon hopping $J$ increases, polaritons become delocalized and the crystalline phase is replaced by a uniform uncorrelated phase. The polariton crystallization and their localization-delocalization behaviour hold the key to the quantum simulation of strongly correlated solid-state matter in photonic systems. The inclusion of cross-Kerr nonlinearities may also allow us to realize systems with longer range interactions [69], 70] in complement to the shorter range models [68].

Photon fermionization is another effect in the strongly-correlated photon regime [72]. For effectively infinite Kerr nonlinearities $U / J \rightarrow \infty$ (the impenetrable boson limit), we can transform a bosonic many-body wavefunction into an equivalent fermionic wavefunction using the Bose-Fermi mapping [100], [101]. Polaritons then form a Tonks-Girardeau gas of fermions. Notably, the transformation preserves the total energy and momentum of the bosonic state, but the momentum distribution of the fermionic states does not correspond to the momenta of the original bosonic single-particle states [72]. Therefore, the hard-core boson interaction due to photon blockade can simulate fermionic statistics, where no two particles can occupy the same state. The ability to simulate fermionic statistics has further consequences. Bardyn and Imamoglu [71] proposed a parametric pump-like scheme (instead of the usual coherent drives), to inject paired photons into a BHM array in its impenetrable boson limit. The scheme generates a p-wave pairing of fermionized photons, which simulate Majorana-like modes in the steady state.

In the regime of strong nonlinearities $U \gg J$, photon blockade reduces the effective polariton Hilbert space to that of spin- $1 / 2$ particles [62, [71]. The presence/absence of a polariton in a cavity mimics the "up/down" states of a spin particle, and coupled cavity arrays then emulate spin chain Hamiltonians [62]. For instance, one can realize transverse field anisotropic XY model, transverse field Ising model [62], or even high-spin Heisenberg models [102] where photon tunnelling mediates the spin-spin coupling [60].

The driven-dissipative nature of coupled cavity arrays can lead to a range of other genuinely nonequilibrium phenomena. For instance, Rabi-Hubbard model realized using a Raman-pumping scheme [103] exhibits steady-states with ferroelectric, antiferroelectric and incommensurate orders, distinct from the equilibrium setting [75]. Here, the incommensurate order implies that the lattice periodicity and the spin correlation periodicity occur at irrational ratios. Another peculiar feature of open quantum systems is the oscillating steady states, also known as limit cycles. Even in the steady-state, various observables, such as correlation functions or magnetization, oscillate in time [75] [104], [70, [105]. The onset of a limit cycle can occur when a pair of eigenvalues (with nonzero imaginary parts) of master equation become simultaneously unstable, which triggers an oscillatory instability.

### 1.2.6 Theoretical methods

In contrast to the traditional condensed matter problems in equilibrium, quantum optical many-body systems are subject to drive and dissipation, and are governed by the Lindblad master equation. Theoretical description of the nonequilibrium physics and strong correlations in coupled cavity arrays inevitably requires new
analytical and numerical tools. The early studies of driven dissipative systems have resorted to the mean field based analysis, which ignores quantum fluctuations present in the system [64, 69, 70, 73, 106-109].

Various methods, aiming to go beyond the mean field theory, have been developed and we will discuss some examples below. One of them is the variational ansatz technique [110], which proceeds by minimizing a suitable norm of the master equation to find the approximation for the steady state density matrix. The exact variational calculation, in general, faces exponential scaling with the system size. Nonetheless, instead of requiring the exact solution, one can obtain the upper bound to the norm only, reducing the computational complexity of the problem. Although highly versatile in principle, the performance of this method is strongly dependent on the choice of the variational state ansatz and the norm, and is limited by the known trade-offs between the computability and formal suitability of the norm [110, 111]. Another method, Cluster Mean Field Theory [76], divides the system into clusters, and solves for the steady state treating interactions within a cluster exactly and those between adjacent clusters - on the mean field level. While the method treats the short-range correlations much more accurately compared to the mean field theory, its ability to capture the long-range correlations remains very limited. The accuracy can, nonetheless, be improved by using large cluster sizes attainable when Cluster Mean Field Theory is interfaced with a quasi-exact method for treating intra-cluster interactions, e.g. matrix product state or quantum trajectory simulations in 1D.

The quantum trajectory technique is a widely used stochastic approach for solving master equations in quantum optics, which has also been applied to driven dissipative many body systems [111, 112]. The central idea is to write the initial density matrix as a statistical ensemble of $M$ pure state wavefunctions. One then propagates the individual wavefunctions in time under a non-Hermitian effective Hamiltonian modified by the dissipative terms of the Lindblad master equation. The wavefunctions evolve independently from each other, and each wavefunction traverses a path in Hilbert space over time, known as a quantum trajectory. Since we evolve the individual trajectories, it significantly reduces the memory storage requirements compared to the time evolution of the full density matrix. Observables can be calculated at different times as an average over the entire ensemble of the stochastically propagated trajectories, and $M \sim O\left(10^{3}\right)$ is usually needed to ensure low statistical errors. However, in most cases, the quantum trajectory method can only simulate relatively small many-body systems of up to $N=20-30$ particles [111, 112 .

Tensor networks is yet another class of computational techniques capable of simulating driven dissipative many-body systems. Matrix product states (MPS) is a one dimensional tensor network ansatz, which has recently been extended to the mixed state problems [40-44]. In particular, MPS has enabled quasi-exact simulations of both the steady states and time evolution governed by the Lindblad master equation in 1D, while fully accounting for quantum correlations. The MPS algorithms for open quantum systems fall into two main categories. The first one performs a direct time evolution of a mixed state density matrix using a Lindblad propagator [40, 43, 44], while the second category implements a global variational
search targetting the null eigenstate of either the Liouvillian $\mathcal{L}$ [42] or a Hermitian positive semidefinite object $\mathcal{L}^{\dagger} \mathcal{L}$ [41]. Importantly, MPS simulations can reach large lattice sizes of $N=O\left(10^{2}\right)$ sites and even the thermodynamic limit 4044, 68, 75, 76, 113-115]. The generality of MPS methods and their ability to simulate truly large many-body problems both make MPS a particularly appealing choice for studying one dimensional coupled cavity arrays. The extension of twodimensional tensor networks to driven dissipative systems remains a much more challenging problem, and will be explored in detail in Chapter 4 .

Other promising developments for open quantum systems with Lindblad dissipation that we would like to mention include corner-space renormalization technique [116, 117, self-consistent projection operator theory [118, 119 and Keldysh field theory [120-122]. We will present a more detailed discussion of computational methods for two-dimensional coupled cavity systems in Chapter 4.

### 1.3 Non-Markovian dynamics

In the previous section we have focused on quantum optical systems that interacted with their environment via emission and absorption of photons. The systemenvironment interaction was weak, and the environment itself was an unstructured continuum of electromagnetic modes, which conditioned the system dynamics to be Markovian and independent of its past. This convenient picture is no longer true for strong couplings and general structured environments. The excitations that system has induced in its environment then do not decay away immediately, and can flow back into the system in the course of its time evolution. Therefore, the information that has once entered the environment from the system is not forgotten and can return to the system to influence its dynamics at later times. This implies that time evolution of the system at a given instant depends not only on its current state, but also on the history of its past states. This type of dynamics is called non-Markovian since it cannot be described by a Markov chain anymore, and we need different modelling approaches that account for the memory effects. To picture this more clearly, one can consider the following example. If a system simply emits excitations into a structureless continuum of modes, its dynamics can be safely approximated as Markovian because the excitations are irretrievably lost and never return to the system. On the other hand, if a system periodically exchanges a single excitation with the bath, the system dynamics becomes non-Markovian. Intuitively, a shorter periodicity implies stronger memory effects.

Non-Markovian behaviour is, in fact, encountered a lot more frequently than the idealised Markovian approximation. It arises in an immense variety of open quantum systems that are a subject of intense experimental and theoretical research in various fields. One major area is the solid state quantum devices whose constituents - such as superconducting circuits [16, 123], semiconductor quantum dots [20, 124], or nanomechanical resonators [18] - are subject to dissipative effects caused by, for instance, thermal vibrations in the surrounding matrix of a solid state chip. Such interaction usually induces decoherence; on the other hand, engineered quantum noise can counteract decoherence, and even be exploited as a tool for
generating robust quantum states [125, 126]. The understanding of and the ability to control the system-environment interactions and the resulting system dynamics is thus vital to the applications of quantum computing and quantum information processing [127, 128]. However, the mechanisms that underpin dissipation are often very intricate due to the complex structure of the solid state environment in which these devices are embedded, and exhibit highly peaked spectra. They can lead to strongly non-Markovian effects in system dynamics, where the memory effects must be accounted for.

In nature, structured environments are ubiquitous in organic and biological molecules where interactions between electronic states and molecular vibrations take place. A particularly intriguing problem is the excitonic energy transport in photosynthetic systems [129-132. When light is captured by a photosynthetic complex, it creates an electronic excitation which is then transported through a network of chlorophyll molecules to the reaction centre, where it enables the synthesis of energy-rich molecules such as ATP. The crucial part of the process is efficient excitation transfer between different quantum coherent sites. An excitation tunnelling between chlorophyll molecules interacts with a structured phonon bath of the vibrating protein scaffold (as well as the ionic and dipole fluctuations in the surrouding solvent medium) [16, 129]. Although dissipation usually leads to decoherence, it has been shown that coupling between electronic excitations and the noisy vibrational environment actually enhances the transport and even makes it robust against defects [129, 131, 133, 134]. Elucidating the mechanisms behind this noise-assisted transport is a topic of active research. Organic molecules used for light-emitting devices and solar cells provide another example of a non-Markovian system [135, 136]. The strong light-matter coupling and the interactions between electronic states and phonons lead to the formation of organic polariton quasiparticles that exist as a hybridized mixture of electronic, photonic, and phononic modes. The structured phononic environment, again arising due to vibrations of the molecular scaffold, significantly modifies the spectroscopic properties of these organic molecules and induces non-Markovian effects in the dynamics of their polaritonic states [46, 137].

Non-Markovianity is also important in modelling quantum transport phenomena. One example is the macroscopic tunnelling of flux in supercoducting circuits, for example in Josephson junction devices (such as SQUID) where it is subject to Ohmic dissipation, arising, e.g. due to a resistor connected in parallel to the junction [138-140]. The relevant questions here are the effects of dissipation on the tunnelling rate, and the conditions when this dissipation destroys the coherent tunnelling in the system. Other examples include the incoherent tunnelling of bistable defects in metals and amorphous systems [141, 142], electron and proton transfer in solvent environments [143], and heat transport in molecular junctions [144].

It is clear that simulating non-Markovian dynamics presents a grand theoretical challenge since one has to handle the history of past states during the time evolution. In the first place, the underlying theory of non-Markovian systems is still in its early stages of development [145, 146]. Aside from the few problems that have exact analytical solutions (e.g. pure dephasing models) [147], a whole range of methods has been proposed [145]. Frequently employed are unitary transformations and
perturbative expansions. One example involves polaron master equations [148150. These techniques exploit the unitary polaron transformation that transforms the equations of motion into a more optimal basis where one can access regimes with intermediate to strong couplings. However, they produce time-local master equations and their validity is generally restricted to specific parameter regimes. Another example takes the form of diagrammatic perturbative expansions that can be used as a basis of real-time diagrammatic Monte Carlo approaches such as the Inchworm Monte Carlo algorithm [151-153].

The Hierarchical Equations of Motion technique is a prominent non-perturbative method that decomposes the exact non-Markovian equations of motion into a set of linear equations of motion that can be solved numerically [154]. Such hierarchical decomposition is advantageous as it allows one to compute the reduced density matrix of the system while including all orders of the system-environment couplings, and it is not constrained by approximations used to derive master equations. This makes the approach well-suited for simulating strong coupling regimes. It also offers a systematic way of truncating the hierarchy of equations under certain conditions, and high performance parallel software packages already exist [155. The hierarchical expansion method, however, requires specific assumptions about bath density of states and is severely limited in scope to specific cases: for instance, it is known to work well at higher temperatures and for Drude-Lorentz or Debye spectral densities but faces difficulties in most other scenarios [153, 155].

Some other non-perturbative approaches proceed by incorporating a part of the environment within the Hilbert space of the system [45, 46, 156, 157]. One of them is the Reaction Coordinate Mapping technique that includes the collective coordinate of the environment into the system Hamiltonian [157]. Once the resonant modes of the environment have been transferred to the system, the spectrum of the remaining environment is unstructured and Markovian. Hence, one has reduced the problem to solving a Markovian master equation. This technique performs well when environment has very few resonant modes, and notably allows one to derive an analytical form of master equation for Drude-Lorentz density of states. However, its computational cost scales exponentially with the number of resonant modes, which greatly limits the applicability. A promising alternative strategy has been proposed by [45, 46, 158]. It uses the orthogonal polynomial transformation to map the Hamiltonian of a single impurity coupled to a bath onto a 1D chain with the nearest-neighbour interactions [159, 160]. The subsequent studies [45, 46, 158] have extended this approach to multipartite open quantum systems with multiple environments, by using tree tensor network states [161] to represent a wavefunction comprising the electronic states of the system and a large number of vibrational modes of the environments. One then evolves the wavefunction using the timedependent variational principle [162]. This method offers a dramatic improvement of the idea behind the reaction coordinate approach and enables an efficient treatment of the system-environment interactions. On the other hand, it assumes specifically a vibrational bath and relies on the ability of a large but finite number of modes to approximate the full environment. Since capturing the environment already requires a large tensor network, the method is also difficult to apply to many body systems with a reasonably large number of molecules or lattice sites.

Yet another non-perturbative method simulates non-Markovian dynamics by propagating an augmented density tensor [47, 163, 164]. In essence this means augmenting the Hilbert space by recording the history of past states of the system. Unlike in Markovian dynamics, quantum states at different points of time can be highly correlated and therefore they are not separable. Instead, the timeevolved system is represented by an object known as the augmented density tensor that contains information about the system states at different instances during the time evolution up to some memory cutoff time at a sufficiently distant point in the past. This memory cutoff is set by the environment correlation time. The numerical algorithm derives from the Feynman-Vernon influence functional formalism [47] described in Sec. 1.1.3 and is called a Quasi-adiabatic propagator path integral method (QUAPI). As one might expect, the size of the augmented density tensor scales exponentially with the environment memory time and quickly becomes computationally unmanageable.

A bigger picture emerges from this overview: while powerful non-Markovian techniques exist, most of them are restricted to isolated special cases of application. Many of these techniques assume specific types of environment and specific parameter regimes, or suffer from a prohibitive scaling of their computational cost and memory requirements. Clearly missing is a more general framework that would enable us to study the general principles that underpin open quantum systems interacting with complex environments. One method that deserves a special mention here is QUAPI. It does not rely on any particularly restrictive assumptions, other than those already discussed in Sec. 1.1 .3 while introducing the influence functional formalism - i.e. it is not restricted to specific parameter regimes and is basically applicable to baths with arbitrary spectral densities. The broad applicability of QUAPI is a significant advantage over many other numerical techniques discussed here. In Chapters 5 and 6 of this thesis, we will show how QUAPI can be reformulated as a tensor network that one may compress using standard matrix product state techniques, thereby reducing the scaling from exponential to low-order polynomial.

### 1.3.1 The spin-boson model

In this subsection we will introduce the spin-boson model (SBM), which is a paradigmatic model in the theoretical study of non-Markovian open quantum systems [139, 165]. It describes an N -level system interacting with a bosonic bath of harmonic modes:

$$
\begin{equation*}
H=\Omega S_{x}+\epsilon S_{z}+S_{z} \sum_{k}\left(g_{k} a_{k}+g_{k}^{*} a_{k}^{\dagger}\right)+\sum_{k} \omega_{k} a_{k}^{\dagger} a_{k} \tag{1.100}
\end{equation*}
$$

where $S^{x, z}$ are spin operators representing the N -level sytem, $\Omega$ is the coherent tunnelling amplitude between the system eigenstates with energy splitting $\epsilon, \omega_{k}$ is the frequency and $a_{k}^{\dagger}, a_{k}$ are the creation/annihilation operators of the $k^{\prime}$ th bath mode, which couples to the system with strength $g_{k}$. The bosonic bath is fully characterized by the spectral density

$$
\begin{equation*}
J(\omega)=\sum_{k}\left|g_{k}\right|^{2} \delta\left(\omega-\omega_{k}\right) \tag{1.101}
\end{equation*}
$$

We have already met this definition of bath density of states in Eq. (1.60) of Sec. 1.1.3 when deriving the bath autocorrelation function Eq. (1.62). The specific form of Eq. (1.101) depends on the details of system-bath coupling. SBM is often a good description of quantum impurity problems. For example, one frequently deals with a nanoscale quantum system embedded in a crystalline lattice, which behaves as an impurity and couples to some phonon modes of the lattice much more strongly than others. This interaction shapes the spectral density $J(\omega)$ of the bath such that it is strongly peaked at the frequencies of these modes. One can also interpret this as a response of the bath to the dynamical perturbation by the system. While the structure of $J(\omega)$ can be highly complex, it is often possible to find a simplified phenomenological form that captures the relevant physics. For large macroscopic baths with a continuum of modes, a widely used form that describes various types of the system-bath interaction and the low-energy behaviour of the bath spectrum is

$$
\begin{equation*}
J(\omega)=2 \alpha \omega^{\nu} \omega_{c}^{1-\nu} e^{-\omega / \omega_{c}} \tag{1.102}
\end{equation*}
$$

where $\alpha$ is the system-bath coupling strength, and $\omega_{c}$ is the cutoff frequency that sets the maximum energy scale in the system as well as the timescale $\tau_{B} \sim 1 / \omega_{c}$ for the decay of bath correlations. The exponential factor parameterized by $\omega_{c}$ provides a soft cutoff for high energy modes to ensure that $J(\omega)$ does not diverge at high frequencies. The parameter $\nu$ sets the weight of contribution from low-energy modes to the system-bath interaction, and divides the behaviour of Eq. (1.102) into three regimes. The $\nu=1$ case is the Ohmic dissipation where the bath has a linear spectrum $J(\omega) \sim \omega$. In classical systems, the Ohmic dissipation occurs when the damping is linear in the first derivative of the oscillating quantity, e.g. when the drag force is proportional to the velocity of mechanical oscillator, or the resistance term is proportional to the electrical current in a circuit. The $\nu<1$ and $\nu>1$ cases correspond to Subohmic and Superohmic regimes respectively.

To gain some insight into SBM physics, let us consider a simple example of a particle tunelling between two quantum wells, assuming an initial state localised in one well - a scenario captured by spin- $1 / 2$ SBM coupled to an Ohmic bath. Let us imagine for a moment that there is no interaction with the environment. In this idealised setting, the particle undergoes coherent oscillations between the lowest energy levels of the two wells. In a more realistic setting, the particle will be in contact with a bath that consists of a large number of other particles vibrating as harmonic oscillators. The interaction with the surrounding vibrational modes will now exert a damping force on the particle (for instance, via collisions) as it tries to tunnel from one well to another: it will experience an incoherent dissipation during the tunnelling process. If the interaction becomes too strong, the damping effect of these vibrations will prevent the particle from tunnelling and it will become localized in one of the wells. This phenomenon is called the localization phase transition: the particle goes from a delocalized state between the two wells to a localized state in one of them as the dissipation increases. It is a basic example of a dissipative phase transition, and an example of how interaction with environment can fundamentally change the behaviour of the system.

Although the SBM Hamiltonian Eq. (1.100) appears to be deceptively simple, it finds applications in a vast range of physical problems involving dissipation, and has
been a subject of research for decades [139]. SBM has been used to model various systems ranging from exciton-phonon coupling in organic molecules [131, 132] or dynamics of coupled quantum dots [19], to magnetic flux transport in superconducting circuits [123] or relaxation of dilute impurities in solid state materials [166-168]. One reason behind its success is that SBM can accurately represent various phenomena that involve the relaxation of a quantum system coupled to a bath, and many superficially unrelated systems can be mapped to the form of system-environment interaction in Eq. 1.100 [169]. Solving the Hamiltonian Eq. (1.100) also poses a serious computational challenge owing to the large Hilbert space of the environment - it thus provides a testbed for new numerical methods. We will make use of SBM as our reference system in Chapter 5, and the principles introduced here will underpin much of our work on modelling non-Markovian dynamics in Chapters 5 and 6 .

## Chapter 2

## Tensor networks

In this chapter, we will describe tensor network techniques that form the basis of the research work in this thesis. Sec. 2.1 will introduce the reader to the fundamentals: the diagrammatic language of tensor networks, as well as the concepts of entanglement and the area law. In the following Sec. 2.2 we discuss a highly successful class of one-dimensional tensor networks: matrix product states (MPS) and the extension of the MPS algorithms to open quantum systems. Finally, Sec. 2.3 presents a more challenging topic of two-dimensional tensor networks, namely the projected entangled pair states (PEPS).

### 2.1 Fundamentals

### 2.1.1 Tensor diagrams

As their name suggests, tensor networks are made of a large number of connected tensors on which we perform various mathematical operations. Before discussing any further details we will introduce the language of tensor network diagrams. As we will soon discover, tensor calculations lead to extremely cumbersome mathematical expressions that involve a large number of coefficients and sums over multiple indices. Instead we use a graphical representation of tensor networks which allows us to perform complex mathematical calculations diagrammatically and to visualize sophisticated computational algorithms, or even the structure of entanglement in the system. Tensor network diagrams thus play a role similar to that of Feynman diagrams in quantum field theory.

A tensor is a multidimensional array of complex numbers and the number of array indices is called a tensor rank. We will represent a tensor by an object such as a circle, a square or a triangle, and the tensor indices - by legs projecting from it. Fig. 2.1 (a-d) shows a few examples: rank-0 tensor $V$ is a scalar and has no legs; rank-1 tensor $A_{i}$ is a vector with one index, rank-2 tensor $B_{i j}$ is a matrix with two indices, rank-3 tensor $C_{i j k}$ has three indices, and so on. Fig. 2.1(e-g) illustrates some simple calculations in this diagrammatic representation: matrix multiplication $C_{i k}=A_{i j} B_{j k}$, matrix multiplication followed by trace $v=\operatorname{Tr}\left(A_{i j} B_{j k}\right)=A_{i j} B_{j i}$, and contraction of rank-2 and rank-3 tensors $C_{i j l}=A_{i j k} B_{k l}$. By analogy to Einstein summation convention, the connected legs correspond to indices shared by
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Figure 2.1: Tensor network diagrams. (a) Scalar $V$; (b) Vector $A_{i}$; (c) Matrix $B_{i j}$; (d) Rank-3 tensor $C_{i j k}$; (e) Matrix multiplication $C_{i k}=A_{i j} B_{j k}$; (f) $\operatorname{Trace} v=\operatorname{Tr}\left(A_{i j} B_{j k}\right)$; (g) Tensor contraction $C_{i j l}=A_{i j k} B_{k l}$; (h) Tensor transposition $A_{i j k} \rightarrow A_{j k i}$; (i) Merging multiple tensor indices into one $A_{i j k} \rightarrow A_{(i j), k}=A_{l k}$.
two tensors that we sum over, while the open legs are indices belonging to only one tensor and are not being summed over. As seen in Fig. 2.1(e-g), tensor contraction produces a new tensor where only the open indices are left uncontracted. Another common tensor operation is the permutation of indices (a higher dimensional analogue of matrix transposition) $A_{i j k} \rightarrow A_{j k i}$ displayed in Fig. 2.1(h), which corresponds merely to relabelling the legs in a diagram. We can also reshape our tensor by combining some of its indices together which also leads to a reduction of the tensor rank: $A_{i j k} \rightarrow A_{(i j), k}=A_{l k}$. In the diagrammatic language this means merging the corresponding legs into one, see Fig. 2.1(i). A familiar example here is that of reshaping a matrix into a vector.

A situation that happens often in tensor network calculations is that there are multiple ways of carrying out the same tensor contraction. In general, a contraction involving a number of tensors is always done pairwise: at each step we contract only two tensors at a time. Let us consider the network in Fig. 2.2 where each tensor index has a dimension D : performing the pairwise contraction steps in order (a) and order (b) yields $O\left(D^{4}\right)$ and $O\left(D^{5}\right)$ computational cost scaling respectively. In more sophisticated networks such as Fig. 2.2(c,d), different orders of contraction could yield far more contrasting cost scalings. Fig. 2.2(c,d) illustrates a contraction of two rows of tensors. If each row consists of $N$ tensors, the contraction (c) scales exponentially as $O\left(D^{N}\right)$. Meanwhile, the contraction (d) can be broken down into smaller steps shown in (a) each costing $O\left(D^{4}\right)$ - and so the overall contraction has a relatively cheap scaling $O\left(N D^{4}\right)$. Finding the most efficient order of contractions could thus affect dramatically the practical applicability of an algorithm. Choosing the 'right' order could enable us to simulate more complex systems within computational time that is orders of magnitude shorter, while choosing a 'wrong' order could render the simulation impossible.

Let us now discuss how one can express a quantum many-body state in the
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Figure 2.2: Different orders of tensor contraction. The computational cost of contracting the same three tensors in order (a) scales as $O\left(D^{4}\right)$, while in order (b) it scales as $O\left(D^{5}\right)$. The cost of contracting two rows with $N$ tensors using order (c) scales exponentially with $N: O\left(D^{N}\right)$, while in order (d) the cost is polynomial: $O\left(N D^{4}\right)$.


Figure 2.3: The decomposition of a high-rank tensor into a network of low-rank tensors: (a) A 1D tensor network, known as a matrix product state (MPS); (b) A 2D tensor network, known as a projected entangled pair state (PEPS); (c) An arbitrary tensor network.
language of tensor networks. More specifically, consider a generic many-body wavefunction for a system with $N$ particles where a particle $n$ has $d_{n}$ physical states:

$$
\begin{equation*}
|\Psi\rangle=\sum_{k_{1}, k_{2}, \ldots, k_{N}} \Psi_{k_{1}, k_{2}, \ldots, k_{N}}\left|k_{1}, k_{2}, \ldots, k_{N}\right\rangle \tag{2.1}
\end{equation*}
$$

For instance, a two-level system will have a Hilbert space with $d_{n}=2$ local basis states, a three-level system will have $d_{n}=3$ local basis states, and so on. The index $k_{n}$ runs over all basis states $1, \ldots, d_{n}$ of a particle $n$. A spin- $1 / 2$ particle, for example, may have the spin 'up' and 'down' states as its basis, while a spin- 1 particle may have the 'up', 'down', and 'zero' states in its local Hilbert space. The wavefunction coefficient $\Psi_{k_{1}, k_{2}, \ldots, k_{N}}$ contains the full Hilbert space of the many-body system: the number of parameters it needs to store then scales exponentially with the system size $N$. For example, if the local Hilbert space dimension $d_{n}=d$ for all particles $n$, the size of $\Psi_{k_{1}, k_{2}, \ldots, k_{N}}$ scales as $O\left(d^{N}\right)$. To illustrate these exponential memory requirements of $\Psi_{k_{1}, k_{2}, \ldots, k_{N}}$, consider a system with $N=1000$ spin- $1 / 2$ particles: the total dimension of $\Psi_{k_{1}, k_{2}, \ldots, k_{N}}$ will be $\sim 2^{1000} \sim 10^{301}$ elements whereas an array of 1 GB can store $\sim 10^{7}$ complex numbers. Moreover, if we assume that computation requires only one operation per complex value, and work on a 1 GHz processor, the computation times will be on the order of $O\left(10^{292}\right)$ seconds, which is an astronomical scale even compared to $O\left(10^{17}\right)$ seconds, the current estimate for the age of the Universe. The consequence of such exponential scaling is that any calculations quickly become impossible for increasing system sizes $N$. This problem is commonly known as 'the curse of dimensionality'.

One can imagine the wavefunction coefficient $\Psi_{k_{1}, k_{2}, \ldots, k_{N}}$ as a rank- $N$ tensor. The main idea behind tensor networks is to decompose the exponentially large tensor $\Psi_{k_{1}, k_{2}, \ldots, k_{N}}$ into a network of smaller rank tensors that is computationally manageable. Tensor network algorithms provide the means of finding such a compressed form of the wavefunction, essentially by discarding the irrelevant parts of its Hilbert space. Tensor networks that result from such decompositions can take different forms shown in Fig. 2.3, depending on the physical system we are studying. A one-dimensional lattice system is often represented by a chain of tensors in Fig. 2.3(a) where each tensor corresponds a spatial lattice site. Tensor networks of this form are known as matrix product states (MPS). Fig. 2.3(b) shows a twodimensional lattice system represented by a grid of tensors where each tensor, again, represents a lattice site. Such two-dimensional networks are known as projected entangled pair states (PEPS). The Fig. 2.3(c) illustrates a tensor network with an arbitrary structure. We will discuss the specific types of tensor networks in a lot more detail later in this chapter.

### 2.1.2 Entanglement and the area law

So far we have deliberately ignored the principal question: why does the tensor network representation work? The answer lies in the structure of entanglement in quantum many-body states, which we examine below. To understand the properties of entanglement, let us partition our many-body lattice system into a subregion $A$ and subregion $B$ as in Fig. 2.4. Mathematically, this is done by Schmidt decompo-
sition (or, equivalently, the singular value decomposition) of the pure state of the full system $A+B$ :

$$
\begin{equation*}
|\Psi\rangle=\sum_{\alpha} \Lambda_{\alpha}|\alpha\rangle_{A} \otimes|\alpha\rangle_{B} \tag{2.2}
\end{equation*}
$$

where $|\alpha\rangle_{A, B}$ are the orthonormal Schmidt bases of subregions $A$ and $B$ respectively, and $\Lambda_{\alpha} \geq 0$ are their corresponding probability amplitudes; for a normalized state $\sum_{\alpha} \Lambda_{\alpha}^{2}=1$. We find the reduced density matrix of subregion $A$ by tracing out the degrees of freedom of $B$ :

$$
\begin{equation*}
\rho_{A}=\operatorname{Tr}_{B}(|\Psi\rangle\langle\Psi|)=\sum_{\alpha=1}^{D} \Lambda_{\alpha}^{2}|\alpha\rangle_{A}\left\langle\left.\alpha\right|_{A}\right. \tag{2.3}
\end{equation*}
$$

which is a mixed-state density matrix defined using the basis of subregion $A$. The basis states $|\alpha\rangle_{A}$ of $A$ are the eigenvectors of $\rho_{A}$, the probabilistic weights $\Lambda_{\alpha}^{2}$ are its eigenvalues, and we suppose there are $D$ eigenvalues in total. We can measure the amount of bipartite entanglement between the subregions $A$ and $B$ of the pure state $|\Psi\rangle$ using the von Neumann entanglement entropy:

$$
\begin{equation*}
S=-\operatorname{Tr}\left(\rho_{A} \log \rho_{A}\right)=-\sum_{\alpha=1}^{D} \Lambda_{\alpha}^{2} \log \Lambda_{\alpha}^{2} \tag{2.4}
\end{equation*}
$$

This measure is equivalent to counting the number of entangled bits or particles between $A$ and $B$ - in other words, the von Neumann entropy quantifies the level of difficulty of simulating a given quantum state on a classical computer. If the subregions $A$ and $B$ are completely unentangled, then only one of the Schmidt coefficients is nonzero: $\Lambda_{\alpha=1}=1$ for $\alpha=1$ and $\Lambda_{\alpha>1}=0$ for the rest. In such case, the full system wavefunction Eq. $(2.2)$ is a product state $|\Psi\rangle=|1\rangle_{A} \otimes|1\rangle_{B}$, and the entanglement entropy Eq. (2.4) is zero. Once $A$ and $B$ become entangled, more than one of $\Lambda_{\alpha}$ coefficients is nonzero: $|\Psi\rangle$ can no longer be decomposed as a product state, and the entanglement entropy Eq. (2.4) becomes greater than zero $S>0$. A flat entanglement spectrum with all Schmidt coefficients $\Lambda_{\alpha}=1 / \sqrt{D} \forall \alpha$ corresponds to a maximally entangled state - in this case, the von Neumann entropy Eq. (2.4) assumes its largest possible value for a given $D$. It is worth noting that the largest possible $D$ is limited by the smaller Hilbert space dimension of the two subsystems $A$ and $B$. As a result, the bipartition that results in at least one of $A$ or $B$ having a small Hilbert space, will yield a small von Neumann entropy even if the entanglement spectrum is flat. This means that a maximally entangled state has a maximum amount of entanglement for a given bipartition of the system. A useful educational example is the GHZ state [39] $|\Psi\rangle=\frac{1}{\sqrt{2}}\left(|0\rangle^{\otimes N}+|1\rangle^{\otimes N}\right)$ for a $1 D$ system of $N$ spin- $1 / 2$ particles, where $|1\rangle$ and $|0\rangle$ are the spin 'up' and 'down' states. If we partition a one-dimensional GHZ lattice into a subsystem $A$ containing a single site at the edge of the lattice and a subsystem $B$ containing all the remaining sites, we will obtain a maximally entangled state with a flat entanglement spectrum. Yet, this bipartition of a GHZ lattice requires as few as $D=2$ Schmidt coefficients due to the small Hilbert space dimension of $A$, thus resulting in a small von Neumann entropy. An important question to us in this chapter is the scaling of entanglement


Figure 2.4: The area law in (a) 1D and (b) 2D. Entanglement entropy between subsystems $A$ and $B$ scales with the size of the boundary. The black lines indicate local interactions between $A$ and $B$ across the boundary, and $L$ is the size of subregion $A$. (c) In many systems, the physical states of interest obey the area law and reside in a tiny corner of the entire Hilbert space.
entropy with the size $V_{A}$ of subregion $A$. A 'typical' quantum state drawn at random from the Hilbert space of the system will have probabilistic weights $\Lambda_{\alpha}^{2} \approx \frac{1}{2^{V_{A}}}$, i.e. it will be a nearly-maximally entangled state. In this case, the entanglement entropy Eq. (2.4) will scale as the volume of the subregion $A: S \sim V_{A}$. We can then see that the number of Schmidt values scales as $D \sim e^{V_{A}}$, which simply implies that the Hilbert space size of the system scales exponentially with its size: the 'curse of dimensionality' problem we encountered at the end of last subsection.

Fortunately, this is not the end of the story. A lof of the many-body systems that arise in various fields of research have local Hamiltonians. The locality usually means that, for example, a Hamiltonian of a lattice system consists of the nearestneighbour or the next-nearest-neighbour couplings only. The assumption of locality is indeed physically intuitive. For instance, the interactions between electrons in a strongly correlated material, the couplings between magnetic moments, the tunnelling rates between optical cavities in a coupled cavity system or between atoms in an optical lattice all decay with distance: as a result, the correlations for lowenergy states of these systems vanish at long distances. This is captured by a vast variety of models such as the fermionic Hubbard model, the Bose-Hubbard model, or the Heisenberg model, to name a few well-known examples, that contain only the local interactions. Such a local Hamiltonian can be decomposed in terms of local few-body Hamiltonians $H_{n}$ :

$$
\begin{equation*}
H=\sum_{n \in A+B} H_{n} \tag{2.5}
\end{equation*}
$$

and it will have only $O\left(V_{A}+V_{B}\right)$ degrees of freedom, in contrast to the total number of degrees of freedom $O\left(e^{V_{A(B)}}\right)$ needed to describe subregion $A(B)$. In Fig. 2.4 (a,b) we can see how this locality of a Hamiltonian translates into the entanglement of a quantum state. In a system with local interactions, only interactions across the boundary of $A$ and $B$ between e.g. the nearest neighbour or next-nearest-neighbour particles contribute to entanglement entropy Eq. (2.4), simply because the more
distant particles do not interact. The amount of entanglement then scales with the area $W_{A}$ of the boundary of $A$ : $S=O\left(W_{A}\right)$. This implies $S=O\left(L^{d-1}\right)$ scaling for a $d$-dimensional subregion $A$ with volume $V_{A}=L^{d}$, as illustrated in Fig. 2.4(a,b), which is commonly known as the area law. Although a rigorous proof of the area law has only been presented for one dimensional systems, there exists a lot of numerical evidence that it is also true in higher dimensions [170-172]. As a consequence, there is a small subset of all quantum states - including the low-energy states and the ground state of a local Hamiltonian - that obey the area law scaling instead of the usual volume scaling [173]. These low-entanglement states are the states relevant to most physical problems, and they live in a tiny corner of the exponentially large Hilbert space, as illustrated in Fig. 2.4(c). Therefore, we need an efficient way to target the physical corner of the Hilbert space, which can be done with resources that have a polynomial scaling with system size. This is exactly the idea at the heart of tensor network algorithms: parametrize a quantum state by a set of connected tensors and optimize them while discarding the irrelevant states of the Hilbert space, until the target state is found. We have assumed so far that our local Hamiltonian is gapped, i.e. there is a finite energy gap separating the ground state and the first excited state in the thermodynamic limit. The spatial correlation functions then decay exponentially with distance due to the short range of interactions, on the lengthscale specified by the correlation length $\xi$. In gapless models, however, the correlation length diverges $\xi \rightarrow \infty$, and the correlations instead decay by a power law. This violates the area law and normally leads to logarithmic corrections in the scaling $S=O\left(L^{d-1}\right) \log (L)$. Nonetheless, this growth is still much weaker than the one seen in the volume scaling, and efficient tensor network algorithms have been developed for simulating such Hamiltonians [161, 174, 175].

One outstanding question is the practical implementation of the above ideas to obtain a compressed representation of quantum states. The key step is truncating the Schmidt decomposition of a quantum state $|\Psi\rangle$ to $\chi \leq D$ largest Schmidt values

$$
\begin{equation*}
|\tilde{\Psi}\rangle=\sum_{\alpha=1}^{\chi} \Lambda_{\alpha}|\alpha\rangle_{A} \otimes|\alpha\rangle_{B} \tag{2.6}
\end{equation*}
$$

such that the distance $\Delta$ between the exact state $|\Psi\rangle$ and its truncated approximation $|\tilde{\Psi}\rangle$

$$
\begin{equation*}
\Delta=\||\Psi\rangle-|\tilde{\Psi}\rangle \|^{2} \ll \epsilon \tag{2.7}
\end{equation*}
$$

is smaller than some threshold value $\epsilon$. As we have seen above, a 'typical' state with volume scaling will have Schmidt values $\Lambda_{\alpha}^{2} \approx \frac{1}{2^{V_{A}}}$. Therefore, the Schmidt values of all $D \sim e^{V_{A}}$ states will have approximately equal contributions, and efficient truncation will not be possible. On the other hand, quantum states that obey the area law (or only violate it weakly) will have a decaying Schmidt spectrum, with only a limited number of Schmidt values that contribute significantly. The sparse Schmidt basis of $|\Psi\rangle$ allows us to discard a large number of negligible, near-zero Schmidt values, keeping only a small number $\chi$ of the largest ones. As a result, we only retain the relevant part of the huge Hilbert space to obtain a compressed representation $|\tilde{\Psi}\rangle$ of the original state $|\Psi\rangle$.

In practice, we usually perform either a tensor decomposition followed by truncation, or a variational optimization of tensors that minimizes the distance $\Delta$ between
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Figure 2.5: The generalization of SVD to tensors. (a) To perform tensor decomposition of $A_{i j k l m}$, we reshape it into a matrix $A_{(i j l),(k m)}$, and decompose it using the matrix SVD in Eq. (2.8). (b) Reshaping $U_{(i j l), \alpha} \rightarrow X_{i j \alpha l}$ and $V_{\alpha,(k m)}^{\dagger} \rightarrow Y_{k \alpha m}$ yields a tensor decomposition $A_{i j k l m} \approx X_{i j \alpha l} \Lambda_{\alpha \alpha} Y_{k \alpha m}$. (c) The left decomposition that absorbs the diagonal matrix $\Lambda$ into $Y$. (d) The right decomposition that absorbs $\Lambda$ into $X$.
the original state and the one compressed to $\chi$ Schmidt values. We will briefly introduce the concept of tensor decomposition here. At its core is the singular value decomposition (SVD), which is a generalization of eigendecomposition to rectangular matrices:

$$
\begin{equation*}
\theta=U \Lambda V^{\dagger} \tag{2.8}
\end{equation*}
$$

where $\theta$ is a $m \times n$ matrix, $U$ is a $m \times k$ matrix whose columns are the orthonormal singular vectors of $\theta$ such that $U^{\dagger} U=I, V^{\dagger}$ is a $k \times n$ matrix whose rows are the orthonormal singular vectors of $\theta$ such that $V^{\dagger} V=I$, and $\Lambda$ is a diagonal $k \times k$ matrix that contains the singular values of $\theta$. The total number of singular values is $k=\operatorname{MIN}(m, n)$. SVD is mathematically equivalent to the Schmidt decomposition discussed above. In the spirit of Eq. (2.6) we truncate the number of singular values (or Schmidt values) by keeping only $k^{\prime}$ largest ones, which reduces the matrix dimensions to $m \times k^{\prime}$ for $U, k^{\prime} \times n$ for $V^{\dagger}$, and $k^{\prime} \times k^{\prime}$ for $\Lambda$. SVD can be further generalized to tensors. To give an example, consider a tensor $A_{i j k l m}$ in Fig. 2.5 that we wish to decompose in such way that its indices are split into two sets, $i, j, l$ and $k, m$. As shown in Fig. 2.5, we merge its legs $i, j, l \rightarrow(i j l)$ and $k, m \rightarrow(k m)$ such that $A_{i j k l m} \rightarrow A_{(i j l),(k m)}$ is now a matrix which we decom-
pose using SVD in Eq. (2.8) $A_{(i j l),(k m)}=U_{(i j l), \alpha} \Lambda_{\alpha, \alpha} V_{\alpha,(k m)}^{\dagger}$, optionally truncating the number of singular values to yield truncated matrices $\tilde{U}_{(i j l), \alpha} \tilde{\Lambda}_{\alpha, \alpha} \tilde{V}_{\alpha,(k m)}^{\dagger}$. We finally reshape them back into $\tilde{U}_{(i j l), \alpha} \rightarrow X_{i j \alpha l}$ and $\tilde{V}_{\alpha,(k m)}^{\dagger} \rightarrow Y_{k \alpha m}$. This yields a tensor decomposition $A_{i j k l m} \approx X_{i j \alpha l} \Lambda_{\alpha \alpha} Y_{k \alpha m}$ where we have truncated the index $\alpha$ to discard the negligible singular values. Depending on the specific problem at hand, one can instead obtain a decomposition of $A$ into two tensors by contracting the diagonal matrix $\Lambda$ into either $X$ or $Y$. This gives respectively the left-decomposition $A_{i j k l m} \approx X_{i j \alpha l} R_{k \alpha m}$ with $R_{k \alpha m}=\Lambda_{\alpha \alpha} Y_{k \alpha m}$, or the rightdecomposition $A_{i j k l m} \approx L_{i j \alpha l} Y_{k \alpha m}$ with $L_{k \alpha m}=X_{i j \alpha l} \Lambda_{\alpha \alpha}$. Our final tensors have a compressed size of $\chi$ for index $\alpha$, which allows us to keep tensor dimensions under control and exploit the sparse Hilbert space of the quantum state. The last statement brings a crucial point to our attention: the area-law scaling of entanglement is a vital prerequisite for the applicability of tensor networks. For general quantum states that do not obey the area law (e.g. in systems with arbitrarily long range interactions) we will not be able to perform truncation efficiently and still end up with tensors whose dimensions scale exponentially with the system size.

### 2.2 Matrix product states

Matrix product states (MPS) are the simplest, the most famous and the most developed type of tensor networks [38, 39]. An MPS is essentially a one-dimensional array of tensors, where each tensor represents a single site of a many-body system. MPS form the basis of some very powerful algorithms for simulating quantum many-body systems in 1D, in particular the Density Matrix Renormalization Group (DMRG) [176, 177, the Time-Evolving Block Decimation (TEBD) 178-181], and their various extensions [162, 182]. The long list of their applications includes calculations of ground states [176, 177] and low-energy excited states [183, 184], manybody quantum dynamics and spectral properties [185-189], and finite temperature simulations [190, 191]. In addition, MPS techniques have proven successful in simulating two-dimensional solid state systems [192, 193, molecular systems [194, 195], sampling problems in classical statistical mechanics [196]. MPS have also found applications in machine learning [197].

Let us consider a one-dimensional quantum many-body system with N sites described by wavefunction Eq. (2.1). Our goal is to decompose the rank- $N$ state tensor $\Psi_{k_{1}, k_{2}, \ldots, k_{N}}$ into a product of rank-3 tensors. Formally, this can be done by performing successive tensor SVD decompositions introduced in the last section, while sweeping across $\Psi_{k_{1}, k_{2}, \ldots, k_{N}}$, as shown in Fig. 2.6(b). The result of this procedure is an MPS:

$$
\begin{equation*}
\left|\Psi_{k_{1}, k_{2}, \ldots, k_{N}}\right\rangle=\sum_{k_{1}, k_{2}, \ldots, k_{N}} A_{\alpha_{1}}^{[1] k_{1}} A_{\alpha_{1}, \alpha_{2}}^{[2] k_{2}} A_{\alpha_{2}, \alpha_{3}}^{[3] k_{3}} \ldots A_{\alpha_{N-2}, \alpha_{N-1}}^{[N-1] k_{N-1}} A_{\alpha_{N-1}}^{[N] k_{N}}\left|k_{1}, k_{2}, \ldots, k_{N}\right\rangle \tag{2.9}
\end{equation*}
$$

where each tensor $A_{\alpha_{n-1}, \alpha_{n}}^{[n] k_{n}}$ has three legs and represents site $n$ of the many-body system. The vertical leg is the physical index $k_{n}=1, \ldots, d_{n}$ corresponding to the local Hilbert space of site $n$, with local dimension $d_{n}$. Meanwhile, the horizontal


Figure 2.6: (a) A matrix product state (MPS) with $N$ sites emerges as a 1D tensor decomposition of a rank- $N$ quantum state tensor $\Psi_{k_{1}, k_{2}, \ldots, k_{N}}$. Each MPS site is a rank-3 tensor $A_{\alpha_{n-1}, \alpha_{n}}^{[n] k_{n}}$, with physical index $k_{n}$ and bond indices $\alpha_{n-1}, \alpha_{n}$. (b) Formally, one can obtain MPS by performing successive SVDs of $\Psi_{k_{1}, k_{2}, \ldots, k_{N}}$.
legs $\alpha_{n-1}, \alpha_{n}$ connect the neighbouring sites together: these are virtual bond indices that have emerged from the decomposition of $\Psi_{k_{1}, k_{2}, \ldots, k_{N}}$. The bond indices represent entanglement between different sites of the many-body system, and have the maximum allowed dimension of $\chi$ imposed during SVD. If our system is not entangled, then all bond indices are singletons of size $\chi=1$ and Eq. $(2.9)$ is a simple product state. Note that indices at the ends of the chain run over a single value $\alpha_{0}, \alpha_{N}=1$ since the sites $n=1$ and $n=N$ have no connections to their left and right respectively. The bond dimension $\chi$ is the parameter that controls the precision of MPS representation. One can show that the entanglement entropy for any subsystem of an MPS network has the upper bound of $S \sim \log (\chi)$ [198]. As a result, MPS fulfill the area law in 1D yielding an efficient parameterization for targetting the low-energy states of one-dimensional lattice systems [199, 200]. For $\chi=1$, MPS becomes an uncorrelated product state, which corresponds to a mean field ansatz. With an exponentially large $\chi$ one could, in principle, represent any state in the Hilbert space beyond the area law domain. One limitation is that MPS with a finite $\chi$ only supports exponentially decaying correlation functions. Therefore, it cannot target gapless systems and critical quantum wavefunctions where the correlation length diverges, since they violate the area law and carry more entanglement than MPS is able to support. In practical applications, the quality of MPS results for gapless models will vary from excellent to moderate depending on the extent to which the area law is violated [39]. There also exist other families of tensor networks designed to capture the quantum critical states, such as the Tree Tensor Network States and MERA [161, 174].

The MPS representation Eq. (2.9) of a state $\left|\Psi_{\left.k_{1}, k_{2}, \ldots, k_{N}\right\rangle}\right\rangle$ is not unique and has a gauge freedom on every bond index [38]. One can transform MPS tensors by inserting $X^{-1} X=I$ on any bond connecting two tensors. One can use this gauge
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Figure 2.7: (a) We can transform a given MPS bond connecting sites $n, n+1$ into the left-canonical form by computing the SVD of tensor $M^{[n]}$, and subsequently absorbing $\Lambda$ and $V^{\dagger}$ into the tensor $M^{[n+1]}$ on the right, which leaves a left-unitary matrix $U$ on the site $n$. Sweeping across MPS from left to right while repeating the operation (a) transforms the MPS into the left-canonical form (b) with the orthonormality centre at $n_{C}=N$, where the green tensors $A^{[n]}$ satisfy the orthonormality condition (c) due to $U^{\dagger} U=I$.
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Figure 2.8: (a) We can transform a given MPS bond connecting sites $n, n+1$ into the right-canonical form by computing the SVD of tensor $M^{[n+1]}$, and subsequently absorbing $U$ and $\Lambda$ into the tensor $M^{[n]}$ on the left, which leaves a right-unitary matrix $V^{\dagger}$ on the site $n$. Sweeping across MPS from right to left while repeating the operation (a) transforms the MPS into the right-canonical form (b) with the orthonormality centre at $n_{C}=0$ where the red tensors $A^{[n]}$ satisfy the orthonormality condition (c) due to $V^{\dagger} V=I$.


Figure 2.9: MPS in the mixed canonical form, with an arbitrary orthonormality centre at site $n_{C}$. The green tensors at sites $n<n_{C}$ obey the left orthonormality condition Fig. 2.7 (c) while the red tensors at sites $n>n_{C}$ obey the right orthonormality condition Fig. 2.8(c).
freedom to define a convenient canonical form of our MPS. For instance, MPS can be transformed into a left-canonical form by performing an exact SVD (i.e. without truncation) on every bond of MPS, see Fig. [2.7(a,b). Since $U$ is a unitary matrix with $U^{\dagger} U=I$, every tranformed tensor $\tilde{A}^{[n]}$ now has the orthonormality property in Fig. 2.7(c). Similarly, one can bring MPS into a right-canonical form as shown in Fig. 2.8(a,b) so that it satisfies the orthonormality condition in Fig. 2.8(c). We can also define the mixed-canonical form in Fig. 2.9 by transforming all tensors on the left and the right of a given site $n$ into the left-canonical and the rightcanonical form respectively. The site $n$ is then called the orthonormality centre of our MPS. MPS canonical forms have various advantages. Imposing a canonical form fixes the gauge of MPS tensors, which both enables the optimal bond truncation and improves the numerical stability of MPS algorithms [38, 39]. As we will see below, MPS inner products in the mixed canonical form can be evaluated by only contracting tensors around the orthonormality centre instead of contracting the entire MPS. This becomes advantageous for computing expectation values, and for algorithms like DMRG that involve iterative sweeping across the MPS.

We will now demonstrate how to do some simple calculations with MPS. The Fig. 2.10(a) shows a diagrammatic representation of the inner product $\langle\phi \mid \Psi\rangle$. We can perform the calculation starting from one end of the chain and repeating the pattern in Fig. 2.10(b) until we reach the other end of the chain. The final result of the contraction is then a scalar value $\langle\phi \mid \Psi\rangle$. Similarly, Fig. 2.10(c) shows the expectation value $\langle\Psi| O^{(n)}|\Psi\rangle$ of an operator $O$. It may be calculated by first multiplying the operator $O$ with tensor $A^{[n]}$, and subsequently contracting the inner product $\left\langle\Psi \mid O^{(n)} \Psi\right\rangle$ in the same way as we have already done in Fig. 2.10(b). For demonstration purposes, this time we will follow a more efficient approach by transforming $|\Psi\rangle$ into the mixed-canonical form around site $n$. As Fig. 2.10(c) shows, we can then exploit the orthonormality conditions in Fig. 2.7(c), Fig. 2.8(c). This allows us to calculate the expectation value by only contracting the tensors around the orthonormality centre, instead of computing overlap for the entire MPS.

Another important aspect of MPS concerns the boundary conditions. The MPS we have considered so far had a finite size $N$ with open boundary conditions (OBC) and singleton bonds at both ends of the chain. We can also define a finite-size MPS with periodic boundary conditions (PBC): in such a case, the tensors $A^{[1]}$ and $A^{[N]}$ are connected by an additional bond to reflect the periodicity of the lattice, as shown in Fig. 2.11. It is also possible to construct an infinite MPS (iMPS) with $N \rightarrow \infty$, OBC, and translational invariance, and work directly in the thermodynamic limit. This can be done by choosing a unit cell that contains $M$ sites: our MPS will then consist of these $M$ tensors repeated periodically along the 1D lattice, as in Fig. 2.11(c) with $M=2$. At first glance iMPS appears to be of no practical use, since computing observables would require contracting an infinite number of tensors. The way forward here is to exploit the translational invariance of iMPS. Since all unit cells are identical, we first define a transfer matrix $T$ as shown in Fig. 2.12(b) for a one-site unit cell. The inner product $\langle\Psi \mid \Psi\rangle$ will consist of such transfer matrices repeated along the chain ad infinitum. Transfer matrix $T$ has the
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Figure 2.10: (a) The inner product of two MPS $\langle\phi \mid \Psi\rangle$; (b) A single step of MPS-MPS contraction; (c) The expectation value $\langle\Psi| O^{(n)}|\Psi\rangle$. The calculation is substantially simplified if one uses the mixed-canonical form around the site $n$, as the sequences of green and red tensors reduce to identity matrices on the left and on the right of the operator $O^{(n)}$.
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Figure 2.11: MPS with (a) open boundary conditions (OBC), (b) periodic boundary conditions (PBC), and (c) infinite boundary conditions with a periodic unit cell containing $M=2$ sites $A$ and $B$.
eigendecomposition

$$
\begin{equation*}
T=\sum_{k} \lambda_{k}\left|R_{k}\right\rangle\left\langle L_{k}\right| \tag{2.10}
\end{equation*}
$$

where $\lambda_{k}$ is the $k^{\prime}$ 'th eigenvalue while $\left|R_{k}\right\rangle$ and $\left\langle L_{k}\right|$ are the corresponding left and right eigenvectors. In the limit $N \rightarrow \infty$, only the contribution from the dominant eigenvalue $\lambda_{1}$ and the corresponding eigenvectors $\left|R_{1}\right\rangle$ and $\left\langle L_{1}\right|$ survives

$$
\begin{equation*}
\lim _{N \rightarrow \infty} T^{N}=\lim _{N \rightarrow \infty} \sum_{k}\left(\frac{\lambda_{k}}{\lambda_{1}}\right)^{N}\left|R_{k}\right\rangle\left\langle L_{k}\right| \approx\left|R_{1}\right\rangle\left\langle L_{1}\right| \tag{2.11}
\end{equation*}
$$

where we have normalized $T$ such that its largest eigevalue is 1; Eq. (2.11) is illustrated diagrammatically in Fig. 2.12(d). We can subdivide $\langle\Psi \mid \Psi\rangle$ into the left and right semi-infinite chains that are bounded by $\left\langle v_{L}\right|$ and $\left|v_{R}\right\rangle$ vectors infinitely far away. These semi-infinite chains can be represented by the left dominant eigenvector $\lim _{N \rightarrow \infty}\left\langle v_{L}\right| T^{N} \approx\left\langle L_{1}\right|$ and the right dominant eigenvector $\lim _{N \rightarrow \infty} T^{N}\left|v_{R}\right\rangle \approx\left\langle R_{1}\right|$ of $T$ respectively. This gives $\langle\Psi \mid \Psi\rangle=\left\langle L_{1}\right| T\left|R_{1}\right\rangle=1$, i.e. iMPS is normalized as long as the periodic transfer matrix $T$ is normalized to have the largest eigenvalue
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Figure 2.12: (a) Expectation value $\langle O\rangle$ in the iMPS representation with a $M=1$ unit cell containing site $A$. (b) Transfer matrix $T$ corresponding to a unit cell of the inner product in (a). (c) Transfer matrix $T_{O}$ of a unit cell containing the operator $O$. (d) Diagrammatic representation of Eq. (2.11). (e) Diagrammatic representation of Eq. 2.12): the expectation value (a) expressed in terms of the transfer matrices from (b,c), and the left and right dominant eigenvectors $\left\langle L_{1}\right|,\left|R_{1}\right\rangle$ of transfer matrix $T$.
equal to 1. The Fig. 2.12(e) shows a diagrammatic calculation of a generic observable

$$
\begin{equation*}
\langle O\rangle=\langle\Psi| O|\Psi\rangle=\frac{\left\langle L_{1}\right| T_{O}\left|R_{1}\right\rangle}{\left\langle L_{1}\right| T\left|R_{1}\right\rangle} \tag{2.12}
\end{equation*}
$$

where $T_{O}$ is a transfer matrix with operator $O$ inserted, shown in Fig. 2.12(c). We have therefore reduced the infinite MPS-MPS contraction, required to compute expectation values, to the problem of contracting a finite MPS-MPS network bounded by the dominant eigenvectors of $T$.

### 2.2.1 Matrix product operators

We have seen that a quantum many-body state $|\Psi\rangle$ can be decomposed as an MPS, a one-dimensional chain of rank- 3 tensors $\tilde{A}^{[n]}$. Along the same lines, we can
(a)

(b)

(c)


Figure 2.13: (a) A matrix product operator (MPO) with $N$ sites in Eq. (2.14) is a 1D tensor decomposition of a rank- $N$ many body operator $O$ in Eq. (2.13) into rank-4 tensors $\left\{W^{[n]}\right\}$. (b) Applying MPO $O$ to MPS $|\Psi\rangle$ yields a transformed MPS $|\tilde{\Psi}\rangle=O|\Psi\rangle$. (c) MPS-MPO-MPS inner product $\langle\Psi| O|\Psi\rangle$.
decompose a general many body operator

$$
\begin{equation*}
O=\sum_{k_{1}, k_{2}, \ldots, k_{N}} \sum_{q_{1}, q_{2}, \ldots, q_{N}} w_{k_{1}, k_{2}, \ldots, k_{N}}^{q_{1}, q_{2}, \ldots, q_{N}}\left|k_{1}, k_{2}, \ldots, k_{N}\right\rangle\left\langle q_{1}, q_{2}, \ldots, q_{N}\right| \tag{2.13}
\end{equation*}
$$

into a one-dimensional chain of rank-4 tensors, known as a matrix product operator (MPO):

$$
\begin{equation*}
O=\sum_{k_{1}, \ldots, k_{N}} \sum_{q_{1}, \ldots, q_{N}} W_{\alpha_{1}}^{[1] k_{1} q_{1}} W_{\alpha_{1}, \alpha_{2}}^{[2] k_{2} q_{2}} \ldots W_{\alpha_{N-1}}^{[N] k_{N} q_{N}}\left|k_{1}, \ldots, k_{N}\right\rangle\left\langle q_{1}, \ldots, q_{N}\right| \tag{2.14}
\end{equation*}
$$

where each tensor $W_{\alpha_{n-1}, \alpha_{n}}^{[n] k_{n} q_{n}}$ has four legs - with two physical indices $q_{n}=1, \ldots, d_{n}$ and $k_{n}=1, \ldots, d_{n}$ instead of just one, that represent an operator action on site $n$ of a many-body system. Like MPS, it also has two bond indices $\alpha_{n-1}, \alpha_{n}$. The MPO bonds represent interactions between sites and the bond dimension $\sigma$ of an MPO can be related to the number of intersite coupling terms in the operator $O$. The Fig. 2.13(a) shows an MPO in its diagrammatic representation.

In real calculations, we often use MPOs to represent many-body Hamiltonians, propagators, or other operator objects involving many-body interactions. By applying MPO to MPS, we can compute, for instance, the action $H|\Psi\rangle$ of a Hamiltonian $H$ on a wavefunction $|\Psi\rangle$ as shown in Fig. 2.13(b). Similarly to local observables in the last section, we can calculate expectation values of MPOs such as the energy $E(\Psi)=\langle\Psi| H|\Psi\rangle$ of the eigenstate $|\Psi\rangle$ of $H$, which amounts to contracting the MPS-MPO-MPS network shown in Fig. 2.13(c). We will meet MPS-MPO contractions at various points in this thesis.
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Figure 2.14: MPS-MPO multiplication using the zip-up algorithm. (a) Step (1) to initiate the zipping process at site $n=1$; (b) Steps $(3-4)$ to update a given MPS bond $(n-1$, $n)$.

### 2.2.2 MPS-MPO multiplication

MPS-MPO multiplication is a common task in tensor network calculations. Yet it comes with its own subtleties. An important problem that arises is the fact that multiplication by an MPO destroys the canonical form of MPS [201]. The lack of fixed gauge can lead to numerical stability problems if we perform repeated MPSMPO multiplications. Without a canonical form, MPS truncation is also very often suboptimal, making higher bond dimensions necessary to maintain the same level of accuracy [38]. Therefore, a proper MPS-MPO multiplication algorithm must implement a scheme that restores the canonical form. Another issue is related to efficiency. To make the discussion more specific, suppose we are trying to multiply MPS with physical dimension $d$ at all sites and the bond dimension of at most $\chi$, by an MPO with the same physical dimension and the bond dimension $\sigma$ for all bonds. A naive MPS-MPO multiplication would contract all MPS and MPO tensors first, and subsequently truncate all MPS bonds using SVD. This is, however, highly inefficient as it carries the computational cost of $O\left(N \chi^{3} \sigma^{3} d\right)$ for the SVDs. An efficient multiplication needs an approach that multiplies and truncates tensors on the fly to ensure optimal computational cost. The method of our choice is the zip-up algorithm proposed by Stoudenmire and White [201], which has a scaling of $O\left(N \chi^{3} \sigma d^{2}+N \chi^{2} \sigma^{2} d^{2}\right)$. Outlined below are the main steps of the zip-up algorithm:

1. Initiate the zipping process: multiply the first site $n=1$ of MPS $A^{[1]}$ with the first site of MPO $W^{[1]}$ as shown in Fig. 2.14(a). The result is a new tensor $A^{[1]{ }^{\prime}}$ with the right bond dimension increased to $\chi \sigma$. Shift to the next site $n=1 \rightarrow n=2$.
2. For a general site $n$, perform the following steps shown diagrammatically in Fig. 2.14(b):
3. Decompose $A^{[n-1]^{\prime}}$ tensor at the preceding site into $U$ and $R=\Lambda V^{\dagger}$ tensors using SVD and truncating the bond dimension. Update the preceding MPS site with a new truncated tensor $\tilde{A}^{[n-1]}=U$.
4. Contract $R$, MPO site $W^{[n]}$ and MPS site $A^{[n]}$ to give a new tensor $A^{[n]^{\prime}}$ with the right bond dimension increased to $\chi \sigma$. Shift to the next site $n \rightarrow n+1$.
5. Repeat steps (2-4) sweeping along the MPS-MPO network from left to right until we reach the end. By the time we reach the end, the zip-up process has transformed all MPS tensors $\tilde{A}^{[n]}$ (except $\tilde{A}^{[N]}$, the centre of orthonormality) into the left-canonical form.
6. Sweep backwards from right to left, performing SVD and truncation on MPS tensors, and transforming them into the right canonical form as shown in Fig. 2.8(a). The backward sweep ensures that MPS tensors are truncated optimally.
7. Once the backward sweep reaches the first site $n=1$, the MPS has been fully updated, and all tensors $\tilde{A}^{[n]}$ (except $\tilde{A}^{[1]}$, the centre of orthonormality) are now in the right-canonical form.

We emphasize that on the forward left-to-right sweep it is important to perform truncation using a fixed precision $\lambda_{c}$ instead of fixed bond dimension $\chi$, i.e. one should truncate by discarding singular values below some small fixed cutoff value $\lambda_{c}$. This is due to the fact that any SVD truncation in the zip-up algorithm optimizes local tensors instead of optimizing MPS globally which is achieved by gradientdriven variational algorithms [38]. The purpose of using a fixed precision $\lambda_{c}$ is to compensate for a loss of accuracy due to this locality, which helps us to avoid discarding important information. Once we reach the right edge of the chain, all MPS tensors are already in the left-canonical form. Hence, SVD is optimal on the backward right-to-left sweep and one is free to truncate either using a fixed precision $\lambda_{c}$ or a fixed bond dimension $\chi$.

### 2.2.3 TEBD algorithm

Among the standard MPS methods, particularly relevant to our work is the Time Evolving Block Decimation (TEBD) algorithm. TEBD and its infinite system variant iTEBD (i.e. infinite Time Evolving Block Decimation) were proposed by Vidal [178-181] and have become established as a simple yet efficient and versatile technique for simulating time evolution of quantum states. It also has a straightforward extension to the dissipative dynamics of open quantum systems [40], which is a part of our motivation for choosing this algorithm. In this thesis, we will often work with lattice systems in the thermodynamic limit $N \rightarrow \infty$ making use of iMPS introduced earlier in this section. Therefore, in this section we focus specifically on iTEBD. The algorithm starts with some initial state $|\Psi(0)\rangle$ written as an iMPS, and evolves it for some time $t$ under Hamiltonian $H$ :

$$
\begin{equation*}
|\Psi(t)\rangle=U(t)|\Psi(0)\rangle \tag{2.15}
\end{equation*}
$$

with time evolution operator $U(t)=e^{-i H t}$. We will mainly be interested in systems with the nearest-neighbour interactions only (e.g. coupled cavity lattices with tunnelling between adjacent cavities). In such models the most convenient way to construct the tensor network form of propagator $U(t)$ is by decomposing it into twobody propagators, each evolving a single bond. Let us first split our Hamiltonian

$$
\begin{equation*}
H=H_{E}+H_{O} \tag{2.16}
\end{equation*}
$$

into terms $H_{E}=\sum_{j \text { even }} H_{j, j+1}$ and $H_{O}=\sum_{j o d d} H_{j, j+1}$ acting on the even and odd bonds of the lattice respectively. The next step is to discretize the time $t=N \delta t$ using a number of timesteps $N$ of size $\delta t$ :

$$
\begin{equation*}
U(t)=[U(\delta t)]^{N} \tag{2.17}
\end{equation*}
$$

Since $H_{E}$ and $H_{O}$ do not commute with each other, we perform Trotter decomposition of $U(\delta t)$

$$
\begin{equation*}
U(\delta t)=e^{-i\left(H_{E}+H_{O}\right) \delta t}=e^{-i H_{E} \delta t} e^{-i H_{O} \delta t}+O\left(\delta t^{2}\right) \tag{2.18}
\end{equation*}
$$

which approximates the exponential of $H_{E}+H_{O}$ by the product of $H_{E}$ and $H_{O}$ exponentials. In the limit $\delta t \rightarrow 0$ the above splitting becomes exact; in practice, we typically use a small timestep $\delta t$ such that the error $O\left(\delta t^{2}\right)$ is sufficiently small. The equation (2.18) corresponds to the first order Trotter decomposition, which carries an error of $O\left(\delta t^{2}\right)$. We note that arguments presented here can be straightforwardly adapted to higher order Trotter decompositions. For instance, in our numerical simulations we employ the second order splitting $U(\delta t)=e^{-i H_{E} \delta t / 2} e^{-i H_{O} \delta t} e^{-i H_{E} \delta t / 2}+$ $O\left(\delta t^{3}\right)$, with a reduced error of $O\left(\delta t^{3}\right)$. However, for ease of explanation we use the first order decomposition in our description of iTEBD here. Using Eq. (2.18) we can express our propagator entirely in terms of two-body gates:

$$
\begin{equation*}
U(\delta t)=\prod_{j \text { even }} e^{-i H_{j, j+1} \delta t} \prod_{j \text { odd }} e^{-i H_{j, j+1} \delta t} \tag{2.19}
\end{equation*}
$$

The standard iTEBD algorithm uses a slightly different form of iMPS than the one introduced in the last section. In Figs. 2.7, 2.8 we absorbed the diagonal $\Lambda$ matrices produced by SVDs into their adjacent $A^{[n]}$ MPS tensors. Instead of absorbing $\Lambda$ 's, iTEBD keeps them uncontracted. Let us denote the MPS tensor at site $n$ by $\Gamma^{[n]}$, and the diagonal matrix $\Lambda$ at the bond connecting sites $n$ and $n+1$ by $\Lambda^{[n]}$. The $\Lambda^{[n]}$ matrices contain Schmidt values of their respective bonds, and are normalized such that $\sum_{\alpha}\left[\Lambda_{\alpha}^{[n]}\right]^{2}=1$. This alternative representation of iMPS is known as Vidal form: Fig. 2.15 shows Vidal form of iMPS with two-site translational invariance. For simplicity, it would be most convenient to consider an iMPS that has a onesite unit cell. However, Trotter decomposition Eq. (2.19) modifies the translational invariance from one-site to two-site - thus we will be obliged to use a two-site unit cell in our algorithm instead.

We now have all the ingredients needed for iTEBD algorithm, which we outline below step by step.


Figure 2.15: An iMPS with a two-site unit cell in Vidal form. $\Gamma^{[n]}$ represents site $n$ of the unit lattice, and the diagonal matrix $\Lambda^{[n]}$ contains the singular value spectrum of bond ( $n, n+1$ ).
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Figure 2.16: (a) A two-body propagator $e^{-i H_{j, j+1} \delta t}$ decomposed into a two-site MPO using SVD. The diagonal $\Lambda$ matrix emerging from SVD is absorbed symmetrically into both MPO sites $X$ and $Y$. (b) iTEBD time evolution using the Trotter decomposition Eq. 2.19) into a series of two-body MPO propagators. The green lines separate adjacent timesteps. (c) The steps (3-5) to update a single iMPS bond using a two-body MPO propagator.

1. Start with some initial state $|\Psi(0)\rangle$ represented as iMPS in Vidal form with tensors $\Gamma^{[1,2]}$ and $\Lambda^{[1,2]}$, and local Hilbert space dimension $d$ at each site. We usually initialize iMPS as a random-number state or a product state with bond dimension $\chi=1$.
2. Apply two-body propagator $e^{-i H_{j, j+1} \delta t}$ to the even bonds of iMPS as in Fig. 2.16(b). To update iMPS tensors, we take the following steps to update each (1,2) bond, as shown in Fig. 2.16(c):
3. Contract the propagator $e^{-i H_{j, j+1} \delta t}$ with $\Gamma^{[1,2]}$ and $\Lambda^{[1,2]}$ tensors around the $j, j+1$ bond into a single $\theta$ tensor.
4. Decompose $\theta$ tensor into $X, Y$, and $\Lambda$ tensors using SVD. After update, the size of $j, j+1$ bond has increased from $\chi$ to $d \chi$. In general, successive multiplications with two-body propagators will cause the amount of information in iMPS grow exponentially. Therefore, we must truncate iMPS by retaining $\chi$ largest singular values to keep the size of iMPS tensors under control. As long as the discarded singular values are small, iMPS will continue to be an accurate representation of the actual quantum state even after truncation.
5. Update iMPS with truncated $X, Y$, and $\Lambda$ tensors by setting $\tilde{\Gamma}^{[1]}=X, \tilde{\Gamma}^{[2]}=$ $Y$, and $\tilde{\Lambda}^{[1]}=\Lambda$. To restore $\Lambda^{[2]}$ on the external bonds, we divide $\tilde{\Gamma}^{[1,2]}$ by $\Lambda^{[2]}$. This procedure brings iMPS back to its original Vidal form, with updated tensors $\tilde{\Gamma}^{[1,2]}, \tilde{\Lambda}^{[1]}$ for each $(1,2)$ bond on the lattice.
6. Apply two-body propagator $e^{-i H_{j, j+1} \delta t}$ to the odd bonds of iMPS as in Fig. 2.16(b). Repeat steps (3-5) to update each $(2,1)$ bond.
7. iMPS has now been propagated forward by a single timestep $\delta t$. Repeat steps (2-6) to evolve iMPS for a desired number of timesteps $N$.

The iTEBD algorithm described so far simulates the real time evolution of a quantum state. However, it can easily be repurposed to perform imaginary time evolution for ground state calculations [38, 39]. This amounts to replacing real time with imaginary time it $\rightarrow \tau$ in all propagators Eq. (2.15), (2.18), (2.19), while all other steps of the algorithm remain the same as outlined above. For $\tau \rightarrow \infty$, imaginary time evolution yields the ground state of a Hamiltonian $H$ :

$$
\begin{equation*}
\left|\Psi_{G S}\right\rangle=\lim _{\tau \rightarrow \infty} \frac{e^{-H \tau}|\Psi(0)\rangle}{\| e^{-H \tau}|\Psi(0)\rangle \|} \tag{2.20}
\end{equation*}
$$

In practice, we evolve the state for $N$ imaginary timesteps $\delta \tau$ until convergence is achieved with respect to the spectrum of singular values in $\Lambda^{[1,2]}$ and/or the relevant observables of the system. A common practice that helps to improve the convergence accuracy of imaginary time evolution is to start with a large timestep $\delta \tau \sim 10^{-1}$ and then gradually decrease the timestep size during the simulation to reduce the effects of Trotter error. The large initial timestep helps us to avoid a possibility of getting stuck in a local minimum, as well as to speed up the simulation. The smallest $\delta \tau$ needed to achieve convergence is strongly problem dependent. We repeat the whole simulation for increasing values of iMPS bond dimension $\chi$ until we see a satisfactory convergence with respect to $\chi$.

### 2.2.4 Liouvillian time evolution

Originally, MPS techniques were developed for calculations based on quantum many-body wavefunctions and so far we have discussed them in that context. The dynamics in standard time-dependent MPS simulations - for instance, the TEBD algorithm described in Sec. 2.2.3- are thus generated by the Schrödinger equation

$$
\begin{equation*}
i \partial_{t}|\Psi(t)\rangle=H|\Psi(t)\rangle \tag{2.21}
\end{equation*}
$$

More recently, MPS have started gaining momentum as a framework for simulating the dissipative mixed-state dynamics of density matrices, governed by Liouvillian superoperators. Here we discuss how one can apply the MPS methods presented so far to the reduced density matrices of open quantum many-body systems. More specifically, let us consider a driven dissipative quantum lattice system in 1D with $N$ sites. We assume that the system is described by a nearest-neighbour Hamiltonian $H$ and is weakly coupled to a Markovian bath by dissipation. The dynamics of its reduced density matrix $\rho(t)$ is governed by the Lindblad master equation from Sec. 1.1.2:

$$
\begin{equation*}
\partial_{t} \rho=\mathcal{L}[\rho(t)]=-i[H, \rho(t)]+\sum_{\mu, n}\left(L_{\mu, n} \rho(t) L_{\mu, n}^{\dagger}-\frac{1}{2} \rho(t) L_{\mu, n}^{\dagger} L_{\mu, n}-\frac{1}{2} L_{\mu, n}^{\dagger} L_{\mu, n} \rho(t)\right) \tag{2.22}
\end{equation*}
$$

where $\mathcal{L}$ is the Liouvillian superoperator and $L_{\mu, n}$ is a Lindblad jump operator $L_{\mu}$ acting on a lattice site $n$. We suppose that each lattice site $n$ has a local Hilbert space $\mathcal{H}^{[n]} \cong \mathcal{C}_{d}$ with dimension $d$, and the whole lattice system 'lives' in the Hilbert space $\mathcal{H} \cong \mathcal{C}_{d}^{\otimes N}$, the N -fold tensor product of local Hilbert spaces $\mathcal{C}_{d}$.

Zwolak and Vidal [40] proposed a method for mapping Lindblad master equations onto a vectorized space using Choi isomorphism, which has enabled them to extend MPS time evolution to mixed states. Here we follow their approach to show how solving Eq. (2.22) can be transformed into an MPS problem. Let us first define a vector space $\mathcal{K}^{[n]} \cong \mathcal{M}\left(\mathcal{H}^{[n]}\right) \cong \mathcal{C}_{d^{2}}$ of $d \times d$ complex matrices for each site $n$. Here $\mathcal{M}(\mathcal{H})$ denotes a set of linear mappings on the Hilbert space $\mathcal{H}$ of the system. We then represent a $d \times d$ density matrix $\rho$ as a superket state vector $|\rho\rangle_{\sharp}$ of size $d^{2}$ that 'lives' in $\mathcal{K}$ space

$$
\begin{equation*}
\rho \in \mathcal{M}(\mathcal{H}) \rightarrow|\rho\rangle_{\sharp} \in \mathcal{K} \tag{2.23}
\end{equation*}
$$

and a generic superoperator $\mathcal{Q}$ as a linear map $\mathcal{M}(\mathcal{K})$ that acts on superkets 'living' in $\mathcal{K}$

$$
\begin{equation*}
\mathcal{Q} \in \mathcal{M}(\mathcal{M}(\mathcal{H})) \rightarrow \mathcal{Q}_{\sharp} \in \mathcal{M}(\mathcal{K}) \tag{2.24}
\end{equation*}
$$

We then define the action of $\mathcal{Q}_{\sharp}$ on $|\rho\rangle_{\sharp}$

$$
\begin{equation*}
|\mathcal{Q}[\rho]\rangle=\mathcal{Q}_{\sharp}|\rho\rangle_{\sharp} \tag{2.25}
\end{equation*}
$$

Here, the subscript $\sharp$ indicates the vectorized representation in the space of superkets. The above mapping essentially corresponds to reshaping a matrix into a vector, e.g. by stacking its columns (or joining its rows) together. We can therefore imagine this as writing a many body density matrix $\rho$ as an MPO and subsequently reshaping it into an MPS by combining both of its physical indices into one at
each site, as illustrated in Fig. 2.17. An important question remains whether the arguments about truncation of Schmidt basis of pure quantum states introduced in Sec. 2.1.2 actually apply to the superkets of mixed states. To answer this question, let us take a quantum many body lattice described by a mixed state density matrix and divide it into subregions $A$ and $B$. Given a superoperator $Q$ in this bipartite Hilbert space $\mathcal{H}^{[A]} \otimes \mathcal{H}^{[B]}$ and an orthonormal basis set $\left\{|\beta\rangle_{\sharp}\right\} \in \mathcal{K}^{[B]} \cong \mathcal{M}\left(\mathcal{H}^{[B]}\right)$, we can define a partial trace over subregion $B$

$$
\begin{equation*}
\operatorname{Tr}_{\sharp B}\left(Q_{\sharp}\right)=\sum_{\beta}\langle\beta| Q_{\sharp}|\beta\rangle_{\sharp} \tag{2.26}
\end{equation*}
$$

By analogy to the reduced density matrices in Sec. 2.1.2, we introduce reduced superoperators $\mathcal{Q}_{\sharp}^{[A, B]}$ acting on subregions $A, B$
and

$$
\begin{equation*}
\mathcal{Q}_{\sharp}^{[B]}=\operatorname{Tr}_{\sharp A}\left(|\rho\rangle_{\text {姏 }}\langle\rho|\right)=\sum_{\alpha=1}^{D} \lambda_{\alpha}^{2}\left|\alpha_{B}\right\rangle_{\text {朋 }}\left\langle\alpha_{B}\right| \in \mathcal{M}\left(\mathcal{K}^{[B]}\right) \tag{2.28}
\end{equation*}
$$

where the orthonormal basis sets $\left\{\left|\alpha_{A, B}\right\rangle_{\sharp}\right\}$ of $A, B$ are the eigenvectors of $\mathcal{Q}_{\sharp}^{[A, B]}$, $\Lambda_{\alpha}^{2}$ are the corresponding eigenvalues, and there are $D$ eigenvalues in total. Having defined the orthonormal basis of $A, B$, we can now generalize the Schmidt decomposition Eq. (2.2) to superkets 'living' in $C_{d^{2}}^{\otimes N}$ space:

$$
\begin{equation*}
|\rho\rangle_{\sharp}=\sum_{\alpha=1}^{D} \lambda_{\alpha}\left|\alpha_{A}\right\rangle_{\sharp} \otimes\left|\alpha_{B}\right\rangle_{\sharp} \tag{2.29}
\end{equation*}
$$

with $\sum_{\alpha} \Lambda_{\alpha}^{2}=1$ for a normalized state. Similarly to Sec. 2.1.2, the rank $D$ of the reduced superoperators $\mathcal{Q}_{\sharp}^{[A, B]}$ describes the amount of bipartite entanglement between $A$ and $B$. It can be truncated to a smaller rank $\chi \leq D$ to find a compressed representation of $|\rho\rangle_{\sharp}$, thus generalizing the pure state equation Eq. (2.6) to mixed states. The actual rank $\chi$ will depend on the amount of correlations between the partitions $A$ and $B$. While the pure-state MPS calculations truncate the space $\mathcal{H}^{[A]}$ of the reduced density matrix $\rho_{A}$, the mixed-state calculations truncate the space $\mathcal{K}^{[A]} \cong \mathcal{M}\left(\mathcal{H}^{[A]}\right)$ of the reduced superoperator $\mathcal{Q}_{\sharp}^{[A]}$.

Our next step is to find a mixed state propagator defined as a linear map $\mathcal{M}(\mathcal{K})$ that acts on superkets in $\mathcal{K}$ space. To this end, we use the tensor product property

$$
\begin{equation*}
|X \rho Y\rangle_{\sharp}=X \otimes Y^{T}|\rho\rangle_{\sharp} \tag{2.30}
\end{equation*}
$$

to map the superoperator master equation Eq. (2.22) onto a vectorized master equation

$$
\begin{equation*}
\partial_{t}|\rho(t)\rangle_{\sharp}=\mathcal{L}_{\sharp}|\rho(t)\rangle_{\sharp} \tag{2.31}
\end{equation*}
$$
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Figure 2.17: (a) Density matrix $\rho$ can be vectorized by merging its indices together to give the vectorized density matrix $|\rho\rangle_{\ngtr}$. (b) Likewise, an MPO representing a many body density operator $\rho$ can be vectorized by merging its local indices together at each site, to give a vectorized density matrix MPS $|\rho\rangle_{\sharp}$. (c) Computing the trace of vectorized density matrix MPS $|\rho\rangle_{\sharp^{*}}$. (d) Computing an expectation value $\langle O\rangle=\operatorname{Tr}(O \rho)$ with $|\rho\rangle_{\sharp}$ MPS.
where the vectorized Liouvillian is

$$
\begin{align*}
\mathcal{L}_{\sharp}=-i(H \otimes I & \left.-I \otimes H^{T}\right)+ \\
& +\sum_{\mu, n}\left(L_{\mu, n} \otimes L_{\mu, n}^{*}-\frac{1}{2} I \otimes\left(L_{\mu, n}^{\dagger} L_{\mu, n}\right)^{T}-\frac{1}{2} L_{\mu, n}^{\dagger} L_{\mu, n} \otimes I\right) \tag{2.32}
\end{align*}
$$

We can then define the overlap for general $d \times d$ matrices $A, B$ :

$$
\begin{equation*}
{ }_{\sharp}\langle A \mid B\rangle_{\sharp}=\frac{1}{d} \operatorname{Tr}\left(A^{\dagger} B\right) \tag{2.33}
\end{equation*}
$$

and the expectation value of a general $d \times d$ operator $O$ :

$$
\begin{equation*}
\langle O\rangle=\frac{\operatorname{Tr}(O \rho)}{\operatorname{Tr}(\rho)}=\frac{\sharp\langle O \mid \rho\rangle_{\sharp}}{\sharp\langle I \mid \rho\rangle_{\sharp}}=\frac{\sharp\langle I| O \otimes I|\rho\rangle_{\sharp}}{\sharp\langle I \mid \rho\rangle_{\sharp}} \tag{2.34}
\end{equation*}
$$

where we have introduced the trace map $|I\rangle_{\sharp}$ :

$$
\begin{equation*}
I=\sum_{k_{1}, \ldots, k_{N}}\left|k_{1}, \ldots, k_{N}\right\rangle\left\langle k_{1}, \ldots, k_{N}\right| \quad \rightarrow \quad|I\rangle_{\sharp}=\sum_{k_{1}, \ldots, k_{N}}\left|k_{1}, \ldots, k_{N}\right\rangle \otimes\left|k_{1}, \ldots, k_{N}\right\rangle \tag{2.35}
\end{equation*}
$$

The vectorized master equation Eq. 2.31) generates time evolution of $|\rho(t)\rangle_{\sharp}$

$$
\begin{equation*}
|\rho(t)\rangle_{\sharp}=e^{t \mathcal{L}_{\sharp}}|\rho(0)\rangle_{\sharp} \tag{2.36}
\end{equation*}
$$

analogous to imaginary time evolution Eq. 2.20). In this form, finding the steady state $\left|\rho_{S S}\right\rangle_{\sharp}$ of Eq. 2.31) requires solving the equation:

$$
\begin{equation*}
\mathcal{L}_{\sharp}\left|\rho_{S S}\right\rangle_{\sharp}=0 \tag{2.37}
\end{equation*}
$$

which essentially means targetting the null eigenstate of $\mathcal{L}_{\sharp}$. The problems of targetting the ground state of a Hamiltonian and the zero eigenstate of a Liouvillian share important similarities and differences. In both cases we target the zero eigenstate by using propagation to $t \rightarrow \infty$. On the other hand, the first problem concerns the space of real eigenvalues of a Hermitian operator using imaginary time evolution, while the second problem deals with the space of complex eigenvalues of a nonHermitian Liouvillian using real time evolution. Nonetheless, in both problems one may represent the desired eigenstate as an MPS, and the propagator as an MPO or a set of two-body gates - and implement a reduced density operator or a reduced superoperator space truncation to keep the MPS bond dimensions from growing indefinitely during the propagation. All the ideas presented in this section suggest that we can recycle MPS time evolution algorithms, such as TEBD introduced in Sec. 2.2.3, to simulate the dissipative real-time evolution Eq. (2.36) of a reduced density matrix $|\rho(t)\rangle_{\sharp}$ in a superket form. Propagating for a sufficiently long time $t \rightarrow \infty$ will then target the zero eigenstate of $\mathcal{L}_{\sharp}$, which corresponds to the steady state Eq. 2.37):

$$
\begin{equation*}
\left|\rho_{S S}\right\rangle_{\sharp}=\lim _{t \rightarrow \infty} \frac{e^{t \mathcal{L}_{\sharp}}|\rho(0)\rangle_{\sharp}}{\langle I| e^{t \mathcal{L}_{\sharp}}|\rho(0)\rangle_{\sharp}} \tag{2.38}
\end{equation*}
$$

Throughout this thesis, we will make an extensive use of the ideas described here, which will form the basis for tensor network simulations of open quantum systems in the following chapters. For brevity of notation, we will drop the $\sharp$ subscripts of vectorized superoperators and superkets.

### 2.3 Projected entangled pair states

Projected entangled pair states (PEPS) are another important class of tensor network states that we will meet in this thesis. PEPS is a natural generalization of MPS to two and higher dimensional systems [39]. Here we focus on the 2D case only. The basic idea behind PEPS is to parameterize the quantum state tensor $\Psi_{k_{1}, k_{2}, \ldots, k_{N}}$ by a two-dimensional array of interconnected rank- 5 tensors, as shown diagrammatically in Fig. 2.18(a), in order to overcome the exponential scaling problem. Each individual tensor represents a single site of the quantum many-body system, with one vertical leg corresponding to the local Hilbert space of dimension $d$, and four horizontal legs corresponding to the bonds between different lattice sites. We denote the bond dimension of PEPS by $D$, which limits the amount of entanglement that can be captured by PEPS. While PEPS depicted in Fig. 2.18(a) represents a square lattice, it can be defined for any lattice geometry such as triangular, kagome, honeycomb, and others. It is straightforward to show that the entanglement entropy for any sublattice of size $L$ within a PEPS has the upper bound of $S \sim L \log (D)$ [39]. Therefore, PEPS satisfy the area law in 2D and are well-suited for targetting the low-energy sector of a Hamiltonian with local interactions. Of course, we can represent any state in the many-body Hilbert space using PEPS with an exponentially large $D$. One notable feature of PEPS is that it supports algebraically decaying correlations. Hence, in principle, it is capable of simulating gapless Hamiltonians and critical quantum states [202]. Contrary to MPS, PEPS does not have a known
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Figure 2.18: (a) A projected entangled pair state (PEPS) with $N$ sites is a 2D tensor decomposition of a rank- $N$ quantum state tensor $\Psi_{k_{1}, k_{2}, \ldots, k_{N}}$. (b) A PEPS site is a rank- 5 tensor $A_{\alpha \beta \gamma \delta}^{k}$, with physical index $k$ and bond indices $\alpha, \beta, \gamma, \delta$. (c) The infinite PEPS (iPEPS) representation with a two-site unit cell made of tensors $A$ and $B$.
canonical form, in a sense that it is impossible to define orthonormal basis for all bond indices simultaneously [39]. This stems from the fact that one cannot split the network into left and right pieces by cutting a single bond as we did for MPS with OBC, and so it is not possible to perform the Schmidt decomposition into the left and right parts. Finding a suitable way to fix the gauge of PEPS tensors is, in fact, one of the unsolved technical issues in the field [203, 204].

The emergence of PEPS has led to many important algorithms for simulating two-dimensional quantum lattice systems [39]. This includes the PEPS [205] and iPEPS [206] algorithms for ground states, tensor renormalization group and related methods [207-209], variational PEPS algorithms for ground states [210, 211] and their extensions to excited states [212] using the tangent-space methods. PEPS has proven competitive in simulating the ground states of various spin and fermionic models: frustrated magnetic systems [213-216], $S U(N)$ Heisenberg models [217[219], fermionic t-J and Hubbard models [220-223], and high-temperature superconductivity [224]. Although PEPS has seen many promising developments, it remains full of unsolved technical challenges and has yet to achieve the same standard as MPS already has in 1D.

In Chapter 4 we will tackle the problem of extending PEPS to open quantum systems, focusing on infinite lattices with the nearest-neighbour interactions. One can simulate these systems using the infinite PEPS (iPEPS) ansatz [206] and work-
ing directly in the thermodynamic limit where the boundary and finite size effects are eliminated. Just like iMPS in one dimension, we can construct an iPEPS by choosing a unit cell and representing its sites with tensors. The physical problems of our interest will have a square lattice geometry, in particular the two-site unit cell shown in Fig. 2.18(c). Therefore, we will need only two tensors $A$ and $B$ to define iPEPS. We now introduce the iPEPS algorithm that performs imaginary time evolution to find the ground states of infinite lattice models in $2 D$. It consists of two main ingredients: the imaginary time propagation of iPEPS and the calculation of the environment needed to extract observables. Chapter 4 will focus on extending this algorithm to nonequilibrium steady states of Lindblad master equation.

### 2.3.1 Corner transfer matrix method

For the iPEPS representation to be of practical use, we must be able to extract expectation values from it. Here we face a challenging problem: calculating $\langle\Psi| O|\Psi\rangle$ requires us to compute the iPEPS-iPEPS inner product in Fig. 2.19(a), which in turn appears to require contraction of a tensor network that is infinite in all directions. In fact, a similar problem occurs even for finite PEPS. Unlike MPS where we could evaluate overlaps exactly at a polynomial cost, the exact contraction of two PEPS is an exponentially hard problem that scales as $O\left(e^{L}\right)$ with PEPS size $L$ [39]. Fortunately, there exist various computational algorithms that can perform this contraction approximately with high precision. For infinite systems, these methods typically proceed by computing the approximate environment of an iPEPS unit cell, see Fig. 2.19. This effective environment consists of a small set of tensors that represent the infinite tensor network surrounding the unit cell. Possibly the most successful technique for computing iPEPS environments is the corner transfer matrix (CTM) method [225-227], which will be the method of our choice. Other contraction schemes include the boundary iMPS method [206] and a whole family of tensor renormalization approaches [207-209]. However, most of them have various technical disadvantages compared to CTM such as a lack of efficiency, or the difficulties that arise when computing long-range spatial correlation functions [39]. In this section we will explain the details of the CTM algorithm.

Fig. 2.19(a) shows the contraction of two iPEPS, which produces an infinite 2 D network made of reduced tensors $a$-except at the site where the operator is applied, leading to a different reduced tensor $a_{O}$. Each reduced tensor $a$ results from the contraction of $\left[M^{A}\right]^{\dagger}$ and $M^{A}$ iPEPS tensors by their physical indices, as shown in Fig. 2.19(b). Supposing the bond indices of $M^{A}$ had dimension $D$, the reduced tensors $a$ now have bonds of dimension $D^{2}$. For simplicity of exposition, we will start by considering a one-site unit cell. However, as we have seen in Sec. 2.2.3, methods based on Trotter decomposition into even and odd bonds modify the translational invariance from one-site to two-site. Therefore, in practice we always use the two-site version of the CTM algorithm, which we explain later in the text. Let us now subdivide this network into a $1 \times 1$ unit cell made of $a$ tensors, and its environment that contains the remaining infinite tensor network in which the unit cell in embedded. The key idea is to represent the environment by a set of four corner matrices $\left\{C_{1,2,3,4}\right\}$, and four transfer tensors $\left\{T_{1,2,3,4}\right\}$ as in Fig. 2.19(c)
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Figure 2.19: (a) Computing an expectation value $\langle\Psi| O|\Psi\rangle$ with iPEPS. The contraction of two iPEPS leads to an infinite 2D network made of reduced tensors. (b) Reduced tensors of the iPEPS-iPEPS network. (c) The infinite environment of an iPEPS site represented by eight CTM tensors.

- these tensors are connected by new virtual bond indices of size $\chi$. Similarly to the bond dimension of MPS and PEPS, the environmental bond dimension $\chi$ is the parameter that controls the accuracy of the CTM approximation of environment. The goal of CTM algorithm is to obtain the environmental tensors by performing a series of coarse graining moves:

1. Initialize the CTM tensors, e.g. using a random-number initialization, or a mean field environment with $\chi=1$.
2. Perform four coarse graining moves in the left, right, up, and down directions. The left move involves the following steps, illustrated graphically in Fig. 2.20(a):
3. Insertion: insert an extra column into the CTM network that contains the unit cell tensor $a$, and the transfer tensors $T_{1,3}$.
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Figure 2.20: (a) The main steps (3-5) of the left move of the CTM algorithm for a onesite unit cell containing tensor $a$. (b) The renormalization step (5) is done by inserting isometries $Z Z^{+}=I$ into the left edge of CTM network. (c) The insertion step of the left move of the CTM algorithm for a two-site unit cell containing tensors $a, b$. (d) The renormalization step for a two-site unit cell is done by inserting two types of isometries, $Z Z^{+}=I$ and $W W^{+}=I$.
4. Absorption: absorb the new column into the left side of the CTM environment by contracting their respective tensors. This increases the environmental bond dimension by $\chi \rightarrow D^{2} \chi$ : to prevent the bonds from growing indefinitely we must implement an appropriate truncation scheme.
5. Renormalization: truncate the environmental tensors by inserting appropriate isometries $Z Z^{+}=I$ that reduce the bond dimensions $D^{2} \chi \rightarrow \chi$ by projecting onto a relevant subspace, as shown in Fig. 2.20(b).
6. Repeat steps (2-5) to let the CTM environment grow in all four directions until is converges. Convergence is typically achieved when the eigenspectrum of each corner matrix $\left\{C_{1,2,3,4}\right\}$ reaches the fixed point.

The CTM algorithm for a two-site unit cell, containing two $a$ and $b$ tensors, follows the same steps as the one-site algorithm outlined above. The environment


Figure 2.21: ( $\mathrm{a}, \mathrm{b}$ ) The steps to compute $W, W^{+}$isometries for the bonds split by the 'cut-1'. (c) To compute $Z, Z^{+}$isometries for the bonds split by the 'cut-2', we perform a translationally-invariant shift by inserting two extra rows of tensors in the green box, and repeat the steps in (a).
is now specified by a set of four corner matrices $\left\{C_{1,2,3,4}\right\}$, and eight transfer tensors $\left\{T_{1,2,3,4}^{a}, T_{1,2,3,4}^{b}\right\}$. The main difference is that in the 'Insertion' step we now insert two new columns instead of just one, as shown in Fig. 2.20(c). There are now two 'Absorption' and 'Renormalization' steps in the algorithm: the absorption of each column is followed by renormalization to reduce the bond dimension $D^{2} \chi \rightarrow \chi$. The two-site algorithm also needs two types of isometries $Z Z^{+}=I$ and $W W^{+}=I$ in the 'Renormalize' step, to obtain renormalized transfer tensors $\tilde{T}_{4}^{a, b}$ and corner tensors $\tilde{C}_{1,4}$ in Fig. 2.20 (d).

Clearly, the crucial step of CTM algorithm is calculating the isometries. Several different methods exist, for instance the ones described in Refs. [220, 225, 228], which we have implemented and tested in the process of developing our iPEPS code. The prescription we have found to work best was the one in Ref. [228], which achieved a smoother convergence and a more efficient representation of the environment than its predecessors. Fig. 2.21 illustrates graphically the calculation of $Z, W$ isometries to be used in the 'Renormalize' step of the left move. In Fig. 2.21(a,b) we compute $W, W^{+}$isometries to be inserted into the bonds split by the 'cut-1'. In the first stage in Fig. 2.21 (a), we contract the lower and upper parts of the network, producing the tensors $Q_{A}$ and $Q_{B}$ respectively. In the second stage, also in Fig. 2.21(a), we decompose $Q_{A}$ and $Q_{B}$ using an exact SVD to obtain the $R_{A, B}$ and $V_{A, B}^{\dagger}$ tensors. In the third stage in Fig. 2.21(b), we form the product $I=R_{A}\left[R_{A}^{-1} R_{B}^{-1}\right] R_{B}$, and decompose $\left[R_{A}^{-1} R_{B}^{-1}\right]=U \Lambda V^{\dagger}$ using SVD, this time truncating to the $\chi$ dominant singular values. The $R_{A, B}$ matrices and the SVD matrices are then combined in the symmetrized fashion $I \approx\left[R_{A} U \Lambda^{1 / 2}\right]\left[\Lambda^{1 / 2} V^{\dagger} R_{B}\right]=W W^{+}$to construct the
isometries $W=\left[R_{A} U \Lambda^{1 / 2}\right]$ and $W^{+}=\left[\Lambda^{1 / 2} V^{\dagger} R_{B}\right]$. To obtain the $Z, Z^{+}$isometries for the bonds split by the 'cut-2', we perform a translationally-invariant shift by inserting two extra rows of tensors in the green box, as shown in Fig. 2.21(c). Contracting the lower and upper parts of the network then gives tensors $Q_{A, B}$ for the cut- 2 . We can now compute $Z, Z^{+}$repeating exactly the same steps as for the $W, W^{+}$before. Once all isometries $Z, Z^{+}$and $W, W^{+}$are available, one can finally use them to carry out the renormalization in Fig. 2.20(d).

The CTM algorithm described above has a computational complexity of $O\left(\chi^{3} D^{6}\right.$ $\left.+\chi^{2} D^{8}\right)$. The reader may question if the renormalization scheme above is truly the optimal way of performing truncation. An important fact here is that, unlike MPS, PEPS does not have a well defined canonical form, and so there is no clear way of constraining the gauge freedom of PEPS tensors. As a consequence, there is no obvious optimal truncation procedure for CTM. The existing CTM renormalization schemes such as the one described here thus mainly rely on intuition and empirical evidence [228]. Once we have found a converged CTM environment, it can be used to compute various observables, as shown in Fig. 2.19(a) for a one-site unit cell.

### 2.3.2 iPEPS algorithm: simple update

We next introduce two different imaginary time update schemes for iPEPS with the nearest-neighbour interactions. The first one is the Simple Update (SU), which follows essentially the same main steps as the imaginary time iTEBD algorithm in Sec. 2.2 .3 to compute the ground state given by Eq. 2.20. However, there are a few important differences due to the higher dimensionality that we will discuss here. First, in two dimensions we perform Trotter decomposition by splitting our Hamiltonian into four terms $H_{U}, H_{D}, H_{R}$ and $H_{L}$ (instead of just two in 1D), describing respectively the ' $U$ ' (up), ' $D$ ' (down), ' $R$ ' (right), and ' $L$ ' (left) bonds of the lattice, as shown in Fig. 2.22.

$$
\begin{equation*}
H=H_{U}+H_{D}+H_{R}+H_{L} \tag{2.39}
\end{equation*}
$$

The first order Trotter decomposition of the time evolution operator $U(\delta \tau)=e^{-H \delta \tau}$ then reads:

$$
\begin{equation*}
U(\delta \tau)=e^{-\delta \tau H_{U}} e^{-\delta \tau H_{R}} e^{-\delta \tau H_{D}} e^{-\delta \tau H_{L}}+O\left(\delta \tau^{2}\right) \tag{2.40}
\end{equation*}
$$

where $\delta \tau$ is the imaginary timestep. Similarly to iTEBD in one dimension, in SU we represent iPEPS using Vidal form. An iPEPS with a two-site unit cell is fully specified by two $\Gamma^{[A, B]}$ site tensors and four $\Lambda^{[U, R, D, L]}$ diagonal matrices that store the singular values of iPEPS bonds, as seen in Fig. 2.22. We label the local Hilbert space dimension by $d$, and the bond dimension by $D$.

Another difference lies in the update procedure itself. For a more specific example, let us consider the tensor update of an ' U ' bond. Fig. 2.23 shows diagrammatically the following steps of SU which replace the steps (3-5) of the one dimensional iTEBD algorithm in Sec. 2.2.3:

1. Absorb $\Lambda^{[R, D, L]}$ tensors on the external bonds into $\Gamma^{[A, B]}$ to obtain $Q^{[A, B]}$.


Figure 2.22: The iPEPS time evolution using Eq. $\sqrt{2.40}$ involves propagating four different bonds ' $U$ ', ' $D$ ', ' $R$ ', and ' $L$ ', indicated by different colours. The SU algorithm uses Vidal form with $\Gamma^{[A, B]}$ site tensors and $\Lambda^{[U, R, D, L]}$ diagonal bond matrices to represent iPEPS with a two-site unit cell.
2. Decompose each of $Q^{[A, B]}$ into subtensors $\mathrm{v}_{A, B}$ and $X_{A}, Y_{B}$ using an exact SVD or QR/LQ decompositions. The original rank- 5 tensors $\Gamma^{[A, B]}$ had the dimensionality of $d \times D \times D \times D \times D$ giving rise to a large computational cost $O\left(d^{3} D^{9}\right)$ of the update procedure. However, an update performed using the new rank-3 subtensors has a substantially reduced cost of $O\left(d^{6} D^{3}\right)$ since the dimensions of $\mathrm{v}_{A, B}$ are considerably smaller and equal to $d \times d D \times D$ and $d \times D \times d D$ respectively.
3. Contract the two-body propagator $e^{-\delta \tau H_{U}}$ with $\mathrm{v}_{A, B}$ and $\Lambda^{[U]}$ to form $\theta$ tensor.
4. Decompose $\theta$ tensor into $\tilde{\mathrm{v}}_{A, B}$ and $\tilde{\Lambda}^{[U]}$ tensors using SVD. To prevent the bond dimension of our tensors from growing indefinitely, we must truncate $\tilde{\mathrm{v}}_{A, B}$ and $\tilde{\Lambda}^{[U]}$ by retaining $D$ largest singular values and discarding the rest.
5. Recover the updated rank- 5 tensors $\tilde{Q}^{[A, B]}$ by contracting the rank-3 subtensors $\tilde{\mathrm{v}}_{A, B}$ with $X_{A}, Y_{B}$ respectively.
6. To restore $\Lambda^{[R, D, L]}$ on the external bonds, we divide each of $Q^{[A, B]}$ by $\Lambda^{[R]}$, $\Lambda^{D}$, and $\Lambda^{[L]}$. This procedure brings iPEPS back to its original Vidal form, with updated tensors $\tilde{\Gamma}^{[A, B]}$ and $\tilde{\Lambda}^{[U]}$ for each ' $U$ ' bond on the lattice.

All other steps than the ones discussed above remain exactly the same as in the one dimensional TEBD algorithm. As before, to find the ground state we propagate iPEPS for $N$ imaginary timesteps $\delta \tau$ until convergence is achieved with respect to the spectrum of singular values in $\Lambda^{[U, R, D, L]}$.

The SU algorithm is both simple and very efficient, with computational cost $O\left(D^{3} d^{6}\right)$ of the time evolution. The bottleneck of an SU iPEPS simulation is the CTM calculation of the environment, scaling as $O\left(\chi^{3} D^{6}+\chi^{2} D^{8}\right)$. Fortunately, it only has to be done once, to extract observables after the ground state has converged. However, SU is suboptimal since it employs local truncations without taking into account the full environment of a unit cell. For MPS updates, this issue can be resolved relatively easily by transforming the tensor network into a canonical form, which orthonormalizes other bonds surrounding the bond being truncated.
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Figure 2.23: (a) Relation between iPEPS in the standard form in Fig. 2.18 in terms of $M^{[A, B]}$ tensors, and iPEPS in Vidal form in terms of $\Gamma^{[A, B]}$ and $\Lambda^{[U, R, D, L]}$ tensors in Fig. 2.22 (b) Steps (1-5) of SU for ' U ' bond of iPEPS. (c) Step (6) of SU for ' U ' bond. (d) iPEPS with $\tilde{\Gamma}^{[A, B]}$ and $\tilde{\Lambda}^{[U]}$ updated for each ' $U$ ' bond in the lattice.

Due to the aforementioned non-existence of the PEPS canonical form, this solution is not possible in 2D, and SU will always introduce systematic errors due to its local nature. To achieve an optimal truncation, one must use a variational update scheme that computes the full environment at every step. This procedure, known as the Full Update (FU), is considerably more expensive and bears the computational cost of $O\left(N \chi^{3} D^{6}+N \chi^{2} D^{8}\right)$ where $N$ is the number of steps of the imaginary time evolution. In practice, SU has been applied extensively to various models and yields highly accurate results for systems with large gaps and sufficiently short correlation lengths [221]. Due to its simplicity and efficiency, it allows shorter computation times and significantly higher bond dimensions than FU, and thus remains popular in the PEPS community. However, it is far less accurate near quantum critical points when correlation lengths become long, and in these cases FU should be used


Figure 2.24: The steps of FU update for ' U ' bond of iPEPS expressed in terms of $M^{[A, B]}$ tensors. (1) Decompose each of $M^{[A, B]}$ into subtensors $\mathrm{v}_{A, B}$ and $X_{A}, Y_{B}$ using an exact SVD or QR/LQ decompositions. (2) Update $\mathrm{v}_{A, B}$ subtensors using the two-body propagator $e^{-\delta \tau H_{U}}$, to find new subtensors $\tilde{\mathrm{v}}_{A, B}$. (3) Recover the updated $M^{[A, B]}$ tensors by contracting the new subtensors $\tilde{\mathrm{v}}_{A, B}$ with $X_{A}, Y_{B}$ respectively.
instead.

### 2.3.3 iPEPS algorithm: full update

The Full Update (FU) algorithm is a more accurate approach for updating iPEPS that takes into account the full environment of a unit cell. The basic steps of the FU procedure are shown in Fig. 2.24 - they remain essentially the same as in the SU algorithm outlined in the last section. Instead of Vidal form, FU uses the regular iPEPS representation, as in Fig. 2.18, that does not have $\Lambda$ tensors on the bonds.

The main difference between the two algorithms occurs in the step (2) of FU compared to the step (4) of SU. While SU updates iPEPS tensors by simply truncating the spectrum of singular values, FU performs a two-site variational optimization instead. Applying a two-body propagator $e^{-\delta \tau H_{i}}(i \in\{U, R, D, L\})$ to $\mathrm{v}_{A, B}$ without any truncation yields the exact updated subtensors $\mathrm{v}_{A, B}{ }^{\prime}$. The goal of FU is to find the optimal subtensors $\tilde{\mathrm{v}}_{A, B}$ approximated by a fixed bond dimension $D$. To this end, we minimize the distance $F\left(\tilde{\mathrm{v}}_{A}, \tilde{\mathrm{v}}_{B}, \mathrm{v}_{A}{ }^{\prime}, \mathrm{v}_{B}{ }^{\prime}\right)$ between the state $\left|\Psi\left(\tilde{\mathrm{v}}_{A}, \tilde{\mathrm{v}}_{B}\right)\right\rangle$ with the approximate subtensors, and the state $\left|\Psi\left(\mathrm{v}_{A}{ }^{\prime}, \mathrm{v}_{B}{ }^{\prime}\right)\right\rangle$ with the exact subtensors:

$$
\begin{align*}
& F\left(\tilde{\mathrm{v}}_{A}, \tilde{\mathrm{v}}_{B}, \mathrm{v}_{A}{ }^{\prime}, \mathrm{v}_{B}{ }^{\prime}\right)=\|\left|\Psi\left(\tilde{\mathrm{v}}_{A}, \tilde{\mathrm{v}}_{B}\right)\right\rangle-\left|\Psi\left(\mathrm{v}_{A}{ }^{\prime}, \mathrm{v}_{B}{ }^{\prime}\right)\right\rangle \|^{2} \\
& =\left\langle\Psi\left(\tilde{\mathrm{v}}_{A}, \tilde{\mathrm{v}}_{B}\right) \mid \Psi\left(\tilde{\mathrm{v}}_{A}, \tilde{\mathrm{v}}_{B}\right)\right\rangle+\left\langle\Psi\left(\mathrm{v}_{A}{ }^{\prime}, \mathrm{v}_{B}{ }^{\prime}\right) \mid \Psi\left(\mathrm{v}_{A}^{\prime}, \mathrm{v}_{B}^{\prime}\right)\right\rangle  \tag{2.41}\\
& -\left\langle\Psi\left(\mathrm{v}_{A}^{\prime}, \mathrm{v}_{B}{ }^{\prime}\right) \mid \Psi\left(\tilde{\mathrm{v}}_{A}, \tilde{\mathrm{v}}_{B}\right)\right\rangle-\left\langle\Psi\left(\tilde{\mathrm{v}}_{A}, \tilde{\mathrm{v}}_{B}\right) \mid \Psi\left(\mathrm{v}_{A}^{\prime}, \mathrm{v}_{B}^{\prime}\right)\right\rangle
\end{align*}
$$

The first step of FU is to compute the environment of the bond being updated by utilizing the CTM algorithm and obtain the diagrammatic representation in Fig. 2.25 that consists of six environmental tensors $E_{1,2,3,4,5,6}$. Since we are optimizing the subtensors $\tilde{\mathrm{v}}_{A, B}$ rather than the original iPEPS tensors $M^{[A, B]}$, the full environment of the bond is given by the $E$ tensor in Fig. 2.25 and we can write the distance Eq. (2.41) diagrammatically as Fig. 2.26(a). Since $F\left(\tilde{\mathrm{v}}_{A}, \tilde{\mathrm{v}}_{B}, \mathrm{v}_{A}{ }^{\prime}, \mathrm{v}_{B}{ }^{\prime}\right)$ is a quadratic function of $\tilde{\mathrm{v}}_{A, B}$, we can minimize it using the Alternating Least-Squares (ALS) technique. Let us first minimize $F\left(\tilde{\mathrm{v}}_{A}, \tilde{\mathrm{v}}_{B}, \mathrm{v}_{A}{ }^{\prime}, \mathrm{v}_{B}{ }^{\prime}\right)$ with respect to $\tilde{\mathrm{v}}_{A}$ while


Figure 2.25: Computing the iPEPS environment of the ' U ' bond. We first contract the CTM tensors and the lower bond with tensors $b, a$ (corresponding to the ' D ' bond of iPEPS in Fig. 2.22), into a six-site representation of the environment consisting of tensors $E_{1,2,3,4,5,6}$. Combining $E_{1,2,3,4,5,6}$ with $X_{A}, Y_{B}$ subtensors then yields a single $E$ tensor describing the environment of the two subtensors $\mathrm{v}_{A, B}$ of interest.


Figure 2.26: (a) Diagrammatic representation of the distance $F$ in Eq. (2.41). (b) Diagrammatic representation of the linear equation Eq. (2.43) with matrix $\mathcal{N}_{A}$ and vectors $\mathcal{M}_{A}, \tilde{\mathrm{v}}_{A}$. (c) Diagrammatic representation of the linear equation Eq. (2.45) with matrix $\mathcal{N}_{B}$ and vectors $\mathcal{M}_{B}, \tilde{\mathrm{v}}_{B}$. The matrices $\mathcal{N}_{A, B}$ and vectors $\mathcal{M}_{A, B}, \tilde{\mathrm{v}}_{A, B}$ have composite three-leg indices.
holding $\tilde{\mathrm{v}}_{B}$ fixed

$$
\begin{equation*}
\frac{\partial F\left(\tilde{\mathrm{v}}_{A}, \tilde{\mathrm{v}}_{B}, \mathrm{v}_{A}{ }^{\prime}, \mathrm{v}_{B}{ }^{\prime}\right)}{\partial\left[\tilde{\mathrm{v}}_{A}\right]^{\dagger}}=0 \tag{2.42}
\end{equation*}
$$

illustrated graphically in Fig. 2.26(b). Treating $\tilde{v}_{A}$ as a vector with combined triple index, Eq. (2.42) can be written as a matrix-vector equation

$$
\begin{equation*}
\mathcal{N}_{A} \tilde{\mathrm{v}}_{A}-\mathcal{M}_{A}=0 \tag{2.43}
\end{equation*}
$$

with matrix $\mathcal{N}_{A}$ and vector $\mathcal{M}_{A}$ defined in Fig. 2.26(b). Therefore, we have just reduced the problem of minimizing the sum of iPEPS-iPEPS overlaps in Eq. (2.41) with respect to $\tilde{\mathrm{v}}_{A}$ to a simple linear algebra problem Eq. (2.43) that one can easily solve for $\tilde{\mathrm{v}}_{A}$ using standard linear algebra packages. The solution $\tilde{\mathrm{v}}_{A}$ is then used to update all structures in Fig. 2.26(a) before the next minimization takes place.

Following the same steps, we minimize $F\left(\tilde{\mathrm{v}}_{A}, \tilde{\mathrm{v}}_{B}, \mathrm{v}_{A}{ }^{\prime}, \mathrm{v}_{B}{ }^{\prime}\right)$ with respect to $\tilde{\mathrm{v}}_{B}$ while holding $\tilde{\mathrm{v}}_{A}$ fixed:

$$
\begin{equation*}
\frac{\partial F\left(\tilde{\mathrm{v}}_{A}, \tilde{\mathrm{v}}_{B}, \mathrm{v}_{A}{ }^{\prime}, \mathrm{v}_{B}{ }^{\prime}\right)}{\partial\left[\tilde{\mathrm{v}}_{B}\right]^{\dagger}}=0 \tag{2.44}
\end{equation*}
$$

shown in Fig. 2.26(c). Again, it can be written as a matrix-vector equation

$$
\begin{equation*}
\mathcal{N}_{B} \tilde{\mathrm{v}}_{B}-\mathcal{M}_{B}=0 \tag{2.45}
\end{equation*}
$$

which we solve for $\tilde{\mathrm{v}}_{B}$ and update all structures in the equation Fig. 2.26(a). This alternating minimization process is iterated until we observe that the subtensors $\tilde{\mathrm{v}}_{A, B}$ have converged, which completes the step (2) in Fig. 2.24. Often an effective approach is to combine the best of both update schemes: compute the ground state iPEPS using imaginary time evolution with the Simple Update, and then use it as a starting point for imaginary time evolution with the Full Update.

## Part II

## Driven dissipative coupled cavity arrays

## Chapter 3

## Fluorescence spectrum and thermalization in 1D

### 3.1 Introduction

Nonlinear coupled cavity arrays provide a promising platform for studying the nonequilibrium physics in driven dissipative many body systems [15, 60, 80]. Owing to recent experimental progress in the fabrication of superconducting circuits, circuit QED networks made of superconducting qubits and microwave resonators provide powerful means for realizing extended coupled cavity arrays with strong optical nonlinearities [15, 36, 86]. In circuit QED, polariton quasiparticles are simply the circuit excitations [60]. Both local and collective properties of coupled cavity arrays are then accessible via correlation functions, transmission signals and optical spectra of the emitted photons [15, 60].

The first circuit QED experiments focused on small coupled cavity systems, such as cavity dimers and trimers [80]. Nonetheless, more recent experiments are already entering the territory of many-body physics. Fitzpatrick et al 86 have built a circuit QED chain of 72 resonators and qubits, each resonator coupled to its nearest neighbour and its local transmon qubit. They studied the transmission spectrum of this coupled cavity system, observing a dissipative phase transition to a suppressed transmission state while sweeping the driving power from low to high at a constant frequency. In another recent work, Ma et al [36] have utilized superconducting circuits to build a Bose-Hubbard lattice of 8 transmon qubits interacting with microwave photons, and have realized a photonic Mott insulator stabilized against losses. This work has also examined the thermalization dynamics in the chain near its steady state by observing the propagation of a hole defect in the dissipatively prepared Mott insulator phase.

In this chapter, we explore a novel area relevant to the experimental probes of driven dissipative lattice systems: the multi-time correlation functions and fluorescence spectra. Most theoretical work to date has focused exclusively on the static observables, such as order parameters and equal-time spatial correlation functions, and on utilizing them to characterize steady state phase diagrams [44, 65, 6770, 72, 73, 76, 229].

On the other hand, previous work has hardly considered dynamical observables,
such as frequency-resolved spectra and two-time correlations. In a system with a coherent optical drive, static observables correspond to observing the elastically scattered light. A driven nonlinear system, however, will involve inelastic scattering processes and thus emit radiation at frequencies other than the drive frequency. Dynamical correlation functions correspond to measuring such incoherent fluorescence. To understand the nature of this fluorescence, let us look at the photon emission process more closely. Due to the strong light-matter coupling, photons and optical emitters in a coupled cavity system form polaritons that are created or destroyed when photons enter or leave a cavity. Emission of a photon from a cavity destroys a polariton in a coupled cavity array. Yet, the energy and momentum conservation laws ensure that the energy and momentum of this photon are directly related to those of the destroyed polariton. In other words, polaritons in our setting possess a momentum $\mathbf{k}$ aligned with one axis of a 1D coupled cavity array. Once photons escape, they propagate in the free 3D space satisfying the dispersion relation $E(\mathbf{k})=c|\mathbf{k}|$ in three dimensions - but, at the same time, the momentum $\mathbf{k}$ of a photon retains the same magnitude and remains aligned in the same way as it was inside the 1D coupled cavity system. Measuring the fluorescence of such escaping photons reflects the energy and momentum of the polaritons inside the coupled cavity array, and contains the fingerprints of their scattering processes. Therefore, incoherently scattered light from coupled cavity lattice systems carries a wealth of important information about their underlying many body physics: the normal modes and their occupations, coherence times, scattering phenomena that are particularly relevant to nonlinear optics, exotic nonequilibrium phenomena such as limit cycles and time crystals, and many others. The second order two-time correlations also allow us to measure photon statistics - the bunching or antibunching of photons [230, 231].

In the context of experiments with microwave resonators and superconducting qubits [15, 36, 86], one can access these properties by measuring fluorescence spectra. A relevant example here is Ref. [232], who demonstrated the utility of the fluorescence spectrum and second order two-time correlations for characterizing photon blockade and effective photon-photon interactions in a single-cavity circuit QED setup. More specifically, they observed the appearance of the Mollow triplet in the resonance fluorescence spectrum of the system, and a strong photon antibunching in the second order two-time correlation function as the key signatures of photon blockade. It is also possible to obtain momentum-resolved fluorescence spectra of extended coupled-cavity lattice systems by observing the interference of light emitted from different cavities. The interference measurements allow a siteresolved spectroscopy of the coupled cavity lattice, and we can subsequently obtain the momentum-resolved spectrum by taking a Fourier tranform. One can connect such measurements with observables extracted using solid state probes, for example, angle resolved photon emission, spectroscopic scanning tunneling microscopy, or neutron scattering, since they measure the excitation and fluctuation spectra of correlated states. More generally speaking, one usually obtains the information about many body physics in various types of interacting light-matter systems from spectroscopic measurements of the light emitted, absorbed or transmitted through the system, making theoretical calculations of spectra an important tool for pre-
dicting the properties of these systems.
However, the calculations of spectra and dynamics have largely been missing in the studies of quantum optical many body lattice systems. In this chapter, we will present a numerically exact algorithm based on MPS techniques for calculating two-time correlations in the thermodynamic limit. We will then utilize it to compute two-time correlation functions of a driven dissipative infinite lattice system in 1D, and use them to simulate the energy and momentum resolved fluorescence spectra. The focal point of this chapter will be to demonstrate how we can extract the information about the nature of the nonequilibrium steady state (NESS) of a coupled cavity array by measuring its emission spectrum. In particular, we will use fluorescence to study the quasi-thermalization occurring in the NESS, and show that blue-detuned pumping stabilizes a state with a negative effective temperature. Finally, we will compare our numerical results to analytical spin-wave theory in the limit of low density of excitations.

### 3.2 Calculating two-time correlations in the thermodynamic limit

Let us first discuss the problem of calculating two-time correlations in open quantum many-body lattice systems in 1D. Our primary goal is going beyond the mean field theories or low-order expansions, and developing a numerically exact method that fully accounts for quantum fluctuations and offers a systematic way to control the errors so that we can avoid making uncontrolled approximations. Also, we are looking for a method that can access the thermodynamic limit, and thus allow us to study truly large many body systems. The MPS techniques satisfy both of these criteria: various one-dimensional tensor network algorithms such as iTEBD or iDMRG enable us to simulate infinite size systems. In particular, iTEBD can perform the time evolution directly in the thermodynamic limit, and has readily been extended to density matrices of open quantum systems [40-44].

The reader may question if the thermodynamic limit is indeed relevant to our understanding and the present day experiments with coupled cavity arrays. From the conceptual perspective, one motivation is the difficulty in distinguishing the phenomena that arise due to the genuine many-body physics of the bulk, from the phenomena introduced by the boundary and the finite size effects in our numerical simulations [233]. In the infinite lattice simulations, these effects are completely eliminated, offering an easier way to gain insight into the many-body physics compared to the simulations of large but finite size systems. In many problems, one is also interested in the phenomena with long range correlations, such as the critical behaviour where correlation lengths diverge as $\xi \rightarrow \infty$. To capture the physics accurately in such situations, one needs appropriate simulation methods that work directly in the thermodynamic limit.

On the purely experimental side, it is important to note that the circuit QED realizations of coupled cavity arrays are rapidly moving towards larger scales. While the first experiments were restricted to cavity dimers and trimers [88 91, a coupled cavity array with 72 sites has already been built [86], and setups comprising
hundreds of resonators and qubits are now within the reach of current technology [15]. Overall, building quantum simulators for large scale quantum matter out of equilibrium is the ultimate goal of the field [15, 60, 80, 86]. This provides a major impetus both for large scale circuit QED networks and for numerical methods in the thermodynamic limit, which will be increasingly more relevant as the experimental realizations grow in size.

A simple recipe for computing a two-time correlation function $\left\langle O_{2}^{(j)}(t) O_{1}^{(i)}(0)\right\rangle$ for a system in the nonequilibrium steady state (NESS) would be as follows. We first precompute NESS using iTEBD algorithm, which finds a translationally invariant infinite MPS representing the NESS density matrix $\rho_{\mathrm{ss}}$ for a Liouvillian $\mathcal{L}$, such that $\mathcal{L} \rho_{\mathrm{ss}}=0$. Next, we can use the quantum regression theorem to find a two-time correlator of a Markovian system [1]

$$
\begin{equation*}
\left\langle O_{2}^{(j)}(t) O_{1}^{(i)}(0)\right\rangle=\frac{\operatorname{Tr}\left[O_{2}^{(j)} e^{t \mathcal{L}} O_{1}^{(i)} \rho_{\mathrm{ss}}\right]}{\operatorname{Tr}\left[e^{t \mathcal{L}} \rho_{\mathrm{ss}}\right]} . \tag{3.1}
\end{equation*}
$$

where $O_{1,2}$ are local operators that act on lattice sites $i, j$ respectively. Starting in NESS $\rho_{s s}$, we apply the first operator $O_{1}^{(i)}$ at time $\tau=0$ and lattice site $i$. We then evolve the new state until a later time $\tau=t$ under Liouvillian propagator $e^{t \mathcal{L}}$. At time $\tau=t$, we apply the second operator $O_{2}^{(j)}$, which acts on lattice site $j$, and compute the trace. This procedure gives a general two-time, two-point correlator $\left\langle O_{2}^{(j)}(t) O_{1}^{(i)}(0)\right\rangle$. Unfortunately, applying a local operator $O_{1}^{(i)}$ at $\tau=t$ introduces a local perturbation at site $i$ of the system and breaks its translational symmetry so that it can no longer be represented by an infinite MPS. A direct time evolution is thus incompatible with the infinite TEBD algorithm. A naive solution would be to resort to a finite-size extrapolation: i.e. to time evolve a finite MPS using TEBD for increasingly larger lattice sizes until convergence with respect to the size is achieved. While this approach may prove to be sufficient for some problems, it has serious conceptual issues. In particular, it will be prone to boundary and finite-size effects: the finite lattice size would restrict the extent of correlations in both space and time, as excitations will be reflected back from the boundaries, and the simulation will be no longer valid at later times [233]. Such simulation would also incur an additional computational cost that scales linearly with the system size which will be inefficient for large lattices needed to approximate the thermodynamic limit, in comparison to only two sites required for the simplest unit cell in iTEBD. Nevertheless, such a finite-size approach has recently been used to calculate aging dynamics in the XXZ model [234]. Fortunately, it is possible to eliminate the finite size issues entirely. To achieve this, we build on a method proposed by Bañuls et al [235] for the unitary real-time evolution of wavefunctions of isolated quantum systems. This method is based on transfer MPOs, and enables the calculation of two-time correlations in an infinite lattice directly, without using a finite-size extrapolation. In our work, we extend this method to the non-unitary Liouvillian time evolution for density matrices of open quantum systems. We describe the transfer MPO algorithm below, along with some of its technical details.

The main idea behind the transfer MPO algorithm is to avoid explicit stepwise time evolution of MPS. Instead of evolving MPS in time step by step, we con-


Figure 3.1: (a) Tensor network representation of Eq. (3.1). We perform time evolution of the vectorized density matrix $|\rho\rangle_{\text {ss }}$ iMPS in Vidal form (blue and black circles are $\Gamma$ and $\Lambda$ tensors respectively) using iTEBD with two-body propagators (orange squares). At the initial time $\tau=0$ operator $O_{1}$ (red square) acts on site $i$, and at the final time $\tau=t$ operator $O_{2}$ (green square) acts on site $j$. At $\tau=t$ we take the trace by applying vectorized identity matrices (black semicircles) at each site. The green dotted lines separate adjacent timesteps. (b) Tensor network corresponding to Eq. (3.4), where the time evolution network in (a) is expressed in terms of transfer MPOs $T$ (blue box), $T_{O_{1}}$ (red box), and $T_{O_{2}}$ (green box) as well as the left and right boundary MPS $\langle L|$ and $|R\rangle$ (brown circles). To obtain the MPO-MPS structure in (b), we have combined the two-body propagators within the same timestep into a single MPO, as illustrated in Fig. 3.2(a). We have also absorbed $\Lambda$ tensors symmetrically into $\Gamma$ tensors, as shown in Fig. 3.2(b). The vertical $t$ and the horizontal $x$ axes in both figures are the temporal and spatial axes respectively.
(a)

(b)


Figure 3.2: (a) Combining two-body propagators within the same timestep into a single MPO. (b) Absorbing $\Lambda$ tensors symmetrically into $\Gamma$ tensors gives iMPS with $M^{[1,2]}$ tensors.
struct a two-dimensional network representing the entire time evolution, displayed in Fig. 3.1(a). For simplicity of explanation, the time evolution in Fig. 3.1(a) uses the first order Trotter splitting. The arguments presented in this section are easily extendable to the higher order Trotter decompositions, and all of our numerical results use the second order Trotter decomposition. We start from the initial infinite MPS of the vectorized NESS density matrix $\left|\rho_{\mathrm{ss}}\right\rangle$, and apply the first operator $O_{1}^{(i)}(0)$ at the initial time $t=0$. Then, for every time evolution step we insert a propagator represented as an MPO in Fig. 3.2(a). After repeating this for the required number of timesteps, we apply the second operator $O_{2}^{(j)}(t)$ at the final time $t$. Taking the trace at the final time removes the dangling physical dimension at each site of the last MPO propagator. We obtain a two-dimensional network that corresponds to an exact (unnormalized) two-time, two-point correlator $\left\langle O_{2}^{(j)}(t) O_{1}^{(i)}(0)\right\rangle$, since no truncation has taken place yet. If we did not apply any operators and did not take the trace after the last time step, this network would instead represent an exact time-evolved MPS.

The resulting network is infinite along the spatial axis but finite along the time axis. We exploit the translational symmetry, and define a transfer MPO $T$ along the time axis in Fig. $3.1(\mathrm{a}, \mathrm{b})$. This transfer MPO contains the time evolution of a single unit cell of the lattice. In the case of models with one-site translational invariance, iMPS will have a one-site unit cell. However, as explained earlier in Sec. 2.2.3, the pairwise propagation using two-body gates of the iTEBD algorithm modifies the translational symmetry from one-site to two-site, and one must work with a two-site unit cell instead. In our case, the transfer MPO is therefore a composite doublelayer MPO that consists of two MPOs defined along the time axis, since it contains the time evolution of a two-site unit cell, as seen in Fig. 3.1. More generally, one may consider a transfer MPO for an arbitrary $m$-site unit cell, which will consist of $m$ MPOs along the time axis. All transfer MPOs are identical and repeated ad
infinitum across the lattice, except at the sites where the operators are applied, and so the unnormalized correlator can be expressed as:

$$
\begin{equation*}
\left\langle O_{2}^{(j)}(t) O_{1}^{(i)}(0)\right\rangle \propto \lim _{N \rightarrow \infty} T^{N} T_{O_{1}} T^{|i-j|-1} T_{O_{2}} T^{N} \tag{3.2}
\end{equation*}
$$

where $T$ is the transfer MPO of the evolved density matrix, and $T_{O_{1,2}}$ are transfer MPOs with operators $O_{1,2}$ applied at the initial and final times at lattice sites $i$, $j$, as shown in Fig. 3.1. As a result, our network contains a semi-infinite chain of transfer MPOs $T$ to the left of $T_{O_{1}}$ and to the right of $T_{O_{2}}$. From linear algebra, we can write down the eigendecomposition of a transfer MPO $T=\sum_{k} \lambda_{k}\left|R_{k}\right\rangle\left\langle L_{k}\right|$, where $\lambda_{k}$ is the k'th eigenvalue and $\left|R_{k}\right\rangle$ and $\left\langle L_{k}\right|$ are the corresponding right and left eigenvectors of $T$. If $T$ is repeated an infinite number of times, one has $\lim _{N \rightarrow \infty} T^{N}=\lim _{N \rightarrow \infty} \sum_{k} \lambda_{k}^{N}\left|R_{k}\right\rangle\left\langle L_{k}\right|=\lim _{N \rightarrow \infty} \lambda^{N}|R\rangle\langle L|$ where $\lambda$ is the largest eigenvalue of $T$ while $|R\rangle$ and $\langle L|$ are the corresponding dominant eigenvectors. Plugging this into Eq. (3.2) we obtain

$$
\begin{equation*}
\operatorname{Tr}\left[O_{2}^{(j)} e^{t \mathcal{L}} O_{1}^{(i)} \rho_{\mathrm{ss}}\right]=\lim _{N \rightarrow \infty} \lambda^{2 N}\langle L| T_{O_{1}} T^{|i-j|-1} T_{O_{2}}|R\rangle \tag{3.3}
\end{equation*}
$$

which simply means that we may effectively replace the semi-infinite lattices to the left of $T_{O_{1}}$ and to the right of $T_{O_{2}}$ by $|R\rangle$ and $\langle L|$ respectively. By setting both operators to identity $O_{1,2}=I$, we obtain a network that equals the trace of a time-evolved density matrix $\operatorname{Tr} \rho(t)=\operatorname{Tr}\left[e^{t \mathcal{L}} \rho_{s s}\right]=\lim _{N \rightarrow \infty} \lambda^{2 N}\langle L| T^{|i-j|+1}|R\rangle=$ $\lim _{N \rightarrow \infty} \lambda^{2 N+|i-j|+1}$. The normalized two-point two-time correlator is then given by:

$$
\begin{equation*}
\left\langle O_{2}^{(j)}(t) O_{1}^{(i)}(0)\right\rangle=\frac{\operatorname{Tr}\left[O_{2}^{(j)} e^{t \mathcal{L}} O_{1}^{(i)} \rho_{\mathrm{ss}}\right]}{\operatorname{Tr}[\rho(t)]}=\frac{\langle L| T_{O_{1}} T^{|i-j|-1} T_{O_{2}}|R\rangle}{\lambda^{|i-j|+1}} \tag{3.4}
\end{equation*}
$$

In practice, we compute an MPS approximation of the eigenvectors $|R\rangle,\langle L|$ using the MPS-MPO power method. We start with an initial guess for our MPS defined along the time axis, and multiply it by $T$ expressed as an MPO along the time axis a sufficient number of times until it converges. We perform the right-multiplication to compute $|R\rangle$, and left-multiplication to compute $\langle L|$. An efficient MPS-MPO multiplication requires extra care, and we have implemented the zip-up algorithm described in Chapter 2, which multiplies and truncates MPS on the fly. The truncation of the MPS bonds is done along the time axis, i.e. in the space of the $|R\rangle$, $\langle L|$ eigenvectors rather than the actual density matrix MPS. Once we have calculated $|R\rangle$ and $\langle L|$, the resulting network in Fig. 3.1(b) is finite along both space and time axes, and is given by a series of MPOs sandwiched between the two boundary MPSs. It can thus be contracted straightforwardly and efficiently using MPO-MPS and MPS-MPS multiplication algorithms [38, 201] described in Chapter 2, to give the desired two-time, two-point correlator Eq. (3.4).

The transfer MPO method thus provides powerful means to compute general two-time, two-point correlation functions in infinite lattice systems, and is straightforward to extend to higher order correlators (which would simply mean inserting more operators in the time evolution network). It also allows us to simulate time
evolution in the thermodynamic limit even in the presence of local perturbations or impurities, since it avoids the explicit breaking of the translational symmetry. Once we have found two-time correlation functions, spectra can be easily computed by performing a Fourier transform.

We also briefly discuss the shortcomings of transfer MPO approach. The most important one is that for the method to be successful, the transfer MPO must have a non-degenerate largest eigenvalue and eigenvectors that can be approximated by MPS of a sufficiently small bond dimension. It will, however, fail if the largest eigenvalue is degenerate, and more advanced methods such as Arnoldi iteration will be needed to compute the full set of degenerate dominant eigenvectors, and use a sum of networks to represent the time evolution, where each term in the sum comes from a different pair of the left and right eigenvectors. Another disadvantage is that the method requires storing MPS eigenvectors that will have as many sites as there are timesteps in time evolution, which can be very memory-consuming. We note that other promising methods have been proposed for computing dynamical correlations with MPS in the thermodynamic limit, based on infinite boundary conditions [233], or tangent space MPS methods [162, 182, 236]. While these methods have potential advantages over the transfer MPO approach, it remains unclear how they could be extended to Liouvillian time evolution of density matrices, which is a possible direction for future research. A major advantage of the transfer MPO algorithm is its versatility. It does not rely on any assumptions about the physical nature of the system and does not require any specific (e.g. Hermitian) form of the propagators. Hence, one can, in principle, extend it to any problem that can be simulated with MPS techniques, as we have demonstrated for open quantum systems in this section.

### 3.3 Thermalization and the fluctuation dissipation theorem

We next turn to a specific physical problem, where we will use two-time correlations to investigate thermalization in systems driven far from equilibrium. Generally speaking, thermalization is the relaxation process of a system to a thermal equilibrium state that is described by Boltzmann statistics and has a well-defined temperature. The broad question we would like to ask here is: if a system is driven out of equilibrium, under what conditions will it thermalize? This question has been studied in a variety of physical contexts: for instance, the models of mode populations in photon [34, 237] and polariton condensates [238-240], and the emergence of a low-energy effective temperature in the Keldysh field theory of driven atom-photon systems [109, $121,122,125,241-243$. One can also connect the nonequilibrium steady state behaviour in a driven dissipative system to the occurrence of a prethermalized phase after a sudden quench in an isolated system [244 246]. The prethermalized phase emerges when a system relaxes from a far from equilibrium initial state to a metastable quasi-stationary state on a short timescale, long before reaching the true thermal equilibrium state. One characteristic feature of prethermalization is the establishment of the approximate equilibrium
equation of state and of the kinetic temperature. As a result, prethermalized observables approximately assume their thermal values while particle statistics still deviates very strongly from the equilibrium Bose-Einstein or Fermi-Dirac distribution [247]. Both in a prethermalized isolated system and in a NESS of a driven dissipative system, there is a flow of energy between different degrees of freedom that underlies the thermal or non-thermal behaviour of these systems. While it is known that isolated systems can return to a thermal state, it is considerably more difficult to determine if an open system has established an effectively thermal state - because of the external drive, it cannot equilibrate with its surroundings in the first place.

Indeed, an attempt to define the effective temperature in a nonequilibrium setting like ours may seem surprising. However, effective thermalization processes play an important role in various experimental realizations of nonequilibrium systems. A prominent example is the Bose-Einstein condensation of exciton polaritons in semiconductor microcavities [24, 239]. Such microcavities are driven dissipative systems and inevitably operate out of equilibrium. Although full thermalization with the surroundings cannot be established, the polariton-polariton scattering events produce an effectively thermalized polariton gas. To form a Bose-Einstein condensate, the effective quasi-equilibrium temperature of the polariton gas must be below the condensation threshold. Hence, the effective temperature is a decisive factor in the condensation process. In fact, one can obtain this effective temperature from the occupations of polaritonic states that, in turn, can be extracted from the far-field fluorescence data. A related example is the Bose-Einstein condensation of photons in a dye-filled optical microcavity with pumping and photon loss [34]. Here, the photon gas achieves a number-conserving thermalization via repeated absorption and re-emission events by the dye molecules, thereby thermalizing to the temperature of the dye solution. Yet another example is provided by cavity optomechanics [248], where a nanomechanical oscillator is coupled to an optical field. Here, the cooling and heating of the oscillator are of great interest and one typically defines an effective temperature to model these effects.

While we normally speak of positive temperatures, negative effective temperatures also become possible in nonequilibrium systems. The negative effective temperature states are associated with an inverted Boltzmann statistics, when the higher energy states are more occupied than the lower energy ones. Counterintuitively, states with a negative effective temperature behave as if they are 'hotter' than any positive temperature state. A standard example of such behaviour arises in laser physics, where negative effective temperatures are used to model the population inversion [249]. A more recent example is Ref [250] who have realised negative temperature states for spin degrees of freedom in ultracold atom experiments. In another study, Ref. [251] have prepared a negative temperature state for motional degrees of freedom. Starting with a gas of repulsively interacting cold atoms in an optical lattice described by the Bose-Hubbard model, they have created an ensemble with attractive interactions between atoms, characterized by a negative temperature.

Evidently, there is a whole range of nonequilibrium systems where the emergence of an effectively thermal state plays a key part in determining the physics of the
system. Moreover, such an effective temperature is an experimentally measurable quantity. For instance, in the case of photonic and polaritonic systems, one can extract it by measuring the fluorescence spectrum of the system [24].

Formally, a quantum system in a thermalized state is described by a density matrix that takes the Gibbs form: $\rho=\exp \left(-H_{\text {eff }} / T_{\text {eff }}\right)$ with some effective Hamiltonian $H_{\text {eff }}$ and the effective temperature $T_{\text {eff }}$. Mathematically, however, any density matrix can be written in the Gibbs form. The criterion only becomes physically meaningful if one has a method to determine $H_{\text {eff }}$ independently. Such a method is provided by the fluctuation dissipation theorem $S_{O, O^{\dagger}}(\omega)=F(\omega) \chi_{O, O^{\dagger}}^{\prime \prime}(\omega)$, which relates the fluctuation spectrum $S_{O, O^{\dagger}}(\omega)$ and the response function of the system $\chi_{O, O^{\dagger}}^{\prime \prime}(\omega)[1,243]$ via the distribution function $F(\omega)$. Below we describe these quantities in more detail. The $S_{O, O^{+}}(\omega)$ and $\chi_{O, O^{+}}^{\prime \prime}(\omega)$ spectra measure the occupations and the density of states in the system, for an operator $\hat{O}$ that corresponds to a certain degree of freedom of the system. They are both Fourier transforms of two-time correlation functions

$$
\begin{align*}
& \tilde{S}_{O, O^{\dagger}}(t)=\frac{1}{2}\left\langle\left\{\hat{O}(t), \hat{O}^{\dagger}(0)\right\}\right\rangle,  \tag{3.5}\\
& \tilde{\chi}_{O, O^{\dagger}}(t)=i \theta(t)\left\langle\left[\hat{O}(t), \hat{O}^{\dagger}(0)\right]\right\rangle, \tag{3.6}
\end{align*}
$$

which we may evaluate using the quantum regression theorem, Eq. (3.1) introduced in the previous section. The distribution function $F(\omega)$ measures particle statistics. In an equilibrium system, it depends only on whether $\hat{O}$ obeys fermionic or bosonic (anti-)commutation relations. When a bosonic system is in thermal equilibrium, the distribution function is: $F(\omega) \equiv 2 n_{B}(\omega)+1=\operatorname{coth}((\omega-\mu) / 2 T)$. where $n_{B}(\omega)=$ $\frac{1}{1+e^{(\omega-\mu) / T}}$ is the occupation number for Bose-Einstein statistics, $T$ is the temperature of the system in units such that $k_{B}=1$, and $\mu$ is the chemical potential. For low energy modes with $\omega \rightarrow 0$, the distribution function takes the form $F(\omega) \sim$ $2 T / \omega$, which gives us a simple way to extract the effective temperature when the fluctuation dissipation theorem is obeyed. Since coupled cavity arrays are inherently bosonic systems whose physics is dominated by photons interacting with optical emitters, we will focus on the bosonic case for the remainder of this work. In a driven dissipative system that operates far from thermal equilibrium, $F(\omega)$ can take a more general form - the deviation of $F(\omega)$ from the thermal form above is an indicator of nonequilibrium behaviour. However, a number of studies have demonstrated in other contexts [109, 121, 122, 125, 241, 243, 252 , that low energy modes often display an effectively thermal behaviour in driven systems coupled to a Markovian bath. In such cases, the distribution function is given by

$$
\begin{equation*}
F(\omega) \sim 2 T_{\text {eff }} / \omega \tag{3.7}
\end{equation*}
$$

for low energy modes with $\omega \rightarrow 0$, analogous to the one discussed above in the thermal equilibrium setting. This means that one can use the fluctuation dissipation theorem to identify a low energy effective temperature $T_{\text {eff }}$ for low energy modes:

$$
\begin{equation*}
T_{\mathrm{eff}}=\lim _{\omega \rightarrow 0} \frac{\omega S_{O, O^{\dagger}}(\omega)}{2 \chi_{O, O^{\dagger}}^{\prime \prime}(\omega)} \tag{3.8}
\end{equation*}
$$

More generally, we can use it to extract the form of $F(\omega)$ which will indicate thermal or non-thermal behaviour of the system. Studying thermalization then reduces to computing the two-time correlators Eq. (3.5), (3.6), which we can do by utilizing the transfer MPO algorithm introduced in the previous section.

### 3.4 The Driven Dissipative XY Model

To study fluorescence spectra and thermalization, we will focus on a coupled cavity array described by the transverse field anisotropic XY model. A driven dissipative realization of this model has been proposed by [71], and the steady state properties studied by [42, 44] using matrix product state approaches. In this section we describe the derivation of this model, starting from a model of a coupled cavity array in the photon blockade regime, with a two-photon pump that creates pairs of photons on adjacent sites (see Fig. 3.3), following Refs. [44, 71.


Figure 3.3: Coupled cavity array with hopping $J$, photon loss $\kappa$ and two-photon pumping (blue line). When strong nonlinearity (purple shading) in each cavity leads to photon blockade, this yields the transverse field anisotropic XY model [71].

We consider a 1D lattice of optical or microwave cavities supporting photon modes $b_{j}$ with tunneling amplitude $J$ between adjacent cavities, and an on-site optical nonlinearity $U$ which induces effective photon-photon interactions in each cavity $j$. Such a coupled cavity array is thus described by the Bose-Hubbard Hamiltonian:

$$
H=\sum_{j}\left[\omega_{c} b_{j}^{\dagger} b_{j}+U b_{j}^{\dagger} b_{j}^{\dagger} b_{j} b_{j}-J\left(b_{j}^{\dagger} b_{j+1}+\text { H.c. }\right)\right] .
$$

Possible experimental realizations of Bose-Hubbard lattices using circuit QED have been discussed in Sec. 1.2. Our model also includes a two-photon drive $\Omega \cos \left(2 \omega_{P} t\right)$ near the two-photon resonance $\omega_{P} \approx \omega_{c}$. We work in the limit of strong optical nonlinearities with a perfect photon blockade, which restricts the occupations to at most one photon in each cavity. Therefore, the two-photon drive is only resonant with creation of photon pairs on adjacent cavities. The above considerations allow us to replace each cavity mode with a spin- $1 / 2$, equivalent to replacing the bosonic
operators by Pauli matrices: $b_{j} \rightarrow \sigma_{j}^{-}$. Our model Hamiltonian then becomes:

$$
\begin{equation*}
H_{0}=\sum_{j} \frac{\omega_{c}}{2} \sigma_{j}^{z}-J \sum_{j}\left[\sigma_{j}^{+} \sigma_{j+1}^{-}+\text {H.c. }\right]-\Omega \sum_{j}\left[\sigma_{j}^{+} \sigma_{j+1}^{+} e^{-2 i \omega_{p} t}+\text { H.c. }\right] . \tag{3.9}
\end{equation*}
$$

where $\sigma_{j}^{x, y, z}, \sigma_{j}^{ \pm}$are Pauli spin operators for each cavity $j$. Defining the dimensionless parameters $g=\left(\omega_{p}-\omega_{c}\right) / 2 J, \Delta=\Omega / J$, we can transform $H_{0}$ to a rotating frame (at pump frequency $\omega_{p}$ ) to gauge away the explicit time dependence and write:

$$
\begin{equation*}
H=-J \sum_{j}\left[g \sigma_{j}^{z}+\frac{1+\Delta}{2} \sigma_{j}^{x} \sigma_{j+1}^{x}+\frac{1-\Delta}{2} \sigma_{j}^{y} \sigma_{j+1}^{y}\right] . \tag{3.10}
\end{equation*}
$$

The Hamiltonian $H$ of a coupled cavity array thus takes the form of the $X Y$ model where $g$ acts as a transverse magnetic field that depends on the pump-cavity detuning, and $\Delta$ is the anisotropy of spin-spin interactions given by the ratio of pump strength and photon hopping $J$. In the remainder of this chapter we will set $J=1$ and use units of $J$ for all of our quantities. The $\Delta=0$ limit corresponds to the isotropic XY model (an empty coupled cavity array without any photons) and the $\Delta=1$ limit - to the transverse field Ising model.

As discussed in Chapter 1, any realistic coupled cavity system will experience photon loss at rate $\kappa$ into an external bath of electromagnetic radiation modes. In systems operating at optical frequencies, the characteristic energy scales are much larger than the energy scale set by the temperature of the environment, $k_{B} T$. Hence, one can safely consider a zero temperature bath at $T=0$, which corresponds to dissipation into empty radiation modes. In the spin language, the dissipation process flips spins from the 'up' state to the 'down' state. Our effective spin system is then described by the Lindblad master equation:

$$
\begin{equation*}
\partial_{t} \rho=\mathcal{L}\{\rho\}=-i[H, \rho]+\frac{\kappa}{2} \sum_{j}\left(2 \sigma_{j}^{-} \rho \sigma_{j}^{+}-\sigma_{j}^{+} \sigma_{j}^{-} \rho-\rho \sigma_{j}^{+} \sigma_{j}^{-}\right) . \tag{3.11}
\end{equation*}
$$

A non-driven system would eventually equilibrate with the bath and relax to an empty (thermal) state $\rho$. However, we have derived our Hamiltonian in a frame rotating at the pump frequency. As a consequence, the time-dependence induced by the drive breaks the detailed balance and leads to a nonequilibrium steady state (NESS) instead.

### 3.5 Correlations in the nonequilibrium steady state

Before we proceed to calculating the dynamical correlations, let us first briefly discuss the NESS of the driven dissipative anisotropic XY model in the Ising limit $(\Delta=1)$. The spatial correlations in the NESS of this model have previously been studied by [42, 44] for a finite size 1D lattice with $N=40$ and $N=15$ sites respectively. Here instead we compute the NESS of an infinite 1D lattice using iTEBD algorithm, since we are interested in the thermodynamic limit $N \rightarrow \infty$.


Figure 3.4: The spatial spin-spin correlations in an infinite 1D lattice as a function of the transverse field $g$ for different separations $r$. Energies given in units of $J$. Other parameters used: $\kappa=0.5$.

The Fig. 3.4 displays $\left\langle\sigma_{i+r}^{x} \sigma_{i}^{x}\right\rangle$ spatial spin-spin correlations as a function of the transverse field $g$ for different separations $r$, which agree very well with the $N=40$ results presented by Ref. [44.

As shown by Ref. [44], the presence of dissipation destroys the critical behaviour observed in the ground state of the transverse field Ising model in 1D: the correlation lengths remain finite and no phase transition occurs at $|g|=1$. However, many features of spatial correlations are similar to those of the equilibrium Ising model [44]. For $g<0$, the NESS exhibits short-range ferromagnetic (FM) spatial order that can be related to the ground state of this model. On the other hand, for $g>0$ the correlations become short-range antiferromagnetic (AFM). Therefore, for $g>0$, the spatial order in NESS corresponds to the maximum-energy state of the transverse field Ising model, stabilized by the dissipation. At large $|g|$ the spins become uncorrelated: for $g<0$ this implies a paramagnetic NESS, while for $g>0$ the dissipation leads to an antiparamagnetic NESS with spins aligned against the transverse field as it always tries to bring the spins to a state pointing along the $-z$ direction, regardless of the sign of $g$. An interesting property of this model is that there exists a duality, which allows us to relate the form of correlations at $g>0$ and $g<0$. As originally discussed in [44], this duality states that the transformation $g \mapsto-g$ is equivalent to the combination of the inversion $H \mapsto-H$ and the spin rotation by $\pi$ around the $z$ axis on every other lattice site. It follows that reversing the sign of $g$ corresponds to flipping the sign of all the energies of the system as well as the sign of spatial correlations between odd and even spins. Therefore, if NESS has nearest-neighbour FM correlations for $g<0$ associated with the ground state
of $H$, a switch to AFM order will occur for $g>0$ and the highest energy state of $H$ will be favoured due to the sign reversal of energies. In the following parts of this chapter we will only show the results for the positive transverse field $g>0$, since the correlations for $g<0$ follow straightforwardly from the duality above. We refer an interested reader to [253] for a more general discussion of such dualities.

### 3.6 Fluorescence spectrum and the low energy effective temperature

We next compute two-time correlations and fluorescence spectra of a coupled cavity array described by the driven dissipative anisotropic XY model. In order to eliminate the boundary and finite-size effects, we perform our calculations for a translationally invariant 1D lattice in the thermodynamic limit using the transfer MPO approach. In this section we focus on the on-site correlations ( $i=j$ in Eq. (3.1)), whereas the intersite correlations will be discussed later in Section 3.8.

Figure 3.5 presents the fluctuation spectrum and the susceptibility, which are the Fourier transforms of the correlators defined in Eq. (3.5), (3.6), for $\hat{O}_{1}=\hat{O}_{2}=$ $\hat{O} \in\left\{\sigma^{x}, \sigma^{z}\right\}$ operators and different values of transverse field $g$. The figure shows both the Ising limit ( $\Delta=1$, left and middle columns), as well as the results at small $\Delta$ corresponding to a low excitation density (right column). In the latter regime, it is also possible to obtain analytical results using spin-wave theory that we will discuss later in this section. The panels (a-c) display the fluctuation spectrum $S(\omega)$, which measures the occupation numbers of normal modes with different energies $\omega$. The panels (d-f) show the susceptibility $\chi^{\prime \prime}(\omega)$, which measures the density of states. We note in passing that, although $S(\omega)$ for $\sigma^{x}$ and $g=0,1$ is highly peaked at $\omega=0$, it always remains finite since the driven dissipative XY model does not undergo a phase transition. In Section 3.8 we will see how the form of both the fluctuation spectrum and the density of states can be explained using the momentum-resolved correlations. In this section we are particularly interested in the inverse distribution function $F(\omega)^{-1}=\chi_{O, O^{\dagger}}^{\prime \prime}(\omega) / S_{O, O^{\dagger}}(\omega)$ displayed in the bottom row of Fig. 3.5 for $\hat{O}=\sigma^{x}, \sigma^{z}$. It is evident from Fig. 3.5 (g,h,i) that $F(\omega)^{-1}$ is linear at low frequencies $\omega \rightarrow 0$. As discussed in Section 3.3, this linearity implies that the low energy modes have effectively thermalized and the distribution function takes the form Eq. (3.7) for $\omega \rightarrow 0$. As a consequence, a low energy effective temperature emerges in this model, and is given by Eq. (3.8). For higher energy modes, however, $F(\omega)^{-1}$ deviates considerably from the thermal form. For instance, the inverse distribution function of a completely thermalized system would approach the asymptotic limit of $|F(\omega)|^{-1}=1$ at high frequencies [1, 2]. This limit corresponds to a minimum fluctuation-dissipation ratio as the eigenspectrum of physical operators $\hat{O}$ is positive. In our coupled cavity system operating far from equilibrium, we observe instead that $|F(\omega)|^{-1}$ always falls below 1 at high energies, indicating larger fluctuations than one would observe in a genuinely thermal state. Nevertheless, the results in Fig. $3.5(\mathrm{~g}, \mathrm{~h}, \mathrm{i})$ appear to suggest that $|F(\omega)|^{-1}$ becomes more similar to a thermal form at larger $g$.


Figure 3.5: Spectrum of fluctuations $S(\omega)$, imaginary part of response function $\chi^{\prime \prime}(\omega)$, and inverse distribution function $F(\omega)^{-1}$. Left two columns: Ising limit $\Delta=1$, Right column shows $\Delta=0.05$ where spin-wave theory (solid lines) matches well. Energies given in units of $J$. Other parameters used: $\kappa=0.5$.

The right column of Fig. 3.5 compares the transfer MPO results (points) with analytic results derived from spin-wave theory [254], which is valid in the limit of low density of excitations $\Delta \rightarrow 0$. Spin-wave theory and transfer MPO numerics show a good qualitative agreement at $\Delta=0.05$ for both the fluctuation spectrum $S(\omega)$ and the susceptibility $\chi^{\prime \prime}(\omega)$ of $\sigma^{x}$ excitations. Meanwhile, the spectra for $\sigma^{z}$ trivially vanish in the linearized spin-wave theory, and so are not shown here. The agreement for inverse distribution $F(\omega)^{-1}$ is even better than for spectra $S(\omega), \chi^{\prime \prime}(\omega)$ individually, showing a quantitatively exact match between the analytical and numerical results. It is worth noting that, despite being a linear theory, spin-wave theory is able to capture the crucial features such as the low energy effective temperature, the thermal-like flat region with $|F(\omega)| \simeq 1$ observed at intermediate frequencies and its breakdown at higher frequencies. We will discuss the details of spin-wave calculations in Section 3.7, and show how the effective temperature and other features emerge in spin-wave theory.

We can calculate the low energy effective temperature using Eq. (3.8). Hence, the NESS density matrix $\rho$ of our system formally takes the Gibbs-like form for low energy modes. Intuitively, one may expect a system to have a positive $T_{\text {eff }}$ and favour the lowest energy order. A remarkable observation is that our inverse distribution function instead has a negative slope at low energies. From Eq. (3.8), this implies a negative $T_{\text {eff }}<0$, which leads to inverted Boltzmann statistics, and


Figure 3.6: The effective temperature $T_{\text {eff }}$ as a function of transverse field $g$. (a) MPS results for $\sigma^{x, z}$ fluctuations and the transverse-field Ising limit ( $\Delta=1.0$ ); (b) Spin wave results for $\sigma^{x, y}$ fluctuations at $\Delta=0.05$. Energies given in units of $J$. Other parameters used: $\kappa=0.5$.
makes the system favour NESS with the maximum energy order for $g>0$. This is consistent with the spatial correlations in Section 3.5 indicating that the NESS is a high energy AFM state for $g>0$. The appearance of $T_{\text {eff }}<0$ is in fact inevitable in this model as we will see below. First, we recall the duality discussed in Section 3.5, which states that changing the sign of $g$ reverses the sign of all the energies $\omega \rightarrow-\omega$ and the sign of correlations between spins at odd and even lattice sites. In addition to this duality, the fluctuation spectrum has an even parity $S(-\omega)=S(\omega)$ whereas the susceptibility has an odd parity $\chi^{\prime \prime}(-\omega)=-\chi^{\prime \prime}(\omega)$. This implies that the distribution function also has an odd parity: $F(-\omega)=-F(\omega)$. Therefore, it follows that reversing the sign of $g$ yields the sign change of $F(-\omega)$ and the effective temperature $T_{\text {eff }}$. We observe that $g<0$ gives a positive $T_{\text {eff }}$ and favours the ground state order, while $g>0$ corresponds to a negative $T_{\text {eff }}$ that stabilizes the maximum energy order. A more intuitive picture of the different behaviour at $g<0$ and $g>0$ comes from the fact that $g$ is proportional to the pump-cavity detuning. The $g<0$ corresponds to a red-detuned pump and the cooling of the system to a NESS with the lowest energy order. Meanwhile, $g>0$ corresponds to a blue-detuned driving, which typically induces heating and the buildup of energy. Instead of a high positive $T_{\text {eff }}$, in our model it leads to a NESS with a negative $T_{\text {eff }}$. Finally, we note that at $g=0$ the susceptibility $\chi^{\prime \prime}(\omega)$ vanishes and thus $T_{\text {eff }}$ diverges.

We can explictly extract the low energy effective temperature $T_{\text {eff }}$ from transfer MPO results by fitting a thermal form $F(\omega) \simeq A \operatorname{coth}(b \omega)$ at low frequencies $\omega \leq 1.0$, and plotting $T_{\text {eff }} \equiv A / 2 b$. Fig. 3.6(a) shows the effective temperatures $T_{\text {eff }}$ of $\sigma^{x}$ and $\sigma^{z}$ fluctuations as a function of the transverse field $g$. We have previously discussed that the deviation from the thermal form of $F(\omega)$ in Fig. 3.5 (g,h,i) is an obvious signature of nonequilibrium behaviour. Another important distinction from a thermalized system is that both the distribution function $F(\omega)$ and the low energy effective temperature are different for different system operators. This is clearly seen in Fig. 3.6(a) where the 'thermometers' of $\sigma^{x, z}$ fluctuations measure different temperatures, indicating that there is a lack of equilibration between different degrees of freedom in the system. Similarly, Fig. 3.6(b) displays $T_{\text {eff }}$ at a low excitation density $(\Delta=0.05)$ for $\sigma^{x}$ and $\sigma^{y}$ fluctuations, calculated
using the spin-wave theory - as we have seen above, $\sigma^{z}$ correlation functions vanish in the spin-wave theory. We observe that while $T_{\text {eff }}$ of $\sigma^{x, y}$ is different in general, for $\Delta \rightarrow 0, g \rightarrow \infty$ the $\sigma^{x, y}$ excitations equilibrate with each other to establish the same effective temperature, $T_{\text {eff }} \approx-g / 2\left(1+O\left(\frac{1 \pm \Delta}{g}\right)\right)$ since the higher order terms $O\left(\frac{1 \pm \Delta}{g}\right)$ are suppressed by the factor of $1 / g$. We will show in Section 3.7 that this arises due to the fact that the effective temperature $T_{\text {eff }, k}$ of modes with different momentum $k$ becomes independent of $k$ in this limit.

To study quasi-thermalization of the $\sigma^{x}$ and $\sigma^{z}$ excitations in a coupled cavity array, we have computed spectra of the $X X$ and $Z Z$ correlators in Fig. 3.5. Before moving forward, let us briefly discuss how these spectra could be measured in practice. First, we recall that we have derived our model in Sec. 3.4 by taking a hardcore-boson limit of the underlying Bose-Hubbard model where bosonic quasiparticles are expressed in terms of the spin- $1 / 2$ operators: $b_{j} \rightarrow \sigma_{j}^{-}$. When a photon leaves a cavity, it destroys a spin- $1 / 2$ quasiparticle excitation in the coupled cavity array. As we have seen earlier in this chapter, the energy and momentum of this photon are directly related to those of the destroyed quasiparticle due to the energy and momentum conservation. Therefore, measuring the correlation functions of the emitted photons directly corresponds to the quasiparticle correlations in the coupled cavity array.

The $X X$ correlators of the form $\left\langle\sigma^{x}(\tau) \sigma^{x}(0)\right\rangle$ and $Y Y$ correlators of the form $\left\langle\sigma^{y}(\tau) \sigma^{y}(0)\right\rangle$ are two-field correlators, because $\sigma^{x}(\tau)=\sigma^{+}(\tau)+\sigma^{-}(\tau)$ and $\sigma^{y}(\tau)=$ $\left(\sigma^{+}(\tau)-\sigma^{-}(\tau)\right) / i$. In a quantum optics experiment operating at optical frequencies, one can measure such correlators using a setup based on the homodyne or heterodyne detection [255]. One example is a Mach-Zender type interferometer with a variable delay $\tau$ in one of its branches [256]. The photocurrent detectors count the number of photons in the output branches of the interferometer. The photocurrent difference then gives the information about the desired two-field correlator. On the other hand, $Z Z$ correlators are expressed in terms of four-field correlators $\left\langle\sigma^{z}(\tau) \sigma^{z}(0)\right\rangle=\left\langle\sigma^{+}(\tau) \sigma^{-}(\tau) \sigma^{+}(0) \sigma^{-}(0)\right\rangle-\left\langle\sigma^{-}(\tau) \sigma^{+}(\tau) \sigma^{+}(0) \sigma^{-}(0)\right\rangle+$ $\left\langle\sigma^{-}(\tau) \sigma^{+}(\tau) \sigma^{-}(0) \sigma^{+}(0)\right\rangle-\left\langle\sigma^{+}(\tau) \sigma^{-}(\tau) \sigma^{-}(0) \sigma^{+}(0)\right\rangle$. To obtain these four-field correlators, one needs a phase sensitive two-photon measurement such as a Hanbury Brown and Twiss type interferometer with a variable delay $\tau$ introduced after one of the two photodetectors [256]. We can extract a four-field correlation function by measuring cross-correlations between the photocurrents of the two detectors [256].

To perform similar measurements at microwave frequencies, typical in circuit QED experiments, Ref. [256] have developed a quadrature amplitude detection system. This system is based on a modified variant of a Hanbury Brown and Twiss interferometer that uses linear field quadrature detectors, rather than photon intensity detectors. In this scheme, a propagating photon field is transmitted through a $50 / 50$ beam splitter. Subsequently, one performs a heterodyne measurement to extract both quadrature amplitudes of the output field in each branch of the interferometer using IQ mixer detectors. The observer can then reconstruct any correlation function, including the two-field and four-field correlators, from the instantaneous values of the measured quadrature amplitudes. The four-field correlators, for example, are extracted by measuring the cross-correlation of the signals in each
branch. A convenient feature of the scheme is that combining the quadrature measurements also allows reordering the operators in a correlation function [232, 256]. Finally, recording the correlations as a function of time straightforwardly allows a calculation of the emission spectrum by taking a Fourier transform of the relevant correlator.

### 3.7 Spin-wave calculations

In this section we present the details of spin-wave calculations [254] that we have used in the previous section to describe the behaviour of the driven dissipative anisotropic XY model at low excitation numbers. More specifically, the low excitation regime arises in the limit of small $\Delta$ or the limit of large $|g|$. The spin wave theory was used earlier by Ref. [44] to compute the static correlation functions at small $\Delta$. In our work, we extend this approach to dynamical correlations and spectra. The basic idea is that for a zero pumping (i.e. $\Delta=0$ ) or a very large pump-cavity detuning (i.e. $g \rightarrow-\infty$ ), the NESS of our model corresponds to an empty state. For a small $\Delta$, or a large but finite $g$, one can then use the spin-wave approximation, which ignores the constraint on double occupancy of a lattice site, and so is only valid for a low density of excitations. In this regime of small excitation numbers, we can revert from spin $-1 / 2$ operators (hardcore bosons) to bosonic fields: $\sigma_{j}^{-} \rightarrow b_{j}$, hence recovering the characteristics of a weakly interacting bosonic model.

### 3.7.1 Calculating correlation functions

## Spin-wave approximation and equations of motion

We first follow the steps described in Ref. 44 to derive the Hamiltonian in terms of bosonic system operators $b_{k}$ and $b_{-k}^{\dagger}$. Transforming master equation Eq. (3.11) with Hamiltonian Eq. (3.10) to the momentum basis $b_{k}=\sum_{j} e^{i k j} b_{j} / \sqrt{N}$ we obtain:

$$
\begin{equation*}
\partial_{t} \rho=-i \sum_{k}\left[h_{k}, \rho\right]+\frac{\kappa}{2} \sum_{k}\left(2 \hat{b}_{k} \rho b_{k}^{\dagger}-b_{k}^{\dagger} b_{k} \rho-\rho b_{k}^{\dagger} b_{k}\right), \tag{3.12}
\end{equation*}
$$

where

$$
h_{k}=-\left(\begin{array}{ll}
b_{k}^{\dagger} & b_{-k}
\end{array}\right)\left(\begin{array}{cc}
g+\cos (k) & \Delta \cos (k)  \tag{3.13}\\
\Delta \cos (k) & g+\cos (k)
\end{array}\right)\binom{b_{k}}{b_{-k}^{\dagger}},
$$

Since $\Delta$ corresponds to the driving strength and $\max (\kappa, g, J=1)$ sets the cost of creating new excitations in the system, the low excitation regime arises when $\Delta \ll \max (\kappa, g, 1)$. To derive correlation functions, however, we will not solve the above master equation directly. Instead, we consider the equivalent HeisenbergLangevin equations for the system operators coupled to a Markovian bath, which will yield a linear order expansion in bosonic operators $b_{k}$ [257]. The equations of motion for $b_{k}$ and $b_{-k}^{\dagger}$ can be written in a matrix form:

$$
\begin{equation*}
\partial_{t} f(t)=M f(t)+v(t), \tag{3.14}
\end{equation*}
$$

with the vectors:

$$
\begin{equation*}
f(t)=\binom{b_{k}(t)}{b_{-k}^{\dagger}(t)}, \quad v(t)=\sqrt{2 \kappa}\binom{b_{k}^{\text {in }}(t)}{b_{-k}^{\text {tin }}(t)}, \tag{3.15}
\end{equation*}
$$

and the matrix:

$$
M=\left(\begin{array}{cc}
-\kappa+2 i(g+\cos (k)) & 2 i \Delta \cos (k)  \tag{3.16}\\
-2 i \Delta \cos (k) & -\kappa-2 i(g+\cos (k))
\end{array}\right) .
$$

Here, coupling to a Markovian bath introduces the input noise term $b_{k}^{\text {in }}(t)$. Since we consider a zero temperature bath, there is only vacuum quantum noise, and the only nonzero correlator is $\left\langle b_{k}^{\mathrm{in}}(t) b_{k^{\prime}}^{\mathrm{in}}\left(t^{\prime}\right)\right\rangle=\delta_{k, k^{\prime}} \delta\left(t-t^{\prime}\right)$.

The solution of Eq. (3.14) is:

$$
f(t)=e^{M t} f(0)+\int_{0}^{t} d t^{\prime} e^{M\left(t-t^{\prime}\right)} v\left(t^{\prime}\right)
$$

In the long-time limit $t \rightarrow \infty$ we find the expressions for system operators:

$$
\begin{align*}
b_{k}(t) & =\sqrt{2 \kappa} \int_{0}^{t} d t^{\prime}\left[G_{1}\left(t-t^{\prime}\right) b_{k}^{\mathrm{in}}\left(t^{\prime}\right)+G_{2}\left(t-t^{\prime}\right) b_{-k}^{\mathrm{in}}\left(t^{\prime}\right)\right] \\
b_{-k}^{\dagger}(t) & =\sqrt{2 \kappa} \int_{0}^{t} d t^{\prime}\left[G_{1}^{*}\left(t-t^{\prime}\right) b_{-k}^{\mathrm{in}}\left(t^{\prime}\right)+G_{2}^{*}\left(t-t^{\prime}\right) b_{k}^{\mathrm{in}}\left(t^{\prime}\right)\right] \tag{3.17}
\end{align*}
$$

where the propagators $G_{1,2}(\tau)$ are matrix elements of $e^{M t}$ given by:

$$
\begin{align*}
& G_{1}(\tau)=e^{-\kappa \tau}\left[\cos \left(\xi_{k} \tau\right)+i \epsilon_{k} \frac{\sin \left(\xi_{k} \tau\right)}{\xi_{k}}\right]  \tag{3.18}\\
& G_{2}(\tau)=i \eta_{k} e^{-\kappa \tau} \frac{\sin \left(\xi_{k} \tau\right)}{\xi_{k}} \tag{3.19}
\end{align*}
$$

with dispersions $\epsilon_{k}=2(g+\cos (k)), \eta_{k}=2 \Delta \cos (k)$, and $\xi_{k}=\sqrt{\epsilon_{k}^{2}-\eta_{k}^{2}}$.

## Correlations and effective temperatures for $\hat{\sigma}_{x}$

After deriving the system operators, we now proceed to calculate the frequencyresolved spectra for $X X$ correlations. Since $\sigma_{j}^{x} \rightarrow b_{j}+b_{j}^{\dagger}$ in the spin-wave limit, we can express the on-site $X X$ two-time correlator as:

$$
\begin{equation*}
\tilde{C}^{x x}(\tau)=\left\langle\sigma^{x}(0) \sigma^{x}(\tau)\right\rangle=\left\langle b^{\dagger}(0) b^{\dagger}(\tau)\right\rangle+\langle b(0) b(\tau)\rangle+\left\langle b^{\dagger}(0) b(\tau)\right\rangle+\left\langle b(0) b^{\dagger}(\tau)\right\rangle \tag{3.20}
\end{equation*}
$$

where the correlations are given by a Fourier transform from momentum space to real space:

$$
\left\langle b^{\dagger}(0) b(\tau)\right\rangle=\left.\int_{-\pi}^{\pi} d k e^{i k l}\left\langle b_{k}^{\dagger}(0) b_{k}(\tau)\right\rangle\right|_{l=0},
$$

and similar expressions for other correlators. We then substitute in the solutions for operators Eq. (3.17), and evaluate the time integrals at unequal times, $t+\tau$ and $t$. This gives a two-time correlator:

$$
\begin{align*}
\tilde{C}^{x x}(\tau)=\frac{e^{-\kappa \tau}}{2 \pi} \int_{-\pi}^{\pi} d k\left[\cos \left(\xi_{k} \tau\right)\right. & +i\left(\eta_{k}-\epsilon_{k}\right) \frac{\sin \left(\xi_{k} \tau\right)}{\xi_{k}} \\
& \left.+\frac{\eta_{k}\left(\eta_{k}-\epsilon_{k}\right)}{\xi_{k}^{2}+\kappa^{2}}\left(\cos \left(\xi_{k} \tau\right)+\kappa \frac{\sin \left(\xi_{k} \tau\right)}{\xi_{k}}\right)\right] \tag{3.21}
\end{align*}
$$

The quantities of interest are the fluctuation spectrum $S(\omega)$ and susceptibility $\chi^{\prime \prime}(\omega)$ given by the Fourier transforms of $\tilde{S}(\tau)=\frac{1}{2}\left(\tilde{C}(\tau)^{*}+\tilde{C}(\tau)\right)$ and $\tilde{\chi}(\tau)=$ $i \Theta(\tau)\left(\tilde{C}(\tau)^{*}-\tilde{C}(\tau)\right)$ respectively. Plugging in Eq. 3.21) and taking a Fourier transform with respect to $\tau$, we obtain $X X$ spectra:

$$
\begin{align*}
S_{x x}(\omega) & =\frac{\kappa}{\pi} \int_{-\pi}^{\pi} d k \frac{P_{k}+\omega^{2}+2 \eta_{k}\left(\eta_{k}-\epsilon_{k}\right)}{Q_{k}(\omega)},  \tag{3.22}\\
\chi_{x x}^{\prime \prime}(\omega) & =\frac{2 \kappa \omega}{\pi} \int_{-\pi}^{\pi} d k \frac{\eta_{k}-\epsilon_{k}}{Q_{k}^{-1}(\omega)} \tag{3.23}
\end{align*}
$$

where we have introduced auxiliary functions $P_{k}=\xi_{k}^{2}+\kappa^{2}$, and $Q_{k}(\omega)=\left(P_{k}-\right.$ $\left.\omega^{2}\right)^{2}+(2 \omega \kappa)^{2}$.

One can then substitute $e^{i k} \rightarrow z$, and the integrals in Eqs. (3.22), (3.23) become contour integrals around a unit circle $C$ with $|z|=1$. The values of Eqs. (3.22), (3.23) are then determined by the residues of poles $z=Z$ located inside $C$ (i.e. with $|Z|<1$ ). Both Eq. (3.22) and Eq. (3.23) have the same set of eight poles given by:

$$
\begin{gathered}
Z=\theta_{s_{1}, s_{2}} \pm \sqrt{\theta_{s_{1}, s_{2}}^{2}-1} \\
\theta_{s_{1}, s_{2}}=\frac{-g+s_{1} \sqrt{g^{2} \Delta^{2}-\frac{1-\Delta^{2}}{4}\left[\kappa^{2}-\omega^{2}+s_{2} 2 i \omega \kappa\right]}}{1-\Delta^{2}}
\end{gathered}
$$

with $s_{1}= \pm 1, s_{2}= \pm 1$. Evaluating the contour integrals gives the fluctuation spectrum:

$$
\begin{equation*}
S_{x x}(\omega)=2 \kappa \sum_{\left|Z_{n}\right|<1} Z_{n} \alpha_{n} \tag{3.24}
\end{equation*}
$$

where

$$
\alpha_{n}=\frac{\left[(1-\Delta) Z_{n}^{2}+2 g Z_{n}+(1-\Delta)\right]^{2}+\left(\omega^{2}+\kappa^{2}\right) Z_{n}^{2}}{\left(1-\Delta^{2}\right)^{2} \prod_{m=1, m \neq n}^{8}\left(Z_{n}-Z_{m}\right)}
$$

Similarly the susceptibility is given by:

$$
\begin{equation*}
\chi_{x x}^{\prime \prime}(\omega)=-4 \kappa \omega \sum_{\left|Z_{n}\right|<1} Z_{n}^{2} \beta_{n} \tag{3.25}
\end{equation*}
$$

where

$$
\beta_{n}=\frac{(1-\Delta) Z_{n}^{2}+2 g Z_{n}+(1-\Delta)}{\left(1-\Delta^{2}\right)^{2} \prod_{m=1, m \neq n}^{8}\left(Z_{n}-Z_{m}\right)}
$$

In both expressions, the sum runs over poles $Z_{n}$ inside the unit circle $C$ with $\left|Z_{n}\right|<$ 1. From Eq. (3.24) and Eq. (3.25) it is straightforward to derive the distribution function $F_{x x}(\omega)$ of fluctuation-dissipation theorem:

$$
\begin{equation*}
F_{x x}(\omega)=\frac{S_{x x}(\omega)}{\chi_{x x}^{\prime \prime}(\omega)}=-\frac{1}{2 \omega} \frac{\sum_{\left|Z_{n}\right|<1} Z_{n} \alpha_{n}}{\sum_{\left|Z_{n}\right|<1} Z_{n}^{2} \beta_{n}} \tag{3.26}
\end{equation*}
$$

It is evident that in the low frequency limit $\omega \rightarrow 0$, the distribution $F_{x x}(\omega)$ is dominated by the $1 / \omega$ divergence. The effective thermalization of NESS thus already emerges in spin-wave theory, leading to an effective temperature $T_{\text {eff }}$ :

$$
\begin{equation*}
T_{\mathrm{eff}, x x}=-\left.\frac{1}{4} \frac{\sum_{\left|Z_{n}\right|<1} Z_{n} \alpha_{n}}{\sum_{\left|Z_{n}\right|<1} Z_{n}^{2} \beta_{n}}\right|_{\omega=0} \tag{3.27}
\end{equation*}
$$

## Correlations and effective temperatures for $\hat{\sigma}_{y}$

Similarly to the previous subsection, we can calculate the fluctuation spectrum and susceptibility for $Y Y$ excitations in the spin wave limit where $\sigma_{j}^{y} \rightarrow-i\left(b_{j}-b_{j}^{\dagger}\right)$. By following the same steps as for $X X$ correlators, we obtain the $Y Y$ spectra:

$$
\begin{gather*}
S_{y y}(\omega)=\frac{\kappa}{\pi} \int_{-\pi}^{\pi} d k Q_{k}^{-1}(\omega)\left[P_{k}+\omega^{2}+2 \eta_{k}\left(\eta_{k}+\epsilon_{k}\right)\right]  \tag{3.28}\\
\chi_{y y}^{\prime \prime}(\omega)=\frac{2 \kappa \omega}{\pi} \int_{-\pi}^{\pi} d k Q_{k}^{-1}(\omega)\left(\eta_{k}+\epsilon_{k}\right) \tag{3.29}
\end{gather*}
$$

The $Y Y$ spectra (3.28), (3.29) only differ from $X X$ spectra (3.22), (3.23) by $\left(\eta_{k}-\right.$ $\left.\epsilon_{k}\right) \rightarrow\left(\eta_{k}+\epsilon_{k}\right)$. Consequently, the $Y Y$ contour integrals have the same poles as the $X X$ ones, but with different residues and thus different weights.

Continuing along the same steps as for $X X$ correlators, we find the $Y Y$ fluctuation spectrum:

$$
\begin{equation*}
S_{y y}(\omega)=2 \kappa \sum_{\left|Z_{n}\right|<1} Z_{n} \gamma_{n} \tag{3.30}
\end{equation*}
$$

where

$$
\gamma_{n}=\frac{\left[(1+\Delta) Z_{n}^{2}+2 g Z_{n}+(1+\Delta)\right]^{2}+\left(\omega^{2}+\kappa^{2}\right) Z_{n}^{2}}{\left(1-\Delta^{2}\right)^{2} \prod_{m=1, m \neq n}^{8}\left(Z_{n}-Z_{m}\right)}
$$

The $Y Y$ susceptibility is given by:

$$
\begin{equation*}
\chi_{y y}^{\prime \prime}(\omega)=-4 \kappa \omega \sum_{\left|Z_{n}\right|<1} Z_{n}^{2} \delta_{n}, \tag{3.31}
\end{equation*}
$$

where

$$
\delta_{n}=\frac{(1+\Delta) Z_{n}^{2}+2 g Z_{n}+(1+\Delta)}{\left(1-\Delta^{2}\right)^{2} \prod_{m=1, m \neq n}^{8}\left(Z_{n}-Z_{m}\right)}
$$

and the poles $Z_{n}$ are the same as in $X X$ spectra. One can then straightforwardly derive the distribution function $F_{y y}(\omega)$ :

$$
\begin{equation*}
F_{y y}(\omega)=\frac{S_{y y}(\omega)}{\chi_{y y}^{\prime \prime}(\omega)}=-\frac{1}{2 \omega} \frac{\sum_{\left|Z_{n}\right|<1} Z_{n} \gamma_{n}}{\sum_{\left|Z_{n}\right|<1} Z_{n}^{2} \delta_{n}} . \tag{3.32}
\end{equation*}
$$

and the effective temperature $T_{\text {eff }}$ :

$$
\begin{equation*}
T_{\mathrm{eff}, y y}=-\left.\frac{1}{4} \frac{\sum_{\left|Z_{n}\right|<1} Z_{n} \gamma_{n}}{\sum_{\left|Z_{n}\right|<1} Z_{n}^{2} \delta_{n}}\right|_{\omega=0} \tag{3.33}
\end{equation*}
$$

## Vanishing correlations for $\sigma_{z}$

The spin wave approximation has enabled us to derive analytical expressions for the $X X$ and $Y Y$ correlators. However, the same small excitation approximation cannot be used to find the $Z Z$ correlators. This becomes apparent if we express the $Z Z$ correlator in the spin-wave limit, using $\sigma_{j}^{z}=b_{j}^{\dagger} b_{j}-b_{j} b_{j}^{\dagger}$ :

$$
\begin{align*}
& \tilde{C}^{z z}(\tau)=\left\langle\sigma^{z}(0) \sigma^{z}(\tau)\right\rangle=\left\langle b^{\dagger}(0) b(0) b^{\dagger}(\tau) b(\tau)\right\rangle-\left\langle b(0) b^{\dagger}(0) b^{\dagger}(\tau) b(\tau)\right\rangle \\
&+\left\langle b(0) b^{\dagger}(0) b(\tau) b^{\dagger}(\tau)\right\rangle-\left\langle b^{\dagger}(0) b(0) b(\tau) b^{\dagger}(\tau)\right\rangle . \tag{3.34}
\end{align*}
$$

Since the problem involves non-interacting bosons, the NESS is Gaussian and we can expand the four-field correlators using Wick's theorem, which leads to $\tilde{C}^{z z}(\tau)=0$. Therefore, at this order of approximation all $Z Z$ correlators and spectra are trivially zero. Such outcome is not surprising, since spin wave theory is a linear expansion whereas the $\sigma^{z}$ correlators are quartic.

### 3.7.2 Temperature of individual bosonic modes

Building on the spin wave theory introduced above, we now discuss the emergence of a low energy effective temperature under this linear approximation by considering the contribution of individual bosonic modes. From Eqs. (3.22), (3.23) we define the momentum-resolved fluctuation spectrum and susceptibility:

$$
\begin{gather*}
S_{x x}(\omega, k)=\frac{\kappa}{\pi} Q_{k}^{-1}(\omega)\left[P_{k}+\omega^{2}+2 \eta_{k}\left(\eta_{k}-\epsilon_{k}\right)\right] .  \tag{3.35}\\
\chi_{x x}^{\prime \prime}(\omega, k)=\frac{2 \kappa \omega}{\pi} Q_{k}^{-1}(\omega)\left(\eta_{k}-\epsilon_{k}\right) . \tag{3.36}
\end{gather*}
$$

The distribution function of an individual bosonic $k$-mode is then given by

$$
\begin{equation*}
F_{x x}(\omega, k)=\frac{S_{x x}(\omega, k)}{\chi_{x x}^{\prime \prime}(\omega, k)}=\frac{\xi_{k}^{2}+\omega^{2}+\kappa^{2}+2 \eta_{k}\left(\eta_{k}-\epsilon_{k}\right)}{2 \omega\left(\eta_{k}-\epsilon_{k}\right)} . \tag{3.37}
\end{equation*}
$$

which can be written in the form:

$$
\begin{equation*}
F_{x x}(\omega, k)=\frac{2 T_{\mathrm{eff}, x x, k}+\lambda_{x x, k} \omega^{2}}{\omega}, \tag{3.38}
\end{equation*}
$$

where $\lambda_{x x, k}=\left[2\left(\eta_{k}-\epsilon_{k}\right)\right]^{-1}$, and the low energy effective temperature of an individual bosonic mode $k$ in the $\omega \rightarrow 0$ limit is:

$$
\begin{equation*}
T_{\mathrm{eff}, x x, k}=\frac{\kappa^{2}+\left(\eta_{k}-\epsilon_{k}\right)^{2}}{4\left(\eta_{k}-\epsilon_{k}\right)} \tag{3.39}
\end{equation*}
$$

where we have used the definition of $\xi_{k}^{2}=\epsilon_{k}^{2}-\eta_{k}^{2}$. From the definition Eq. 3.37), we see that the distribution function $F(\omega)$ in Fig. 3.5(g,h,i) can be expressed as
a weighted average over momentum-resolved distributions $F(\omega, k)$ of individual bosonic modes $k$ :

$$
\begin{equation*}
F(\omega)=\frac{\int_{-\pi}^{\pi} d k F(\omega, k) \chi^{\prime \prime}(\omega, k)}{\int_{-\pi}^{\pi} d k \chi^{\prime \prime}(\omega, k)} \tag{3.40}
\end{equation*}
$$

Here, the weight coefficients correspond to the $k$-resolved density of states $\chi^{\prime \prime}(\omega, k)$. The above results show that spin wave theory predicts the appearance of a low energy effective temperature for each individual $k$ mode, in spite of being a linear theory. In fact, this follows directly from the form Eq. (3.38). We have also seen in the previous section that spin wave results predict the thermal-like flat region $F(\omega) \simeq 1$ at intermediate frequencies and its breakdown at high frequencies, in agreement with transfer MPO numerics. However, the momentum-resolved inverse distribution $F_{x x}(\omega, k)^{-1}$ does not exhibit this flat region with $\left|F_{x x}(\omega, k)\right|^{-1} \simeq 1$. Instead, $\left|F_{x x}(\omega, k)\right|^{-1}$ has a peak at $\omega=\omega_{x x, k}^{*} \equiv \sqrt{2 T_{\text {eff }, x x, k} / \lambda_{x x, k}}=\sqrt{\kappa^{2}+\left(\eta_{k}-\epsilon_{k}\right)^{2}}$ with height

$$
\left|F_{x x}\left(\omega_{x x, k}^{*}, k\right)\right|^{-1}=\frac{1}{\sqrt{8 T_{\mathrm{eff}, x x, k} \lambda_{x x, k}}}=\sqrt{\frac{\left(\eta_{k}-\epsilon_{k}\right)^{2}}{\kappa^{2}+\left(\eta_{k}-\epsilon_{k}\right)^{2}}} .
$$

which always satisfies a required condition that $\left|F_{x x}(\omega, k)\right|^{-1} \leq 1$, and tends to 1 for a weak dissipation $\kappa \ll\left|\eta_{k}-\epsilon_{k}\right|$. Nevertheless, the $F(\omega)$ distribution is given by the weighted average Eq. (3.40), which integrates over all peaks; the combination of peaks with different frequencies residing in the range $\sqrt{\kappa^{2}+4[g-(1-\Delta)]^{2}}<$ $\omega_{x x, k}^{*}<\sqrt{\kappa^{2}+4[g-(1+\Delta)]^{2}}$ gives a flattened inverse distribution $|F(\omega)|^{-1} \simeq 1$ at intermediate $\omega$. From the range of peak frequencies above, we can also see that the $|F(\omega)|^{-1} \simeq 1$ region shifts to higher frequencies as $g$ increases, which is consistent with Fig. 3.5 (g,h,i). At high frequencies, we can see from Eq. (3.38) that $F(\omega) \propto \omega$. This leads to an inevitable breakdown of $|F(\omega)|^{-1} \simeq 1$ - thus the non-thermal behaviour of high energy modes is also encoded in spin wave theory.

As mentioned earlier, we can find analogous results for the $Y Y$ distribution function and the effective temperature simply by replacing $\left(\eta_{k}-\epsilon_{k}\right) \rightarrow\left(\eta_{k}+\epsilon_{k}\right)$ in the $X X$ results above. This replacement means that $T_{\text {eff }, y y, k}$ is conditioned to be different from $T_{\text {eff }, x x, k}$ in general; the same statement also applies to the distribution functions of occupied modes $F_{y y}(\omega, k)$ and $F_{x x}(\omega, k)$. In the limit of large transverse fields $g$, however, the effective temperature in Eq. (3.39) becomes $T_{\mathrm{eff}, x x, k} \approx-g / 2\left(1+O\left(\frac{1-\Delta}{g}\right)\right), T_{\mathrm{eff}, y y, k} \approx-g / 2\left(1+O\left(\frac{1+\Delta}{g}\right)\right)$, i.e. independent of momentum $k$ and of the operator being measured if one considers the leading order behaviour. Here, the $-g / 2$ term constitutes the leading order behaviour, while the higher order terms $O\left(\frac{1 \pm \Delta}{g}\right)$ are suppressed by the factor of $1 / g$. Since this result is independent of $k$, the momentum-integrated effective temperature in Eq. (3.40) also approaches the same asymptotic value:

$$
\begin{equation*}
T_{\mathrm{eff}} \approx-\frac{g}{2}\left(1+O\left(\frac{1 \pm \Delta}{g}\right)\right) . \tag{3.41}
\end{equation*}
$$

As a consequence, the effective temperatures of $\sigma^{x, y}$ excitations both approach the same value at large $g$, as we have seen in Fig. 3.6 in the previous section.

### 3.7.3 Fluctuation dissipation relation in linear theories

As we have discussed above, it is remarkable that the spin-wave results predict a low energy quasi-thermal distribution with a non-zero effective temperature for $X X$ and $Y Y$ excitations. This result is particularly intriguing in the light of research such as Ref. [258] suggesting that correlators computed using the quantum regression theorem fail to predict a thermal spectrum, yielding a flat (i.e. frequency independent) distribution $F(\omega)$. Here we discuss briefly why this is not the case in our model. In particular, we have seen above that the distribution function depends on the mode considered. We will first show that if we considered the correlations $\tilde{C}_{b b \dagger}(\tau)=\left\langle b(0) b^{\dagger}(\tau)\right\rangle$ of the creation and annihilation operators $b, b^{\dagger}$ instead of the $\sigma^{x, y}$ operators, the resulting distribution $F_{b b^{\dagger}}(\omega)$ would be flat. Subsequently we will discuss why the $X X$ and $Y Y$ distribution functions are not flat, and address the differences between our model and the one considered by Ref. [258].

Let us consider a quantum harmonic oscillator (with frequency $\Omega$, and field operators $b, b^{\dagger}$ ) interacting with a bath of radiation modes (with frequency $\omega_{k}$, and field operators $B_{k}^{\dagger}, B_{k}$ for each mode) via coupling strength $g_{k}$ is described by the Hamiltonian

$$
\begin{equation*}
H=\Omega b^{\dagger} b+\sum_{k} \omega_{k} B_{k}^{\dagger} B_{k}+\sum_{k}\left[g_{k} b B_{k}^{\dagger}+\text { H.c. }\right] . \tag{3.42}
\end{equation*}
$$

Here $g_{k}$ is the system-bath coupling strength. Using the standard input-output formalism [257] in the Markovian limit we derive Heisenberg-Langevin equation of motion

$$
\begin{equation*}
\partial_{t} b(t)=-i \Omega b(t)-\kappa b(t)+\sqrt{2 \kappa} b^{\mathrm{in}}(t), \tag{3.43}
\end{equation*}
$$

where the input noise operator $b^{\text {in }}(t)$ is introduced by coupling to a Markovian bath. For a zero-temperature bath there is only vacuum noise and the only nonzero correlator is $\left\langle b^{\mathrm{in}}(t) b^{\text {tin }}\left(t^{\prime}\right)\right\rangle=\delta\left(t-t^{\prime}\right)$. Next, one can obtain the steady-state solution (at $t \rightarrow \infty$ ):

$$
\begin{equation*}
b(t)=\sqrt{2 \kappa} \int_{-\infty}^{t} d t^{\prime} e^{-i \Omega\left(t-t^{\prime}\right)-\kappa\left(t-t^{\prime}\right)} b^{\text {in }}(t) . \tag{3.44}
\end{equation*}
$$

The only non-vanishing two-time correlator then is

$$
\begin{equation*}
\left\langle b(0) b^{\dagger}(\tau)\right\rangle=e^{-\kappa|\tau|+i \Omega \tau} \tag{3.45}
\end{equation*}
$$

Taking a Fourier transform of the symmetrized correlator $\tilde{S}_{b b^{\dagger}}(\tau)=\frac{1}{2}\left\langle\left\{b(0), b^{\dagger}(\tau)\right\}\right\rangle$ $=e^{-\kappa|\tau|+i \Omega \tau}$ and response function $\tilde{\chi}_{b b \dagger}(\tau)=i \theta(\tau)\left\langle\left[b(0), b^{\dagger}(\tau)\right]\right\rangle=i \theta(\tau) e^{-\kappa|\tau|+i \Omega \tau}$ gives the fluctuation spectrum and susceptibility:

$$
\begin{equation*}
S_{b b^{\dagger}}(\omega)=\chi_{b b^{\dagger}}^{\prime \prime}(\omega)=\frac{2 \kappa}{(\omega-\Omega)^{2}+\kappa^{2}} . \tag{3.46}
\end{equation*}
$$

Subsequently, one obtains a flat distribution spectrum for $b, b^{\dagger}$ modes, in contrast to the quasi-thermal distribution of the $X X$ and $Y Y$ modes in Eqs. (3.26), (3.32):

$$
\begin{equation*}
F_{b b \dagger}(\omega)=\frac{S_{b b}(\omega)}{\chi_{b b}^{\prime \prime}(\omega)}=1 \tag{3.47}
\end{equation*}
$$

However, there are two key differences between the derivation above and the spinwave equations earlier in this section. The first one is the presence of anomalous terms proportional to $\Delta$ in the Hamiltonian Eq. (3.13), which leads to the cross coupling of $b$ to both $b^{\text {in }}$ and $b^{\text {tin }}$ in Eq. (3.17) - in contrast to Eq. (3.44). The second difference arises due to the fact that we have considered the $X X$ and $Y Y$ correlators in our spin-wave calculations, instead of $\tilde{C}_{b b^{\dagger}}(\tau)$. As a consequence, the fluctuation and response functions contain sums and differences of correlators $\left\langle b(0) b^{\dagger}(\tau)\right\rangle$ and $\left\langle b^{\dagger}(0) b(\tau)\right\rangle$ : the combinations of single-mode correlators yield the frequency dependent spectra and distribution in Eqs. (3.35/3.37). Such an outcome contradicts the argument by Ford and O'Connell [258] that results computed using the quantum regression theorem can never give a thermal spectrum. The problem in Ref. [258] is similar to ours since it deals with the $X X$ correlations and involves anomalous terms (which appear due to the fact that no rotating-wave approximation is made in the system-bath coupling). However, the important difference is that the calculation in Ref. [258] proceeds by assuming an Ohmic rather than Markovian bath. Thus, the statement made by Ford and O'Connell [258] cannot be generalized to any physical setting, and its validity is subject to the underlying assumptions about the dissipation and system-bath interactions.

### 3.8 Momentum-resolved fluorescence spectrum

In Section 3.6 we have considered two-time correlations $C(t)$ evaluated at equal positions. This corresponds to recording light emitted from a single cavity, and gives energy-resolved fluorescence spectrum $P(\omega)$ that is implicitly integrated over momentum since $P(\omega)=\int_{-\infty}^{\infty} d t e^{i \omega t} C(t)=\int_{-\infty}^{\infty} d k p(\omega, k)$ where $p(\omega, k)$ is a momentum-resolved spectrum. We can extract more information about the structure of correlations, such as energy-momentum dispersion relations, by considering momentum-resolved spectra. To achieve this, we will compute two-time correlators at non-equal sites $i, j$, and perform a double Fourier transform with respect to separation in both time $t$ and space $|i-j|$. One can obtain such momentum-resolved fluorescence spectra experimentally, for example, by measuring the interference of light emitted from different cavities.

Fig. 3.7 displays the fluctuation spectra $S(\omega, k)$ for $\hat{O}=\sigma^{x}, \sigma^{z}$ operators, and two values of $g=1.0,5.0$, in the Ising limit $\Delta=1$. As before, we only consider the results for $g>0$, since the $g<0$ spectra can be found from the duality discussed in Sec. 3.5. We will show that the features appearing in $S(\omega, k)$ can be described in terms of dispersion relations derived from the Jordan-Wigner solution of the transverse field Ising model. For details of the Jordan-Wigner method we refer the reader to [259].

Let us start at large positive transverse field $g=5.0$ where the spin-spin correlations are weak (see Fig. 3.4). Here, the NESS is a maximum energy state with spins pointing in the $-\hat{z}$ direction against the magnetic field, as already mentioned in Sec. 3.5. The $\sigma^{x}$ operator corresponds to single particle excitations that flip a single spin. Hence, its spectrum obeys the single particle dispersion relation


Figure 3.7: $S(\omega, k)$ momentum-resolved fluctuation spectrum for excitations of: (a) $\sigma^{x}$ at $g=5.0$; (b) $\sigma^{z}$ at $g=5.0$; (c) $\sigma^{x}$ at $g=1.0$; (d) $\sigma^{z}$ at $g=1.0$. Energies given in units of $J$. Other parameters used: $\kappa=0.5$.
$\omega(k)=\epsilon(k)$ with

$$
\begin{equation*}
\epsilon(k) \equiv 2 J \sqrt{1+g^{2}+2 g \cos (k)} \tag{3.48}
\end{equation*}
$$

for the de-excitations of the maximum energy state. It is shown as a black line in Fig. 3.7(a). Meanwhile, the $\sigma^{z}$ operator corresponds to two-particle excitations, which come in two varieties. The first kind is a continuum of two-particle states with $\omega=\epsilon\left(k_{1}\right)+\epsilon\left(k_{2}\right), k=k_{1}+k_{2}$. These states are located within the boundary specified by $\epsilon_{\min }(k)<\omega(k)<\epsilon_{\max }(k)$, with the dispersion relation $\epsilon_{\max / \min }(k)=$ $4 J \sqrt{1+g^{2} \pm 2 g \cos (k / 2)}$, which is indicated in Fig. 3.7(b) by the dotted black lines. The second kind of excitations corresponds to scattering the particles from one state with momentum $q$ to another with momentum $q+k$. Such excitations carry the energy $\omega(k)=\Delta \epsilon(q, k) \equiv \epsilon(q+k)-\epsilon(q)$ where the dominant contribution comes from $q=0$, since it corresponds to the state of maximum energy $\epsilon(k)$, which is maximally occupied for a negative temperature NESS. The scattering energy $\Delta \epsilon(0, k)$ is shown in Fig. 3.7(b) by the black solid line, which indeed matches the dominant scattering band. Importantly, we can now straightforwardly explain the structure of the spectral functions in Fig. 3.5(a,d). The peaks in the fluctuation spectra in Fig. 3.5(a,d), integrated with respect to momentum $k$, simply arise due to the turning points in the momentum-resolved spectra in Fig. 3.7(a,b) - which, in turn, lead to van Hove singularities at the band edges.

When we tune the transverse field to $g=1.0$, the NESS shows strong AFM correlations between the spins, as seen in Fig. 3.4. The fluctuation spectra retain


Figure 3.8: $\chi^{\prime \prime}(\omega, k)$ momentum-resolved susceptibility for excitations of: (a) $\sigma^{x}$ at $g=$ $5.0 ;(\mathrm{b}) \sigma^{z}$ at $\mathrm{g}=5.0 ;(\mathrm{c}) \sigma^{x}$ at $g=1.0 ;(\mathrm{d}) \sigma^{z}$ at $g=1.0$. Energies given in units of $J$. Other parameters used: $\kappa=0.5$.
their basic features, but become distorted due to the spin-spin interactions. The $\sigma^{x}$ spectrum is displayed in Fig. 3.7(c) and Fig. 3.5(a,d), where the $k= \pm \pi$ modes become highly populated, giving rise to the dominant peaks at $k= \pm \pi$, near $\omega=0$. The $\sigma^{z}$ spectrum is shown in Fig. 3.7 (d) and Fig. 3.5 (b,e) where the scattering band is swallowed by the two-particle continuum. In both cases (i.e. $\sigma^{x, z}$ ), the black lines correspond to the same dispersion relations as before. One may note that the dispersion relations match the fluctuation spectrum less accurately at $g=1.0$ than they did at $g=5.0$. To understand this discrepancy, we recall that the ground state of transverse field Ising model enters the FM phase when $|g|<1$, and the gap closes at $g=1.0$. In contrast, the NESS of our system involves no phase transition - and is already in the AFM phase at $g=1.0$ where it also reaches the peak of the AFM spin-spin correlations. Therefore, it is not surprising to find a lower quality match between the ground state Jordan-Wigner results and the spectra at $g=1.0$. If we keep decreasing the transverse field $g \rightarrow 0$, the modes near $\omega=0$ become even more prominent, as can be seen in Fig. 3.5(a-f).

For completeness, we also include the momentum-resolved susceptibility $\chi^{\prime \prime}(\omega, k)$ in Fig. 3.8. It exhibits very similar features as $S(\omega, k)$ since in an effectively thermal NESS the two quantities are straightforwardly related by the fluctuation dissipation theorem. The black lines here indicate the same dispersion relations as discussed above.

## Chapter 4

## Computing steady states in 2D

### 4.1 Introduction

Solving the Lindblad master equation for many body systems is, no doubt, a very demanding task. Not only we face the 'curse of dimensionality' problem, familiar from Chapter 2 but also the fact that a single wavefunction is insufficient to represent an open quantum system. Instead, the fundamental object here is a mixed-state density matrix whose dimensions scale quadratically with the Hilbert space dimension, and that is subject to physical constraints such as positivity and hermiticity. Numerical algorithms must also account for the fact that the generator of reduced system dynamics is a non-Hermitian Liouvillian superoperator, rather than the more familiar Hamiltonian; the majority of computational many body techniques in existence indeed rely on the mathematical properties of a Hamiltonian.

Unsurprisingly, many of the earlier research efforts concerning coupled cavity arrays and other driven dissipative many body problems have resorted to mean field based calculations [64, 69, 70, 73, 106-109]. In 1D, the extension of MPS to open quantum systems has paved the way for quasi-exact numerical calculations that fully account for quantum fluctuations. Importantly, MPS simulations can obtain both the dissipative dynamics and the nonequilibrium steady states (NESS) for reasonably large lattice sizes, reaching $N=O\left(10^{2}\right)$ sites and even the thermodynamic limit [40-44, 68, 75, 76, 113-115].

However, studying driven dissipative lattices beyond 1D remains difficult, and efficient numerical methods for solving the many-body Lindblad master equation in two and higher dimensions are scarce. As a consequence, our knowledge about the interplay between many body interactions and dissipative effects in these systems is still very limited. The nonequilibrium states of coupled cavity arrays in 1D are known to exhibit rich collective behaviour [44, 64-76], and we could access a much broader range of nonequilibrium systems in 2D if suitable numerical methods were available.

So far, most experimental realizations of coupled cavity arrays using superconducting circuits have been one-dimensional. Nonetheless, the circuit QED technology is perfectly suitable for building two-dimensional coupled cavity arrays with various lattice geometries, using similar approaches for generating strong optical nonlinearities as in 1D [15]. An encouraging progress has been shown by Ref. [260],
who devised a network of coplanar waveguide resonators and used it to realize two dimensional tight-binding kagome lattices in a curved hyperbolic space. As such, their work has shown the potential of two-dimensional coupled cavity arrays to create a novel class of synthetic quantum materials in a non-Euclidean space, impossible in the usual solid state systems. The design in Ref. [260] did not yet include any nonlinear elements, and thus involved no onsite interactions between photons. However, interacting nonlinear setups are relatively straightforward to create by incorporating qubits or kinetic inductance materials in each resonator, and can be expected to appear in the near future. Another exciting direction for two-dimensional coupled cavity arrays is to explore the geometrical effects arising in topological materials [261-263] or in the presence of frustration [264] in a nonequilibrium setting - as well as their applicability in novel quantum devices that inevitably operate under dissipative conditions. In contrast to 1D arrays, 2D geometry would allow us to induce phase-dependent tunnelling terms and create artificial magnetic fields. Proposals already exist for building two-dimensional circuit QED arrays to realize photonic fractional quantum Hall-like models and engineered topological order [261-263].

One more area is investigating the symmetry-breaking quantum phase transitions that are not possible in dissipative 1D models, but could occur in 2D [44, 76]. The central question here is identifying the nonequilibrium phase transitions in 2D, and their critical properties. Especially convenient for this purpose are the effective spin models, that can uncover the essential features of critical behaviour in synthetic nonequilibrium materials without having to deal with the excessive and complex details of actual experimental setups. Various spin models, for instance the transverse field Ising or XYZ models, can be tailored using circuit QED quantum simulators and other coupled cavity structures [265-267]. While truly large-scale experiments with nonlinear two-dimensional circuit QED arrays remain to be realized, there are other dissipative systems that can be utilized to study nonequilibrium phase transitions in 2D.

One particularly promising experimental platform that we describe here is Rydberg atoms [268]. In typical experiments, these atoms are excited by coherent driving from the ground state to a highly-excited metastable state [268-270]. The high principal quantum number of the excited Rydberg state produces strong dipoledipole interactions between atoms, and the radiative decay of this Rydberg state is the dominant dissipative channel. Hence, the Rydberg gases provide a convenient platform to study driven dissipative systems with strong correlations. The physics of such Rydberg atom systems can be expressed in the spin- $1 / 2$ language: the spin 'up' state represents the excited Rydberg state and the 'down' state corresponds to the ground state [73, 271]. One can then use a driven dissipative Rydberg gas to create spin-1/2 Hamiltonians with Lindblad dissipation [73, 271], for example the dissipative tranverse field Ising, Heisenberg, or XYZ models [73].

It is clear that experiments with circuit QED arrays and Rydberg atoms open many exciting avenues for studying two-dimensional materials and phase transitions out of equilibrium. Our main goal in this chapter is the development of an accurate and reliable numerical scheme that can predict the steady state behaviour of these systems. In the first instance, we will focus on simulating the basic spin- $1 / 2$ models,
with an aim of studying the phase diagrams of driven dissipative quantum materials and the properties of their critical behaviour.

Several approaches have been developed in attempt to compute NESS in 2D beyond the mean field theory, and we briefly discuss the most promising ones here. In Cluster Mean Field Theory [76], a system in the thermodynamic limit is divided into clusters: interactions between lattice sites within a cluster are treated exactly while those between adjacent clusters are treated on the mean field level. The method thus captures short range correlations, but is severely limited by the small cluster sizes currently accessible. Corner Space Renormalization method [116, 117] is based on real-space renormalization. It finds the steady state density matrix by using an iterative procedure that solves master equation in a corner of the Hilbert space. At each iteration, the corner space states are selected by using the eigenvectors of the density matrices of two smaller lattices, and then merging those lattices together in real space while keeping the $M$ most probable pairs of states. Both of these methods struggle to capture full 2D correlations present in the system. The applicability of Corner Space Renormalization method to large $N \times N$ lattices, with $N$ greater than several sites, also remains questionable.

The neural network state ansatz has gained momentum in recent years as a novel computational technique for quantum many body systems [272]. It has also been applied to calculate NESS of driven dissipative lattices in 2D governed by Lindblad master equation [273, 274]. The basic idea behind this approach is to represent the density matrix of the system by a Restricted Boltzmann Machine neural network, and optimize it using the Variational Monte Carlo algorithm. Despite their great potential, the neural network simulations presented so far have only been able to access very small dissipative lattices with $3 \times 3$ or $4 \times 4$ sites.

While MPS techniques have been successfully adapted to driven dissipative lattices in 1D, tensor network algorithms are less developed in 2D. One possible approach, devised in the context of strongly correlated matter in equilibrium, is to extend MPS ansatz to 2D systems and perform DMRG calculations as in 1D. One can apply DMRG to a two-dimensional $L_{x} \times L_{y}$ lattice directly by imposing cylindrical boundary conditions and mapping it onto a one-dimensional MPS arranged in a snake-like pattern that visits all sites of this 2D lattice [192]. The key drawback of 2D DMRG is the exponential scaling of its computational cost $O\left(e^{L_{y}}\right)$ with the lattice width $L_{y}$. This scaling stems from the 1D to 2D mapping, which produces MPS with pseudo-long-range interactions violating the area law, even when only the nearest neighbour couplings are present in the Hamiltonian. Such a DMRGlike approach has been adapted to open quantum systems, to compute NESS of the dissipative XY model with longitudinal and transverse fields, and NESS of the dissipative transverse field Ising model, reaching lattice sizes of $L_{x}=12$ and $L_{y}=4$ [275].

In this chapter, we will pursue an alternative strategy. The extension of TEBD and iTEBD algorithms to Liouvillian propagation using the superoperator renormalization group described in Sec. 2.2.4 has proven to be a powerful tool for calculating NESS of various driven dissipative models in 1D [40, 43, 44, 68, 75, 76, 113115). Motivated by the success of MPS simulations of Lindblad master equation in 1D, we utilize the same superoperator renormalization group to extend the iPEPS
ansatz introduced in Sec. 2.3 to mixed-state density matrices. In our context, the 2D version of iTEBD algorithm, known as the Simple Update iPEPS algorithm introduced in Sec. 2.3.2, appears to be the simplest and the most promising route forward. Since PEPS is fully compliant with the area law, it does not suffer from exponential scaling limitations of the 2D MPS approach described above. The iPEPS algorithm also works directly in the thermodynamic limit and so is capable of finding NESS of truly large lattice systems. We will refer to this approach as the iPEPO algorithm, since it deals with a vectorized infinite Projected Entangled Pair Operator (iPEPO) expressed as an iPEPS, as we will see in the next section.

Kshetrimayum et al [276] have recently demonstrated that the iPEPO algorithm can simulate open quantum systems on infinite 2D lattices, and used it to calculate NESS of the dissipative XYZ and transverse field Ising models. Here, we present our study concerning the applications of iPEPO algorithm to driven dissipative systems in 2D. In contradiction to Kshetrimayum et al [276], we find that the algorithm only converges in some parameter regimes while in others it fails to find a converged NESS at all. We begin the chapter by describing our implementation of the iPEPO algorithm in Sec. 4.2. In Sec. 4.3, we proceed to benchmark our method by computing the ground states of the transverse field Ising model and the hardcore Bose-Hubbard model in 2D. In Sec. 4.4 we apply the iPEPO algorithm to calculate NESS of the dissipative XYZ model in 2D, and analyse its convergence behaviour. Finally, Sec. 4.5 briefly discusses alternative tensor network approaches for computing NESS in 2D.

### 4.2 Implementation of iPEPO algorithm

Extending the Simple Update (SU) iPEPS algorithm from ground states of Hamiltonians to nonequilibrium steady states of Lindblad superoperators is remarkably straightforward. The main idea is to utilize the superoperator renormalization group 40 introduced in Sec. 2.2 .4 for vectorized many body density matrices. In Sec. 2.2.4 and Fig. 2.17 we have expressed a mixed-state density operator $\rho$ of a 1D lattice as an MPO, and applied vectorization by reshaping it into a superket MPS $|\rho\rangle_{\sharp}$. Likewise, we have recast superoperators as linear maps and represented them by MPOs that act on superket MPSs. By using the vectorization described in Sec. 2.2.4, one may equally represent the density matrix $\rho$ of a 2D many body system as a Projected Entangled Pair Operator (PEPO) - a generalization of MPO in 2D. Subsequently, we can reshape it into a PEPS $|\rho\rangle_{\sharp}$ by combining both of its physical indices into one at each site, as illustrated in Fig. 4.1(a). For an infinite 2D lattice, the vectorized density matrix $|\rho\rangle_{\sharp}$ is then described by an iPEPS. The problem of computing NESS thus becomes equivalent to the problem of finding the ground states of Hamiltonians using the iPEPS algorithm, except the imaginary time Hamiltonian propagation is now replaced by the real time Liouvillian propagation. Therefore, at least in principle, we can apply the SU iPEPS algorithm described in Sec. 2.3 .2 to compute NESS of the Lindblad master equation for an infinite 2D lattice with dissipation. To distinguish between iPEPS used to represent wavefunctions and vectorized density operators, we will refer to this approach as
(a) $\rightarrow|\rho\rangle_{2}$

(d)


Figure 4.1: (a) PEPO representing a many body density operator $\rho$ can be vectorized by merging its local indices together at each site, to give PEPS representing a vectorized density matrix $|\rho\rangle_{\sharp .}$. (b) Computing the trace of a vectorized density matrix represented as PEPS $|\rho\rangle_{\sharp}$. (c) Reduced tensors of the iPEPS network representing $|\rho\rangle_{\sharp}$, analogous to Fig. 2.19 (b). (d) Calculation of an expectation value $\langle O\rangle=\operatorname{Tr}(O \rho)$ for $|\rho\rangle_{\sharp}$ iPEPS using the reduced tensors from (c) and the CTM effective environment of iPEPS unit cell, by analogy to Fig. 2.19(c).
the iPEPO algorithm, since it essentially deals with a vectorized iPEPO expressed as an iPEPS. All the main steps of the iPEPO algorithm for NESS remain exactly the same as in Sec. 2.3.2, except for two differences that we discuss below.

The first obvious difference is the propagator. The imaginary time two-body propagators $U_{\alpha}(\delta \tau)=e^{-\delta \tau H_{\alpha}}$ with Hamiltonian $H_{\alpha}$ for a bond $\alpha \in\{U, R, D, L\}$ are replaced by the real time two-body propagators $U_{\alpha}(\delta t)=e^{-\delta t \mathcal{L}_{\alpha}}$, where $\mathcal{L}_{\alpha}$ is the two-body Liouvillian for a bond $\alpha \in\{U, R, D, L\}$ and $t$ is the real time.

The second difference relates to the fact that we now extract observables from a density matrix rather than a wavefunction, i.e. observables are calculated using $\langle O\rangle=\operatorname{Tr}(O \rho)$, instead of $\langle O\rangle=\langle\Psi| O|\Psi\rangle$. Similarly, the correct normalization of a density matrix is $\operatorname{Tr}(\rho)=1$ as shown in Fig. 4.1(b), in contrast to the normalization of a wavefunction $\langle\Psi \mid \Psi\rangle=1$. To extract observables from a density matrix iPEPS, one first needs to compute the environment of a unit cell formed by reduced tensors of the iPEPS network. The reduced tensors of the density matrix iPEPS are defined by tracing out every local index as shown in Fig. 4.1 (c), instead of computing inner products, which was the case for wavefunction iPEPS in Fig. 2.19. We subsequently apply the CTM method from Sec. 2.3.1 to calculate the effective environment of this unit cell, and obtain observables as illustrated graphically in Fig. 4.1(d).

One potential issue that we have not touched upon yet is the diffusion of entanglement in the course of real time evolution of an out-of-equilibrium state. The unitary time evolution creates correlated quasiparticle excitations that propagate across the lattice. After evolving the state for time $t$, the lattice sites within a separation $d=c t$ will become entangled, where $c$ is a constant determined by the propagation speed of excitations in the system [38]. The buildup of entanglement is described by the Lieb-Robinson theorem [38], which implies that the entanglement will grow (at worst) linearly in time: $S(t) \leq S(0)+c t$, and the bond dimension required to maintain an accurate representation of the quantum state will grow (at worst) exponentially in time: $D=O\left(e^{t}\right)$. As a consequence, we can only simulate nonequilibrium unitary time evolution efficiently for short times. This poses a fundamental obstacle in isolated quantum systems after a quench [38, 277]. The same issue remains relevant to the non-unitary Liouvillian propagation as it inevitably involves a contribution from the Hamiltonian component in Eq. (2.22), and the bond dimension may become intractable well before we reach the fixed point. For zero dissipation, Liouvillian propagation reduces to unitary time evolution with an unbounded growth of $D$. On the other hand, the Lindblad dissipation that we consider in this thesis (e.g. photon loss) removes excitations from the system and tries to destroy the entanglement - a purely dissipative evolution will then result in an unentangled steady state with $D=1$. In general, Liouvillian time evolution is determined by the competition between Hamiltonian and dissipative dynamics and eventually brings the system to its steady state, which will have finite entanglement and a finite bond dimension $D$ due to the dissipation. This implies an upper limit that the dissipation imposes on the growth of entanglement: the initial growth must either saturate or decay to a fixed value after reaching its peak. As long as the dissipation is sufficiently strong relative to the rate of entanglement growth, we may be able to simulate time evolution efficiently for long times. MPS simulations in recent years [40-44, [68, [75, [76, [113-115] constitute a numerical evidence that this is indeed the case for many systems in 1D, and one may reasonably expect an analogous behaviour in 2D.

So far, we have only discussed the implementation of SU scheme for NESS calculations, but have not mentioned the possibility of implementing the Full Update (FU) version of the iPEPO algorithm. In contrast to a two-body Hamiltonian used in the ground state iPEPS calculations, a two-body Liouvillian is a non-Hermitian object. To perform the two-site variational minimization in Sec. 2.3.3 it is thus
necessary to find a reliable non-Hermitian algorithm that could substitute the Alternating Least-Squares scheme used in the standard FU. An alternative strategy could be to abandon the idea of time evolution altogether, and solve a global variational search problem targetting the null eigenstate $|\rho\rangle$ of either Liouvillian $\mathcal{L}$ or Hermitian positive semidefinite object $\mathcal{L}^{\dagger} \mathcal{L}$ - both of these approaches have been applied with success in MPS calculations [41, 42]. It is evident in any case that the problem of extending the variational update algorithms to NESS calculations in 2D lies on a far less familiar ground compared to the SU iPEPO time evolution, and requires a substantial departure from the existing ground state algorithms, which is well beyond the scope of this thesis. Therefore, in this work we concentrate on the SU iPEPO algorithm, leaving the variational techniques for future endeavours to explore.

We have implemented our iPEPO code in Fortran, including the CTM algorithm, the functionality required for computing local observables and two-point correlators, the SU procedure for both NESS and ground state calculations, as well as the FU procedure for ground state calculations (for benchmarking purposes only).

### 4.3 Benchmarking with ground state calculations

Due to the close analogy between the iPEPS and iPEPO algorithms, both of them share the same codebase except for the two minor differences discussed above. This overlap allows us to benchmark our implementation of iPEPO against the known numerical results from ground state calculations. We apply our iPEPO machinery to compute the ground states of two models: the transverse field Ising model, and the hardcore Bose-Hubbard model.

Our first test problem is the transverse field Ising model on an infinite square lattice. It is a paradigmatic model of quantum phase transitions and quantum magnetism, with a spin- $1 / 2$ particle at each site of the lattice:

$$
\begin{equation*}
H=-J \sum_{\langle i, j\rangle} \sigma_{i}^{z} \sigma_{j}^{z}-g \sum_{i} \sigma_{i}^{x} \tag{4.1}
\end{equation*}
$$

where $\sigma_{i}^{x, z}$ are Pauli matrices at site $i, J$ is the nearest-neighbour coupling between spins, and $g$ is the transverse magnetic field along the $x$ axis. This Hamiltonian is invariant under transformation $\sigma_{i}^{z} \rightarrow-\sigma_{i}^{z}$, known as the $Z_{2}$ symmetry. Its ground state $\left|\Psi_{\mathrm{GS}}\right\rangle$ exhibits a second order phase transition between the paramagnetic phase, and the ferromagnetic phase with spontaneous alignment of spins along the $z$ axis, breaking the $Z_{2}$ symmetry. The longitudinal magnetization $M_{z}=\left\langle\Psi_{\mathrm{GS}}\right| \sigma^{z}\left|\Psi_{\mathrm{GS}}\right\rangle$ is therefore the order parameter of this model. It acquires a nonzero value in the ferromagnetic phase at small $g / J$, and is zero in the paramagnetic phase at large $g / J$. We will work in units of $J=1$ throughout this section.

Refs. [206, 225, 278] have employed the iPEPS algorithm to study the 2D transverse field Ising model in the thermodynamic limit. Here, we compute the ground state of Eq. (4.1) using the SU and FU versions of the algorithm. Fig. 4.2(a) shows


Figure 4.2: Ground state results for the transverse field Ising model. (a) The longitudinal magnetization $M_{z}$ and (b) the transverse magnetization $M_{x}$ as a function of transverse field $g$ in the vicinity of phase transition, computed for different iPEPS bond dimensions $D$ using both SU and FU. Energies given in units of $J$.
the longitudinal magnetization $M_{z}$ as a function of transverse field $g$ in the vicinity of phase transition, for different values of iPEPS bond dimension $D$. Our implementation of iPEPS reproduces accurately both the SU and FU results of Ref. [278]. As expected, the SU and FU calculations match well far from the critical point where the correlations are local, and the results converge fast with increasing values of $D$. However, near the critical point FU becomes considerably more accurate than SU. Here, SU is only qualitatively correct - it has difficulty in describing faithfully the correct physics due to the diverging correlation length in the system, and a much higher value of $D$ is needed to achieve the same level of accuracy as FU with $D=2,3$. As seen from Fig. 4.2(a), the FU calculation with $D=3$ predicts the critical point around $g=3.05$, in good agreement with previous iPEPS results in Refs. [206, 225, 278] and with Quantum Monte Carlo results in Ref. [279]. While SU also captures the phase transition, it overestimates the location of the criti-
cal point at $g=3.28$ instead. Fig. 4.2(b) displays the transverse magnetization $M_{x}=\left\langle\Psi_{\mathrm{GS}}\right| \sigma^{x}\left|\Psi_{\mathrm{GS}}\right\rangle$ plotted against $g$. As before, our iPEPS calculations match accurately the results by Refs. [206, 225, [278], and the distinction in performance of SU and FU , as well as for different values of $D$, becomes visible near the critical point. Our mixed-state iPEPO algorithm relies on the SU scheme specifically, and so it is the SU iPEPS algorithm that is most directly relevant to us. Nevertheless, there is a great overlap in the code underlying the SU and FU schemes, and the FU iPEPS serves as an especially demanding test for the CTM calculations that need to be done thousands of times, in numerically challenging parameter regimes requiring high CTM bond dimensions.

We next benchmark our iPEPO code by computing the ground state $\left|\Psi_{\mathrm{GS}}\right\rangle$ of the Bose-Hubbard model (BHM) in 2D, on an infinite square lattice. The BHM provides a simplified description of interacting bosonic gas in a lattice potential. We consider the hardcore BHM where the occupations are restricted to 0 or 1 bosons on each lattice site:

$$
\begin{equation*}
H=-J \sum_{\langle i, j\rangle}\left(a_{i}^{\dagger} a_{j}+\text { H.c. }\right)-\mu \sum_{i} a_{i}^{\dagger} a_{i} \tag{4.2}
\end{equation*}
$$

Here, $a_{i}^{\dagger}, a_{i}$ are hardcore bosonic creation and annihilation operators at site $i$, satisfying the commutation relation $\left[a_{i}^{\dagger}, a_{j}\right]=\left(1-2 a_{i}^{\dagger} a_{i}\right) \delta_{i j} . J$ is the hopping rate between adjacent sites, and $\mu$ is the onsite chemical potential. The Hamiltonian Eq. (4.2) has the $U(1)$ symmetry, i.e. is invariant under transformation $a_{j} \rightarrow$ $a_{j} e^{i \phi a_{j}^{\dagger} a_{j}}, \phi \in[0,2 \pi]$. The ground state of this model has two phases. When the hopping $J$ term dominates, the model is in the superfluid phase with bosons delocalized over the lattice. This phase is characterized by a nonzero fraction of bosons in the zero-momentum mode $k=0$, forming a condensate and thus breaking the $U(1)$ symmetry. When the onsite $\mu$-term dominates, bosons become localized at their lattice sites, and the system becomes a Mott insulator. The model Eq. (4.2) undergoes a second order phase transition between the superfluid and the Mott insulator phases at the critical value of $\mu / J$. As before, we choose to work in units of $J=1$ for the remainder of our discussion.

The 2D hardcore BHM has been studied using iPEPS techniques by, for example, Refs. [278, 280, 281] and thus provides a convenient test case for our iPEPS code. Fig. 4.3 shows the number density of bosons $n=\left\langle\Psi_{\mathrm{GS}}\right| a^{\dagger} a\left|\Psi_{\mathrm{GS}}\right\rangle$ and the condensate fraction $\left.n_{0}=\left|\left\langle\Psi_{\mathrm{GS}}\right| a\right| \Psi_{\mathrm{GS}}\right\rangle\left.\right|^{2}$ as a function of chemical potential $\mu$, for different bond dimensions $D$ of iPEPS. Again, our iPEPS calculations reproduce accurately the ground state results of Refs. [278, 280, 281]. When $\mu$ is large and negative, the lattice is completely empty with $n=0$; likewise, when $\mu$ is large and positive, the lattice is completely full with $n=1$. Both of these cases correspond to the Mott insulator phase, where adding or removing bosons incurs a large energy cost. For $-4<\mu<4$, the number density $n$ takes values in the range $n \in(0,1)$. The energy gap vanishes and the system is in the broken symmetry superfluid phase with a finite condensate fraction $n_{0}$.

As already mentioned, it is the SU iPEPS scheme that we are particularly interested in benchmarking. Therefore, this time we have performed our calculations


Figure 4.3: Ground state results for the hardcore Bose-Hubbard model. The number density of bosons $n$ per lattice site and the condensate fraction $n_{0}$ on a single lattice site as a function of chemical potential $\mu$, computed for different iPEPS bond dimensions $D$ using SU. Energies given in units of $J$.
using SU only as it already captures the relevant physics described above with a sufficient accuracy for our purposes, and the results are already well converged at low $D$.

### 4.4 Steady states of the dissipative XYZ model

Having tested our iPEPO implementation with ground state calculations, we now use it to study NESS of the dissipative spin- $1 / 2$ XYZ model on an infinite square lattice. The XYZ Hamiltonian is given by

$$
\begin{equation*}
H=\sum_{\langle i, j\rangle}\left(J_{x} \sigma_{i}^{x} \sigma_{j}^{x}+J_{y} \sigma_{i}^{y} \sigma_{j}^{y}+J_{z} \sigma_{i}^{z} \sigma_{j}^{z}\right) \tag{4.3}
\end{equation*}
$$

where $\sigma_{j}^{x, y, z}$ are Pauli matrices at lattice site $j$, and $J_{x, y, z}$ are spin-spin coupling constants. This model has a rich phase diagram, and can be realized using a driven array of coupled nonlinear cavities [282] or a gas of Rydberg atoms [73]. Similarly to the effective spin- $1 / 2$ coupled cavity systems discussed in Chapter 3, it will experience photon loss into a $T=0$ electromagnetic bath, flipping spins from the 'up' state to the 'down' state at rate $\kappa$. The dissipative dynamics of such coupled cavity arrays is governed by the Lindblad master equation:

$$
\begin{equation*}
\partial_{t} \rho=\mathcal{L}\{\rho\}=-i[H, \rho]+\frac{\kappa}{2} \sum_{j}\left(2 \sigma_{j}^{-} \rho \sigma_{j}^{+}-\sigma_{j}^{+} \sigma_{j}^{-} \rho-\rho \sigma_{j}^{+} \sigma_{j}^{-}\right) . \tag{4.4}
\end{equation*}
$$



Figure 4.4: The magnetization order parameter $M_{x}$ of the dissipative XYZ model as a function of coupling strength $J_{y}$, for $J_{x}=0.5, J_{z}=1$ and $D=4$. Energies given in units of $\kappa=1$. The red highlighted areas indicate parameter regimes where the iPEPO algorithm fails to converge. (a) Results computed using timesteps $\delta t=10^{-1}, 10^{-2}$. (b) Dummy results calculated using a large timestep $\delta t=10^{-1}$ to demonstrate that the results of Ref. [276] may be approximately reproduced if one delibarately stops the simulation early, after at most $N=1000$ steps.
where $\rho$ is the reduced density matrix of the system, $\mathcal{L}$ is Liouvillian superoperator and $\sigma_{j}^{ \pm}$are Pauli raising/lowering operators at site $j$.

The dissipative XYZ model has recently been investigated by Kshetrimayum et al [276], using the iPEPO algorithm introduced in the previous section to compute the NESS phase diagram. This makes it a natural starting point for us to compare our iPEPO calculations against the results of Ref. [276] before studying other, less familiar problems. To this end, we compute NESS of the dissipative XYZ model for the same parameters considered by Ref. [276]. In our calculations, we start the time evolution using an appropriate timestep $\delta t$ and then gradually decrease $\delta t$ during the simulation to reduce the effects of Trotter error. This numerical practice is widely employed to improve the convergence accuracy of non-unitary time evolution with iPEPS or iMPS. As a criterion for convergence of iPEPO during time evolution, we require that the spectrum of singular values contained in each diagonal bond matrix $\Lambda \in\left\{\Lambda^{\lfloor U, D, R, L]}\right\}$ in Fig. 2.22 stops changing with respect to the number of timesteps, within some accuracy $\epsilon$. More specifically, we take the largest difference between singular values in diagonal matrices $\Lambda_{n}$ and $\Lambda_{n-1}$, at timesteps $n$ and $n-1$ respectively, rescaled by the largest singular value $\left|\Lambda_{n}\right|_{\max }$ and by timestep size $\delta t$ :

$$
\begin{equation*}
\epsilon_{\Lambda}=\frac{\left|\Lambda_{n}-\Lambda_{n-1}\right|_{\max }}{\delta t\left|\Lambda_{n}\right|_{\max }} \tag{4.5}
\end{equation*}
$$

and require that $\epsilon_{\Lambda}<\epsilon$ for each $\Lambda \in\left\{\Lambda^{[U, D, R, L]}\right\}$.
Fig. 4.4(a) shows magnetization $M_{x}=\frac{1}{2}\left(\left|\left\langle\sigma_{i=A}^{x}\right\rangle\right|+\left|\left\langle\sigma_{i=B}^{x}\right\rangle\right|\right)$ averaged over the two sites $i=A, B$ of iPEPO unit cell in Fig. 2.22, as a function of coupling strength $J_{y}$ for $J_{x}=0.5$ and $J_{z}=1$, in units of $\kappa=1$, and using iPEPO bond dimension $D=4$. Surprisingly, we find that iPEPO algorithm only converges for


Figure 4.5: The evolution of $\epsilon_{\Lambda}$ at a non-converging point $J_{y}=1.2$ and a converging point $J_{y}=1.5$ of the parameter space, using timesteps (a) $\delta t=10^{-1}$, (b) $\delta t=10^{-2}$, (c) $\delta t=10^{-3}$. Time evolution of the largest singular value $\Lambda_{\max }$ at $J_{y}=1.2,1.5$, using timesteps (d) $\delta t=10^{-1}$, (e) $\delta t=10^{-2}$, (f) $\delta t=10^{-3}$. All other parameters are the same as in Fig. 4.4. Energies given in units of $\kappa=1$.
some values of $J_{y}$, while in the red highlighted areas it fails to converge - contrary to the account by Kshetrimayum et al [276]. Our converged results agree reasonably well with Ref. [276], whereas the unconverged NESS lead to spurious values of $M_{x}$, starkly different from Ref. [276]. Following the prescription by Ref. [276], we have used the first order Trotter decomposition with timestep sizes $\delta t=10^{-1}, 10^{-2}$. However, decreasing $\delta t$ further did not improve convergence. We also find that by using a large timestep size $\delta t=10^{-1}$ in the problematic parameter regimes, and delibarately stopping the simulation in its early phase - i.e. after a small number of steps $N=1000$ before truncation errors accumulate - one can reproduce a phase diagram Fig. 4.4(b) similar to the one presented by Kshetrimayum et al [276]. However, since these 'dummy' results were extracted from an unconverged iPEPO, they by no means correspond to the actual NESS. They also inevitably contain significant Trotter errors due to the large timestep size. We emphasize that the non-convergent behaviour we observe occurs specifically in the SU time evolution of iPEPO, which, in our implementation of the SU scheme, is completely unaffected by the CTM calculations or contractions needed to compute observables.

These observations raise an important question about the validity of iPEPO algorithm as a tool for calculating NESS of open quantum systems. In particular, we have encountered similar convergence issues in other parameter regimes of the dissipative XYZ model, as well as other systems such as the dissipative transverse field Ising model in 2D. To keep the discussion concise, however, we will restrict our attention to the dissipative XYZ model. Our main goal in this section is to understand the behaviour of iPEPO algorithm by analysing its convergence properties.

In Figs. 4.5 (a-c) we plot our convergence metric $\epsilon_{\Lambda}$ defined in Eq. (4.5) against the number of steps during the simulation, for timestep sizes $\delta t=10^{-1}, 10^{-2}, 10^{-3}$


Figure 4.6: Time evolution of the magnetizations $M_{x, z}$ at $J_{y}=1.2$ and $J_{y}=1.5$, using timesteps (a) $\delta t=10^{-1}$, (b) $\delta t=10^{-2}$. All other parameters are the same as in Fig. 4.4. Energies given in units of $\kappa=1$.
respectively. We show the time evolution of $\epsilon_{\Lambda}$ at a characteristic point $J_{y}=1.2$ of the parameter regime where iPEPO fails to converge (blue line), and an example point of the parameter space $J_{y}=1.5$ where iPEPO converges successfully (green line). We saw that the time evolution at other values of $J_{y}$ where iPEPO failed to converge was very similar to the one observed at $J_{y}=1.2$, while the dynamics at other values of $J_{y}$ where iPEPO converged was similar to the dynamics at $J_{y}=1.5$. Since all four $\Lambda$ matrices evolved in a similar fashion in all of our simulations, we show the results for $\Lambda^{[U]}$ matrix only, as an example. At $J_{y}=1.5$, we observe clearly that $\epsilon_{\Lambda}$ quickly decreases to very low values below $\epsilon=10^{-4}$, indicating a fast convergence of the singular value spectrum $\Lambda$ of iPEPO. However, at $J_{y}=1.2$ iPEPO does not show any tendency to converge at all, and $\epsilon_{\Lambda}$ undergoes very noisy oscillations during the entire time evolution for all timestep sizes. To illustrate the connection between $\epsilon_{\Lambda}$ and the singular values $\Lambda$ themselves more explicitly, we also display time evolution of the largest singular value $\Lambda_{\max }$ in Figs. 4.5(d-f), for $\delta t=10^{-1}, 10^{-2}, 10^{-3}$ respectively. Here, $\Lambda_{\max }$ reaches its fixed point very fast when $J_{y}=1.5$, but continues to oscillate randomly at all times when $J_{y}=1.2$. The dynamical patterns in the evolution of $\Lambda$ 's translate into a similar convergent and non-convergent behaviour of intermediate observables in Figs. 4.6(a,b), shown for $\delta t=10^{-1}, 10^{-2}$ respectively. Fig. 4.6 displays time evolution of the magnetizations $M_{x, z}=\frac{1}{2}\left(\left|\left\langle\sigma_{i=A}^{x, z}\right\rangle\right|+\left|\left\langle\sigma_{i=B}^{x, z}\right\rangle\right|\right)$ averaged over the two sites $i=A$, $B$ of iPEPO unit cell at $J_{y}=1.2,1.5$. Both observables quickly relax to their steady state values for $J_{y}=1.5$, and never even come close to the fixed point for $J_{y}=1.2$.

We further demonstrate that the non-convergent behaviour of iPEPO does not improve with different initial conditions or simulation protocols. Figures 4.7(a-c) show that the evolution of $\epsilon_{\Lambda}$ at $J_{y}=1.2$ remains non-convergent for various initial states, with timesteps $\delta t=10^{-1}, 10^{-2}, 10^{-3}$ respectively. A few examples of initial conditions used in our simulations that are displayed in Fig. 4.7 include a random


Figure 4.7: The evolution of $\epsilon_{\Lambda}$ at $J_{y}=1.2$ using different initial conditions (IC): a random number state ("IC-1", brown line), an empty state with all spins pointing 'down' ("IC-2", red line), a full state with all spins pointing 'up' ("IC-3", orange line), and a state where each spin has components $\left\langle\sigma^{x}\right\rangle=1,\left\langle\sigma^{y}\right\rangle=1,\left\langle\sigma^{z}\right\rangle=-1$ ("IC-4", green line), for timesteps (a) $\delta t=10^{-1}$, (b) $\delta t=10^{-2}$, (c) $\delta t=10^{-3}$. All other parameters are the same as in Fig. 4.4. Energies given in units of $\kappa=1$.
number state (brown line), an empty state with all spins pointing 'down' (red line), a full state with all spins pointing 'up' (orange line), and a state where each spin has components $\left\langle\sigma^{x}\right\rangle=1,\left\langle\sigma^{y}\right\rangle=1,\left\langle\sigma^{z}\right\rangle=-1$ (green line). Other initial conditions that we have tested (not shown here) produced a similar behaviour as in Fig. 4.7.

Another possible way to approach steady states in the problematic parameter regimes is by using an adiabatic parameter sweep. We first calculate NESS for some value of $J_{y}$ where iPEPO converges easily, and then perform an adiabatic sweep by changing $J_{y}$ in small steps from the "easy" value to the desired "difficult" value, obtaining a converged NESS at each intermediate $J_{y}$, and using it as initial state for the next simulation with a slightly different value of $J_{y}$. This strategy often helps to bypass highly entangled intermediate states where a very high $D$ may be needed to ensure a stable and accurate numerical simulation, and allows one to obtain high quality results in otherwise inaccessible parameter regimes. In our case, we first compute a converged NESS at $J_{y}=1.4$, and gradually reduce $J_{y}$ in steps of $\Delta J_{y}=0.01$ to $J_{y}=1.2$. For each value of $J_{y}$, we perform time evolution using timesteps $\delta t=10^{-2}, 10^{-3}$. Figs. 4.8(a,b) display the evolution of $\epsilon_{\Lambda}$ for selected values of $J_{y}$ during the adiabatic sweep, with timesteps $\delta t=10^{-2}, 10^{-3}$ respectively. We observe that iPEPO converges until $J_{y}=1.33$, but simply decrementing $J_{y}$ by a tiny step of 0.01 beyond that point immediately leads to non-convergent behaviour for $J_{y} \leq 1.32$. Smaller timesteps $\delta t$ and smaller sweeping steps $\Delta J_{y}$ have led to the same conclusion. The iPEPO algorithm thus becomes unstable as soon as we enter the highlighted areas of Fig. 4.4, even using a very slow adiabatic change of $J_{y}$.

Yet another strategy is to compute NESS in a strong dissipation regime (i.e. at large $\kappa$ ) where it can be approximated by an unentangled product state, and apply a similar adiabatic sweep to lower $\kappa$ gradually and calculate steady states in regimes with weak dissipation. We first compute NESS for $\kappa=8$, and slowly reduce $\kappa$ in steps of $\Delta \kappa=0.1$ down to $\kappa=1$ used in Fig. 4.4. For each value of $\kappa$, we perform time evolution using timesteps $\delta t=10^{-2}, 10^{-3}$. Figs. 4.9(a,b) show the


Figure 4.8: The evolution of $\epsilon_{\Lambda}$ at selected values of $J_{y}$ during the adiabatic parameter sweep from a converging parameter regime with $J_{y}=1.4$ to a non-converging parameter regime with $J_{y}=1.2$ in steps of $\Delta J_{y}=0.01$ and using timesteps (a) $\delta t=10^{-2}$, (b) $\delta t=10^{-3}$. All other parameters are the same as in Fig. 4.4. Energies given in units of $\kappa=1$.
time evolution of $\epsilon_{\Lambda}$ at $J_{y}=1.2$ for selected values of $\kappa$ during the adiabatic sweep, with timesteps $\delta t=10^{-2}, 10^{-3}$ respectively. Similarly to the $J_{y}$ sweep, we find that iPEPO converges for large $\kappa$ until the critical value of $\kappa=5.2$, beyond which a clearly non-convergent behaviour begins to dominate. We thus reach a similar conclusion that even an adiabatic sweep in $\kappa$ fails to approach the low dissipation regimes, such as the one in Fig. 4.4. As seen in Fig. 4.9, the iPEPO algorithm becomes easily prone to instability once the dissipation is sufficiently weak and the many-body correlations are no longer insignificant.

We have also investigated the behaviour for a range of iPEPO bond dimensions D. Figs. 4.10(a-c) display time evolution of $\epsilon_{\Lambda}$ at $J_{y}=1.2$ for timesteps $\delta t=10^{-1}, 10^{-2}, 10^{-3}$ respectively. Each panel shows simulations performed using different bond dimensions $3 \leq D \leq 6$. Our results indicate that the iPEPO algorithm remains strongly non-convergent for all values of $D$ shown in the figure. Meanwhile, Figs. 4.10(d-f) display the evolution of $\epsilon_{\Lambda}$ at $J_{y}=1.5$, again for $\delta t=10^{-1}, 10^{-2}, 10^{-3}$ respectively. Notably, while iPEPO converges for smaller bond dimensions $D=3,4$, it becomes unstable when $D$ is increased to 5 or 6 , even at $J_{y}=1.5$. In Fig. 4.11 we repeat the simulation at $J_{y}=1.2$ for larger bond dimensions $10 \leq D \leq 15$. Remarkably, we observe that the algorithmic behaviour changes when we increase the bond dimension to $D=12$, and iPEPO converges for $\delta t=10^{-2}, 10^{-3}$. However, increasing the bond dimension further to $D=14,15$ leads to non-convergent behaviour again. We note that our CTM calculations for bond dimensions of $D \geq 15$ already exceed the storage memory limit on a 128 GB of RAM machine. Hence, it quickly becomes very difficult to extract accurate


Figure 4.9: The evolution of $\epsilon_{\Lambda}$ at selected values of $\kappa$ during the adiabatic parameter sweep from a strong dissipation regime with $\kappa=8$ to a weak dissipation regime with $\kappa=1$ in steps of $\Delta \kappa=0.1$ and using timesteps (a) $\delta t=10^{-2}$, (b) $\delta t=10^{-3}$. All other parameters are the same as in Fig. 4.4. Energies given in units of $\kappa=1$.


Figure 4.10: The evolution of $\epsilon_{\Lambda}$ at a non-converging point $J_{y}=1.2$ of the parameter space for different iPEPO bond dimensions $D=3$ (brown line), $D=4$ (red line), $D=5$ (orange line) and $D=6$ (green line), using timesteps (a) $\delta t=10^{-1}$, (b) $\delta t=10^{-2}$, (c) $\delta t=10^{-3}$. We have repeated the same simulation at a converging point $J_{y}=1.5$ of the parameter space, using timesteps (d) $\delta t=10^{-1}$, (e) $\delta t=10^{-2}$, (f) $\delta t=10^{-3}$. All other parameters are the same as in Fig. 4.4. Energies given in units of $\kappa=1$.


Figure 4.11: The evolution of $\epsilon_{\Lambda}$ at a non-converging point $J_{y}=1.2$ of the parameter space for larger iPEPO bond dimensions $D=10$ (light blue line), $D=12$ (blue line), $D=14$ (purple line) and $D=15$ (pink line), using timesteps (a) $\delta t=10^{-1}$, (b) $\delta t=10^{-2}$, (c) $\delta t=10^{-3}$. All other parameters are the same as in Fig. 4.4. Energies given in units of $\kappa=1$.
expectation values at large $D$ and validate that iPEPO yields physical observables - thus rendering the iPEPO algorithm of no practical use for $D \geq 15$ with our computational resources.

### 4.5 Conclusions

The findings of the last section lead us to conclude that the iPEPO algorithm in its present form is unstable, converging only in some parameter regimes while failing to find a converged steady state in others. It is thus not suitable for applications to driven dissipative systems, except in the parameter regimes with a very strong Lindblad dissipation that tries to bring the system to a trivial steady state.

The iPEPO algorithm continued to exhibit non-convergent behaviour for the range of bond dimensions $D$ that we could access, and increasing $D$ has even led to a new instability in some cases that were convergent for smaller $D$. One possible cause of the instability could be related to the dissipative real-time evolution of iPEPO visiting highly-entangled intermediate states before relaxing to NESS - one then needs a sufficiently large $D$ to represent these intermediate states accurately and ensure a stable convergence. An improved stability at $D=12$ may suggest that the iPEPO algorithm would become more robust if we could access even larger $D$ than discussed in this chapter. However, it remains unclear if this problem is tractable at all, with computational resources available at present. Unlike the iTEBD algorithm in 1D, the SU iPEPS algorithm in 2D thus cannot be straightforwardly extended to Liouvillian propagation. We discuss below some alternative strategies for calculating NESS in 2D that could be explored in future research.

One potential issue in the iPEPO algorithm is the fact that it does not preserve the positivity and hermiticity of the reduced density matrix. Implementing a scheme that satisfies these conditions could help us constrain the iPEPO time evolution to explore the space of physical states. A similar approach was proposed by Ref. [43], using locally purified MPOs for time evolution of 1D systems. This approach,
however, can be computationally far more expensive due to the large additional tensor dimensions introduced in the locally purified form of the density matrix, which may be difficult to treat efficiently in 2D. A related study [283] has also shown that an efficient and locally positive semidefinite description of mixed states does not exist, and one can only find approximations for it. An important consequence is that the bond dimension of the locally purified representation may be considerably larger than that of the vectorized representation used in the superoperator renormalization group in Sec. 2.2.4. Overall, the question of ensuring positivity in tensor network simulations of mixed states remains a challenging problem in both 1D and 2D.

We have already mentioned the possibilities of adapting FU iPEPS algorithm to the Lindblad time evolution of mixed states, or implementing a global variational search algorithm that targets the null eigenstate $|\rho\rangle$ of either Liouvillian $\mathcal{L}$ or a Hermitian positive semidefinite object $\mathcal{L}^{\dagger} \mathcal{L}$. Solving the variational problem with $\mathcal{L}^{\dagger} \mathcal{L}$ is particularly appealing since it allows reusing the standard and robust Hermitian optimization algorithms. However, even when $\mathcal{L}=\sum_{l} \mathcal{L}_{l, l+1}$ contains only the nearest-neighbour terms, taking the product $\mathcal{L}^{\dagger} \mathcal{L}=\sum_{l, r} \mathcal{L}_{l, l+1}^{\dagger} \mathcal{L}_{l+r, l+r+1}$ will inevitably introduce highly nonlocal cross terms. While the problem is still manageable in 1D [41], the effective nonlocal couplings may easily lead to iPEPS bond dimensions unfeasibly large for a 2D tensor network. Therefore, it becomes necessary to truncate the range $r$ of these nonlocal terms, which has been shown to be effective for at least some models in 1D [284]. Another way forward is solving the variational search problem with $\mathcal{L}$, which will require appropriate non-Hermitian optimization algorithms. In any case, the variational optimization approaches will require computationally expensive tensor contractions involving both the iPEPS representing $|\rho\rangle$ and the iPEPO representing either $\mathcal{L}$ or $\mathcal{L}^{\dagger} \mathcal{L}$. This is particularly true for $\mathcal{L}^{\dagger} \mathcal{L}$ : if $\mathcal{L}$ can be expressed as an iPEPO with bond dimension $D_{W}$, then $\mathcal{L}^{\dagger} \mathcal{L}$ iPEPO will need a squared bond dimension $D_{W}^{2}$, resulting in extremely costly contractions.

Nonetheless, Refs. [210, 211] have recently proposed two novel variational iPEPS techniques for ground state calculations in 2D: one of them optimizes iPEPS tensors using tangent space methods, and the other one - by solving the generalized eigenvalue problem. Notably, both approaches utilize a systematic summation of Hamiltonian contributions coming from individual terms in the Hamiltonian, thus circumventing the need of constructing a full Hamiltonian iPEPO. Adapting these algorithms to either $\mathcal{L}$ or $\mathcal{L}^{\dagger} \mathcal{L}$ could dramatically reduce the computational costs that limit the practical use of variational iPEPS methods. The global variational optimization could also offer a potentially much more robust way of finding the NESS of $\mathcal{L}$ than one could hope to achieve with the standard iPEPS algorithm relying on two-body updates.

Although the above ideas are beyond the scope of this thesis, we hope that they could be explored in future work.

## Part III

Non-Markovian dynamics

## Chapter 5

## Time-evolving matrix product operators

### 5.1 Introduction

Strong couplings and structured environments give rise to non-Markovian open system dynamics by allowing a backflow of information from the environment to the system. There are an immense variety of open quantum systems of fundamental and technological interest that exhibit non-Markovian quantum dynamics.

Various solid state quantum devices and their constituents - such as superconducting circuits [16, 123], semiconductor quantum dots [20, 124], or nanomechanical resonators [18] - experience dissipation, for example, due to thermal vibrations in their solid state environments that often display complex, highly structured spectra. While such system-environment interaction usually induces decoherence, engineered quantum noise can also counteract decoherence or even help us generate robust quantum states [125, 126]. Therefore, our ability to understand and control the non-Markovian dissipation is vital to the applications of quantum computing and quantum information processing [127, [128]. Understanding how baths with vibrational spectra affect the excitation transport in organic molecules is another active area of research. A prominent example here is the noise-assited transport in photosynthetic complexes [129-132], where the coupling between electronic excitations and the noisy vibrational environment can enhance the coherent excitation transfer. Non-Markovian dissipation also underpins quantum transport phenomena in other systems, including the macroscopic tunnelling of flux in supercoducting circuits [138-140], incoherent tunnelling of bistable defects in metals and amorphous systems [141, 142], electron and proton transfer in solvent environments [143], and heat transport in molecular junctions [144].

Yet, as we have already seen in Section 1.3, theoretical description of nonMarkovian systems remains challenging as most existing tools are either restricted to isolated cases of application or face a prohibitive scaling in computational resources. In this chapter, we propose a general, efficient and numerically exact computational algorithm for simulating non-Markovian dynamics. Our new method builds on the Quasi-adiabatic propagator path integral (QUAPI) algorithm introduced by Makri and Makarov [163], [164]. It is based on the discretization of the

Feynman-Vernon influence functional, formulated as time evolution of an object called the augmented density tensor (ADT) that records the history of past states of the system to capture the non-Markovian memory effects of the environment. In principle, QUAPI is applicable to environments with arbitrary spectral densities and is not limited to any specific parameter regimes - this generality makes it a fertile ground for building more efficient computational schemes. The main shortcoming of QUAPI is the exponential scaling of the memory storage requirements with the bath correlation time. Here we show how one can decompose the ADT and its propagators as a tensor network and apply standard MPS/MPO techniques described in Chapter 2 to improve the scaling from exponential to low-order polynomial. We call this technique the time-evolving matrix product operator (TEMPO) algorithm. The dramatic reduction of scaling of CPU time and memory with bath memory time in TEMPO enables efficient simulations of non-Markovian dynamics in various physical scenarios far beyond the reach of other numerical methods.

In this work, our applications of TEMPO will primarily focus on the paradigmatic spin-boson model (SBM), introduced in Sec. 1.3.1. Despite its deceptive simplicity, SBM can accurately represent relaxation phenomena in a wide range of quantum systems, including exciton-phonon coupling in organic molecules [131, 132, dynamics of coupled quantum dots [19], magnetic flux transport in superconducting circuits [123], and relaxation of dilute impurities in solid state materials [166-168].

Unsurprisingly, much effort has recently been invested into the understanding of the fundamental properties and dynamics of SBM [285]. For example, Ref. [123] have designed a quantum simulation with superconducting circuits and transmission line resonators to probe SBM experimentally, in a well-controlled environment. However, numerical simulations of SBM dynamics and phase diagram remain challenging, especially in the strong-coupling regime. With this motivation in mind, we will first apply TEMPO to study the bath-induced localization phase transition of the Ohmic SBM. The second problem that we will investigate with TEMPO is excitation transfer between two spatially separated two-level systems in a common environment. This type of process occcurs in a multitude of physical situations, such as the experiments with coupled quantum dots [286-291]. Here, the vibrational environment leads to the phonon-assisted transport of excitons between two or more semiconductor quantum dots, which is a key process in these systems [292]. A similar excitation transfer takes place in waveguide-QED systems, and is responsible for cooperative effects between qubits strongly coupled to a continuum of waveguide modes [293]. This interaction can generate long-range entanglement between the qubits, and provides a basis for scalable quantum networking architectures. As we will see later, the large separation regime of this problem is currently not accessible to any existing methods and largely remains an uncharted territory.

We expect that TEMPO will enable accurate simulations of such energy transfer processes and - in a longer term perspective - will greatly advance our understanding about solid state environments of quantum dots or qubits, and excitation transport in organic molecules. We begin the chapter by introducing QUAPI in Sec. 5.2, followed by the discussion of TEMPO in Sec. 5.3 where we reformulate ADT propagation as a tensor network. We next benchmark TEMPO in Sec. 5.4 by comparing it to other known results and methods: the exact analytical solution
of the independent boson model, QUAPI simulation of the spin-boson model coupled to an Ohmic bath, and Reaction Coordinate Mapping of the spin-boson model interacting with a Drude-Lorentz bath. To demonstrate the efficiency and robustness of TEMPO, we will apply it to study two different problems in Sec. 5.5. The first problem is finding the critical point of the localization phase transition of the Ohmic spin-boson model. The second one is simulating the environment-mediated excitation transfer between two spins coupled to the same bath.

In this chapter, we present work that was performed in collaboration with Aidan Strathearn and Peter Kirton. The TEMPO code was developed by Dainius Kilda, Aidan Strathearn and Peter Kirton. The simulations in Sec. 5.4 were performed by Dainius Kilda. The simulations and analysis in Sec. 5.5 were performed by Aidan Strathearn and Peter Kirton. The text and interpretation presented here is my own original work.

### 5.2 Quasi-adiabatic propagator path integrals

In Section 1.1.3 we have introduced the Feynman path integral representation of non-Markovian dynamics of an open quantum system, with bath degrees of freedom integrated out. In particular, we have obtained the result Eq. (1.71) for the reduced density matrix of the system where the effects of system-bath interaction are described by the influence functional that acts only on the reduced system trajectories. The formal result Eq. (1.71), however, has no known analytical solution and is of little practical use. Here we derive the discretized form of the Feynman influence functional that is amenable to a numerical treatment. We will then describe the Quasi-adiabatic propagator path integral (QUAPI) numerical scheme proposed by Makri and Makarov [163], [164]. In their appproach, the discretized version of Eq. (1.71) is reformulated as an iterative propagation of an object called the augmented density tensor (ADT). Our derivation here follows similar steps and uses the same set of assumptions introduced in Section 1.1.3. We consider the class of models specified by Eqs. (1.42)-(1.44); we also assume a separable initial condition Eq. (1.10) with the bath initially in the thermal state $\rho_{B}(0)$ given by Eq. (1.11). Let us start with Liouvillian propagation Eq. (1.12) of the reduced system density matrix $\rho(t)$ (the subscript " S " is dropped for brevity in this chapter):

$$
\begin{equation*}
\rho(t)=\operatorname{Tr}_{B}\left(e^{t \mathcal{L}} \rho(0) \rho_{B}(0)\right) \tag{5.1}
\end{equation*}
$$

where $\mathcal{L}=\mathcal{L}_{S}+\mathcal{L}_{B}$ is the Liouvillian of the total system $S+B$, while $\mathcal{L}_{S}=-i\left[H_{S}, \bullet\right]$ generates dynamics of the bare system, and $\mathcal{L}_{B}=-i\left[H_{B}, \bullet\right]$ includes the bath Hamiltonian and the system-bath interaction. It is also possible to incorporate additional Markovian dissipation in the reduced system at no computational cost, for instance $\mathcal{L}_{S} \rightarrow \mathcal{L}_{S}=-i\left[H_{S}, \bullet\right]+\gamma \mathcal{D}[L]$ where $\mathcal{D}[L]$ is Lindblad dissipator with jump operator $L$ and dissipation rate $\gamma$ [294]. In contrast to the continuum representation in Section 1.1.3, here we express the time evolution in a discrete basis spanned by the system states $\left|i_{n}\right\rangle,\left|i_{n}^{\prime}\right\rangle$ corresponding to the $n^{\prime}$ th timestep of the forward and backward time evolution respectively. Without losing generality, we choose to work in the basis where the system operator $X$ is diagonal - i.e. the basis
states $\left|i_{n}\right\rangle,\left|i_{n}^{\prime}\right\rangle$ are the eigenstates of $X$. This means that the system coordinates are measured by the eigenvalues of $X: x_{i_{n}}=\left\langle i_{n}\right| X\left|i_{n}\right\rangle$ and $x_{i_{n}^{\prime}}=\left\langle i_{n}^{\prime}\right| X\left|i_{n}^{\prime}\right\rangle$ at each discrete timestep $n$ of propagation. We express Eq. (5.1) in terms of the endpoints of time evolution $i_{0}, i_{0}^{\prime}$ and $i_{N}, i_{N}^{\prime}$ at times $\tau=0$ and $\tau=t$ respectively:

$$
\begin{equation*}
\rho_{i_{N}, i_{N}^{\prime}}(t)=\operatorname{Tr}_{B} \sum_{i_{0}, i_{0}^{\prime}}\left\langle i_{N}\right|\left(e^{t \mathcal{L}}\left|i_{0}\right\rangle\left\langle i_{0}^{\prime}\right|\right)\left|i_{N}^{\prime}\right\rangle \rho_{i_{0}, i_{0}^{\prime}}(0) \rho_{B}(0) \tag{5.2}
\end{equation*}
$$

with indices running from 1 to $d$, the Hilbert space dimension. For convenience, we will work in the vectorized Liouville space introduced in Section 2.2.4, where a $d \times d$ density operator is represented by a vector with $d^{2}$ elements, and a superoperator acting on $d \times d$ operators is represented by a $d^{2} \times d^{2}$ matrix. The $|i\rangle,\left|i^{\prime}\right\rangle$ basis in the Hilbert space thus maps to the $|j\rangle$ basis in the Liouville space $|i\rangle\left\langle i^{\prime}\right| \rightarrow\left|i i^{\prime}\right\rangle \rightarrow|j\rangle$ by virtue of Choi isomorphism, as in Sec. 2.2.4. Therefore, the density operator becomes $\rho_{i, i^{\prime}}(t) \rightarrow \rho_{i i^{\prime}}(t) \rightarrow \rho_{j}(t)$, where $\rho_{j}(t)=\langle j \mid \rho(t)\rangle_{\sharp}$ and $|\rho(t)\rangle_{\sharp}$ is the vectorized density operator. The Liouvillian superoperator becomes $\langle i|\left(e^{t \mathcal{L}}|l\rangle\left\langle l^{\prime}\right|\right)\left|i^{\prime}\right\rangle \rightarrow\left\langle i i^{\prime}\right| e^{t \mathcal{L}_{\sharp}}\left|l l^{\prime}\right\rangle \rightarrow\langle j| e^{t \mathcal{L}_{\sharp}}|k\rangle$, where $\mathcal{L}_{\sharp}$ is the vectorized Liouvillian. The equation Eq. (5.2) then transforms into its equivalent Liouville space form

$$
\begin{equation*}
\rho_{j_{N}}(t)=\operatorname{Tr}_{B} \sum_{j_{0}}\left\langle j_{N}\right| e^{t \mathcal{L}_{\sharp}}\left|j_{0}\right\rangle \rho_{j_{0}}(0)\left|\rho_{B}(0)\right\rangle_{\sharp} \tag{5.3}
\end{equation*}
$$

with a discrete basis given by $\left|j_{n}\right\rangle$ at $n^{\prime}$ th timestep; all indices $j_{n}$ thus run from 1 to $d^{2}$. For brevity of notation, we will drop the $\sharp$ subscripts of vectorized superoperators and superkets, and simply denote the vectorized Liouvillian $\mathcal{L}_{\sharp}$ by $\mathcal{L}$ for the rest of the chapter.

We now discretize the time evolution by subdividing $e^{t \mathcal{L}}=\left[e^{\delta t \mathcal{L}}\right]^{N}$ into N short time propagators with a small timestep $\delta t$. By inserting identity resolution $I=$ $\sum_{j_{n}}\left|j_{n}\right\rangle\left\langle j_{n}\right|$ between each $e^{\delta t \mathcal{L}}$, we can express the time evolution in Eq. (5.3) as a path sum over the system states $\left|j_{n}\right\rangle$ :

$$
\begin{equation*}
\left\langle j_{N}\right| e^{t \mathcal{L}}\left|j_{0}\right\rangle=\sum_{j_{1}, \ldots, j_{N-1}} \prod_{n=1}^{N}\left\langle j_{n}\right| e^{\delta t \mathcal{L}}\left|j_{n-1}\right\rangle \tag{5.4}
\end{equation*}
$$

If the timestep $\delta t$ is sufficiently small, one can use a Trotter decomposition to separate the system and bath propagation:

$$
\begin{equation*}
e^{\delta t \mathcal{L}}=e^{\delta t \mathcal{L}_{B}} e^{\delta t \mathcal{L}_{S}}+O\left(\delta t^{2}\right) \tag{5.5}
\end{equation*}
$$

The above splitting is the first order Trotter decomposition which carries an error of $O\left(\delta t^{2}\right)$. We note that all the arguments presented in this section are straightforward to extend to the higher order Trotter decompositions, and all the numerical results in Chapters 5 and 6 use the second order Trotter decomposition, with an error of $O\left(\delta t^{3}\right)$. However, for ease of explanation, we use the first order decomposition Eq. (5.5) in our derivations here. Using Eq. (5.5) we can express $\left\langle j_{n}\right| e^{\delta t \mathcal{L}}\left|j_{n-1}\right\rangle$ in

Eq. (5.4) as

$$
\begin{align*}
&\left\langle j_{n}\right| e^{\delta t \mathcal{L}}\left|j_{n-1}\right\rangle \approx\left\langle j_{n}\right| e^{\delta t \mathcal{L}_{B}} e^{\delta t \mathcal{L}_{S}}\left|j_{n-1}\right\rangle \\
&=e^{\delta t \mathcal{L}_{B}\left(j_{n}\right)}\left\langle j_{n}\right| e^{\delta t \mathcal{L}_{S}}\left|j_{n-1}\right\rangle=e^{\delta t \mathcal{L}_{B}\left(j_{n}\right)}\left[e^{\delta t \mathcal{L}_{S}}\right]_{j_{n}, j_{n-1}} \tag{5.6}
\end{align*}
$$

Substituting the Liouvillian overlaps Eq. (5.6) and Eq. (5.4) back into Eq. (5.3) gives

$$
\begin{equation*}
\rho_{j_{N}}(t)=\operatorname{Tr}_{B} \sum_{j_{0}, \ldots, j_{N-1}} \prod_{n=1}^{N} e^{\delta t \mathcal{L}_{B}\left(j_{n}\right)}\left[e^{\delta t \mathcal{L}_{S}}\right]_{j_{n}, j_{n-1}} \rho_{j_{0}}(0)\left|\rho_{B}(0)\right\rangle \tag{5.7}
\end{equation*}
$$

After integrating out the bath degrees of freedom, and some simple rearrangements we obtain the path sum representation of the reduced density matrix $\rho_{j_{N}}(t)$ :

$$
\begin{equation*}
\rho_{j_{N}}(t)=\sum_{j_{0}, \ldots, j_{N-1}} \prod_{n=1}^{N}\left[e^{\delta t \mathcal{L}_{S}}\right]_{j_{n}, j_{n-1}} I\left(j_{1}, \ldots, j_{N}\right) \rho_{j_{0}}(0) \tag{5.8}
\end{equation*}
$$

where

$$
\begin{equation*}
I\left(j_{1}, \ldots, j_{N}\right)=\operatorname{Tr}_{B}\left(\prod_{n=1}^{N} e^{\delta t \mathcal{L}_{B}\left(j_{n}\right)}\left|\rho_{B}(0)\right\rangle\right) \tag{5.9}
\end{equation*}
$$

is the influence functional that contains the system-bath coupling effects. The Eq. (5.8) is the discrete version of the path integral representation Eq. (1.71) in Section 1.1.3, and the Eq. (5.9) becomes equal to the influence functional Eq. (1.72) in the continuum limit. Instead of tackling Eq. (5.9) directly, the easiest way to simplify Eq. (5.9) is to discretize its continuum limit Eq. (1.72) with the influence phase given by Eq. (1.68). To this end, we discretize the system operator $X(t)=\sum_{n=1}^{N} x_{j_{n}} \theta\left(t_{n}-t\right) \theta\left(t-t_{n-1}\right)\left|j_{n}\right\rangle$ in terms of its eigenbasis $\left|j_{n}\right\rangle$ in the Liouvillian space, with discrete time $t_{n}=n \delta t$. We substitute this expression into Eqs. (1.68), 1.72); after some algebra we find the discretized influence functional

$$
\begin{equation*}
I\left(j_{1}, \ldots, j_{N}\right)=\prod_{n=1}^{N} \prod_{k=0}^{n-1} I_{k}\left(j_{n}, j_{n-k}\right) \tag{5.10}
\end{equation*}
$$

decomposed into influence functions

$$
\begin{equation*}
I_{k}\left(j, j^{\prime}\right)=\exp \left(\phi_{k}\left(j, j^{\prime}\right)\right) \tag{5.11}
\end{equation*}
$$

where the influence phase is

$$
\begin{equation*}
\phi_{k}\left(j, j^{\prime}\right)=x_{j}^{-}\left(\operatorname{Re}\left[\eta_{k}\right] x_{j^{\prime}}^{-}+i \operatorname{Im}\left[\eta_{k}\right] x_{j^{\prime}}^{+}\right) \tag{5.12}
\end{equation*}
$$

Since $|j\rangle$ is the diagonal basis of $X$, the $x_{j}^{ \pm}$simply correspond to the $d^{2}$ possible sums and differences involving two eigenvalues of $X$. The Makri coefficients $\eta_{k}$ describe the non-Markovian correlations in the reduced system between timesteps $n$ and $n^{\prime}$, i.e. extending across $k=n-n^{\prime}$ timesteps of time evolution:

$$
\eta_{n-n^{\prime}}= \begin{cases}\int_{t_{n-1}}^{t_{n}} d t^{\prime} \int_{t_{n^{\prime}-1}}^{t_{n^{\prime}}} d t^{\prime \prime} C\left(t^{\prime}-t^{\prime \prime}\right) & n \neq n^{\prime}  \tag{5.13}\\ \int_{t_{n-1}}^{t_{n}} d t^{\prime} \int_{t_{n-1}}^{t^{\prime}} d t^{\prime \prime} C\left(t^{\prime}-t^{\prime \prime}\right) & n=n^{\prime}\end{cases}
$$

The $C(t)$ here is the bath autocorrelation function Eq. (1.62) derived in Section 1.1.3, and contains information about the non-Markovian memory effects. For convenience, we absorb the free system evolution into the influence function $I_{1}\left(j_{n}, j_{n-1}\right)$ :

$$
\begin{equation*}
\left[e^{\delta t \mathcal{L}_{S}}\right]_{j_{n}, j_{n-1}} I_{1}\left(j_{n}, j_{n-1}\right) \rightarrow I_{1}\left(j_{n}, j_{n-1}\right) \tag{5.14}
\end{equation*}
$$

for $n>1$. We now substitute Eq. (5.10) into Eq. (5.8) to arrive at the final result:

$$
\begin{equation*}
\rho_{j_{N}}\left(t_{N}\right)=\sum_{j_{1}, \ldots, j_{N-1}} \prod_{n=1}^{N} \prod_{k=0}^{n-1} I_{k}\left(j_{n}, j_{n-k}\right) \sum_{j_{0}}\left[e^{\delta t \mathcal{L}_{S}}\right]^{j_{1}, j_{0}} \rho_{j_{0}}(0) \tag{5.15}
\end{equation*}
$$

with the redefined influence functions

$$
I_{k}\left(j, j^{\prime}\right)= \begin{cases}e^{\phi_{k}\left(j, j^{\prime}\right)} & k \neq 1  \tag{5.16}\\ {\left[e^{\delta t \mathcal{L}_{S}}\right]_{j j^{\prime}} e^{\phi_{1}\left(j, j^{\prime}\right)}} & k=1\end{cases}
$$

Each influence function $I_{k}\left(j, j^{\prime}\right)$ is a time-nonlocal entity that connects the time evolution of the amplitude of state $j$ to the amplitude of state $j^{\prime}$, a number $k$ of timesteps ago. The influence phase $\phi_{k}\left(j, j^{\prime}\right)$ is given by Eq. (5.12) with Makri coefficients Eq. (5.13) as before. To evaluate the path sum Eq. (5.15), we will show how it can be reformulated as an iterative propagation algorithm.

One may interpret the remaining summand of Eq. (5.15) as the components of a rank-N tensor

$$
\begin{equation*}
A^{j_{N}, j_{N-1}, \ldots, j_{1}}=\prod_{n=1}^{N} \prod_{k=0}^{n-1} I_{k}\left(j_{n}, j_{n-k}\right) \sum_{j_{0}}\left[e^{\delta t \mathcal{L}_{S}}\right]^{j_{1}, j_{0}} \rho_{j_{0}}(0) \tag{5.17}
\end{equation*}
$$

This object is known as the augmented density tensor (ADT), originally introduced by Makri and Makarov in [163, [164]. It is a generalization of the density matrix $\rho_{j_{N}}(t)$ of the most recent timestep $n=N$, to a tensor $A^{j_{N}, j_{N-1}, \ldots, j_{1}}$ that stores the history of past states of the reduced system from timesteps $n=1, \ldots, N$, and thus lives in an augmented Hilbert (or, equivalently, Liouville) space of size $d^{2 N}$. Each index $j_{n}$ of the ADT refers to the Liouville space at timestep $n$ and runs from 1 to $d^{2}$. In other words, the ADT contains information about the amplitudes of each trajectory that the reduced system could have traversed in its Hilbert (or Liouville) space over the previous $n$ timesteps. As such, ADT is capable of fully describing all the non-Markovian memory effects during time evolution. It also shares many properties with a standard density matrix, including the unit trace and the hermiticity [295]. We will now see how one can build this ADT at timestep $n=N$, starting from the initial density matrix $\rho_{j_{0}}(0)$. Let us gather the influence functions corresponding to a given timestep $n>1$ into a propagator

$$
\begin{equation*}
B_{i_{n-1}, \ldots, i_{1}}^{j_{n}, j_{n-1}, \ldots, j_{1}}=\left[\prod_{k=1}^{n-1} \delta_{i_{n-k}}^{j_{n-k}}\right]\left[\prod_{k=0}^{n-1} I_{k}\left(j_{n}, j_{n-k}\right)\right] \tag{5.18}
\end{equation*}
$$

that evolves ADT from timestep $n-1$ to timestep $n$. Meanwhile, for the first timestep $n=1$ we have:

$$
\begin{equation*}
B^{j_{1}, j_{0}}=I_{0}\left(j_{1}, j_{1}\right)\left[e^{\delta t \mathcal{L}_{S}}\right]^{j_{1}, j_{0}} \tag{5.19}
\end{equation*}
$$

The expression Eq. 5.15 can now be computed by performing successive tensor contractions. The first step transforms $\rho_{j_{0}}(0)$ into the initial rank- 1 ADT:

$$
\begin{equation*}
A^{j_{1}}=B^{j_{1}, j_{0}} \rho_{j_{0}}(0) \tag{5.20}
\end{equation*}
$$

The second propagation step is the tensor contraction

$$
\begin{equation*}
A^{j_{2}, j_{1}}=B_{i_{1}}^{j_{2}, j_{1}} A^{i_{1}} \tag{5.21}
\end{equation*}
$$

which produces a rank-2 ADT. It represents the system state at present $n=2$ (spanned by index $j_{2}$ ), and one timestep ago in the past $n=1$ (spanned by index $j_{1}$ ). The third step produces a rank-3 ADT

$$
\begin{equation*}
A^{j_{3}, j_{2}, j_{1}}=B_{i_{2}, i_{1}}^{j_{3}, j_{2}, j_{1}} A^{i_{2}, i_{1}} \tag{5.22}
\end{equation*}
$$

representing the system state at present $n=3$, as well as one and two timesteps ago in the past at $n=2$ and $n=1$ respectively. The $n^{\prime}$ th step of this tensor contraction process then reads

$$
\begin{equation*}
A^{j_{n}, j_{n-1}, \ldots, j_{1}}=B_{i_{n-1}, \ldots, i_{1}}^{j_{n}, j_{n-1}, \ldots, j_{1}} A^{i_{n-1}, \ldots, i_{1}} \tag{5.23}
\end{equation*}
$$

Numerically, each individual step of the propagation can be performed as a matrixvector multiplication in an augmented Liouville space. To recover the physical density matrix from ADT at any step $n$ of time evolution, one needs to sum over all the indices corresponding to the past states $j_{n-1}, \ldots, j_{1}$, keeping only the most recent index $j_{n}$ :

$$
\begin{equation*}
\rho_{j_{n}}\left(t_{n}\right)=\sum_{j_{1}, \ldots, j_{n-1}} A^{j_{n}, j_{n-1}, \ldots, j_{1}} \tag{5.24}
\end{equation*}
$$

After computing the final density matrix Eq. (5.24), one can use it to extract observables as usual. The iterative tensor propagation algorithm summarized above enables us to compute a time evolved reduced density matrix Eq. (5.15), and is known as Quasi-adiabatic propagator path integral (QUAPI). It is clear that the rank of ADT increases by 1 with each timestep to record the lengthening history of system states, and its size thus grows exponentially as $O\left(d^{2 N}\right)$. The remedy proposed by Makri and Makarov [163], [164] is the finite memory approximation. For a continuum of harmonic bath modes, the memory kernel Eq. (1.62) decays away on a timescale set by the bath correlation time. As a consequence, Makri coefficients $\eta_{k=n-n^{\prime}}$ in Eq. (5.13) vanish if two timesteps $n$ and $n^{\prime}$ are sufficiently far apart. We can thus introduce a finite memory approximation by setting $\eta_{k}=0$ for $k>K$, where the memory cutoff in timesteps is defined by $K=\tau_{c} / \delta t$. The $\tau_{c}$ is the memory cutoff time, which should be at least as long as the bath correlation time. This implies that bath influence functions in Eq. 5.18) are set to $I_{k}\left(j_{n}, j_{n-k}\right)=\delta_{j_{n-k}}^{j_{n}}$ for $k>K$. Therefore, finite memory approximation modifies the propagation as follows. For $n \leq K$ time evolution remains the same, and the $n^{\prime}$ th step of propagation is still given by Eq. (5.23) with propagator Eq. (5.18). Once we have evolved past the cutoff point $n>K$, the $n^{\prime}$ th propagation step is instead given by

$$
\begin{equation*}
A^{j_{n}, j_{n-1}, \ldots, j_{n-K+1}}=B_{i_{n-1}, \ldots, i_{n-K+1}, i_{n-K}}^{j_{n}, j_{n-1}, \ldots, j_{n-K}} A^{i_{n-1}, \ldots, i_{n-K+1}, i_{n-K}} \tag{5.25}
\end{equation*}
$$

with propagator

$$
\begin{equation*}
B_{i_{n-1}, \ldots, i_{n-K+1}, i_{n-K}}^{j_{n}, j_{n-1}, \ldots, j_{n-K+1}}=\left[\prod_{k=1}^{K} \delta_{i_{n-k}}^{j_{n-k}}\right]\left[\prod_{k=0}^{K} I_{k}\left(j_{n}, j_{n-k}\right)\right] \tag{5.26}
\end{equation*}
$$

where $K<N$, the total number of timesteps. At each step Eq. (5.25) we grow ADT by one index $j_{n}$ which is the latest in time, and also remove one index $i_{n-K}$ which is the earliest in time. This means discarding the information in the ADT for times longer than $\tau_{c}=K \delta t$ in the past as we propagate forward in time. The rank of the ADT then stays constant and equal to $K$ for all $n \geq K$. To make the finite memory approximation effective, we aim to maximize the memory cutoff time $\tau_{c}$ so that it captures all the relevant non-Markovian correlations. We can extend $\tau_{c}$ by performing QUAPI simulations with increasing $K$ until it has no further effect on the results. Meanwhile, one also needs to adjust the timestep $\delta t$ making it as small as possible to eliminate the Trotter error, but large enough to reach long memory times $\tau_{c}$. In practice, we tune both parameters until convergence of the results is observed with respect to both of them. Even with the finite memory approximation implemented, the computational cost and the memory storage requirements of QUAPI still scale exponentially with the memory cutoff $O\left(d^{2 K}\right)$. In particular, simulations are typically restricted to $K<20$, limiting QUAPI to systems with short bath correlation times.

### 5.3 Time-evolving matrix product operators

To overcome the exponential scaling barrier in QUAPI, we propose an algorithm representing the ADT propagation as a tensor network that can be efficiently contracted using MPS/MPO techniques. The reader may notice that the exponential scaling problem concerning a rank- $K$ ADT is analogous to the 'curse of dimensionality' problem familiar from quantum many body calculations where one deals with an exponentially large rank- $N$ quantum state tensor needed to describe a system with $N$ particles. One powerful solution introduced in Chapter 2 is a tensor network decomposition of the rank- $N$ tensor into $N$ low-rank tensors whose dimensions are bounded by the area law. At its heart, this approach exploits the inherent locality of interactions present in various many body Hamiltonians. Here we build on the insight that one can use MPS to represent high-rank tensors efficiently when correlations in the system are constrained to be local. Formally, one can decompose any rank- $K$ ADT into an MPS with $K$ tensors of rank-3 in the same way as we did in Chapter 2 - i.e. by performing SVD sweep across the ADT while truncating the spectrum of singular values on each bond with some cutoff precision $\lambda_{c}$. The result of such decomposition is displayed graphically in Fig. 5.2(a). Mathematically, the resulting object is given by

$$
\begin{equation*}
A^{j_{n}, j_{n-1}, \ldots, j_{1}}=\left[a_{0}\right]_{\alpha_{1}}^{j_{n}}\left(\prod_{k=1}^{n-2}\left[a_{k}\right]_{\alpha_{k+1}}^{\alpha_{k}, j_{n-k}}\right)\left[a_{n-1}\right]^{\alpha_{n-1}, j_{1}} \tag{5.27}
\end{equation*}
$$

with site tensors $a_{k}$ and their local indices $j_{n-k}=1 . . d^{2}$ representing a time instant $k$ timesteps before the current timestep $n$, while $\alpha_{k}$ are the bond indices resulting


Figure 5.1: Diagrammatic representation of the MPO propagator in Eqs. (5.28)-(5.31). At timestep $n=K+1$, we sum over the local index $j_{1}$ earliest in time to impose the finite memory cutoff. The summation is equivalent to a contraction with a $d^{2}$-dimensional vector whose all elements are equal to one (shown as a semicircle) over the leg $j_{1}$. This figure was reproduced with permission from Ref. [296].
from the SVD. Rather than describing a many body state with strong correlations in space, the MPS in Eq. (5.27) encodes the non-Markovian memory effects in time. As we have seen in previous section, bath correlations decay to zero if a bath consists of a continuum of modes. If this decay is approximately exponential, one may expect that the effective non-Markovian 'interactions' between different points in time are sufficiently short-ranged. Given the locality of correlations, one could also anticipate that the ADT will only explore a tiny fraction of the Hilbert space available. In such cases, it may be possible to represent the ADT by an MPS of the form Eq. (5.27) with a sufficiently small bond dimension and the memory storage requirements that scale polynomially with the number of sites.

The central idea of this chapter is that the iterative propagation of ADT can be expressed as a tensor network with at most $N(N+1) / 2$ tensors of at most rank-4, where $N$ is the total number of timesteps. We exploit the product structure of Eq. (5.18), which allows us to write the ADT propagator at timestep $n>1$ as an MPO with $n$ sites:

$$
B_{i_{n-1}, \ldots, i_{1}}^{j_{n}, j_{n-1}, \ldots, j_{1}}=\left[b_{0}\right]_{\alpha_{1}}^{j_{n}}\left(\prod_{k=1}^{n-2}\left[b_{k}\right]_{\alpha_{k+1}, i_{n-k}}^{\alpha_{k},} \begin{array}{c}
j_{n-k}  \tag{5.28}\\
n_{n-1}
\end{array}\right)\left[b_{n-1}\right]_{i_{1}}^{\alpha_{n-1}, j_{1}}
$$

where each site tensor $b_{k}$ corresponds to an instant $k$ timesteps ago from the present, and $j_{n}, i_{n-1}, \ldots, j_{1}$ and $i_{n}, i_{n-1}, \ldots i_{1}$ are the local physical indices. Each local index runs from 1 to $d^{2}$ and represents the local Liouville space of a given instant in time by analogy to the local physical space of a given lattice site in the many body MPO calculations. Meanwhile, $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n-1}$ are internal bond indices representing the non-Markovian 'interactions' between different points in time. Each bond index $\alpha_{n-k}$ has a size of $d^{2}$. We have defined the bulk sites of the MPO as rank- 4 tensors

$$
\begin{equation*}
\left[b_{k}\right]_{\alpha^{\prime}, i}^{\alpha, j}=\delta_{\alpha^{\prime}}^{\alpha} \delta_{i}^{j} I_{k}(\alpha, j), \tag{5.29}
\end{equation*}
$$

and the end sites as the rank- 2 tensor

$$
\begin{equation*}
\left[b_{0}\right]_{\alpha^{\prime}}^{j}=\delta_{\alpha}^{i}\left[b_{0}\right]_{\alpha^{\prime}, i}^{\alpha, j}=\delta_{\alpha^{\prime}}^{j} I_{0}(j, j), \tag{5.30}
\end{equation*}
$$

(a)


Figure 5.2: Diagrammatic representation of the TEMPO algorithm. (a) The tensor decomposition of ADT into MPS in Eq. (5.27). (b) The complete tensor network representing non-Markovian time evolution that augments the initial density operator (red circle) into and ADT with $K$ legs shown in (c). Both 'grow' and 'propagate' phases of the algorithm are shown. (d) To evolve by a single step, we multiply MPS representing the ADT by the next MPO propagator. This figure was reproduced and modified with permission from Ref. [296].
and the rank-3 tensor

$$
\begin{equation*}
\left[b_{n-1}\right]_{i}^{\alpha, j}=\sum_{\alpha^{\prime}}\left[b_{n-1}\right]_{\alpha^{\prime}, i}^{\alpha, j}=\delta_{i}^{j} I_{n-1}(\alpha, j) . \tag{5.31}
\end{equation*}
$$

Meanwhile, the propagator Eq. (5.19) at timestep $n=1$ is given by a one-site MPO:

$$
\begin{equation*}
B^{j_{1}, j_{0}}=I_{0}\left(j_{1}, j_{1}\right)\left[e^{\delta t \mathcal{L}_{S}}\right]^{j_{1}, j_{0}} \quad \text { for } n=1 \tag{5.32}
\end{equation*}
$$

One may easily verify that substituting Eqs. (5.29)-(5.31) into Eq. (5.28) recovers the same ADT propagator Eq. (5.18). The diagrammatic representation of the MPO propagator Eq. (5.28) is shown in Fig. 5.1. Although the MPO Eq. (5.28) already has a small bond dimension $d^{2}$ of the internal indices, it is still possible to compress it further. We make use of the fact that there is always a degeneracy in the $d^{2}$ differences $x^{-}$between the eigenvalues of the system operator $X$ in Eq. (5.12), i.e. $d$ of these differences are zero even if the eigenspectrum of $X$ is nondegenerate. Hence, we can reduce the bond dimension from $d^{2}$ to $d^{2}-d+1$ by retaining only the unique values of $x^{-}$. Further reductions are possible if the spectrum of $X$ also has degenerate eigenvalues.

With the propagator written as an MPO, the ADT time evolution in Eqs. (5.20)(5.23) becomes equivalent to the tensor network illustrated diagrammatically in

Fig. 5.2(b-d). We contract this network by successive MPS-MPO multiplications to obtain a time evolved ADT written in an MPS form Eq. (5.27). The contraction algorithm consists of two phases, 'grow' and 'propagate'. In the 'grow' phase, we start with an initial vectorized density matrix, which is grown into a two-site MPS after the steps Eq. (5.20), Eq. (5.21), and a three-site MPS after Eq. (5.22) as shown in Fig. 5.2(b). In general, we apply Eq. (5.23) to evolve our MPS in Eq. (5.27) by one timestep, which is accomplished by MPS-MPO multiplication. It can be done efficiently using the zip-up algorithm of Stoudenmire and White [201] that we have already introduced in Chapter 2, and applied in Chapter 3. This algorithm first sweeps across the MPS in one direction while multiplying each MPS site by a corresponding MPO site and truncating MPS bonds on the fly with an SVD. We perform truncations using a fixed precision $\lambda_{c}$, i.e. by discarding singular values whose ratio to the largest singular value is smaller than some fixed cutoff $\lambda_{c}$. Once the first sweep has reached the end and all MPS and MPO sites have been contracted, we do the second sweep in reverse direction, again performing SVDs and truncating MPS bonds at each site, to ensure the optimal MPS form is found. After $n$ timesteps, the MPS-MPO time evolution yields an ADT expressed as an MPS with $n$ sites and efficiently truncated bonds, instead of a single rank- $n$ object. The 'grow' phase augments the MPS until it reaches $K$ sites, which amounts to contracting the contents of the green box in Fig. 5.2(b). After $K$ timesteps, we enter the 'propagate' phase and introduce the finite memory cutoff by setting:

$$
\begin{equation*}
\left[b_{k}\right]_{\alpha^{\prime}, i}^{\alpha, j}=\delta_{\alpha^{\prime}}^{\alpha} \delta_{i}^{j} \quad k>K, \tag{5.33}
\end{equation*}
$$

The above expression follows directly from $\eta_{k}=0$ and $I_{k}\left(j_{n}, j_{n-k}\right)=\delta_{j_{n-k}}^{j_{n}}$ for $k>K$. Plugging Eq. (5.33) into Eq. (5.28) we find the MPO propagator for $n=K+1$ :

$$
\begin{equation*}
B_{i_{K}, \ldots, i_{1}}^{j_{K+1}, \ldots, j_{2}}=\sum_{j_{1}} B_{i_{K}, \ldots, i_{1}}^{j_{K+1}, \ldots, j_{2}, j_{1}} \tag{5.34}
\end{equation*}
$$

or more generally for timesteps $n>K$ :

$$
\begin{equation*}
B_{i_{n-1}, \ldots, i_{n-K}}^{j_{n}, \ldots, j_{n-K}}=\sum_{j_{n-K}} B_{i_{n-1}, \ldots, i_{n-K}}^{j_{n}, \ldots, j_{n-K}} \tag{5.35}
\end{equation*}
$$

i.e. only the indices $j_{n}, \ldots, j_{n-K+1}$ are relevant, and we can sum over the rest. In practice, we take a more efficient approach: to evolve by one timestep in the 'propagate' phase we apply the propagator $B_{i_{n-1}, \ldots, i_{n-K}}^{j_{n}, \ldots, j_{n-K}, j_{n-K}}$ from the summand of Eq. (5.35) to the MPS with $K$ sites in length. The MPS-MPO multiplication augments the MPS by one site corresponding to the latest timestep. The resulting intermediate MPS extends $K+1$ timesteps into the past:

$$
\begin{equation*}
A^{j_{n}, j_{n-1}, \ldots, j_{n-K+1}, j_{n-K}}=\left[a_{0}\right]_{\alpha_{1}}^{j_{n}}\left(\prod_{k=1}^{K-2}\left[a_{k}\right]_{\alpha_{k+1}}^{\alpha_{k}, j_{n-k}}\right)\left[a_{K-1}\right]_{\alpha_{K}}^{\alpha_{K-1}, j_{n-K+1}}\left[a_{K}\right]^{\alpha_{K}, j_{n-K}} \tag{5.36}
\end{equation*}
$$

To impose the finite memory cutoff, we sum over the local index $j_{n-K}$ earliest in time. The summation is illustrated in Figs. 5.1, 5.2 as a contraction with a $d^{2}$ dimensional vector whose all elements are equal to one (shown as a semicircle) over
the leg $j_{n-K}$. We subsequently absorb the 'earliest' site $a_{K}$ into the 'second earliest' site $a_{K-1}$ :

$$
\begin{equation*}
\sum_{j_{n-K}}\left[a_{K-1}\right]_{\alpha_{K}}^{\alpha_{K-1}, j_{n-K+1}}\left[a_{K}\right]^{\alpha_{K}, j_{n-K}} \rightarrow\left[a_{K-1}\right]^{\alpha_{K-1}, j_{n-K+1}} \tag{5.37}
\end{equation*}
$$

This contraction removes the 'earliest' site and yields a fully updated MPS that now extends $K$ timesteps into the past:

$$
\begin{equation*}
A^{j_{n}, j_{n-1}, \ldots, j_{n-K+1}}=\left[a_{0}\right]_{\alpha_{1}}^{j_{n}}\left(\prod_{k=1}^{K-2}\left[a_{k}\right]_{\alpha_{k+1}}^{\alpha_{k}, j_{n-k}}\right)\left[a_{K-1}\right]^{\alpha_{K-1}, j_{n-K+1}} \tag{5.38}
\end{equation*}
$$

Therefore, each step of the 'propagate' phase adds and removes one site at the opposite ends of the MPS, to maintain a constant number of sites $K$ during the rest of the propagation. Finally, we recover the physical density operator from a time evolved MPS by performing the 'readout' step. The 'readout' simply means summing over all the indices corresponding to the past states $j_{n-1}, \ldots, j_{1}$ and keeping only the most recent index $j_{n}$, along the same lines as we did in Eq. (5.24):

$$
\begin{equation*}
\rho_{j_{n}}\left(t_{n}\right)=\sum_{j_{n}, j_{n-1}, \ldots, j_{n-K+1}} A^{j_{n}, j_{n-1}, \ldots, j_{n-K+1}}=\left[a_{0}\right]_{\alpha_{1}}^{j_{n}}\left(\prod_{k=1}^{K-2}\left[\tilde{a}_{k}\right]_{\alpha_{k+1}}^{\alpha_{k}}\right)\left[\tilde{a}_{K-1}\right]^{\alpha_{K-1}} \tag{5.39}
\end{equation*}
$$

where $\left[\tilde{a}_{k}\right]_{\alpha_{k+1}}^{\alpha_{k}}=\sum_{j_{n-k}}\left[a_{k}\right]_{\alpha_{k+1}}^{\alpha_{k}, j_{n-k}}$ are the MPS tensors with summed local indices. Contracting all the $\tilde{a}$-matrices with the $\left[a_{0}\right]_{\alpha_{1}}^{j_{n}}$ tensor recovers the density operator $\rho_{j_{n}}\left(t_{n}\right)$ at time $t_{n}$. The steps outlined above form the basis of the time-evolving matrix product operator (TEMPO) algorithm. TEMPO has enabled us to evaluate the path sum Eq. (5.15) reformulated as MPS-MPO time evolution of ADT. We will demonstrate in the coming sections that TEMPO indeed provides an efficient way of dealing with the non-Markovian 'curse of dimensionality' that underpinned the exponential scaling with memory cutoff $K$ in QUAPI.

### 5.4 Benchmarking TEMPO

We first benchmark TEMPO by applying it to problems where known results are available from other methods. Our first test problem is the exactly solvable independent boson model (IBM). It is a special case of the spin- $1 / 2$ spin-boson model Eq. 1.100) with coupling between the energy levels of the system set to zero $\Omega=0$ :

$$
\begin{equation*}
H=\frac{\epsilon}{2} \sigma^{z}+\frac{\sigma^{z}}{2} \sum_{k}\left(g_{k} a_{k}+g_{k}^{*} a_{k}^{\dagger}\right)+\sum_{k} \omega_{k} a_{k}^{\dagger} a_{k} \tag{5.40}
\end{equation*}
$$

where $\sigma^{x, z}$ are the spin- $1 / 2$ matrices, and all variables are the same as defined in Eq. 1.100). This model can be used to describe the pure dephasing of a two-level impurity embedded in a vibrational environment [147. The IBM Hamiltonian is straightforward to diagonalize using the polaron transformation, which allows one to calculate the reduced density matrix of the system $\rho(t)$ :

$$
\begin{equation*}
\rho(t)=\sum_{m, n= \pm 1}|m\rangle\langle n|[\rho(0)]_{m n} e^{-i\left(E_{m}-E_{n}\right) t} I_{m n}(t) \tag{5.41}
\end{equation*}
$$

where

$$
I_{m n}(t)= \begin{cases}e^{-\phi(t)} & m \neq n  \tag{5.42}\\ 1 & m=n\end{cases}
$$

and $\phi(t)$ is given by

$$
\begin{equation*}
\phi(t)=4 \sum_{k} \frac{\left|g_{k}\right|^{2}}{\omega_{k}^{2}}\left(1-\cos \left(\omega_{k} t\right)\right)=4 \int_{0}^{\infty} d \omega \frac{J(\omega)}{\omega^{2}}(1-\cos (\omega t)) \tag{5.43}
\end{equation*}
$$

The derivation is presented in more detail in the Appendix A.2. The reader may also find other methods of solution, for instance, in Ref. [147]. Here we take the initial state of the sytem at $t=0$ equal to:

$$
\begin{equation*}
\rho(0)=\left|\Psi_{0}\right\rangle\left\langle\Psi_{0}\right| \tag{5.44}
\end{equation*}
$$

with $\left|\Psi_{0}\right\rangle=\frac{1}{\sqrt{2}}(|\uparrow\rangle+|\downarrow\rangle)$. From Eq. (5.41), we find the exact dynamics of $\left\langle\sigma^{x}(t)\right\rangle$ :

$$
\begin{equation*}
\left\langle\sigma^{x}(t)\right\rangle=\operatorname{Tr}_{B}\left(\sigma^{x} \rho(t)\right)=e^{-\phi(t)} \cos (\epsilon t) \tag{5.45}
\end{equation*}
$$

Let us now compare TEMPO against the exact solution Eq. (5.45) for a bath at $T=0$ with spectral density

$$
\begin{equation*}
J(\omega)=2 \alpha \omega^{\nu} \omega_{c}^{1-\nu} e^{-\omega / \omega_{c}} \tag{5.46}
\end{equation*}
$$

Fig. 5.3 shows a perfect match between TEMPO results and Eq. 5.45 for Subohmic $(\nu=1 / 2)$, Ohmic $(\nu=1)$ and Superohmic $(\nu=2)$ spectral densities. We have also chosen a system-bath coupling strength $\alpha=0.48$, and the cutoff frequency $\omega_{c}=8 \epsilon$. No finite memory cutoff was applied in these simulations.

We next turn to the spin-boson model (SBM) Eq. 1.100) introduced in Sec. 1.3.1 which, in general, does not have exact analytical solutions. In our second test case, we demonstrate that TEMPO can easily reproduce the results obtained using standard QUAPI. Figure 5.4 reproduces Fig. 2 from the original article by Makri and Makarov [163]. It shows the relaxation dynamics of $\left\langle\sigma^{z}(t)\right\rangle$ polarization for the unbiased spin-1/2 SBM of a two-level system coupled to an Ohmic bath (characterized by the spectral density in Eq. (5.46) with $\nu=1$ ) at $T=0.2 \Omega$. While in Ref. 163 the dynamics is already converged for memory cutoff $K=7$ and timestep $\delta t=0.25 / \Omega$, we are able to perform the simulation with no memory cutoff at all. Here we also illustrate a major difference between TEMPO and QUAPI - the presence of SVD truncation and the new parameter $\lambda_{c}$ that sets the SVD precision as we discard all singular values smaller than $\lambda_{c}$. We can control the accuracy of TEMPO by varying $\lambda_{c}$ and Fig. 5.4 shows the convergence of TEMPO results with respect to $\lambda_{c}$. One can see that, while the dynamics is visibly different at $\lambda_{c}=10^{-2}, 10^{-3}$, it quickly converges when the SVD precision is tuned down to lower values $\lambda_{c}=10^{-4}, 10^{-6}$.

Finally, we compare TEMPO to the Reaction Coordinate Mapping (RCM) technique [157] for SBM in Eq. 1.100) coupled to a bath with Drude-Lorentz spectral density

$$
\begin{equation*}
J(\omega)=\frac{\alpha \Gamma \omega_{0}^{2} \omega}{\left(\omega_{0}^{2}-\omega^{2}\right)^{2}+\Gamma^{2} \omega^{2}} \tag{5.47}
\end{equation*}
$$



Figure 5.3: The $\left\langle\sigma^{x}(t)\right\rangle$ dynamics of IBM with $\epsilon=1$ coupled to a harmonic bath with Subohmic $(\nu=1 / 2)$, Ohmic $(\nu=1)$ and Superohmic $(\nu=2)$ spectral densities, Eq. (5.46) with $\alpha=0.48, \omega_{c}=8 \epsilon$ and $T=0$. The figure compares TEMPO results (solid lines) to the exact analytical solution Eq. 5.45 (dashed lines). Other parameters are: $\delta t=0.4 / \omega_{c}$, $\lambda_{c}=10^{-6}$. No finite memory cutoff was used.


Figure 5.4: TEMPO results for the $\left\langle\sigma^{z}(t)\right\rangle$ dynamics of spin- $1 / 2 \mathrm{SBM}$ with $\Omega=1, \epsilon=0$ coupled to an Ohmic bath ( $\nu=1$, Eq. 5.46) with $\alpha=0.1, \omega_{c}=7.5 \Omega$ and $T=0.2 \Omega$. This figure reproduces the QUAPI calculation in Fig. 2 of Makri and Makarov's original article [163]. It also demonstrates the convergence of TEMPO with increasing values of SVD precision: $\lambda_{c}=10^{-2}, 10^{-3}, 10^{-4}, 10^{-6}$. Other parameters are: $\delta t=0.12 / \Omega$. No finite memory cutoff was used.


Figure 5.5: TEMPO (solid lines) and RCM (dashed lines) results for (a) $\left\langle\sigma^{z}(t)\right\rangle$ dynamics of spin- $1 / 2$ SBM using finite memory cutoffs $K=10,50,100,150$, with $\lambda_{c}=10^{-8}$; (b) $\left\langle S^{z}(t)\right\rangle$ dynamics of spin-1 SBM using finite memory cutoffs $K=10,50,100$, with $\lambda_{c}=$ $10^{-6}$. In both cases, SBM is coupled to a Drude-Lorentz bath with spectral density Eq. (5.47) and $\alpha=0.08, \Gamma=0.05 \Omega, \omega_{0}=\Omega, T=0.5 \Omega$. The SBM Hamiltonian is specified by $\Omega=1$ and $\epsilon=0$. Other parameters are: $\delta t=0.2 / \Omega$.
which has the coupling strength $\alpha$, the resonance frequency $\omega_{0}$, and the bandwidth $\Gamma$. RCM includes a single collective mode (the reaction coordinate) of the bath into the system Hamiltonian, thus augmenting the system Hilbert space. Once all the resonant modes of the bath have been transferred to the system, the spectral density of the remaining bath is unstructured and Markovian. The dynamics of the now-augmented system is governed by a Markovian master equation that we can easily solve. One can perform RCM analytically for a bath with Drude-Lorentz spectral density, which consists of a single resonant peak. The RCM derivation of the master equation for SBM with a Drude-Lorentz bath is described in [157] and in the Appendix A.1. Simulating more sophisticated environments requires more reaction coordinates to be included into the augmented system Hilbert space, whose dimension scales exponentially with the number of reaction coordinates, soon making the simulation unfeasible. Nonetheless, RCM is known to perform well for problems with very few resonant modes [157, 297, [298], and is expected to yield highly accurate results for systems coupled to a Drude-Lorentz bath.

Treating narrow band environments is a particularly demanding task for TEMPO, since the presence of a sharp resonant peak leads to long bath correlation times, requiring large MPS bond dimensions and long memory cutoff times to capture the non-Markovian dynamics accurately. We therefore consider a Drude-Lorentz bath with a narrow bandwidth $\Gamma$, and use it as a challenging numerical test for TEMPO.

Figure 5.5(a) displays the $\left\langle\sigma^{z}(t)\right\rangle$ dynamics generated by TEMPO and RCM for the unbiased $(\epsilon=0)$ spin- $1 / 2 \mathrm{SBM}$ with an underdamped spectral density Eq. (5.47). We set the system-bath coupling strength $\alpha=0.08$, bath resonance frequency $\omega_{0}=\Omega$, bandwidth $\Gamma=0.05 \Omega$, and temperature $T=0.5 \Omega$. The simulation
required SVD precision $\lambda_{c}=10^{-8}$ and timestep $\delta t=0.2 / \Omega$ to obtain converged results. Fig. 5.5.(a) serves to illustrate the convergence of TEMPO with the memory cutoff $K$. With increasing values of $K$, TEMPO matches RCM for increasingly longer times until a certain point $t>\tau_{c}=K d t$ where errors accumulate due to the finite memory approximation. Finally, for $K=150$ we find a perfect match between TEMPO and RCM throughout the entire range of dynamics. The long memory cutoff times needed to capture the correct dynamics indicate strongly non-Markovian effects present in the system. We also demonstrate that TEMPO can efficiently tackle problems with larger Hilbert space. To this end, we simulate a spin-1 SBM coupled to a Drude-Lorentz bath, increasing the local dimension from $d^{2}=4$ to $d^{2}=9$. We use the same set of parameters as before, except a lower precision of $\lambda_{c}=10^{-6}$ was sufficient here. Figure 5.5(b) compares $\left\langle S^{z}(t)\right\rangle$ dynamics calculated with TEMPO and RCM for different memory cutoffs $K$. As in the spin- $1 / 2$ case, we observe that the range of dynamics over which TEMPO is accurate extends with increasing $K$, until a perfect match between TEMPO and RCM is achieved for $K=100$. We remark that the memory cutoffs $K=100-150$ used in Fig. 5.5 are far beyond the reach of QUAPI which is typically restricted to $K<20$. The results in Fig. 5.5 thus not only confirm the accuracy of TEMPO but also exemplify a toy problem that is relatively easy to simulate with TEMPO, yet completely impossible with standard ADT calculations.

### 5.5 TEMPO results

### 5.5.1 The localization phase transition

Having benchmarked the TEMPO algorithm, we now apply it to study the localization phase transition in the spin-boson model. Here we consider the unbiased SBM given by Eq. 1.100 with $\epsilon=0$, and the bath that is described by spectral density Eq. 1.102). The behaviour of this model is then determined by two dimensionless parameters: $\Omega / \omega_{c}$, which measures the coherent tunnelling rate between the $S_{z}$ eigenstates of the spin particle, and $\alpha$, the strength of coupling between the spin particle and the harmonic bath. The total SBM Hamiltonian is also invariant under $S_{z} \rightarrow-S_{z}$ and $b_{k} \rightarrow-b_{k}$. Tracing out the bath degrees of freedom gives a reduced system Liouvillian for the spin particle, which has a symmetry $S_{z} \rightarrow-S_{z}$. When the spectral density of the harmonic bath is Ohmic (i.e. Eq. (1.102) with $\nu=1$ ), SBM is known to exhibit a dissipative quantum phase transition. The transition is in the BKT universality class [299]. The transition is controlled by the system-bath coupling $\alpha$, and occurs at the critical value $\alpha=\alpha_{c}$. There are two phases in this model. Below the critical coupling $\alpha<\alpha_{c}$, tunnelling dominates and the system is in the delocalized phase with the $S_{z} \rightarrow-S_{z}$ symmetry. This means that the spin particle is delocalized between its $S_{z}$ eigenstates, which leads to the vanishing order parameter $\left\langle S_{z}\right\rangle_{S S}=0$ in the steady state. Above the critical coupling $\alpha>\alpha_{c}$, the system-bath coupling dominates and the system enters the localized phase. The spin particle then becomes localized in one of the $S_{z}$ eigenstates, giving $\left\langle S_{z}\right\rangle_{S S} \neq 0$ order parameter in the steady state, and thus breaking the symmetry.


Figure 5.6: (a) The dynamics of spin- $1 / 2$ SBM in the vicinity of the localization phase transition for various couplings $\alpha$. The vertical black line marks the location of the finite memory cutoff at $K=200$. The dashed lines indicate the exponential fits above $\alpha=0.5$. (b) The decay rate $\gamma$ extracted from the exponential fit as a function of inverse memory cutoff $1 / K$ for different couplings $\alpha$. (c) The decay rate $\gamma$ as a function of the coupling strength $\alpha$ for different values of the memory cutoff $K$. (d) The extrapolated decay rate $\gamma$ in the limit $K \rightarrow \infty$ as a function of the coupling strength $\alpha$, with the $68 \%$ (blue) and $95 \%$ (red) confidence intervals. All figures are for a spin- $1 / 2 \mathrm{SBM}$ with $\Omega=1$ and $\epsilon=0$ coupled to an Ohmic bath with $\omega_{c}=\Omega$ and $T=0$. Other parameters: $\delta t=0.03 / \Omega$, $\lambda_{c}=10^{-12}$. This figure was reproduced with permission from Ref. [296].

We study the case of a spin- $1 / 2$ particle coupled to an Ohmic bath at $T=0$. In this scenario, the critical coupling is known to be $\alpha_{c}=1+O\left(\Omega / \omega_{c}\right)$ [139, 300, 301]. We will demonstrate that TEMPO is able to capture the dynamics around the localization phase transition, and to locate the critical point. Fig. 5.6(a) displays the $\left\langle S_{z}(t)\right\rangle$ dynamics at different couplings $\alpha$. The simulations were performed using an initial condition $\left\langle S_{z}(0)\right\rangle=1 / 2$, SVD precision $\lambda_{c}=10^{-12}$ for the truncation of MPS bonds, timestep size of $\delta t=0.03 / \Omega$, and a finite memory cutoff of $K=200$ timesteps. For weak couplings $\alpha<0.5$, we observe damped coherent oscillations around $\left\langle S_{z}\right\rangle=0$ with frequency $\sim \Omega$. At $\alpha \approx 0.5$ these oscillations become overdamped and turn into an incoherent decay, well approximated by $\left\langle S_{z}(t)\right\rangle \propto e^{-\gamma t}$. As we increase $\alpha$, the decay rate $\gamma$ of $\left\langle S_{z}(t)\right\rangle$ decreases, and for $\alpha>1$ the spin particle appears close to reaching the steady state with $\left\langle S_{z}\right\rangle_{S S} \neq 0$. However, $\gamma$ always remains finite albeit very slow, meaning that $\left\langle S_{z}(t)\right\rangle$ eventually always decays to 0 in the limit of very long times $t \rightarrow \infty$ and the true localization never happens.


Figure 5.7: (a) The dynamics of spin-1 SBM in the vicinity of the localization phase transition for various couplings $\alpha$. The vertical black line marks the location of the finite memory cutoff at $K=80$. The dashed lines indicate the exponential fits. (b) The decay rate $\gamma$ as a function of the coupling strength $\alpha$ for different values of the memory cutoff $K$. Both figures are for a spin- 1 SBM with $\Omega=1$ and $\epsilon=0$ coupled to an Ohmic bath with $\omega_{c}=\Omega$ and $T=0$. Other parameters: $\delta t=0.065 / \Omega, \lambda_{c}=10^{-8}$. This figure was reproduced with permission from Ref. [296]

This contradiction arises due to the finite memory cutoff time $\tau_{c}=K \delta t$, indicated by the vertical black line in Fig. 5.6(a). The finite K leads to time-local dynamics in the enlarged space of K timesteps, which produces a gapped spectrum of the reduced system Liouvillian. On the other hand, the Liouvillian gap must vanish in the broken symmetry phase at $\alpha>\alpha_{c}$ as we increase the memory cutoff time $\tau_{c} \rightarrow \infty$.

We can thus find the location of the critical point $\alpha_{c}$ by extrapolating our results to $K \rightarrow \infty$. To this end, we fit an exponential function $e^{-\gamma t}$ to $\left\langle S_{z}(t)\right\rangle$ dynamics for various values of $\alpha$ and $K$ (dashed lines in Fig. 5.6(a)), which allows us to determine the functional dependence of the decay rate $\gamma$ on $1 / K$ and $\alpha$ displayed in Fig. 5.6 (b,c) respectively. We next perform extrapolation to $K \rightarrow \infty$ by fitting a cubic polynomial to $\gamma(1 / K)$ in Fig. 5.6 (b) and extracting the constant part, which corresponds to the decay rate $\gamma(1 / K=0)$ in the limit $K \rightarrow \infty$. The fitted decay rates $\gamma$ are shown in Fig. 5.6 (b,c) by the solid lines. Fig. 5.6 (d) displays the extrapolated $\gamma(1 / K=0)$ as a function of coupling $\alpha$ : the black line shows the best estimate of $\gamma(1 / K=0)$ while the red and blue lines mark the $68 \%$ and $95 \%$ confidence intervals of the fit. The extrapolated $\gamma(1 / K=0)$ should remain finite for $\alpha<\alpha_{c}$, but vanish above the critical point $\alpha>\alpha_{c}$. The critical coupling $\alpha_{c}$ can thus be identified as the smallest value of $\alpha$ with $\gamma(1 / K=0)=0$. This analysis gives us the value of $\alpha_{c} \simeq 1.25$, in agreement with the known analytical results [139, 300, 301.

To demonstrate the utility of TEMPO, we use it simulate the localization transition in the SBM for a spin-1 particle. This problem requires a larger Hilbert space, which increases the local dimensions from $d^{2}=4$ to $d^{2}=9$. The larger Hilbert space limits the memory cutoff that we can reach to $K=80$; fortunately, the results also converge for a larger timestep size $\delta t=0.065 / \Omega$, thus allowing us to reach similar memory cutoff times $\tau_{c}=K \delta t$ as in the spin- $1 / 2$ case. The SVD


Figure 5.8: (a) The total size $N_{\text {tot }}$ and the maximum bond dimension $\lambda_{\text {max }}$ of the final MPS of TEMPO simulations in Fig. [5.6(a), plotted as a function of coupling strength $\alpha$. (b) The total size $N_{\text {tot }}$ of the final MPS in Fig. 55.6(a), plotted as a function of memory cutoff $K$, for different values of coupling strength $\alpha$. This figure was reproduced with permission from Ref. [296].
precision needed to achieve converged results was $\lambda_{c}=10^{-8}$, and we take an initial condition $\left\langle S_{z}(0)\right\rangle=1$. Fig. 5.7 (a) shows the $\left\langle S_{z}(t)\right\rangle$ dynamics for different values of coupling $\alpha$, where the vertical black line marks the memory cutoff time $\tau_{c}=K \delta t$. In contrast to the spin- $1 / 2$ case, damped oscillations persist for all values of $\alpha$ at early times before switching to an exponential decay at later times. We fit exponentials to $\left\langle S_{z}(t)\right\rangle$ as before (dashed lines in Fig. 5.7 (a)), and extract the decay rate $\gamma$ plotted in Fig. 5.7 (b) as a function of $\alpha$ for various values of $K$. The presence of oscillations introduces more uncertainty in the fits; nonetheless, this time the critical point becomes discernible without extrapolating to the $K \rightarrow \infty$ limit. As seen in Fig. 5.7 (b), the phase transition occurs at $\alpha_{c} \simeq 0.28$ where the decay rate $\gamma$ vanishes. This result agrees well with the numerical renormalization group calculations [302, 303], but contradicts the variational ansatz results [304].

After discussing the numerical results, we also present a brief analysis of the computational cost and memory requirements of TEMPO algorithm. Our analysis is based on the simulations of the spin-1/2 SBM shown in Fig. 55.6(a). In Fig. 5.8(a) we plot the total size of the final MPS $N_{\text {tot }}$ and its maximum bond dimension $\lambda_{\max }$ as a function of coupling strength $\alpha$. Notably, both $N_{\text {tot }}$ and $\lambda_{\max }$ reach a peak near $\alpha=0.5$, the point of crossover from underdamped to overdamped dynamics. On the other hand, no increase in computational requirements is seen in the vicinity of phase transition at $\alpha_{c} \simeq 1.25$. Fig. 5.8(b) shows $N_{\text {tot }}$ plotted against $K$ for various coupling strengths $\alpha$. For $\alpha=0.1,0.5$, the size of memory storage $N_{\text {tot }}=O\left(K^{2}\right)$ scales quadratically with $K$. For $\alpha=1.0,1.5, N_{\text {tot }}=O(K)$ scales linearly in $K$. These observations imply a low-order polynomial scaling, which is a dramatic improvement compared to the exponential scaling $N_{\text {tot }}=O\left(4^{K}\right)$ of QUAPI simulations. In particular, the improved scaling allows TEMPO to access the memory cutoffs $K$ an order of magnitude larger than standard QUAPI can achieve.

### 5.5.2 Environment-mediated energy transfer

The next problem that we investigate with TEMPO is the excitation transfer between two spatially separated systems embedded in a common environment. This type of behaviour is relevant to a wide range of physical situations involving multiple emitters coupled to the same reservoir, for instance the exciton transfer between coupled quantum dots [292] or the long-range entanglement between qubits in waveguide-QED systems [293]. Here we consider a simplified toy model that consists of a pair of two-level systems located at positions $r_{a}$ and $r_{b}$, each represented by a spin- $1 / 2$ particle:

$$
\begin{equation*}
H=\Omega \mathbf{S}_{a} \cdot \mathbf{S}_{b}+\sum_{\nu=a, b} \sum_{\mathbf{k}} S_{z, \nu}\left(g_{\mathbf{k}, \nu} a_{\mathbf{k}}+g_{\mathbf{k}, \nu}^{*} a_{\mathbf{k}}^{\dagger}\right)+\sum_{\mathbf{k}} \omega_{\mathbf{k}} a_{\mathbf{k}}^{\dagger} a_{\mathbf{k}} \tag{5.48}
\end{equation*}
$$

Here, $S_{\nu}=\left(S_{x, \nu}, S_{y, \nu}, S_{z, \nu}\right)$ is the spin vector of the $\nu^{\prime}$ th system. The spins interact with each other via a coherent isotropic Heisenberg coupling $\Omega$. They also both couple to the same harmonic bath, as shown in Fig. 5.9(a). The spatial separation effects are encoded in the position-dependent phase of the system-bath couplings $g_{\mathbf{k}, \nu}=g_{\mathbf{k}} \mathrm{e}^{-i \mathbf{k} \cdot \mathbf{r}_{\nu}}$ for a bosonic mode with wavevector $\mathbf{k}$. We have assumed a linear dispersion $\omega_{\mathbf{k}}=c|\mathbf{k}|$, with the propagation speed of environmental excitations $c=1$. We model the system-bath coupling by $g_{\mathbf{k}} \sim \sqrt{\omega_{\mathbf{k}}}$ that arises e.g. for a quantum dot coupled to a phonon environment [147]. The spectral density of a $D$-dimensional harmonic bath then takes the following phenomenological form:

$$
\begin{equation*}
J_{0}(\omega)=\sum_{\mathbf{k}}\left|g_{\mathbf{k}}\right|^{2} \delta\left(\omega-\omega_{\mathbf{k}}\right)=\frac{\alpha}{2} \frac{\omega^{D}}{\omega_{\mathrm{c}}^{D-1}} e^{-\omega / \omega_{\mathrm{c}}}, \tag{5.49}
\end{equation*}
$$

with a high frequency cutoff $\omega_{\mathrm{c}}$ and the system-bath coupling strength $\alpha$. Before engaging in further analysis, we will first show that the properties of the model Eq. (5.48) allow us to map it onto SBM Eq. (1.100) for a single spin- $1 / 2$ which can be simulated with TEMPO more easily. The Hamiltonian Eq. (5.48) conserves the total $z$-component of the two-spin system $\left[H, S_{z, a}+S_{z, b}\right]=0$. As a consequence, the system has three decoupled subspaces: one subspace consists of the two states with spins anti-aligned ( $S_{z, a}+S_{z, b}=0$ ), while the other two subspaces each contain a single state with spins aligned $\left(S_{z, a}+S_{z, b}= \pm 1\right)$. The latter two subspaces are onedimensional and thus cannot evolve in time. The two-dimensional $S_{z, a}+S_{z, b}=0$ subspace is then the only one with non-trivial dynamics. Therefore, we only need to consider the $S_{z, a}+S_{z, b}=0$ single excitation sector. We can thus transform Eq. (5.48) by subtracting any term proportional to $S_{z, a}+S_{z, b}$ from the system-bath coupling. The transformed Hamiltonian now reads

$$
\begin{equation*}
H=\Omega \mathbf{S}_{a} \cdot \mathbf{S}_{b}+\frac{1}{2}\left(S_{z, a}-S_{z, b}\right) \sum_{\mathbf{k}}\left(\left|\tilde{g}_{\mathbf{k}}\right| a_{\mathbf{k}}+\left|\tilde{g}_{\mathbf{k}}\right| a_{\mathbf{k}}^{\dagger}\right)+\sum_{\mathbf{k}} \omega_{\mathbf{k}} a_{\mathbf{k}}^{\dagger} a_{\mathbf{k}} . \tag{5.50}
\end{equation*}
$$

where we have defined the effective coupling

$$
\begin{equation*}
\left|\tilde{g}_{\mathbf{k}}\right|=\left|g_{\mathbf{k}, a}-g_{\mathbf{k}, b}\right|=2 g_{\mathbf{k}} \sin (\mathbf{k} \cdot \mathbf{R} / 2) \tag{5.51}
\end{equation*}
$$

in terms of $\mathbf{R}=\mathbf{r}_{a}-\mathbf{r}_{b}$. In the $S_{z, a}+S_{z, b}=0$ subspace, the $\frac{1}{2}\left(S_{z, a}-S_{z, b}\right)$ has the same action on the two anti-aligned spin states as $S_{z}$ does on the "up" and
"down" states of a single spin- $1 / 2$. Likewise, $\mathbf{S}_{a} \cdot \mathbf{S}_{b}$ has the same action on these anti-aligned states as $S_{x}$ acting on a spin- $1 / 2$. This means that we can effectively replace $\mathbf{S}_{a} \cdot \mathbf{S}_{b} \rightarrow S_{x}$ and $\frac{1}{2}\left(S_{z, a}-S_{z, b}\right) \rightarrow S_{z}$ in Eq. 5.50), which yields a transformed Hamiltonian:

$$
\begin{equation*}
H=\Omega S_{x}+S_{z} \sum_{\mathbf{k}}\left(\left|\tilde{g}_{\mathbf{k}}\right| a_{\mathbf{k}}+\left|\tilde{g}_{\mathbf{k}}\right| a_{\mathbf{k}}^{\dagger}\right)+\sum_{\mathbf{k}} \omega_{\mathbf{k}} a_{\mathbf{k}}^{\dagger} a_{\mathbf{k}} \tag{5.52}
\end{equation*}
$$

equivalent to the spin-1/2 SBM in Eq. (1.100). The modified couplings Eq. (5.51) lead to a renormalization of the effective density of states, as shown by [305, 306]:

$$
\begin{equation*}
J(\omega)=\sum_{\mathbf{k}}\left|\tilde{g}_{\mathbf{k}}\right|^{2} \delta\left(\omega-\omega_{\mathbf{k}}\right)=4 \sum_{\mathbf{k}}\left|g_{\mathbf{k}}\right|^{2}|\sin (\mathbf{k} \cdot \mathbf{R} / 2)|^{2}=2 J_{0}(\omega)\left(1-F_{D}(\omega R)\right) \tag{5.53}
\end{equation*}
$$

where the actual spectral density $J_{0}(\omega)$ is given by Eq. (5.49). The function $F_{D}(\omega R)$ is the result of angular averaging of the phase factors $|\sin (\mathbf{k} \cdot \mathbf{R} / 2)|^{2}$ in $D$-dimensional space:

$$
F_{D}(x)= \begin{cases}\cos (x) & D=1  \tag{5.54}\\ B_{0}(x) & D=2 \\ \operatorname{sinc}(x) & D=3\end{cases}
$$

where $B_{0}(x)$ is a Bessel function. The form of $F_{D}(\omega R)$ and the resulting dynamics thus strongly depends on the dimensionality $D$ of the bath. At large separations, $F_{D}(\omega R) \rightarrow 0$ as $R \rightarrow \infty$ for $D>1$. Therefore, higher dimensionality leads to a diminished effect of the environment mediated interaction between spins. This also implies a suppressed intensity of environmental excitations as they propagate from one spin to the other in a space with $D>1$. At small separations $R \rightarrow 0$, one has $F_{D}(\omega R) \rightarrow 1$ and thus $J(\omega) \rightarrow 0$ for all $D$ since the relative phase between the couplings of each spin to the bath $\mathbf{k} \cdot \mathbf{R}$ vanishes. As a consequence, the system dynamics becomes decoupled from the bath in this limit.

One intriguing feature of our model is that its dynamics has two different timescales. The first timescale $\tau_{f} \sim \omega_{\mathrm{c}}^{-1}$ characterizes the dissipative dynamics due to the coupling of the spins to their local surroundings. The other timescale $\tau_{s} \sim R / c$ arises due to an environment mediated spin-spin interaction, determined by the separation $R=\left|\mathbf{r}_{a}-\mathbf{r}_{b}\right|$ between the spins. One can control the ratio of these timescales by tuning the separation $R$. At small separations $R<\omega_{\mathrm{c}}^{-1}$ the timescales are $\tau_{s} \lesssim \tau_{f}$. This means that the local dissipative dynamics and the long-range effects of the environment are mostly inseparable, and techniques such as polaron master equations [148] or standard QUAPI [307] provide accurate results in this regime. However, the regime of large separations $R>\omega_{\mathrm{c}}^{-1}$ where the two timescales $\tau_{f}<\tau_{s}$ become widely separated, is not accessible to any existing methods and remains largely unexplored. This problem is particularly challenging as it requires both a small timestep $\delta t \ll \omega_{\mathrm{c}}^{-1}$ to simulate the local dissipative dynamics described by the fast timescale $\tau_{f}$, and a large memory cutoff time $\tau_{\mathrm{c}}=K \Delta>R$ (i.e. a large $K$ ) to capture the environment-mediated interactions characterized by the slow timescale $\tau_{s}$. Here we show that TEMPO is able to simulate the dynamics of this model without introducing any finite memory approximation. We prepare


Figure 5.9: (a) Cartoon showing a pair of two-level sytems interacting with each other via Heisenberg coupling $\Omega$ and both coupled to a common environment. (b) The probability of revival $P(t)$ as a function of time $t$ for a one-dimensional $(D=1)$ bath and spatial separations $R=20 c / \Omega, 40 c / \Omega$ between the two-level systems. The system-bath coupling strength is $\alpha=2$. (c) The probability of revival $P(t)$ as a function of time $t$ for a threedimensional $D=3$ bath and spatial separations $R=8 c / \Omega, 16 c / \Omega$ between the two-level systems. The system-bath coupling strength is $\alpha=1$. The insets show the effective spectral density $J(\omega)$ and the real part of bath correlator $C(t)$ for each case (b,c). In our model Eq. (5.48) we choose $\Omega=1$. In the spectral density Eq. (5.49) we choose $\omega_{c}=0.5 \Omega, T=0.5 \Omega$ and we set the propagation speed of excitations to $c=1$. Other parameters: timestep size $\delta t=0.35 / \Omega$ was used in (b) and $\delta t=0.25 / \Omega$ in (c), SVD precision was $\lambda_{c}=10^{-5}$ in both panels (b,c). No memory cutoff was applied. This figure was reproduced with permission from Ref. [296].
the spins at $t=0$ in one of the anti-aligned states with $\left\langle S_{z, a}\right\rangle=1 / 2,\left\langle S_{z, b}\right\rangle=-1 / 2$, and initialize the bath in the thermal equilibrium state at temperature $T$. We then compute the probability $P(t)=\left\langle S_{z}(t)\right\rangle$ of a revival, i.e. the probability of finding the spins in this state again at time $t$. To obtain the dynamics of model Eq. (5.48) with spectral density Eq. (5.49), we will instead simulate the mapped Hamiltonian Eq. (5.52) with the effective spectral density Eq. (5.53). Figures 5.9(b,c) display the $P(t)$ for different $R$ and for baths with $D=1$ and $D=3$. The insets show the effective density of states $J(\omega)$ and the real part of bath correlator $C(t)$ for $D=1,3$.

In Fig. 5.9 (b) we plot $P(t)$ for a bath with $D=1$ and spin-spin separations $R=20 c / \Omega, 40 c / \Omega$. The initial oscillations decay away over timescale $\tau_{f}$. The revivals then appear at $t=\tau_{s}=R / c$ corresponding to the peak $C(t=R / c)$ in bath correlators, which arises due to the strong spatial modulation seen in $J(\omega)$. For $D=$ 1 the propagation of environmental excitations is not suppressed by $R$, and so we can see that the amplitude of revivals is the same for both $R=20 c / \Omega, 40 c / \Omega$. For $R=$ $20 c / \Omega$ we also observe small oscillations at $t \approx 2 R / c$ since the interaction of spins at $t=R / c$ results in more excitations being injected into the bath, subsequently leading to a response at $t \approx 2 R / c$. In Fig. 5.9(c) we display $P(t)$ for a bath with
$D=3$ and spin-spin separations $R=8 c / \Omega, 16 c / \Omega$. The spatial modulation of $J(\omega)$ is significantly diminished compared to the $D=1$ case. This results in a much smaller peak in correlations $C(t)$ and hence a less pronounced revival in $P(t)$ for $R=$ $8 c / \Omega$. The revival for $R=16 c / \Omega$ is even weaker, since the intensity of environmental excitations propagating between the spins is suppressed with increasing $R$ in three dimensional space.

## Chapter 6

## Toblerone tensor networks

### 6.1 Introduction

The major accomplishment of TEMPO algorithm in Chapter 5 was a general strategy to overcome the non-Markovian 'curse of dimensionality' problem due to the exponential scaling with bath memory time. However, there remains an important unsolved issue: the tensor dimensions in TEMPO still grow exponentially with the system size. This inevitably restricts the applicability of TEMPO to systems that contain only a small number of particles, especially when strong particle-particle correlations are present. In essence, non-Markovian ADT calculations face two different 'curses of dimensionality' simultaneously: the Hilbert space of an ADT grows exponentially with both the lengthening history of past states and with the number of particles in the system. In this chapter, we propose an extension of TEMPO to many body systems in 1D by employing MPS representation to capture both temporal and spatial correlations. As it will become apparent in the course of this chapter, the resulting three-dimensional tensor network has a Toblerone geometry - hence we dub our technique Toblerone TEMPO.

Many studies of open quantum many-body systems have relied on Born-Markov approximation or similar assumptions. In Chapters 3 and 4 we have investigated coupled cavity arrays weakly interacting with a Markovian bath. An intriguing direction to explore in this context is to study coupled cavity systems subject to a structured environmental noise, in addition to the usual photon loss. For example, such noise can be engineered in superconducting circuits [16], and it naturally appears in cavity QED realisations using quantum dots [124]. An accurate and efficient many-body approach that can also capture non-Markovian dynamics would immensely broaden the scope of nonequilibrium phenomena that we can access. It would enable us to simulate the effects of different noise spectra on the physics of coupled cavity arrays. For example, one could examine the recently proposed dissipative stabilization in circuit QED experiments [36] and investigate what types of spectral density of an engineered reservoir are optimal for stabilizing strongly correlated phases against losses. One could also study cavity QED arrays in the presence of vibrational noise: in particular, the phonon-dressed resonance fluorescence and excitation-induced dephasing of the Mollow triplet, that emerges due to interaction with the phonon bath. These dephasing processes have been studied theoretically
for a single cavity in Ref. [308], and realized experimentally in Ref. [309].
Organic molecules strongly interacting with light is another actively investigated experimental platform [135, 136]. The strong light-matter coupling and the interactions between electronic states and phonons lead to the formation of organic polaritons. The structured phononic environment, arising due the vibrating molecular scaffold, generates non-Markovian polariton relaxation dynamics and significantly modifies the spectroscopic properties of these molecules [46, 137]. Toblerone TEMPO will be able to address polariton relaxation problems in many-molecule systems with a large number of vibrational modes - a very challenging problem for most other methods in existence.

Yet another interesting avenue that we will mention here concerns the relaxation dynamics of photoexcited electronic states in conjugated polymers. The relaxation dynamics in PPV polymer have been measured experimentally using various spectroscopic techniques 310 316. The computational modelling, however, remains difficult since it needs to handle experimentally relevant polymer chain lengths, the strong exciton-phonon coupling between electronic excitations and vibrations of the internal nuclei of the molecule, as well as the damping of the internal nuclei due to to an external environment of the polymer. The recent studies have often resorted to simplified models, assuming only one vibrational mode on each site of the polymer, an external Lindblad dissipation, and no influence from the torsional modes of the polymer [317, 318].

We expect that Toblerone TEMPO will provide a powerful numerical tool for tackling these and various other problems involving many body systems interacting with non-Markovian environments. This chapter, however, will primarily focus on methodology, leaving the applications for future research.

It is worth mentioning a few examples of other attempts at developing tensor network methods for non-Markovian many body systems. Already mentioned in Chapter 1 is the technique based on time-dependent variational principle with tree tensor network states (TDVP-TTNS) [45, 46]. This approach employs tree tensor network states (TTNS) to represent a wavefunction comprising both a multipartite system and its multiple environments. It then uses the time-dependent variational principle (TDVP) to evolve it in time. TDVP-TTNS has been successfully applied to model the singlet fision in a DP-Mes molecule, and non-Markovian dynamics of polaritons in organic molecules strongly coupled to light. A useful illustration of the capacity of this method is provided by Ref. [46], who were able to simulate up to 16 molecules, with two electronic states and $O\left(10^{2}\right)$ vibrational modes in each molecule. Another technique proposed shortly after TEMPO relies on a decomposition of QUAPI into a transfer MPO network, with truncations taking place along both spatial and temporal axes [319]. In Ref. [319], this technique was used to study quantum annealing of a transverse field Ising spin chain up to 64 sites, with each spin coupled to a harmonic bath. Despite its likeness to TEMPO, the tensor network decomposition in Ref. [319] was derived specifically for spin- $1 / 2$ transverse field Ising Hamiltonian, and is difficult to generalize beyond it. We expect that a TEMPObased algorithm will be far more versatile, and not restricted to any particular system.

We begin this chapter with a reformulation of TEMPO algorithm in terms of the
process tensor framework in Sec. 6.2. In Sec. 6.3 we present the Toblerone TEMPO algorithm, and in Sec. 6.4 we benchmark Toblerone TEMPO by comparing it to the exact solution of the many-body independent boson model as well as TEMPO results for a small transverse field Ising chain coupled a harmonic bath.

In this chapter, we present work that was performed in collaboration with Gerald Fux. The TEMPO Toblerone algorithm and code were developed by Dainius Kilda and Gerald Fux. All simulations were performed by Dainius Kilda. The text and interpretation presented here is my own original work.

### 6.2 TEMPO in the process tensor framework

Before delving into the full many body problem, we revisit TEMPO and rewrite it in a more convenient and efficient representation, by exploiting the underlying symmetries of the TEMPO network. Our discussion here builds on the ideas of Jørgensen and Pollock [320] who identified an alternative form of TEMPO, motivated by the process tensor framework for describing general non-Markovian quantum processes [321]. We will discuss the connection between TEMPO and the process tensor later in the section. The representation that we introduce here will form the basis of the Toblerone TEMPO algorithm for time evolution of one-dimensional lattice systems in Sec. 6.3.

### 6.2.1 Rearranging the TEMPO network

The main idea is that the tensor network decomposition of the influence functional in Chapter 5 is not unique. Figure 6.1(a) shows the original TEMPO tensor network for $N=5$ timesteps, with bath influence tensors $b_{k}$ each corresponding to an instant $k$ timesteps ago from the present. It contains a set of free indices $\mu_{1,2,3,4,5}$ attached to bath influence tensors at the top of the network, encoding memory effects at different timesteps. The indices $\mu_{1,2,3,4,5}$ thus represent a time-nonlocal open boundary. As one can infer from Eqs. (5.28)-(5.31) describing MPO propagator of the ADT, some physical and bond indices in this network are connected only via Kronecker deltas. These indices are constrained to be equal along lines of the same colour shown in Fig. 6.1(a), each colour corresponding to a different set of Kronecker deltas. This symmetry implies that one is free to move the Kronecker deltas connecting identically-coloured legs along these lines, without changing the result of contracting the entire network. Therefore, we can shift the free indices $\mu_{1,2,3,4,5}$ to any tensor connected to a leg of a matching colour. We choose to move $\mu_{1,2,3,4,5}$ to the timelocal bath influence tensors $b_{0}$, such that they form a time-local boundary instead. This leads to a new TEMPO network in Fig. 6.1(b), which is equivalent to the original one in Fig. 6.1(a).

To understand the index-shifting operation more clearly, let us consider an example with a simple contraction $M_{j, \alpha, \beta}=C_{l} B_{i, \beta}^{l} A_{j, \alpha}^{i}$ of tensors $C_{l}, B_{i, \beta}^{l}=\delta_{i}^{l} b_{i, \beta}$, and $A_{j, \alpha}^{i}=\delta_{j}^{i} a_{\alpha}^{i}$. The indices in this contraction are constrained to be equal by Kronecker deltas along the symmetry line in green, displayed in Fig. 6.2(a-c). Therefore, the result of contraction $M_{j, \alpha, \beta}$ is invariant with respect to the shifts of Kronecker deltas connecting the green legs along this line. For example, moving



Figure 6.1: TEMPO tensor network for $N=5$ timesteps. (a) The original TEMPO where the free indices $\mu_{1,2,3,4,5}$ represent a time non-local boundary; (b) TEMPO network with $\mu_{1,2,3,4,5}$ forming a time-local boundary; (c) TEMPO network with redefined influence functions Eq. (6.6). The system propagators $V(\delta t)$ are separated from bath influence tensors and attached to the time-local boundary. The blue circles are bath influence tensors $b_{k}$, the orange balls are bath influence tensors $b_{1}$ with system propagators incorporated, and the orange squares represent the system propagators $V(\delta t)$. The indices in each of these TEMPO networks are constrained to be equal along lines of the same colour. Each colour corresponds to a different set of Kronecker deltas.


Figure 6.2: (a) Tensor contraction $M_{j, \alpha, \beta}=C_{l} B_{i, \beta}^{l} A_{j, \alpha}^{i}$ of $C_{l}, B_{i, \beta}^{l}=\delta_{i}^{l} b_{i, \beta}$, and $A_{j, \alpha}^{i}=$ $\delta_{j}^{i} a_{\alpha}^{i}$. The result of contraction $M_{j, \alpha, \beta}$ remains the same if the index $j$ is shifted along the green symmetry line (b) from $A$ to $B$ or (c) from $A$ to $C$. (d) Tensor contraction $N_{j, \alpha, \beta}=A_{i, \alpha} B_{j, \beta}^{i}$ of $A_{i, \alpha}$ and $B_{j, \beta}^{i}=b_{\beta} \delta_{\beta}^{i} \delta_{\beta, j}$. To contract $A$ and $B$, we can proceed as follows: (e) remove Kronecker delta $\delta_{\beta, j}$ carrying the index $j$, (f) contract $A$ and $\tilde{B}_{\beta}^{i}=b_{\beta} \delta_{\beta}^{i}$, and (g) multiply by $\delta_{\beta, j}$ to restore the index $j$.
the index $j$ from $A$ to $B$ :

$$
\begin{equation*}
M_{j, \alpha, \beta}=C_{l} B_{i, \beta}^{l} A_{j, \alpha}^{i}=C_{l}\left[\delta_{i}^{l} b_{i, \beta}\right]\left[\delta_{j}^{i} a_{\alpha}^{i}\right]=C_{l}\left[\delta_{i}^{j} \delta_{i}^{l} b_{i, \beta}\right] a_{\alpha}^{i}=C_{l} \tilde{B}_{i, \beta}^{l, j} a_{\alpha}^{i} \tag{6.1}
\end{equation*}
$$

or from $A$ to $C$ :

$$
\begin{equation*}
M_{j, \alpha, \beta}=\left[\delta_{i}^{j} C_{l}\right]\left[\delta_{i}^{l} b_{i, \beta}\right] a_{\alpha}^{i}=\left[\delta_{l}^{j} C_{l}\right]\left[\delta_{i}^{l} b_{i, \beta}\right] a_{\alpha}^{i}=\tilde{C}_{l}^{j} B_{i, \beta}^{l} a_{\alpha}^{i} \tag{6.2}
\end{equation*}
$$

leaves the final result $M_{j, \alpha, \beta}$ unchanged, as shown in Fig. 6.2 (a-c). The exact same principle underpins the shifting of $\mu_{1,2,3,4,5}$ indices in TEMPO network in Fig. 6.1(a).

The same symmetry can also help us to simplify some tensor contractions. We will illustrate this by considering another example. Fig. $6.2(\mathrm{~d}-\mathrm{g})$ shows the contraction of two tensors $A_{i, \alpha}$ and $B_{j, \beta}^{i}=b_{\beta} \delta_{\beta}^{i} \delta_{\beta, j}$, where the tensor $B$ has more than one Kronecker delta of the same colour. As seen from the associativity in

$$
\begin{equation*}
N_{j, \alpha, \beta}=A_{i, \alpha} B_{j, \beta}^{i}=A_{i, \alpha}\left[b_{\beta} \delta_{\beta}^{i} \delta_{\beta, j}\right]=\left[A_{i, \alpha} b_{\beta} \delta_{\beta}^{i}\right] \delta_{\beta, j} \tag{6.3}
\end{equation*}
$$

the contraction result $N_{j, \alpha, \beta}$ is then invariant whether we contract $A$ and $B$ immediately, or contract $A$ and $b$ first, and subsequently multiply the result with $\delta_{\beta, j}$. Thus instead of performing the contraction of $A$ and $B$ directly in Fig. 6.2(d), one may first remove the Kronecker delta carrying the green free index $j$ (Fig. 6.2(e)), contract $A$ and $\tilde{B}_{\beta}^{i}=b_{\beta} \delta_{\beta}^{i}$ (Fig. 6.2 (f)), and finally multiply the result by $\delta_{\beta, j}$ (Fig. 6.2(g)). This example can be easily extended to the tensor network in Fig. 6.1; for tensors that carry more than one Kronecker delta of the same colour, the associativity allows us to remove and restore the symmetry-constrained free indices
without affecting the contraction result. We will exploit this property later in the section.

For later convenience, in Fig. 6.1(a) we have also separated the propagator Eq. (5.32) for the first timestep $n=1$ into a $b_{0}$ tensor given by Eq. (5.30) and a system propagator $e^{\delta t \mathcal{L}_{S}}$ :

$$
\begin{equation*}
B^{j_{1}, j_{0}}=\left[b_{0}\right]_{\alpha}^{j_{1}}\left[e^{\delta t \mathcal{L}_{S}}\right]^{\alpha, j_{0}} \quad \text { for } n=1 \tag{6.4}
\end{equation*}
$$

Crucially, the new representation with a time-local boundary in Fig. 6.1(b) also offers a convenient way to separate the system propagation from bath influence tensors at all other timesteps $n>1$. To this end, we first redefine the influence functions in Eq. 5.16) by taking $I_{1}\left(j, j^{\prime}\right) \rightarrow I_{1}\left(j, j^{\prime}\right)[V(\delta t)]_{j^{\prime}}^{j}$ where

$$
\begin{equation*}
V(\delta t)=e^{\delta t \mathcal{L}_{S}} \tag{6.5}
\end{equation*}
$$

is the system propagator, with the system Liouvillian $\mathcal{L}_{S}$ and timestep $\delta t$. Hence, the new definition of influence functions $I_{k}\left(j, j^{\prime}\right)$ is

$$
\begin{equation*}
I_{k}\left(j, j^{\prime}\right)=e^{\phi_{k}\left(j, j^{\prime}\right)} \quad \text { for all } k \tag{6.6}
\end{equation*}
$$

where each $I_{k}\left(j, j^{\prime}\right)$ is a time-nonlocal entity that connects the time evolution of the amplitude of state $j$ to the amplitude of state $j^{\prime}$, a number $k$ of timesteps ago. As before, the influence phase $\phi_{k}\left(j, j^{\prime}\right)$ is given by Eq. (5.12) with Makri coefficients Eq. (5.13). Let us consider a generic fragment of TEMPO network in Fig. 6.1(b), displayed in Fig. 6.3(a), which can be written as

$$
\begin{align*}
& {\left[b_{0}\right]_{\beta_{1}, \mu_{n-1}}^{i_{n-1}}\left[b_{1}\right]_{\alpha_{2}, i_{n-1}}^{\alpha_{1}, n_{n-1}}\left[b_{0}\right]_{\alpha_{1}, \mu_{n}}^{j_{n}}} \\
& \quad=\left[\delta_{\mu_{n-1}-1}^{i_{n-1}} \delta_{\beta_{1}}^{i_{n-1}} I_{0}\left(i_{n-1}, i_{n-1}\right)\right]\left[\delta_{\alpha_{2}}^{\alpha_{1}} \delta_{i_{n-1}}^{j_{n-1}} I_{1}\left(\alpha_{1}, i_{n-1}\right)[V(\delta t)]_{i_{n-1}}^{\alpha_{1}}\right]\left[\delta_{\alpha_{1}}^{j_{n}} j_{\mu_{n}}^{j_{n}} I_{0}\left(j_{n}, j_{n}\right)\right] \tag{6.7}
\end{align*}
$$

By inserting the following identity resolution into Eq. (6.7), with the new index $r_{n}$ running from 1 to $d^{2}$,

$$
\begin{equation*}
[V(\delta t)]_{i_{n-1}}^{\alpha_{1}}=\delta_{r_{n}}^{\alpha_{1}}[V(\delta t)]_{i_{n-1}}^{r_{n}} \tag{6.8}
\end{equation*}
$$

we obtain a rearranged expression for the same fragment, with the system propagator explicitly moved outside of the bath influence tensors:

$$
\begin{array}{r}
{\left[\delta_{\mu_{n-1}}^{i_{n-1}} \delta_{\beta_{1}}^{i_{n-1}} I_{0}\left(i_{n-1}, i_{n-1}\right)\right]\left[\delta_{\alpha_{2}}^{\alpha_{1}} \delta_{i_{n-1}}^{j_{n-1}} I_{1}\left(\alpha_{1}, i_{n-1}\right)[V(\delta t)]_{r_{n}}^{\mu_{n-1}}\right]\left[\delta_{\alpha_{1}}^{j_{n}} \delta_{\mu_{n}}^{j_{n}} \delta_{\alpha_{1}}^{r_{n}} I_{0}\left(j_{n}, j_{n}\right)\right]} \\
=\left[b_{0}\right]_{\beta_{1}, \mu_{n-1}}^{i_{n-1}}[V(\delta t)]_{r_{n}}^{\mu_{n-1}}\left[b_{1}\right]_{\alpha_{2}, i_{n-1}}^{\alpha_{1}, i_{n-1}}\left[b_{0}\right]_{\alpha_{1}, \mu_{n}}^{j_{n}, r_{n}} \tag{6.9}
\end{array}
$$

Fig. 6.3(b) shows the diagrammatic representation of Eq. (6.9). Repeating the same procedure in Fig. 6.3 for every such fragment in Fig. 6.1(b) transforms the TEMPO network in Fig. 6.1(b) into the one displayed in Fig. 6.1(c). Here, the bath influence tensors and the system propagators $[V(\delta t)]_{j^{\prime}}^{j}$ are represented by blue circles and orange squares respectively. An important consequence of this rearrangement is the ability to manipulate the system and bath tensors independently, which will


Figure 6.3: Diagrammatic representation of Eqs. (6.7), 6.9), separating the system propagator $V(\delta t)$ from the bath influence tensor $b_{1}$. (a) Configuration with $V(\delta t)$ contained in $b_{1}$, given by Eq. (6.7); (b) Configuration with $V(\delta t)$ moved outside of $b_{1}$, with a new index $r_{n}$, given by Eq. (6.9).
prove highly advantageous later in this section. Overall, the bath influence tensors for each timestep $n$ in the new TEMPO network Fig. 6.1(c) are given by:

$$
\begin{gather*}
\begin{cases}{\left[b_{k, n}\right]_{\alpha^{\prime}, i}^{\alpha, j}=\delta_{\alpha^{\prime}}^{\alpha} \delta_{i}^{j} I_{k}(\alpha, j)} & 1<n<N \\
{\left[b_{k, n}\right]_{\alpha^{\prime}, i}^{\alpha}=\delta_{\alpha^{\prime}}^{\alpha} I_{k}(\alpha, i)} & n=N\end{cases}  \tag{6.10}\\
\begin{cases}{\left[b_{0, n}\right]_{r}^{\mu, j}=\delta_{r}^{j} \delta_{r}^{\mu} I_{0}(j, j)} & n=1 \\
{\left[b_{0, n}\right]_{\alpha^{\prime}, r}^{\mu, j}=\delta_{\alpha^{\prime}}^{j} \delta_{r}^{j} \delta_{r}^{\mu} I_{0}(j, j)} & 1<n<N \\
{\left[b_{0, n}\right]_{\alpha^{\prime}, r}^{\mu}=\delta_{\alpha^{\prime}}^{\mu} \delta_{r}^{\mu} I_{0}(\mu, \mu)} & n=N\end{cases}  \tag{6.11}\\
\left\{\begin{array}{lll}
{\left[b_{n-1, n}\right]_{i}^{\alpha, j}=\delta_{i}^{j} I_{n-1}(\alpha, j)} & 1<n<N \\
{\left[b_{n-1, n}\right]_{i}^{\alpha}=I_{n-1}(\alpha, i)} & n=N
\end{array}\right. \tag{6.12}
\end{gather*}
$$

with influence functions defined in Eq. (6.6).
For simplicity, we have only displayed the 'grow' phase of TEMPO in the diagrams presented so far. Extending the same arguments to include the 'propagate' phase is conceptually straightforward: one can always pad the 'propagate' phase network in Fig. 5.2 (c, d) with identity influence tensors Eq. (5.33) to obtain an equivalent tensor network that has a full triangular shape of the 'grow' phase. It is then easy to apply the mathematical operations described in this section to a network that contains both 'grow' and 'propagate' parts.

### 6.2.2 The process tensor approach

The alternative tensor decomposition of the influence functional in the previous subsection allows us to make a connection between TEMPO and the recently proposed process tensor framework [320, 321]. We briefly describe this framework here. Let us consider time evolution of the total system $S+B$ governed by Liouvillian $\mathcal{L}=\mathcal{L}_{S}+\mathcal{L}_{B}$. As before, the Liouvillian $\mathcal{L}_{S}$ generates dynamics of the bare system $S$, while $\mathcal{L}_{B}$ includes the Hamiltonian of the bath $B$ and the system-bath interaction. We make the same assumptions as we did in Chapter 5, including the
separable initial state $\rho(0) \rho_{B}(0)$, with the density operators $\rho$ and $\rho_{B}$ of the system $S$ and the bath $B$ respectively. In addition to the usual ingredients familiar from previous chapters, here we study a more general quantum process that involves a set of controlled interventions $\left\{\mathcal{A}_{n}\right\}$ acting on the system at discrete times $\{0, \delta t, 2 \delta t, \ldots,(N-1) \delta t\}$ during the propagation with timestep $\delta t$. A controlled intervention $\mathcal{A}_{n}$ is generally a superoperator that, in a real experiment, could correspond to a measurement, a perturbation, a unitary gate, and various other transformations. Often $\mathcal{A}_{n}$ represents the action of a system operator at some specified time $t_{n}=n \delta t$. The inclusion of intermediate transformations is particularly useful for computing dynamical quantities, such as multi-time correlation functions and spectra. In the absence of any intervention at timestep $n$, one can treat $\mathcal{A}_{n}$ as an identity superoperator $\mathcal{A}_{n}=I$. Formally, one can write the discrete dynamics of the reduced system density matrix $\rho_{S}(t)$ until the final time $t=N \delta t$ after $N$ timesteps as follows:

$$
\begin{equation*}
\rho(t)=\operatorname{Tr}_{B}\left(e^{\mathcal{L} \delta t} \mathcal{A}_{N-1} e^{\mathcal{L} \delta t} \mathcal{A}_{N-2} \ldots e^{\mathcal{L} \delta t} \mathcal{A}_{1} e^{\mathcal{L} \delta t} \mathcal{A}_{0} \rho(0) \rho_{B}(0)\right) \tag{6.13}
\end{equation*}
$$

In practice, we typically separate the system and bath propagation using Trotter decomposition with a small timestep $\delta t$. As before, for ease of exposition we present our arguments using the first order Trotter splitting, but the ideas described here are easily extendable to higher order decompositions:

$$
\begin{equation*}
e^{\mathcal{L} \delta t}=W(\delta t) V(\delta t)+O\left(\delta t^{2}\right) \tag{6.14}
\end{equation*}
$$

with $V(\delta t)=e^{\mathcal{L}_{S} \delta t}$ and $W(\delta t)=e^{\mathcal{L}_{B} \delta t}$.
Figure 6.4 summarizes the basic idea of the process tensor approach: it shows how a quantum process with interventions in Eq. (6.13) can be expressed as an MPS-like tensor decomposition, where system, bath and controlled intervention superoperators are represented by tensors. The reader may notice that TEMPO with time-local boundary described in the last subsection already has the causal structure of the process tensor. The process tensor in Fig. 6.4 separates controlled interventions (black), free system dynamics (orange), and influence of the uncontrolled environment (blue), implying that the system and environment propagators can be computed independently. Such structure contrasts with the original TEMPO algorithm presented in Chapter 5 where system propagators were incorporated in bath influence tensors $b_{1}$. It will prove to be of critical importance to the many body extension of TEMPO later in this chapter.
Here we formulate TEMPO algorithm in a more general representation based explicitly on the process tensor. In the presence of interventions $\left\{\mathcal{A}_{n}\right\}$ at intermediate times, TEMPO network in Fig. 6.1(c) remains largely the same - except the system propagators $V(\delta t)$ are straightforwardly replaced by:

$$
\begin{equation*}
V(\delta t) \rightarrow \mathcal{A}_{n} V(\delta t) \tag{6.15}
\end{equation*}
$$

at each timestep $n$. The resulting tensor network is displayed graphically in Fig. 6.5, where bath influence tensors, system propagators, and controlled interventions are depicted by blue circles, orange squares, and black squares respectively.


Figure 6.4: The basic idea of the process tensor formulation. A general quantum process is expressed as an MPS-like decomposition into tensors representing the free system dynamics with propagator $V(\delta t)=e^{\mathcal{L}_{S} \delta t}$ (orange), the influence of an uncontrolled environment with propagator $W(\delta t)=e^{\mathcal{L}_{B} \delta t}$ (blue), and controlled interventions $\left\{\mathcal{A}_{n}\right\}$ (black). The process starts from the initial total system $S+B$ density operator $\rho_{\text {tot }}(0)$ and propagates forward in time along the arrows.


Figure 6.5: TEMPO in the process tensor framework, for $N=5$ timesteps. The blue circles are bath influence tensors $b_{k}$, the orange squares are system propagators $V(\delta t)$, and the black squares are controlled interventions $\left\{\mathcal{A}_{n}\right\}$.

To find the time-evolved density matrix $\rho(t)$ of the sytem, we will first contract the bath influence tensors in Fig. 6.6(a), independently from the system tensors and interventions. Before contraction, we cast the network in a more convenient MPSMPO form by exploiting the property described in Fig. $6.2(\mathrm{~d}-\mathrm{g})$, and temporarily removing the Kronecker delta indices marked in red. We then proceed by defining a boundary MPS marked by the red box in Fig. 6.6(b), and contracting it with an MPO defined as a column of influence tensors (green box in Fig. 6.6(b)). As Figs. 6.6(b-d) show, we continue to contract the TEMPO network in an iterative column-by-column fashion, multiplying the boundary MPS with the next column MPO in every iteration. To multiply MPS with an MPO, we employ the same protocol as we did in the original TEMPO in Chapter 5 based on the zip-up algorithm by Stoudenmire and White [201] and use SVDs to truncate the bonds to a required precision $\lambda_{c}$. This order of contractions means that the causal influence of each free leg of the time-local boundary is sequentially incorporated into the boundary MPS. The final result is the bath influence MPS displayed in Fig. 6.6(d). After contraction, we restore the red Kronecker delta legs in Fig. 6.6(e). We note in passing





(e)

Figure 6.6: Diagrammatic contraction of bath influence tensors in Fig. 6.5, using the following steps: (a) Remove Kronecker deltas carrying the legs in red to obtain a convenient MPS/MPO representation. Contract the boundary MPS (red) with: (b) the first MPO (green); (c) the second MPO (green). Continue the iterative MPS-MPO multiplication until (d) the entire TEMPO network has been contracted into the boundary MPS. (e) Restore Kronecker deltas carrying the legs in red. The resulting object is the bath influence MPS.
that it is possible to utilize the Kronecker delta symmetries further by incorporating them in tensor contractions and singular value decompositions, to optimize the MPS-MPO multiplication in Fig. 6.6(b). This topic, however, is beyond the scope of our discussion here.

In effect, we have reduced the full TEMPO network in Fig. 6.5 to the one Fig. 6.7(a), which mimics the process tensor structure in Fig. 6.4. Contracting Fig. 6.7 (a) is straightforward, and for a TEMPO network containing $N$ timesteps it yields the reduced density matrix $\rho(t)$ propagated until the final time $t=N \delta t$. The accuracy of the bath influence MPS representation determines the accuracy of $\rho(t)$, and is set by the $\lambda_{c}$ convergence parameter. Conveniently, we may also extract $\rho(t)$ at earlier times $t_{n}$ for any timestep $n<N$ by exploiting the fact that

$$
\begin{align*}
& \rho(t)= \operatorname{Tr}_{B}([W(\delta t) V(\delta t) \\
&\left.\left.\mathcal{A}_{n-1}\right]^{n} \rho(0) \rho_{B}(0)\right)  \tag{6.16}\\
&=\operatorname{Tr}_{B}\left([W(\delta t)]^{N-n}\left[W(\delta t) V(\delta t) \mathcal{A}_{n-1}\right]^{n} \rho(0) \rho_{B}(0)\right)
\end{align*}
$$

The second equality corresponds to the tensor network in Fig. 6.7(b): to extract $\rho(t)$ at timestep $n<N$, we apply the system propagators and interventions for the first $n$ steps only, and simply trace over the remaining $N-n$ bath influence tensors. This leaves us with a single free leg at $n$ 'th timestep and a 'cap' of traced bath tensors extending above it, indicated by the purple box in Fig. 6.7(b) and a


Figure 6.7: (a) Process tensor TEMPO network for $N=5$ timesteps from Fig. 6.5 after contracting its bath influence tensors into the bath influence MPS in Fig. 6.6. (b,c) To extract $\rho(t)$ at earlier timesteps $n<N$, we trace out the bath influence tensors above the timestep $n$ and contract them into a cap (the purple box and the purple square). The green box indicates a single timestep $n$ of TEMPO propagation that consists of a bath influence MPS tensor, the system propagator $V(\delta t)$, and the control tensor $\mathcal{A}_{n}$ applied during that timestep. The orange box indicates the first system propagator $V(\delta t)$, applied at the start of propagation. (d) The augmented density matrix object with two indices: $i$ is the Liouville space index, and $\sigma$ is the ancilla due to the system-bath interaction.
purple square in Fig. 6.7(c). Contracting the tensor network in Fig. 6.7(c) thus yields a time-evolved reduced density matrix $\rho(t)$ at time $t_{n}$. The ability to extract the system state at intermediate timesteps is particularly useful as it avoids the need to contract the full network in Fig. 6.5 from scratch for every single value of $n$. Instead, we can treat the problem as a sequential propagation in time from timestep $n=1$ to $n=N$, where a single-step propagator is indicated by the green box in Fig. 6.7.

As seen in Fig. 6.7, each propagation step $n<N$ results in an object with two legs in Fig. 6.7 (d). We call this object an 'augmented density matrix' $\mathrm{P}(t)$ to distinguish it from the density matrix $\rho(t)$ of the system. The leg $i$ is a physical index corresponding to the Liouville space of the reduced system, and has a dimension of $d^{2}$. The other leg $\sigma$ is an ancilla arising due to the system-bath interaction. It corresponds to the bond index connecting timesteps $n$ and $n+1$ of bath influence MPS, with the bond dimension of $D_{B}$. To recover the actual time-evolved density matrix $\rho(t)$ after the $n$ 'th step, all that one needs to do is apply an appropriate 'cap' to the augmented density matrix $\mathrm{P}(t)$, which removes the ancillary bath influence index.

Before concluding this section, we test the process tensor TEMPO algorithm described in this chapter against the standard TEMPO introduced in Chapter 5.


Figure 6.8: The $\left\langle\sigma^{z}(t)\right\rangle$ dynamics of the spin-1/2 SBM with (a) Subohmic ( $\nu=1 / 2$ ), (b) Ohmic $(\nu=1)$, (c) Superohmic $(\nu=2)$ spectral densities. Each panel shows results for $\alpha=0.02,0.05,0.10,0.20$. The figure compares process tensor TEMPO (solid lines, labelled as Process TEMPO in the legend) and standard TEMPO (dashed lines) results. We used timestep size $\delta t=0.1 / \Omega$, and SVD precision $\lambda_{c}=10^{-8}$. Other parameters are: $\omega_{c}=5 \Omega, T=0, \Omega=1$, and $\epsilon=0$. No finite memory cutoff was used.

To this end, we use both approaches to simulate the unbiased spin- $1 / 2$ spin boson model (SBM) given by Eq. 1.100 with $\epsilon=0$. We consider a bath at $T=0$ described by the spectral density in Eq. (1.102). In Fig. 6.8(a,b,c) we plot the $\left\langle\sigma^{z}(t)\right\rangle$ dynamics for Subohmic $(\nu=1 / 2)$, Ohmic $(\nu=1)$ and Superohmic $(\nu=2)$ spectral densities respectively, as well as for different system-bath coupling strengths $\alpha=0.02,0.05,0.10,0.20$. In all simulations, we have taken 300 timesteps without using the finite memory cutoff $K$, effectively meaning $K=300$. In Fig. 6.8 we observe a perfect match between the two approaches, confirming that process tensor TEMPO indeed reproduces the same results as standard TEMPO.

### 6.3 Toblerone TEMPO algorithm

After introducing the process tensor formulation of TEMPO, we are now in the position to extend the TEMPO algorithm to many body lattice systems. In the last section, we have dealt with system propagators that were simple matrices $[V(\delta t)]_{j^{\prime}}^{j}$ with two, incoming and outgoing physical indices. Let us consider a different sce-



Figure 6.9: (a) The process tensor TEMPO network from Fig. 6.5 (with interventions set to $\mathcal{A}_{n}=I$ for all $n$ ). (b) A chain of $M=5$ non-interacting systems coupled to their respective environments. Time evolution of each individual site is represented by a TEMPO network of triangular geometry. (c) When individual sites interact and form a many-body system, the individual TEMPO triangles become connected on their diagonals and form a Toblerone tensor network. The blue, orange, and red colours correspond to bath influence tensors, system propagators, and the reduced system density matrix respectively. The red connected circles form an MPS representing the vectorized density matrix of the reduced system.
nario concerning an $M$-site chain of subsystems that do not interact with each other, all of them coupled to their respective environments. Throughout this chapter, we will consider the environments of different sites to be independent. We can represent the time evolution of each site by a TEMPO network with the usual triangular geometry, as shown in Fig. 6.9(b). For simplicity, here we will set controlled interventions to identity $\mathcal{A}_{n}=I$ for all $n$.

If we switch on an interaction between the subsystems located at different sites of the chain, these individual sites become coupled with each other and form a one-dimensional many body lattice system. It is clear that a brute-force calculation of the whole system dynamics will scale exponentially with the number of sites $M$. To treat the many body correlations efficiently, we will adapt the MPS/MPO techniques introduced in Chapter 2. We represent the collective vectorized density operator spanning the entire lattice by an MPS along the spatial axis (red circles in Fig. 6.9(c)), whose bond indices correspond to the entanglement between different sites. The physical indices describe the local Liouville space of a each site, and run
from 1 to $d^{2}$, for a Hilbert space dimension $d$ of each individual site. Likewise, the time evolution of different sites can no longer be described independently from each other. The system propagators $[V(\delta t)]_{j^{\prime}}^{j}$ are thus replaced by an MPO propagator that consists of rank- 4 tensors acting on each site of the lattice. The local legs of a rank-4 tensor correspond to the incoming and outgoing Liouville space indices (running from 1 to $d^{2}$ ), whereas the bond indices arise due to the intersite coupling terms in the system Hamiltonian. Overall, the presence of intersite couplings means that the individual triangular TEMPO networks in Fig. 6.9(b) now become connected on their diagonals into a lattice. This connectivity gives rise to a 3D Toblerone-shaped tensor network, illustrated diagrammatically in Fig. 6.9(c).

Finding a time-evolved density matrix MPS of a 1D lattice thus amounts to the arduous task of contracting the entire Toblerone network in Fig. 6.9(c). At first sight, such a 3D contraction may appear extremely challenging and computationally expensive. Fortunately, in the process tensor formulation of TEMPO we may first contract the bath influence tensors on each site independently from the system MPOs. Therefore, we perform the contraction shown in Fig. 6.6 for TEMPO triangles on every lattice site. This procedure flattens all the triangles of the Toblerone network into a new structure displayed in Fig. 6.10(a), which is a standard MPS-MPO tensor network with local bath influence tensors sandwiched between the consecutive MPOs. Since the influence tensors are independent on different sites, the computational cost of this step is exactly the same as that of the process tensor TEMPO in Sec. 6.2 for a single-site system. The independence of the influence tensors also allows us calculate the 'caps' for each site individually, using the strategy explained in Sec. 6.2 .2 and Fig. 6.7. Given a Toblerone TEMPO network containing $N$ timesteps, we can therefore extract the evolved MPS for any intermediate timestep $n<N$ simply by applying a 'cap' of traced bath tensors at each site, as shown in Fig. 6.10(b,c). Contracting the tensor network in Fig. 6.10(c) thus yields the lattice MPS at any intermediate time $t_{n}$. Similarly to Sec. 6.2.2, by using 'caps' one avoids a need to contract the huge Toblerone network in Fig. 6.9.(c) from scratch for every single $n$. Instead, we can treat the problem as a sequential propagation in time from timestep $n=1$ to $n=N$, where the propagator evolving the lattice by a single step is indicated by the green box in Fig. 6.10. We note that the above approach would have been impossible using the original TEMPO representation of Chapter 5 where the system tensors were incorporated in the bath tensors $b_{1}$, and so the influence tensors on different sites were not independent. In the case of a 1D lattice, it would have inevitably required dealing with cumbersome $b_{1}$ tensors of rank- 6 due to the two additional MPO bond indices, leading to a much higher computational cost and a far more complicated contraction algorithm. Moreover, we would have to compute the full contraction of the Toblerone network in Fig. 6.9(c) for every single timestep $n$, due to the inability to use the 'cap' strategy.

A great conceptual advantage of the above method is that it maps the seemingly esoteric problem of contracting the 3D Toblerone tensor network in Fig. 6.9(c) onto a variant of MPS-MPO time evolution, whose general algorithmic principles are familiar from the many body simulations [38]. In our work, we will be primarily interested in systems with the nearest-neighbour spatial interactions. In such a setting, one can replace MPO propagators in Fig. 6.10 by a set of two-body gates,


Figure 6.10: (a) The flattened Toblerone tensor network from Fig. 6.9(c) after contracting each TEMPO triangle into a bath influence MPS as shown in Fig. 6.6. The tensor network displayed is for $N=5$ timesteps and $M=5$ lattice sites. The orange box contains the first system MPO propagator $V(\delta t)$, applied to the initial MPS at the start of propagation. The cyan box indicates the first full timestep $n=1$ that consists of bath influence MPS tensors acting on each site locally, and the system MPO propagator $V(\delta t)$ acting on all lattice sites. The first set of bath influence tensors acts on an MPS without ancilla space, and transforms it into an augmented MPS, as shown in Fig. 6.11(b,c). The green box indicates a single general timestep $n>1$ of TEMPO propagation, which is exactly the same as the first full timestep in the cyan box, except the bath influence tensors now act on the augmented MPS with ancilla indices. (b,c) To extract $\rho(t)$ at earlier timesteps $n<N$, we trace out bath influence tensors above the timestep $n$ and contract them into a cap (the purple box and the purple square).
as shown in Fig. 6.11(a). This simplifies the Toblerone TEMPO propagation to a modified version of the two-body-gate TEBD algorithm introduced in Sec. 2.2.3. In fact, it also makes Toblerone TEMPO algorithm easily extendable to infinite lattices, as one can simply use an infinite MPS representation and apply iTEBD algorithm of Sec. $2 \cdot 2.3$.

Let us now discuss the steps of time evolution in more detail. We start with some initial vectorized density matrix of an $M$-site lattice represented as an MPS in Vidal form (i.e. with diagonal $\Lambda$-matrices kept explictly on each bond) in Fig. 6.11(b) and propagate it forward by the first set of the system TEBD gates contained in the orange box in Fig. 6.10, using the steps of TEBD algorithm in Sec. [2.2.3.

We next apply the first full timestep $n=1$ by contracting MPS with the contents of the cyan box in Fig. 6.10. Contracting MPS with the first set of bath influence propagators transforms it into a new object with two local indices on each site, as shown in Fig. 6.11(b,c). This object is a generalization of the augmented density


Figure 6.11: (a) For Hamiltonians with the nearest-neighbour spatial interactions, the MPO propagator $V(\delta t)$ may be replaced by a set of two-body gates $v_{\text {odd }}(\delta t)$ and $v_{\text {even }}(\delta t)$ acting on odd and even bonds respectively. For simplicity, the illustration here is for the first order Trotter splitting, but the same arguments are easily extendable to the higher order decompositions. (b) Contracting the vectorized density matrix MPS with the first set of bath influence propagators transforms it into the augmented MPS with two local indices on each site: $i_{m}$ is the physical Liouville space index, and $\sigma_{m}$ is the ancilla due to the system-bath interaction. (c) The augmented MPS with $M=5$ sites in Vidal form with $\Gamma^{[m]}$ site tensors (red circles) and $\Lambda^{[m]}$ bond tensors (black circles), as described in Sec. 2.2.3.
matrix $\mathrm{P}(t)$, described in previous section, to a lattice with $M$ sites. We call it an 'augmented MPS' to distinguish it from the MPS representing the vectorized manybody density matrix $\rho(t)$. As before, the leg $i_{m}$ is a physical index corresponding to the local Liouville space of site $m$, and has a dimension of $d^{2}$. Meanwhile, $\sigma_{m}$ is an ancillary index of site $m$, corresponding to the bond index connecting timesteps $n$ and $n+1$ of bath influence MPS, which has the bond dimension of $D_{B}$. As seen in Fig. 6.10, every step $n \leq N$ of time evolution propagates the augmented MPS object rather than the vectorized density matrix MPS itself. We subsequently multiply the augmented MPS by a set of two-body TEBD propagators along the physical indices $i_{m}$ at each site $m$. The augmented MPS is, again, updated using the steps of TEBD algorithm where the ancillary indices are treated as additional bond indices. To prevent the bond dimension from growing indefinitely, we truncate it using SVD either by keeping the $\chi$ largest singular values, or by discarding the singular values below some fixed cutoff $\epsilon_{c}$. An update by a single two-body propagator acting on a single bond is shown diagrammatically in Fig. $6.12(\mathrm{c}-\mathrm{g})$.

In general, to propagate the augmented MPS forward by a single timestep $n>1$, we contract it with the contents of the green box in Fig. 6.10. More specifically, we contract all sites with their local bath influence propagators, and apply a set of two-body system propagators from Fig. 6.11(a) using a TEBD-like update and SVD truncation along the spatial axis. The steps of this update are illustrated graphically in Fig. 6.12. We can extract the actual density matrix MPS from the augmented MPS after $n$ timesteps by applying a cap in the purple box in Fig. 6.10(b), which removes the ancillary indices and recovers the conventional MPS representation. Once the time-evolved vectorized density matrix MPS is available, we can use it to calculate observables as usual.

To summarize our discussion in this section, the Toblerone TEMPO algorithm




Figure 6.12: A TEBD-like update for the bond connecting sites $m, m+1$ of the augmented MPS. (a) The augmented MPS in Vidal form. To perform the update, we (b) contract with bath influence propagators (blue) using both the physical $i_{m}$ and ancilla $\sigma_{m}$ indices; (c) apply the two-body system propagator (orange) by contracting all tensors in the green box into a single $\theta$ tensor in (d); (e) decompose $\theta$ using SVD into the site tensors $X, Y$ and the bond tensor $\Lambda$ - like in TEBD, we truncate the bond size by keeping the $\chi$ largest singular values, or by discarding the singular values below some fixed cutoff $\epsilon_{c}$; (f) divide $X, Y$ by the outer bond tensors $\Lambda^{[m-1]}, \Lambda^{[m+1]} ;(\mathrm{g})$ this restores the original Vidal form of the augmented MPS with updated site tensors $\tilde{\Gamma}^{[m]}, \tilde{\Gamma}^{[m+1]}$ and the bond tensor $\tilde{\Lambda}^{[m]}$.
consists of two phases:

1. Contracting bath influence tensors to obtain bath influence MPS for each lattice site independently. This step truncates the information about nonMarkovian correlations along the temporal axis, to some fixed precision $\lambda_{c}$. The leading numerical cost is dominated by the SVDs and tensor contractions of MPS-MPO multiplication using the zip-up algorithm from Sec. 2.2.2. The cost for updating a single bond of bath influence MPS scales as $O\left(D_{B}^{3} d^{6}\right)$. Here, $D_{B}$ is the bond dimension of bath influence MPS required to maintain the precision $\lambda_{c}$ for the specific bond that we are updating. The dimension $d$ is the size of the local Hilbert space of a single lattice site.
2. Performing the TEBD-like time evolution that deals with the augmented MPS as its main object. The actual time-evolved density matrix MPS can be recovered after any timestep by applying a cap that removes the ancillary indices. This step truncates the information about many body correlations along the spatial axis, using either a fixed precision $\epsilon_{c}$ or a fixed bond dimension $\chi$. The naive implementation carries a numerical cost of $O\left(d^{6} D_{B}^{3} \chi^{3}\right)$ for updating a single bond of the augmented MPS, dominated by the SVDs of the TEBD-like update. The $\chi$ here is either a fixed bond dimension, or a bond dimension required to maintain the fixed precision $\epsilon_{c}$ for the specific bond that we are updating. For a step $n<N$ of time evolution, $D_{B}$ is the size of the bond connecting the sites of bath influence MPS corresponding to timesteps $n$ and $n+1$ (for $n=N$, we have $D_{B}=1$ as seen in Fig. 6.6).

Crucially, we can see that the numerical cost of time evolution in phase (2) depends heavily on the bond dimension $D_{B}$ of the bath influence MPS, and hence on the amount of non-Markovian correlations present. The efficiency of MPS compression in phase (1) thus strongly affects the speed and the feasibility of calculations in phase (2).

### 6.4 Toblerone simulation results

We next benchmark Toblerone TEMPO by comparing it to known results available from other methods. A natural starting point is to test Toblerone TEMPO against the standard TEMPO, introduced in Chapter 5, for small lattice systems in 1D. It is important to emphasize the difference in how the two approaches treat the system-bath interaction. The standard TEMPO considers a system with only one bath. In the case of a multipartite system, either all or some of the sites will be coupled to the same bath. Meanwhile, Toblerone TEMPO describes a system with multiple baths, where each site is coupled to its own independent bath. Therefore, to make a meaningful comparison between the two methods, one needs to consider a system of $M$ sites where only one site interacts with a bath, while the other $M-1$ sites are not coupled to any bath at all. In addition, since tensor dimensions in standard TEMPO scale exponentially with system size, our comparison will be restricted to small lattices.

We use standard TEMPO and Toblerone TEMPO to simulate the dynamics of a 1D spin chain with $M=3$ sites, described by the transverse-field Ising model where the middle site $l=2$ is in contact with a bosonic bath, while the other two sites $l=1,3$ are coupled to the middle site but do not interact with any external environment. The Hamiltonian is given by:

$$
\begin{equation*}
H=\sum_{l=1}^{M} H_{l}+J^{z} \sum_{l=1}^{M-1} \sigma_{l}^{z} \sigma_{l+1}^{z} \tag{6.17}
\end{equation*}
$$

Here, $\sigma_{l}^{x, z}$ are Pauli matrices, $J^{z}$ is the nearest-neighbour coupling between spins, and $H_{l}$ is the onsite Hamiltonian for site $l$ :

$$
H_{l}= \begin{cases}g \sigma_{l}^{x}+\frac{\sigma_{l}^{z}}{2} \sum_{k}\left(g_{k, l} a_{k, l}+g_{k, l}^{*} a_{k, l}^{\dagger}\right)+\sum_{k} \omega_{k, l} a_{k, l}^{\dagger} a_{k, l} & l=2  \tag{6.18}\\ g \sigma_{l}^{x} & l \neq 2\end{cases}
$$

where $g$ is the transverse magnetic field along the $x$ axis. Each bosonic mode $k$ has a frequency $\omega_{k}$ and the creation/annihilation operators $a_{k}^{\dagger}, a_{k}$. The bath modes couple to the system operator $\sigma^{z}$, and $g_{k}$ is the coupling strength of the $k^{\prime}$ th harmonic mode. We will work in units of $J^{z}=1$ throughout this section. Here we consider a harmonic bath characterized by the spectral density

$$
\begin{equation*}
J(\omega)=2 \alpha \omega^{\nu} \omega_{c}^{1-\nu} e^{-\omega / \omega_{c}} \tag{6.19}
\end{equation*}
$$



Figure 6.13: The $\left\langle\sigma^{z}(t)\right\rangle$ dynamics of the transverse field Ising model Eq. 6.17), (6.18) where the middle site is coupled to an Ohmic $(\nu=1)$ bath, for transverse fields (a) $g=1.0$, and (b) $g=2.0$. Each panel shows results for different system-bath couplings $\alpha=$ $0.02,0.05,0.10$. The figure compares Toblerone TEMPO (solid lines) and conventional TEMPO (dashed lines) results. TEMPO calculations used SVD precision $\lambda_{c}=10^{-7}$. Toblerone TEMPO calculations used the fourth-order Trotter decomposition for time evolution in Fig. 6.10, SVD precision $\epsilon_{c}=10^{-4}$ for truncations on the spatial axis in Fig. 6.12, and SVD precision $\lambda_{c}=10^{-8}$ for truncations on the temporal axis in Fig. 6.6. All calculations used timestep size $\delta t=0.2$. Other parameters are: $\omega_{c}=5, T=0$. Energies are given in units of $J^{z}=1$. No finite memory cutoff was used.
where $\alpha$ is the system-bath coupling strength, $\omega_{c}$ is the bath cutoff frequency, and $\nu$ sets the weight of contribution from low-energy modes to the system-bath interaction. In our example, we will focus on a bath with Ohmic spectral density $(\nu=1)$ and $T=0$. In Fig. 6.13(a,b) we display the $\left\langle\sigma^{z}(t)\right\rangle$ dynamics at the lattice site $l=2$ coupled to the bath, for transverse fields $g=1.0$ and $g=2.0$ respectively. In each case, we show the results for different system-bath couplings $\alpha=0.02,0.05,0.10$. In all simulations, we have taken 125 timesteps without using the finite memory cutoff $K$, effectively meaning $K=125$. We observe a perfect match between TEMPO and Toblerone TEMPO for all parameters, and throughout the entire range of dynamics. These results also illustrate that Toblerone TEMPO can be used for inhomogeneous problems where different sites are embedded in different environments.

Our second test problem is the exactly solvable many-body independent boson model (IBM). It is an extension of the independent boson model (IBM), introduced in Sec. 5.4 and Appendix. A.2, to many-body systems in 1D. More specifically, the many-body IBM describes a 1D chain of $M$ two-level systems that interact via




| - Toblerone, | - $=$ Exact, $\alpha=0.02$ |
| :--- | :--- |
| Toblerone, | - $=$ Exact, $\alpha=0.05$ |
| Toblerone, | - $=$ Exact, $\alpha=0.10$ |
| Toblerone, | - - Exact, $\alpha=0.20$ |

Figure 6.14: The $\left\langle\sigma^{x}(t)\right\rangle$ dynamics of the many-body IBM Eq. $\sqrt{6.20}$, ( 6.21$)$ where each site is coupled to a harmonic bath with (a) Subohmic $(\nu=1 / 2)$, (b) Ohmic $(\nu=1)$, (c) Superohmic $(\nu=2)$ spectral densities. Each panel shows results for different systembath couplings $\alpha=0.02,0.05,0.10,0.20$. The figure compares Toblerone TEMPO results (solid lines) to the exact analytical solution Eq. (6.26) (dashed lines). Toblerone TEMPO calculations used timestep size $d t=0.2$, the fourth-order Trotter decomposition for time evolution in Fig. 6.10, SVD precision $\epsilon_{c}=10^{-4}$ for truncations on the spatial axis in Fig. 6.12, and SVD precision $\lambda_{c}=10^{-8}$ for truncations on the temporal axis in Fig. 6.6. Other parameters are: $\omega_{c}=5, T=0, \epsilon=0.3$. Energies are given in units of $J^{z}=1$. No finite memory cutoff was used.

Ising-like nearest neighbour couplings along $z$-axis:

$$
\begin{equation*}
H=\sum_{l=1}^{M} H_{l}+\frac{J^{z}}{2} \sum_{l=1}^{M-1} \sigma_{l}^{z} \sigma_{l+1}^{z} \tag{6.20}
\end{equation*}
$$

where $J^{z}$ is the coupling constant and $H_{l}$ is the onsite Hamiltonian for site $l$, while $\sigma^{z}$ are spin- $1 / 2$ matrices. Each site is a two-level system linearly coupled to its bosonic environment, and is described by the IBM Hamiltonian Eq. (5.40):

$$
\begin{equation*}
H_{l}=\frac{\epsilon_{l}}{2} \sigma_{l}^{z}+\frac{\sigma_{l}^{z}}{2} \sum_{k}\left(g_{k, l} a_{k, l}+g_{k, l}^{*} a_{k, l}^{\dagger}\right)+\sum_{k} \omega_{k, l} a_{k, l}^{\dagger} a_{k, l} \tag{6.21}
\end{equation*}
$$

with additional site indices $l$. All variables have the same definitions as in Eq. (5.40) of Sec. 5.4. We consider the bosonic environments of different sites to be indepen-
dent. Similarly to the IBM in Sec. 5.4, the many-body IBM Hamiltonian Eq. (6.20) is straightforward to diagonalize using the polaron transformation, which allows us to derive the analytical solution for the reduced density matrix of the system $\rho(t)$ :

$$
\begin{equation*}
\rho(t)=\sum_{\mathcal{A}, \mathcal{B}}|\mathcal{A}\rangle\langle\mathcal{B}|[\rho(0)]_{\mathcal{A}, \mathcal{B}} e^{-i\left(E_{\mathcal{A}}-E_{\mathcal{B}}\right) t} \prod_{l} I_{l, \alpha_{l}, \beta_{l}}(t) \tag{6.22}
\end{equation*}
$$

where $\mathcal{A}=\left\{\alpha_{l}\right\}$ and $\mathcal{B}=\left\{\beta_{l}\right\}$ are the many-body spin configurations where $\alpha_{l}= \pm 1$ and $\beta_{l}= \pm 1$ refer to the eigenstates $\uparrow, \downarrow$ of a spin- $1 / 2$ at lattice site $l$. We have also defined

$$
I_{l, \alpha_{l}, \beta_{l}}(t)= \begin{cases}e^{-\phi_{l}(t)} & \alpha_{l} \neq \beta_{l}  \tag{6.23}\\ 1 & \alpha_{l}=\beta_{l}\end{cases}
$$

with $\phi_{l}(t)$ given by

$$
\begin{equation*}
\phi(t)=4 \sum_{k} \frac{\left|g_{k, l}\right|^{2}}{\omega_{k, l}^{2}}\left(1-\cos \left(\omega_{k, l} t\right)\right)=4 \int_{0}^{\infty} d \omega \frac{J_{l}(\omega)}{\omega^{2}}(1-\cos (\omega t)) \tag{6.24}
\end{equation*}
$$

The derivation is presented in more detail in the Appendix A.3. For simplicity, we consider a homogeneous lattice with $\epsilon_{l}=\epsilon, J_{l}(\omega)=J(\omega)$ and $\phi_{l}(t)=\phi(t)$. We also take the initial state of the sytem at $t=0$ equal to:

$$
\begin{equation*}
\rho(0)=\left|\Psi_{0}\right\rangle\left\langle\Psi_{0}\right| \tag{6.25}
\end{equation*}
$$

with $\left|\Psi_{0}\right\rangle=\prod_{l=1}^{M} \frac{1}{\sqrt{2}}\left(\left|\uparrow_{l}\right\rangle+\left|\psi_{l}\right\rangle\right)$. From Eq. 6.22, we find the exact dynamics of $\left\langle\sigma_{l}^{x}(t)\right\rangle$ at site $l$ :

$$
\begin{align*}
& \left\langle\sigma_{l}^{x}(t)\right\rangle=\operatorname{Tr}_{B}\left(\sigma_{l}^{x} \rho(t)\right)= \\
& \quad= \begin{cases}\frac{1}{2} e^{-\phi(t)}\left[\cos \left(\left(\epsilon-J^{z}\right) t\right)+\cos \left(\left(\epsilon+J^{z}\right) t\right)\right] & l=1, M \\
\frac{1}{4} e^{-\phi(t)}\left[\cos \left(\left(\epsilon-2 J^{z}\right) t\right)+\cos \left(\left(\epsilon+2 J^{z}\right) t\right)+2 \cos (\epsilon t)\right] & \text { else }\end{cases} \tag{6.26}
\end{align*}
$$

Let us now compare Toblerone TEMPO against the exact solution Eq. (6.26) for a spin- $1 / 2$ chain with $M=5$ sites, each site coupled to a bath with spectral density in Eq. (6.19) and $T=0$. As before, we work in units of $J^{z}=1$. Figures 6.14(a,b,c) all show a good agreement between Toblerone TEMPO and Eq. (6.26) for Subohmic $(\nu=1 / 2)$, Ohmic $(\nu=1)$ and Superohmic $(\nu=2)$ spectral densities respectively, as well as for different system-bath couplings $\alpha=0.02,0.05,0.10,0.20$. In all simulations, we have taken 125 timesteps without using a finite memory cutoff $K$, effectively meaning $K=125$. The expectation values $\left\langle\sigma_{l}^{x}(t)\right\rangle$ were evaluated at a nearest-to-the-middle lattice site $l=3$.

Finally, we demonstrate that Toblerone TEMPO is also capable of treating larger systems. To this end, we simulate a 1D lattice with $M$ sites, described by the transverse-field Ising model Eq. (6.17) where each site is additionally coupled to a bosonic bath.


Figure 6.15: The $\left\langle\sigma^{z}(t)\right\rangle$ dynamics of the transverse-field Ising model Eq. 6.17, 6.27) where each site is coupled to an Ohmic $(\nu=1$ ) bath for transverse fields (a) $g=0.7$ and (b) $g=2.0$. Each panel shows results for different lattice sizes $M=5,7,10,20$. Toblerone TEMPO calculations used timestep size $d t=0.1$, the fourth-order Trotter decomposition for time evolution in Fig. 6.10, SVD precision $\epsilon_{c}=10^{-4}$ for truncations on the spatial axis in Fig. 6.12, and SVD precision $\lambda_{c}=10^{-6}$ for truncations on the temporal axis in Fig. 6.6. Other parameters are: $\omega_{c}=5, T=0$. Energies are given in units of $J^{z}=1$. No finite memory cutoff was used.

The onsite Hamiltonian $H_{l}$ at site $l$ in Eq. (6.17) is then given by

$$
\begin{equation*}
H_{l}=g \sigma_{l}^{x}+\frac{\sigma_{l}^{z}}{2} \sum_{k}\left(g_{k, l} a_{k, l}+g_{k, l}^{*} a_{k, l}^{\dagger}\right)+\sum_{k} \omega_{k, l} a_{k, l}^{\dagger} a_{k, l} \tag{6.27}
\end{equation*}
$$

All variables have the same definitions as in Eq. (6.18). We consider a system with all sites coupled to identical Ohmic baths at $T=0$, each characterized by spectral density Eq. (6.19) with $\nu=1$. In Fig. 6.15(a,b) we plot the relaxation dynamics of $\left\langle\sigma^{z}(t)\right\rangle$ for $g=0.7$ and $g=2.0$ respectively, and for different lattice sizes of $M=5,7,10,20$ sites. In each case, $\left\langle\sigma^{z}(t)\right\rangle$ was evaluated at the middle site, i.e. $l=3,4,5,10$ for $M=5,7,10,20$ respectively. In all simulations, we have taken 150 timesteps without using the finite memory cutoff $K$, effectively meaning $K=150$. Unlike in the previous two test cases discussed above, no analytical solutions or numerically exact results exist in literature to compare against our simulations in Fig. 6.15, to the best of our knowledge. The results in Fig. 6.15 provide a proof-of-principle example that Toblerone TEMPO can also simulate larger lattices, beyond the reach of most numerical techniques. While the development of Toblerone TEMPO is still an ongoing endeavour, we have shown here that it is already a powerful method that produces accurate results for many-body models coupled to general bosonic environments. Future work could involve further comparisons of Toblerone TEMPO against more complicated problems in Refs. [46, 319], and eventually applications to systems such as coupled cavity arrays in contact with non-Markovian noise, polaritons in organic molecules strongly coupled to light, and biomolecular systems with excitonic energy transport.

## Part IV

## Conclusions

## Chapter 7

## Conclusions and future work

In this thesis, we have explored several topics related to the development of tensor network techniques for simulating nonequilibrium steady states, dissipative quantum dynamics, and fluorescence spectra of various open quantum systems. This chapter provides a brief summary of my thesis and discusses possible research directions that could be pursued in future work.

### 7.1 Conclusions

In the first half of the thesis, we investigated driven dissipative many body physics in coupled cavity arrays. These coupled cavity systems were weakly coupled to an external bath of electromagnetic modes, and thus accurately described by BornMarkov master equations.

In Chapter3, we extended the transfer MPO technique to calculate two-time correlations in open quantum systems. We applied this approach to compute dynamical correlation functions, and used them to extract the energy and momentum resolved fluorescence spectra of an infinite coupled cavity array in 1D. To demonstrate the information available from these spectra, we utilized them to study thermalization in driven dissipative systems. In particular, we observed that blue-detuned driving stabilizes a quasi-thermal steady state with a negative effective temperature and a maximum-energy order. In the low excitation density limit, we derived analytical results using spin-wave theory and compared them to the numerical transfer MPO results. This allowed us to interpret the form of the distribution function and the origin of quasi-thermalization. More generally, our work illustrates how calculating two-time correlations of the emitted photons provides new insights into the driven dissipative many-body physics. It will motivate both the theoretical studies on dynamical properties of coupled cavity systems and the measurement of the fluorescence spectrum in the future experiments with superconducting circuits and microwave resonators. Our results are also interesting in the context of the stabilization of negative temperature phases in recent experiments with cold atoms [250, 251], as well as the quasi-equilibrium states in various strongly interacting light-matter systems [24, 34, 239, 248].

Chapter 4 focused on the development of iPEPS-based methods to study the nonequilibrium steady states of coupled cavity lattices in 2D, and in the thermody-
namic limit. We implemented and benchmarked the iPEPO algorithm that treats a vectorized many-body density operator as an iPEPS, and uses the Simple Update iPEPS scheme to find the steady state. The iPEPO algorithm is analogous to the iTEBD method using MPS that has been successfully applied in steady state calculations of various open quantum systems in 1D. Surprisingly, we found that iPEPO algorithm is unstable, converging only in some parameter regimes while failing to find a converged steady state in others. Our negative result contradicts a recent work by Ref. [276] who used the iPEPO algorithm to calculate steady states of the dissipative XYZ and transverse field Ising models. We will discuss the possible future developments and applications of iPEPS methods to the two-dimensional steady states in the next section.

In the latter half of this thesis, we tackled problems with more general systemenvironment interactions, involving strong couplings and structured environments that induce non-Markovian dynamics.

In Chapter 5, we developed a powerful TEMPO algorithm based on FeynmanVernon influence functional formalism and the augmented density tensor (ADT) representation. We reformulated the ADT time evolution as a tensor network, and employed MPS techniques to contract this network, thereby reducing the exponential scaling of standard ADT simulations to low-order polynomial. We benchmarked TEMPO by comparing it to other known results and methods: the exact analytical solution of the independent boson model, QUAPI simulation of the spin-boson model coupled to an Ohmic bath, and Reaction Coordinate Mapping of the spinboson model interacting with a Drude-Lorentz bath. We further demonstrated the efficiency and robustness of TEMPO algorithm by applying it to study two different problems. The first one focused on the bath-induced localization phase transition of the paradigmatic spin-boson model. Understanding the dynamics and the properties of the spin-boson model in the strong coupling regime is a subject of active research [285] and is currently being explored in experiments with the superconducting circuit quantum simulators [123]. Our results have shown the potential of TEMPO in addressing this numerically challenging problem. In the second problem we simulated the excitation transfer between two spatially separated two-level systems embedded in a common environment. Using TEMPO, we have been able to capture both the small and large separation regimes of the dynamics, relevant to a wide range of physical systems, for example, the experiments with coupled quantum dots [286-291] and the long-range entanglement in waveguide QED systems [293].

The final Chapter 6 pursued the ambitious goal of extending TEMPO to many body systems interacting with non-Markovian environments. As we have seen, solving a many-body TEMPO problem amounts to contracting a quasi-3D tensor network that has a Toblerone geometry. We proposed a Toblerone TEMPO algorithm that uses MPS representation to capture both the non-Markovian memory effects and the spatial many-body correlations. In particular, we introduced a bath influence MPS describing the system-environment interaction, and showed that one may reduce the contraction of the Toblerone network to a modified TEBD algorithm that evolves the many-body density matrix MPS. We then benchmarked Toblerone TEMPO by comparing it to the analytical solution of the many-body independent boson model, as well as to TEMPO simulations of small systems. In addition, we
applied Toblerone TEMPO to simulate the transverse field Ising model on 1D lattice where each spin was coupled to a non-Markovian bath. Overall, we believe that Toblerone TEMPO will enable us to study a vast range of non-Markovian systems that are beyond the reach of the present day methods. We will discuss the possible applications in the next section.

### 7.2 Future work

We next discuss several possible research directions that could be pursued in future work related to the projects described in this thesis.

In Chapter 3, we studied coupled cavity arrays in the photon blockade regime where occupations were restricted to at most one excitation per site. The next stage of this project could investigate dynamical correlations and fluorescence spectra in problems with a larger onsite Hilbert space. In the presence of multiple onsite occupancy, one could explore nonlinear optical phenomena in coupled cavity systems, arising due to polariton-polariton scattering events between the states with different energies and momenta. The nonlinear scattering phenomena are important in various systems with strong light-matter interactions, such as microcavity polaritons [24, 322]. Investigating these phenomena could provide novel insights into the many-body physics and optical properties of coupled cavity arrays, particularly in connection to other systems featuring strong light-matter coupling. An intriguing question to ask is whether the polaritonic optical parametric oscillation (OPO), similar to the one in semiconductor microcavities [322 324$]$, is also important to the physics of polaritons in coupled cavity systems - and whether there is a connection between polaritonic OPO and polariton crystallization [68] in coupled cavity arrays. Another question that one could address is the crossover from the limit of weaklyinteracting polaritons to the limit with photon blockade in coupled cavity systems. This question is especially relevant to the formation of strongly correlated phases in synthetic photonic materials out of equilibrium, and the phase transitions between the localized and delocalized states in these materials - similar to their counterparts in various solid state systems. As the circuit QED experiments continue to grow in size, numerical simulations capable of addressing these phenomena in large-scale many body systems will be increasingly important [15, 60, 80, 86]. Tackling the problems described above will inevitably require a large local Hilbert space, thus making it necessary to improve the efficiency of both iTEBD and transfer MPO methods or devise new approaches capable of treating a large onsite basis. The possible technical developments include using improved contraction schemes for the transfer MPO network, imposing suitable gauge fixing or boundary conditions, exploiting tensor symmetries, applying local dimensionality reduction methods such as the optimal boson basis - as well as a possibility of extending the tangent space MPS methods for calculating dynamical correlations [162, 182, 236] to Liouvillian dynamics.

In Chapter 4. we have reached a conclusion that the calculation of nonequilibrium steady states of large driven dissipative lattice systems in 2D remains an unsolved problem. Future research in this area will necessarily focus on finding more
suitable and more robust strategies for solving Lindblad master equations in 2 D . One possible approach is replacing the two-body updates of the iPEPO method with a global non-Hermitian variational search algorithm targetting the null eigenstate of the Liouvillian $\mathcal{L}$ or the squared Liouvillian $\mathcal{L}^{\dagger} \mathcal{L}$. The global optimization, for instance by using the conjugate gradient method or by solving a generalized eigenvalue problem, could offer a more powerful and robust approach for calculating steady states - especially compared to a simple iPEPO algorithm that relied on a scheme essentially equivalent to an iPEPS power method with local two-body updates. Particularly appealing are the recently proposed variational iPEPS methods [210, 211] that utilized a systematic summation of contributions from different Hamiltonian coupling terms, instead of constructing a full Hamiltonian iPEPO, thereby avoiding the extremely costly contractions of iPEPS and iPEPO tensors. Extending these approaches to Liouvillian superoperators and density matrices could deliver powerful tools for simulating driven dissipative many body physics in 2D. The iPEPS simulations have made significant contributions to our understanding of the equilibrium quantum matter in 2D [213-224]. The extension of iPEPS to mixed states could open many exciting avenues for research - for instance, the two-dimensional synthetic photonic materials and the engineered topological order, already being explored in the context of circuit QED experiments [260 263]. We would also be able to study the symmetry-breaking quantum phase transitions in strongly correlated matter under drive and dissipation, which is not possible in the dissipative 1 D systems. The central question here is identifying the nonequilibrium phase transitions in 2D, and their critical properties. Various models with critical behaviour can already be realized in driven dissipative Rydberg gases [268-270], and the possibilities will expand with the realization of circuit QED lattices in 2D [260-263].

Chapter 5 has led to the TEMPO algorithm - an efficient, general, and numerically exact approach for simulating non-Markovian quantum dynamics. Nonetheless, there is a number of potential technical developments that could further improve TEMPO, and we mention some of them here. For example, one could exploit the inherent symmetries present in the TEMPO tensor network due to Kronecker deltas that appear in the MPO decomposition of the ADT propagators, see Fig. 6.1. Incorporating these symmetries in tensor contractions and singular value decompositions could dramatically enhance the performance of TEMPO, and allow us to access problems with a significantly larger Hilbert space and higher bond dimensions. In addition, we could also enable applications of TEMPO to larger quantum systems by adapting widely used local basis reduction techniques such as the optimal boson basis. Although we have derived TEMPO algorithm for bosonic baths, the main idea is, in principle, applicable to other types of environments as well. Among the immediate goals is the extension of TEMPO to fermionic environments. For instance, it would enable us to simulate various impurity problems where an impurity is coupled to a Fermi Sea of electrons, and tackle systems described by Hamiltonians such as Kondo model or Anderson impurity model. The major challenge here is dealing with non-factorizing system-bath couplings that emerge in the fermionic influence functional formalism - in contrast to the product form of system-bath interaction in Eq. (1.44) for bosonic baths.

Yet another extension of TEMPO to many-body lattices interacting with bosonic
baths was pursued in Chapter 6. While we have already used Toblerone TEMPO algorithm to perform several proof of principle simulations, further improvements in efficiency are needed before we can tackle large lattice problems with at least $O\left(10^{2}\right)$ sites over long timescales and treat stronger system-bath couplings than currently possible. In particular, we expect that Toblerone TEMPO will benefit greatly from the incorporation of symmetries, and the implementation of the optimal boson basis described above.

The applications of TEMPO presented in this thesis have barely scratched the surface of the vast variety of possibilities that have emerged with the development of this method. Some applications of our near-term interest include the excitonic energy transport in molecular systems, the physics of polaritons in organic molecules strongly coupled to light, as well as the simulations relevant to experimental setups with semiconductor quantum dots, superconducting circuits, and nanomechanical resonators. In the context of this thesis, Toblerone TEMPO will enable us to study coupled cavity arrays in contact with structured non-Markovian environments, in addition to the usual photon loss. For instance, one could investigate the effects of different noise spectra on the driven dissipative many body physics. Other areas that we could study in near future include the spectroscopic properties and polariton dynamics in organic molecules strongly coupled to light, and the relaxation dynamics of photoexcited electronic states in conjugated polymers. Both the properties of organic polaritons [135, 136] and the photoexcitation processes in conjugated polymers [310-316] are currently under active experimental investigation and are candidates for many applications, such as light-emitting devices, photovoltaic cells, and organic electronics. We expect that Toblerone TEMPO will provide a powerful numerical tool for tackling these and many other problems involving many-body systems embedded in non-Markovian environments.

## Part V

## Appendices

## Appendix A

## Supplementary non-Markovian calculations

## A. 1 Reaction Coordinate Mapping

This section explains the basic idea behind the Reaction Coordinate Mapping (RCM) technique from [157]. For simplicity, we will focus on a spin system that interacts with a harmonic bath, and is described by the spin-boson model (SBM) defined in Eq. 1.100):

$$
\begin{equation*}
H=\Omega S_{x}+\epsilon S_{z}+S_{z} \sum_{k}\left(g_{k} a_{k}+g_{k}^{*} a_{k}^{\dagger}\right)+\sum_{k} \omega_{k} a_{k}^{\dagger} a_{k} \tag{A.1}
\end{equation*}
$$

where $S^{x, z}$ are spin operators representing the N -level sytem, $\Omega$ is the coherent tunnelling amplitude between the system eigenstates with energy splitting $\epsilon, \omega_{k}$ are the frequencies and $a_{k}^{\dagger}, a_{k}$ are the creation/annihilation operators of the $k^{\prime}$ th bath mode, which couples to the system with strength $g_{k}$. The bosonic bath is fully characterized by the spectral density

$$
\begin{equation*}
J(\omega)=\sum_{k}\left|g_{k}\right|^{2} \delta\left(\omega-\omega_{k}\right) \tag{A.2}
\end{equation*}
$$

In RCM we perform the mapping

$$
\begin{equation*}
\lambda_{R C}\left(b+b^{\dagger}\right)=\sum_{k}\left(g_{k} a_{k}+g_{k}^{*} a_{k}^{\dagger}\right) \tag{A.3}
\end{equation*}
$$

where we have defined the collective mode of the environment - the reaction coordinate (RC) described by bosonic operators $b^{\dagger}, b$ and frequency $\omega_{R C}=\lambda_{R C}^{-2} \sum_{k} \omega_{k}\left|g_{k}\right|^{2}$. The RC couples directly to the spin system with coupling strength $\lambda_{R C}=\sqrt{\sum_{k}\left|g_{k}\right|^{2}}$ as well as the modes of residual harmonic environment $a_{k}^{\dagger}, a_{k}$ with a new coupling strength $f_{k}$. This form of mapping ensures that the new RC operators $b^{\dagger}, b$ satisfy bosonic commutation relations. The above mapping transforms SBM Hamiltonian in Eq. (A.1) into

$$
\begin{equation*}
H=H_{0}+H_{B}+H_{I}+H_{C} \tag{A.4}
\end{equation*}
$$

We have transferred the RC from the bath Hamiltonian to the system Hamiltonian:

$$
\begin{equation*}
H_{0}=\Omega S_{x}+\epsilon S_{z}+\lambda_{R C} S_{z}\left(b+b^{\dagger}\right)+\omega_{R C} b^{\dagger} b \tag{A.5}
\end{equation*}
$$

Other terms are defined as follows:

$$
\begin{equation*}
H_{B}=\sum_{k} \omega_{k} a_{k}^{\dagger} a_{k} \tag{A.6}
\end{equation*}
$$

is the bath Hamiltonian,

$$
\begin{equation*}
H_{I}=\left(b+b^{\dagger}\right) \sum_{k}\left(f_{k} a_{k}+f_{k}^{*} a_{k}^{\dagger}\right) \tag{A.7}
\end{equation*}
$$

describes the bath-RC interaction, and

$$
\begin{equation*}
H_{C}=\left(b+b^{\dagger}\right)^{2} \sum_{k} \frac{\left|f_{k}\right|^{2}}{\omega_{k}} \tag{A.8}
\end{equation*}
$$

is the renormalization term. The residual environment (i.e. with RC excluded) now has the spectral density:

$$
\begin{equation*}
J_{R C}(\omega)=\sum_{k}\left|f_{k}\right|^{2} \delta\left(\omega-\omega_{k}\right) \tag{A.9}
\end{equation*}
$$

and couples only to the RC. To complete the mapping described above, we must relate the mapped spectral density $J_{R C}(\omega)$ Eq. A.9) to the original one $J(\omega)$ Eq. A.2). This can be done by following the procedure explained in references [325], [157]: since the spectral density does not contain any information about the system but only the system-environment coupling, we can replace the spin system in both the original Eq. A.1) and the mapped Eq. (A.4) Hamiltonians with a continuous classical coordinate $q$ moving in a potential $V(q)$. By solving the classical equations of motion of this coordinate both before and after mapping, one can relate the spectral densities $J_{R C}(\omega)$ and $J(\omega)$, as detailed in [157. We consider a more specific example and take the mapped spectral density to be Ohmic $J_{R C}(\omega)=\gamma \omega e^{-\omega / \omega_{c}}$ in the limit $\omega_{c} \rightarrow \infty$. As described in Ref. [157], the above procedure then finds that the mapped Ohmic $J_{R C}(\omega)$ corresponds to the original (unmapped) Drude-Lorentz spectral density $J(\omega)$ :

$$
\begin{equation*}
J(\omega)=\frac{\alpha \Gamma \omega_{0}^{2} \omega}{\left(\omega_{0}^{2}-\omega^{2}\right)^{2}+\Gamma^{2} \omega^{2}} \tag{A.10}
\end{equation*}
$$

with coupling strength $\alpha$, resonance frequency $\omega_{0}$, and bandwidth $\Gamma$. The parameters before and after mapping are related by $\lambda=\sqrt{\pi \alpha \omega_{0} / 2}, \omega_{R C}=\omega_{0}, \gamma=\Gamma / 2 \pi \omega_{0}$, and $\omega_{c}=\omega_{R C} / 2 \pi \gamma$. Although RCM is not limited to Drude-Lorentz spectral densities, it allows us to derive a quasi-exact analytical solution for the reduced system dynamics since the residual bath is Markovian. Once the mapping is complete, we follow the steps outlined in [157] to derive a Born-Markov master equation for the reduced density matrix $\rho(t)$ of the system and RC:

$$
\begin{equation*}
\partial_{t} \rho(t)=-i\left[H_{0}, \rho(t)\right]-[B,[\chi, \rho(t)]]+[B,\{\Theta, \rho(t)\}] \tag{A.11}
\end{equation*}
$$

We next explain the quantities $B, \chi, \Theta$ in Eq. (A.11). $B$ is an RC operator defined as $B=b+b^{\dagger}$. To define $\chi$ and $\Theta$, we must first we numerically diagonalize the composite system-RC Hamiltonian: $H_{0}\left|\phi_{n}\right\rangle=\epsilon_{n}\left|\phi_{n}\right\rangle$ and find the interaction picture operators

$$
\begin{equation*}
B(t)=e^{i H_{0} t} B e^{-i H_{0} t}=\sum_{m, n} B_{m n}\left|\phi_{m}\right\rangle\left\langle\phi_{n}\right| e^{i \epsilon_{m n} t} \tag{A.12}
\end{equation*}
$$

where the matrix elements are $B_{m n}=\left\langle\phi_{m}\right| B\left|\phi_{n}\right\rangle$ and the energy difference is $\epsilon_{m n}=$ $\epsilon_{m}-\epsilon_{n}$. We can now calculate the operators $\chi$ and $\Theta$ in the master equation above:

$$
\begin{align*}
\chi=\int_{0}^{\infty} d \tau \int_{0}^{\infty} d \omega J_{R C}(\omega) & \cos (\omega \tau) \operatorname{coth}\left(\frac{\beta \omega}{2}\right) B(-\tau) \\
& \approx \frac{\pi}{2} \sum_{m, n} J_{R C}\left(\epsilon_{m n}\right) \operatorname{coth}\left(\frac{\beta \epsilon_{m n}}{2}\right) B_{m n}\left|\phi_{m}\right\rangle\left\langle\phi_{n}\right| \tag{A.13}
\end{align*}
$$

and

$$
\begin{equation*}
\Theta=\int_{0}^{\infty} d \tau \int_{0}^{\infty} d \omega \frac{J_{R C}(\omega)}{\omega} \cos (\omega \tau)\left[H_{0}, B(-\tau)\right] \approx \frac{\pi}{2} \sum_{m, n} J_{R C}\left(\epsilon_{m n}\right) B_{m n}\left|\phi_{m}\right\rangle\left\langle\phi_{n}\right| \tag{A.14}
\end{equation*}
$$

neglecting the imaginary Lamb shift terms. One can then solve the master equation Eq. (A.11) using standard numerical techniques.

## A. 2 Independent boson model

In this appendix we briefly outline the solution of the independent boson model (IBM) using the polaron transformation. The IBM Hamiltonian describes a twolevel system coupled to a bosonic bath:

$$
\begin{equation*}
H=\frac{\epsilon}{2} \sigma^{z}+\frac{\sigma^{z}}{2} \sum_{k}\left(g_{k} a_{k}+g_{k}^{*} a_{k}^{\dagger}\right)+\sum_{k} \omega_{k} a_{k}^{\dagger} a_{k} \tag{A.15}
\end{equation*}
$$

As before, we assume that the bath is made of a large number of harmonic modes, and is fully characterized by spectral density $J(\omega)=\sum_{k}\left|g_{k}\right|^{2} \delta\left(\omega-\omega_{k}\right)$. Each bosonic mode $k$ has a frequency $\omega_{k}$ and the creation/annihilation operators $a_{k}^{\dagger}, a_{k}$. The $\sigma^{z, x}$ are spin- $1 / 2$ operators, and $\epsilon$ is the spacing between energy levels of the two-level system. The bath modes couple to the system operator $\sigma^{z}$ and $g_{k}$ is the coupling strength of the $k^{\prime}$ th harmonic mode. We start our derivation by defining the polaron displacement operator:

$$
\begin{equation*}
D=\prod_{k} D_{k}\left(\frac{g_{k}}{\omega_{k}} \sigma^{z}\right) \tag{A.16}
\end{equation*}
$$

where $D_{k}(\gamma)=\exp \left(\gamma a_{k}^{\dagger}-\gamma^{\dagger} a_{k}\right)$. Given that $\left[\gamma, a_{k}\right]=0$, it obeys the following properties:

$$
\begin{array}{r}
D^{\dagger}(\gamma) a_{k} D(\gamma)=a_{k}-\gamma, \\
D^{\dagger}(\gamma)=D(-\gamma), \\
\langle 0| D(\gamma)|0\rangle=e^{-\mid \gamma \gamma^{2} / 2}, \\
D(\gamma) D(\lambda)=D(\gamma+\lambda) e^{\left(\gamma \lambda^{*}-\lambda^{*} \gamma\right) / 2}, \\
e^{i \omega_{k} t a_{k}^{\dagger} a_{k}} D(\gamma) e^{-i \omega_{k} t a_{k}^{\dagger} a_{k}}=D\left(\gamma e^{i \omega_{k} t}\right) \tag{A.21}
\end{array}
$$

We perform the polaron transformation on the full Hamiltonian:

$$
\begin{equation*}
H^{\prime}=D H D^{\dagger}=H_{S}+H_{B 0}+H_{C} \tag{A.22}
\end{equation*}
$$

where $H_{S}=\frac{\epsilon}{2} \sigma^{z}, H_{B 0}=\sum_{k} \omega_{k} a_{k}^{\dagger} a_{k}$ and $H_{C}=-\sum_{k}\left|g_{k}\right|^{2} / \omega_{k}$. The time evolution operator then becomes

$$
\begin{equation*}
U(t)=e^{-i H t}=D^{\dagger} e^{-i H^{\prime} t} D=D^{\dagger} e^{-i H_{S} t} e^{-i H_{B 0} t} e^{-i H_{C} t} D \tag{A.23}
\end{equation*}
$$

Making the usual assumption that the initial state is separable Eq. (1.10), and taking the bath in equilibrium at $T=0$ with $\rho_{B}(0)=\left|0_{B}\right\rangle\left\langle 0_{B}\right|$, one can write down the time evolution of the reduced density operator of the system $\rho(t)$ :

$$
\begin{equation*}
\rho(t)=\operatorname{Tr}_{B}\left(U(t) \rho(0) \rho_{B}(0) U^{\dagger}(t)\right)=\sum_{m n}[\rho(0)]_{m n} \operatorname{Tr}_{B}\left(U(t)\left|0_{B}\right\rangle|m\rangle\langle n|\left\langle 0_{B}\right| U^{\dagger}(t)\right) \tag{A.24}
\end{equation*}
$$

Exploiting the properties Eqs. A.17)-A.21) of the displacement operator, after some algebra we find

$$
\begin{equation*}
\rho(t)=\sum_{m, n= \pm 1}[\rho(0)]_{m n}|m\rangle\langle n| e^{-i\left(E_{m}-E_{n}\right) t} I_{m n}(t) \tag{A.25}
\end{equation*}
$$

where $m= \pm 1$ and $n= \pm 1$ correspond to the spin- $1 / 2$ eigenstates $\uparrow, \downarrow$ respectively, $|n\rangle=\{\uparrow, \downarrow\}$, and the free system energies are $E_{n}=\frac{n \epsilon}{2}$. We have also defined

$$
\begin{align*}
I_{m n}(t)= & \prod_{k}\left\langle 0_{B}\right| D^{\dagger}\left(\gamma_{k} n\right) e^{i \omega_{k} t a_{k}^{\dagger} a_{k}} D\left(\gamma_{k} n\right) D^{\dagger}\left(\gamma_{k} m\right) e^{-i \omega_{k} t a_{k}^{\dagger} a_{k}} D\left(\gamma_{k} m\right)\left|0_{B}\right\rangle \\
& = \begin{cases}\prod_{k} \exp \left(-4\left|\gamma_{k}\right|^{2}\left(1-\cos \left(\omega_{k} t\right)\right)\right) & m \neq n \\
1 & m=n\end{cases} \tag{A.26}
\end{align*}
$$

with the shorthand coefficient $\gamma_{k}=g_{k} / \omega_{k}$. We can put this expression in a more compact form:

$$
I_{m n}(t)= \begin{cases}e^{-\phi(t)} & m \neq n  \tag{A.27}\\ 1 & m=n\end{cases}
$$

with $\phi(t)$ given by

$$
\begin{equation*}
\phi(t)=4 \sum_{k} \frac{\left|g_{k}\right|^{2}}{\omega_{k}^{2}}\left(1-\cos \left(\omega_{k} t\right)\right)=4 \int_{0}^{\infty} d \omega \frac{J(\omega)}{\omega^{2}}(1-\cos (\omega t)) \tag{A.28}
\end{equation*}
$$

where we have taken the continuum limit over the bath modes. We can evaluate the integral in Eq. A.28) if a specific form of bath spectral density $J(\omega)$ is known. For example, if $J(\omega)$ is of the form Eq. (1.102), $\phi(t)$ evaluates to:

$$
\begin{array}{lr}
\phi(t)=4 \sqrt{\pi} \alpha\left(\left[\omega_{c}^{2} t^{2}\right]^{1 / 4} \cos \left(\frac{1}{2} \tan ^{-1}\left[\omega_{c} t\right]\right)-1\right) & \text { for } \nu=1 / 2 \\
\phi(t)=\alpha \log \left(\omega_{c}^{2} t^{2}+1\right) & \text { for } \nu=1 \\
\phi(t)=\alpha\left(2-\frac{2}{\omega_{c}^{2} t^{2}+1}\right) & \text { for } \nu=2 \tag{A.31}
\end{array}
$$

This step completes our derivation. The exact solution of IBM is thus given by the expression

$$
\begin{equation*}
\rho(t)=\sum_{m, n= \pm 1}|m\rangle\langle n|[\rho(0)]_{m n} e^{-i\left(E_{m}-E_{n}\right) t} I_{m n}(t) \tag{A.32}
\end{equation*}
$$

from Eq. A.25), combined with Eq. A.27) and Eq. A.28).
We can now use Eq. A.32 to extract observables. For example, starting from the initial density matrix

$$
\begin{equation*}
\rho(0)=\left|\Psi_{0}\right\rangle\left\langle\Psi_{0}\right| \tag{A.33}
\end{equation*}
$$

with $\left|\Psi_{0}\right\rangle=\frac{1}{\sqrt{2}}(|\uparrow\rangle+|\downarrow\rangle)$, we find that the dynamics of $\left\langle\sigma^{x}(t)\right\rangle$ is given by:

$$
\begin{equation*}
\left\langle\sigma^{x}(t)\right\rangle=\operatorname{Tr}_{B}\left(\sigma^{x} \rho(t)\right)=e^{-\phi(t)} \cos (\epsilon t) \tag{A.34}
\end{equation*}
$$

## A. 3 Many-body independent boson model

This section extends the solution of independent boson model (IBM) in Appendix. A. 2 to many-body systems in 1D. Let us consider a 1D chain of $M$ two-level systems that interact via Ising-like nearest neighbour couplings along $z$-axis:

$$
\begin{equation*}
H=\sum_{l=1}^{M} H_{l}+\frac{J^{z}}{2} \sum_{l=1}^{M-1} \sigma_{l}^{z} \sigma_{l+1}^{z} \tag{A.35}
\end{equation*}
$$

where $J^{z}$ is the coupling constant and $H_{l}$ is the onsite Hamiltonian for site $l$, while $\sigma^{z}$ are spin- $1 / 2$ matrices. Each site is a two-level system linearly coupled to its bosonic environment, and is described by the IBM Hamiltonian Eq. A.15):

$$
\begin{equation*}
H_{l}=\frac{\epsilon_{l}}{2} \sigma_{l}^{z}+\frac{\sigma_{l}^{z}}{2} \sum_{k}\left(g_{k, l} a_{k, l}+g_{k, l}^{*} a_{k, l}^{\dagger}\right)+\sum_{k} \omega_{k, l} a_{k, l}^{\dagger} a_{k, l} \tag{A.36}
\end{equation*}
$$

with additional site indices $l$. All variables have the same definitions as in Eq. A.15) of Appendix. A.2. We consider the bosonic environments of different sites to be independent. By analogy to Eq. (A.16), we define the many-body polaron displacement operator:

$$
\begin{equation*}
D=\prod_{l} \prod_{k} D_{k, l}\left(\frac{g_{k, l}}{\omega_{k, l}} \sigma_{l}^{z}\right) \tag{A.37}
\end{equation*}
$$

where $D_{k, l}(\gamma)=\exp \left(\gamma a_{k, l}^{\dagger}-\gamma^{\dagger} a_{k, l}\right)$. The polaron operator $D$ in Eq. A.37) obeys the same set of properties Eq. A.17)-(A.21) as did the polaron operator in Appendix. A.2. We now perform the polaron transformation on the full Hamiltonian Eq. A.35):

$$
\begin{equation*}
H^{\prime}=D H D^{\dagger}=H_{S}+H_{B 0}+H_{C} \tag{A.38}
\end{equation*}
$$

where the individual terms are given by

$$
\begin{gather*}
H_{S}=\sum_{l=1}^{M} \frac{\epsilon_{l}}{2} \sigma_{l}^{z}+\frac{J^{z}}{2} \sum_{l=1}^{M-1} \sigma_{l}^{z} \sigma_{l+1}^{z}  \tag{A.39}\\
H_{B 0}=\sum_{k, l} \omega_{k, l} a_{k, l}^{\dagger} a_{k, l} \tag{A.40}
\end{gather*}
$$

and

$$
\begin{equation*}
H_{C}=-\sum_{k, l}\left|g_{k, l}\right|^{2} / \omega_{k, l} \tag{A.41}
\end{equation*}
$$

The time evolution operator then becomes

$$
\begin{equation*}
U(t)=e^{-i H t}=D^{\dagger} e^{-i H^{\prime} t} D=D^{\dagger} e^{-i H_{S} t} e^{-i H_{B 0} t} e^{-i H_{C} t} D \tag{A.42}
\end{equation*}
$$

Making the usual assumption that the initial state is separable Eq. (1.10), and taking the bath in equilibrium at $T=0$ with $\rho_{B}(0)=\left|0_{B}\right\rangle\left\langle 0_{B}\right|$, one can write down the time evolution of the reduced density operator of the system $\rho(t)$ :

$$
\begin{equation*}
\rho(t)=\operatorname{Tr}_{B}\left(U(t) \rho(0) \rho_{B}(0) U^{\dagger}(t)\right)=\sum_{\mathcal{A}, \mathcal{B}}[\rho(0)]_{\mathcal{A}, \mathcal{B}} \operatorname{Tr}_{B}\left(U(t)\left|0_{B}\right\rangle|\mathcal{A}\rangle\langle\mathcal{B}|\left\langle 0_{B}\right| U^{\dagger}(t)\right) \tag{A.43}
\end{equation*}
$$

Exploiting the properties Eqs. A.17)-A.21) of the displacement operator, after some algebra we find

$$
\begin{equation*}
\rho(t)=\sum_{\mathcal{A}, \mathcal{B}}[\rho(0)]_{\mathcal{A}, \mathcal{B}}|\mathcal{A}\rangle\langle\mathcal{B}| e^{-i\left(E_{\mathcal{A}}-E_{\mathcal{B}}\right) t} \prod_{l} I_{l, \alpha_{l}, \beta_{l}}(t) \tag{A.44}
\end{equation*}
$$

where we have used $|\mathcal{A}\rangle=\left|\alpha_{1}, \alpha_{2}, \ldots, \alpha_{M}\right\rangle$ many-body wavefunctions as our orthonormal basis. $\mathcal{A}=\left\{\alpha_{l}\right\}$ and $\mathcal{B}=\left\{\beta_{l}\right\}$ are the many-body spin configurations where $\alpha_{l}= \pm 1$ and $\beta_{l}= \pm 1$ refer to the eigenstates $\uparrow, \downarrow$ of a spin- $1 / 2$ at lattice site $l .|\mathcal{A}\rangle=\left|\alpha_{1}, \alpha_{2}, \ldots, \alpha_{M}\right\rangle$ and $|\mathcal{B}\rangle=\left|\beta_{1}, \beta_{2}, \ldots, \beta_{M}\right\rangle$ are the many-body wavefunctions
corresponding to a particular configuration for a number $M$ of spin- $1 / 2$ particles. The energy of the free system configuration $|\mathcal{B}\rangle=\left|\beta_{1}, \beta_{2}, \ldots, \beta_{M}\right\rangle$ is given by

$$
\begin{equation*}
E_{M}=\sum_{l=1}^{M} \frac{\epsilon_{l}}{2} \alpha_{l}+\frac{J^{z}}{2} \sum_{l=1}^{M-1} \alpha_{l} \alpha_{l+1} \tag{A.45}
\end{equation*}
$$

We have also defined:

$$
\begin{align*}
& I_{l, \alpha_{l}, \beta_{l}}(t)= \\
& \quad=\prod_{k}\left\langle 0_{B}\right| D^{\dagger}\left(\gamma_{k, l} \beta_{l}\right) e^{i \omega_{k, l} t a_{k, l}^{\dagger} a_{k, l}} D\left(\gamma_{k, l} \beta_{l}\right) D^{\dagger}\left(\gamma_{k, l} \alpha_{l}\right) e^{-i \omega_{k, l} t a_{k, l}^{\dagger} a_{k, l}} D\left(\gamma_{k, l} \alpha_{l}\right)\left|0_{B}\right\rangle \\
& =\left\{\begin{array}{ll}
\prod_{k} \exp \left(-4\left|\gamma_{k, l}\right|^{2}\left(1-\cos \left(\omega_{k, l} t\right)\right)\right) & \alpha_{l} \neq \beta_{l} \\
1 & \alpha_{l}=\beta_{l}
\end{array} \quad\right. \text { (A. } \tag{A.46}
\end{align*}
$$

with the shorthand coefficient $\gamma_{k, l}=g_{k, l} / \omega_{k, l}$. We can put this expression in a more compact form:

$$
I_{l, \alpha_{l}, \beta_{l}}(t)= \begin{cases}e^{-\phi_{l}(t)} & \alpha_{l} \neq \beta_{l}  \tag{А.47}\\ 1 & \alpha_{l}=\beta_{l}\end{cases}
$$

with $\phi_{l}(t)$ given by

$$
\begin{equation*}
\phi(t)=4 \sum_{k} \frac{\left|g_{k, l}\right|^{2}}{\omega_{k, l}^{2}}\left(1-\cos \left(\omega_{k, l} t\right)\right)=4 \int_{0}^{\infty} d \omega \frac{J_{l}(\omega)}{\omega^{2}}(1-\cos (\omega t)) \tag{A.48}
\end{equation*}
$$

where we have taken the continuum limit over the bath modes. The above equation Eq. (A.48) has the same form as Eq. A.28) in Appendix A.2. As before, we can compute the integral in Eq. (A.48) for a specific bath spectral density $J_{l}(\omega)$. For example, evaluating Eq. (A.48) for the spectral density Eq. (1.102) gives the same Eqs. (A.29)- A.31) as in Appendix A. 2.

This step completes our derivation. The exact solution of the many-body IBM is thus given by the expression

$$
\begin{equation*}
\rho(t)=\sum_{\mathcal{A}, \mathcal{B}}|\mathcal{A}\rangle\langle\mathcal{B}|[\rho(0)]_{\mathcal{A}, \mathcal{B}} e^{-i\left(E_{\mathcal{A}}-E_{\mathcal{B}}\right) t} \prod_{l=1}^{M} I_{l, \alpha_{l}, \beta_{l}}(t) \tag{A.49}
\end{equation*}
$$

from Eq. (A.44), combined with Eq. (A.47) and Eq. (A.48).
We can now use Eq. A.49 to extract observables. For example, taking a homogeneous lattice with $\epsilon_{l}=\epsilon, J_{l}(\omega)=J(\omega)$ and $\phi_{l}(t)=\phi(t)$, and starting from the initial density matrix

$$
\begin{equation*}
\rho(0)=\left|\Psi_{0}\right\rangle\left\langle\Psi_{0}\right| \tag{A.50}
\end{equation*}
$$

with $\left|\Psi_{0}\right\rangle=\prod_{l=1}^{M} \frac{1}{\sqrt{2}}\left(\left|\uparrow_{l}\right\rangle+\left|\downarrow_{l}\right\rangle\right)$, we find that the dynamics of $\left\langle\sigma_{l}^{x}(t)\right\rangle$ at site $l$ is given by:

$$
\begin{align*}
& \left\langle\sigma_{l}^{x}(t)\right\rangle=\operatorname{Tr}_{B}\left(\sigma_{l}^{x} \rho(t)\right) \\
& = \begin{cases}\frac{1}{2} e^{-\phi(t)}\left[\cos \left(\left(\epsilon-J^{z}\right) t\right)+\cos \left(\left(\epsilon+J^{z}\right) t\right)\right] & l=1, M \\
\frac{1}{4} e^{-\phi(t)}\left[\cos \left(\left(\epsilon-2 J^{z}\right) t\right)+\cos \left(\left(\epsilon+2 J^{z}\right) t\right)+2 \cos (\epsilon t)\right] & \text { else }\end{cases} \tag{A.51}
\end{align*}
$$
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