An efficient quantum photonic phase shift in a low Q-factor regime
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Abstract

Solid-state quantum emitters have long been recognised as the ideal platform to realize inte-
grated quantum photonic technologies. We demonstrate that a self-assembled negatively charged
quantum dot (QD) in a low Q-factor photonic micropillar is a suitable design for deterministic po-
larisation switching and spin-photon entanglement. We show this by measuring a shift in phase of
an input single photon of at least $\frac{2\pi}{3}$. As we explain in the text, this is strong experimental proof
that input photons can interact with the emitter deterministically. A deterministic photon-emitter interaction is a viable and scalable means to achieve several vital functionalities such as single photon switches and entanglement gates. Our experimentally determined value is limited by mode mismatch between the input laser and the cavity, QD spectral fluctuations and spin relaxation. When on-resonance we estimate that up to $\sim 80\%$ of the collected photons couple into the cavity mode and have interacted with the QD and undergone a phase shift of $\pi$.

The dramatic progress in research into quantum dots (QDs) has led to single photon sources with record efficiency and indistinguishability.\textsuperscript{1–4} However, a full quantum network also requires the means to receive photons, as input to a node, where one would either manipulate or store the information. By maximising the interaction of the QD with light, one may use the QD transition to manipulate a photonic qubit. One way to do this is to change the photon phase between 0 and $\pi$ (i.e. two orthogonal states), dependent on the state of the QD transition. By implementing this in a near perfect single sided cavity one can map this phase shift onto the linear polarisation rotation of a photon.\textsuperscript{5} Incorporating a memory into the emitter, such as the electron spin, also allows spin-photon entanglement and subsequently the generation of photonic cluster states encoded in polarization.\textsuperscript{5–12} In order for the entanglement to be generated in a way that is scalable, the QD needs to couple exclusively to a single optical mode, this is known as the “one-dimensional (1D) atom” regime.\textsuperscript{6,13,14}

In the perfect 1D regime, the emitter is only capable of interacting with a single, well-defined, optical mode. What this means is that a photonic environment needs to be engineered such that the vast majority of the emitted photons couple into the photonic mode in question, for example this could be an optical cavity or waveguide. Further the light that couples from the emitter to the photonic mode then needs to be very efficiently extracted into external optics or further integrated photonic components. This whole structure is known as a 1D atom. This creates the following two overarching requirements for designing a practical device: firstly, the passive photonic structure (i.e. without the quantum emitter present) must direct the light in such a way that efficient optical coupling of the cavity to the input/output mode is facilitated. Secondly, in the active structure the quantum emitter must couple
predominately to the well-defined photonic mode in question (e.g. cavity mode). It is only when both of these conditions are fulfilled, that the 1D system becomes a scalable quantum information processing device. In this manuscript, we present a novel approach to realise structures that operate close to the one-dimensional atom regime, via the use of a low Q-factor single-sided micropillar cavity.

Figure 1: (a) Schematic of a QD-micropillar cavity system illustrating the decay channels for the passive device and the zoomed in region showing the relevant decay channels that define the \( \beta \)-factor. The green \( \kappa_{top} \) denotes the decay channel of interest for the cavity mode in a predominantly single-sided cavity, the purple \( \kappa_s \) denotes the decay channel for the cavity mode because of parasitic losses from the cavity mode and the brown \( \kappa_b \) denotes the decay channel for the cavity mode through the second side of micropillar, through the substrate leakage in our case. In the zoomed in region \( \Gamma \) denotes the decay rate of the QD through the cavity mode and \( \gamma \) denotes the decay rate via non-cavity (leaky) modes. (b) Plot of the maximum phase shift imparted on a reflected narrow linewidth \( \sim \) single photon, as a function of the \( \beta \)-factor for \( \eta_{top} > 0.5 \), according to Ref.\(^{14}\). The horizontal dashed line shows the \( \phi = \pi / 2 \) point and the vertical dashed line points to the discontinuity point occurring at \( \beta = 0.5 \). (c) Energy level diagram of a negatively charged QD in a Faraday magnetic field. Measurements are performed on light that is resonantly scattered from the spin down transition, as shown by the transition with an arrow.

Fig. 1.(a) illustrates the parameters to be optimised in micropillar design. The passive efficiency of the photonic structure is usually parametrised as \( \eta = \frac{\kappa_s}{\kappa + \kappa_s} \), where \( \kappa \) is the main decay rate of the cavity mode that links the device to the external optical/photonic components. Parasitic losses that are not collected from the cavity mode are parameterised by \( \kappa_s \). These can arise as a result of sidewall roughness, usually an issue at higher Q-factor structures\(^{15}\) or through lateral ridges see Ref.\(^{16}\). In an ideal photonic cavity \( \kappa \) will dominate over \( \kappa_s \), i.e. \( \eta \sim 1 \). Furthermore, in the case of a single
sided cavity there are even more stringent requirements as now the light has to escape through only one of the two ends of the device ($\kappa_{\text{top}}$). This creates a new parameter that has to be also taken into account, $\eta_{\text{top}} = \frac{\kappa_{\text{top}}}{\kappa_{\text{top}} + \kappa_b + \kappa_s}$, where $\kappa_b$ is the residual leakage of the cavity mode through the base of the micropillar (see Fig. 1(a)). For example in the case of a single sided micropillar cavity the top end is of interest and residual leakage may still exist through the bottom mirror into the substrate.\textsuperscript{16}

In the active structure, i.e. when a quantum emitter is placed in the cavity mode, the device efficiency is typically parametrised by $\beta = \frac{\Gamma}{\Gamma + \gamma}$, here $\Gamma$ represents the coupling rate into the cavity mode, $\gamma$ the coupling rate into non-cavity (leaky modes). Ideally one would like to operate in the high $\beta$-factor regime where $\Gamma$ dominates over $\gamma$ (see zoomed region in Fig. 1(a)). In our case the contribution of pure dephasing (e.g. phonon scattering) is minimal, as has been shown previously.\textsuperscript{17}

In order to operate close to the 1D regime then one needs maximise both $\eta$ and $\beta$. This has been shown using atom-cavity systems.\textsuperscript{18–21} High $\beta$-factor structures or even strongly coupled systems incorporating QDs are now fairly routine.\textsuperscript{2,9,16,22–32} However, it can be challenging to realise at the same time a high $\eta$, for example having to integrate fully sources and couplers\textsuperscript{29} or place a tapered fibre on a photonic crystal waveguide to achieve this.\textsuperscript{28} In strongly coupled QD systems, typically where the Q-factor is also high, $\kappa_s$ becomes comparable if not larger in magnitude to $\kappa$,\textsuperscript{15,24,33,34} severely reducing $\eta$. As a result, more recent work has focused on the intermediate Q-factor regime (few 1000),\textsuperscript{22,35} nevertheless $\eta$ is still limited by $\kappa_s$. There are certain protocols\textsuperscript{5,36} that are robust to this at the expense of a reduced efficiency. In general though, low $\eta_{\text{top}}$ and $\beta$ factors act to not only reduce the efficiency of the device, but at the same time may introduce undesired ellipticity of the photon polarisation and subsequent loss of fidelity in most polarisation mapping or switching protocols.\textsuperscript{9–11}

Another consideration in micropillar design in particular is the polarisation property of the cavity mode. The micropillar will have some small physical lateral anisotropy induced during fabrication that results in the otherwise degenerate cavity mode splitting into two orthogonally linearly polarized modes, split in energy by $\Delta$. This is typically of the order of a few 10s $\mu$eV.\textsuperscript{16,35} Whether this has a significant effect on the polarization properties depends on the Q-factor of the cavity: if the cavity
linewidth \((\kappa + \kappa_s)\) becomes comparable to \(\Delta\) (i.e. if the split modes are even slightly distinguishable), the polarization of light input into the cavity mode will become distorted. For Q-factors of \(\sim \text{few 1000}\) this effect becomes significant. If one wishes to encode the photonic qubit in polarization, one requires \(1/\Gamma \gg \Delta\).

In this work we use a low Q-factor \((Q \sim 290)\) single-sided micropillar cavity. The escape rate through the mirrors is high enough that one can easily ensure that \(\eta \sim 1\). At the same time a reasonably high \(\eta_{\text{top}}(> 0.9)\) is guaranteed with the highly asymmetric design of the structure (5 top mirror pairs and 18.5 bottom mirror pairs, see supporting information for sample information\(^{37,38}\)). Surprisingly this can be achieved without significant impact on the \(\beta\)-factor.\(^{17}\) We achieve \(\eta_{\text{top}} > 0.9\) and \(\beta > 0.5\) simultaneously, which is presently only attainable in semiconductor systems by the use of such low Q-factor structure. Further to this since the spectral bandwidth of the cavity is broad (several meV), any mode splitting as a result of ellipticity in the etched micropillar becomes negligible (see photoluminescence measurements in supporting information). This is crucial if one wishes to couple charged QDs to the cavity which have circularly polarised optical transitions (see Fig. 1(c)).\(^{16}\)

The experiment we perform is to couple a narrow bandwidth laser of weak intensity efficiently into the QD micropillar device, collecting all photons scattered back from the device and measuring the phase shift induced on them in the absence of any polarisation filtering. Due to the very low intensity (weak excitation limit), single photons are scattered by the QD. Upon reflection, a narrow bandwidth \((\ll \Gamma)\) single photon will become phase shifted. The phase shift one should obtain when the photons are spectrally resonant with the QD transition is shown in Fig. 1(b), and is a rather complex function of the \(\beta\)-factor. For a low efficiency system \((\beta < 0.5)\) the maximum phase shift for such a device increases slowly with \(\beta\), but never reaches more than \(\pi/2\).\(^{35}\) However, as soon as QD coupling to the desired mode \((\Gamma)\) dominates over leaky modes \((\gamma)\), a discontinuity occurs in the plot, and at \(\beta > 0.5\) all photons emerging from the system have a \(\pi\) phase shift (see Fig. 1), as in Ref.\(^{14}\) At this important transition in \(\beta\)-factor, the quasi-1D regime is reached. What this means is that whilst there are still losses which affect the efficiency of the device, one can deterministically (every photon will undergo
the same phase shift) switch the photon state between two orthogonal states (phases of 0 and π). If the phase shift were less than π, the photon would only probabilistically end up in the π phase shifted state, and thus filtering would be needed to post-select on those events. Note that in a post-selective regime one cannot use the full polarization degree of freedom to encode a qubit.

A high phase shift is not the only important parameter, for most protocols, one also requires low polarisation ellipticity of the emergent photon. The ellipticity is a rather complex function of both η_top and β, which strongly affects the fidelity of any polarisation rotation. There are ranges for η, β < 1, where a high fidelity polarisation rotation is possible at the expense of overall device efficiency (see supporting information, Fig. S6-S7). Practically, however, we strive to work in the limit of η_top ~ 1 and β ~ 1, where one will achieve a full rotation between two orthogonal polarisation states, with zero losses. So far direct evidence of this has not been demonstrated, due to low values for η or η_top, which leads to ellipticity in the reflected light, limiting the phase shift to the order of ~ π/10.15,24 Recent demonstrations have exploited a low photon phase shift (< π/2) to probabilistically herald a π phase on a QD spin, upon the successful detection of a rotated photon.25 Importantly, in that case one needed to post-select on rotated photons, which occurs with a low probability. We now demonstrate the next step, showing instead a > π/2-phase switch imparted by the QD onto the photons in a deterministic interaction. In such a regime, one may generate long streams (several 10s) of photons with high probability, enough to have useful functionality, for example cluster state generation for quantum simulation circuits.12,39

Results

The experimental setup is shown in Fig. 2, similar to that in Ref.17 The sample is placed in a 0.5T magnetic field along the optical axis (Faraday geometry) introduced by a permanent ring magnet, which creates a homogeneous magnetic field perpendicular to the plane of the QD. This induces an energy splitting of ~ 40μeV (~ 26 pm, 9.8 GHz) between the spin up (|↑⟩) and down(|↓⟩) ground state
Figure 2: Experimental setup used to time resolve the QD induced phase shift. A 50 : 50 beamsplitter (BS) splits the reflected signal into two channels. One sends photons to APD-1 and APD-2 that are used as conditioning/heralding detectors, and the independently correlated phase shift is measured via APD-3 and APD-4. (Fig.1(c)). The QD spin is not initialised, but rather stays in a thermal state with equal probability of being spin up or spin down. The energy separation provides sufficient spin lifetime for this experiment (see supporting information). Upon measurement we project into one of the two spin states, where the system remains until it randomly flips to the opposite state (via returning into a thermal state, interaction with the nuclear spin bath or phonon scattering). Vertically linearly polarized coherent light (\(|V\rangle = \frac{1}{\sqrt{2}}(|\sigma^-\rangle - |\sigma^+\rangle\)) from a single frequency laser of linewidth < 10 MHz is input via an objective with \(NA = 0.7\) to the micropillar. We operate with low input power (< 0.1 nW measured before the objective), which taken together with the narrow bandwidth ensures that we remain in the weak excitation limit, where the QD optical transitions respond linearly to the input field. The laser is spectrally tuned to be on resonance with the inhomogeneously broadened \(|\downarrow\rangle \rightarrow X^-\) transition (see Fig.1(c)), which then selectively scatters only \(|\sigma^-\rangle\) polarised light. This imposes a phase shift on only
one circular component (|$\sigma_-$\rangle) of the linearly polarised photon (|$V$\rangle), implementing the transform:

$$|V\rangle \rightarrow |\psi\rangle = \frac{|r_L(\omega)| e^{i\phi(\omega)} |\sigma^-\rangle - |r_R(\omega)||\sigma^+\rangle}{\sqrt{2}}$$  \hspace{1cm} (1)$$

where when on resonance the reflection coefficients are $|r_L| = |2\eta(\beta - 1) + 1|$ and $|r_R| = |2\eta - 1|$. For the case when $\beta > 0.5$, the phase shift $\phi = \pi$, if the inequality $|\eta(\beta - 2) - 1|/\eta \beta < 0.1$ this then leads to a “giant Faraday rotation” ($\phi_{FR} \sim \phi/2 = \pi/2$), switching the polarisation state from |$V$\rangle to |$H$\rangle with fidelities in excess of 0.99 (see supporting information for more detailed discussion). One may see that this is the basis for spin-photon entanglement, which naturally ensues if one can prepare the spin into an equal superposition state: $|\psi\rangle = \frac{1}{\sqrt{2}}(|\uparrow\rangle + |\downarrow\rangle)$.

Previous measurements of this micropillar have inferred that this specific charged QD-micropillar system has a $\beta$-factor of $\sim 0.65$ ($\Gamma \sim 0.52 \mu eV$ ($\sim 126 \, MHz$), $g \sim 23.1 \mu eV$ ($\sim 56 \, MHz$) and $\gamma \sim 0.28 \mu eV$ ($\sim 68 \, MHz$)) with up to $\beta > 0.9$ possible.\textsuperscript{17} A more detailed characterisation and study of the structure may be found in Ref.\textsuperscript{17} This device should give a $\pi$ phase shift for resonantly reflected photons according to Ref.\textsuperscript{14} (see Fig. 1(b)). However, previously we measured phase shifts of just $\sim 6^\circ$.\textsuperscript{17} The reduction in the measured phase shift is attributed to spectral “jitter” which leads to a shift ($\delta \omega$) in the spectral position of the QD over a timescale shorter\textsuperscript{40} than the data acquisition time (1 sec).\textsuperscript{17} This is the source of the observed inhomogeneous broadening of the optical QD transitions. In Ref.\textsuperscript{17} a range of QD laser detunings ($\delta \omega$) is probed during the 1s integration time, which gives rise to a much lower average photon phase shift.

Designing of novel photonic structures with electrical contacts embedded have demonstrated spectral diffusion may be overcome (not the case here).\textsuperscript{41,42} In this experiment we overcome spectral jitter in a different way. While we do not eliminate spectral jitter, we overcome it to reveal the underlying deterministic interactions by measuring the photon phase shift in $100 \, \mu s$ intervals (faster than the spectral jitter time, see supporting information Fig. S10). This technique allows us to demonstrate that a large phase shift is possible in these micropillars. Using a two-channel conditioning technique,
we detect those time-windows when the QD remains close to resonance with the laser and statistics are accumulated to measure the phase shift of light reflected from the QD-micropillar system. This is only possible due to the high brightness of the system (large $\beta$-factor, and high $\eta$), where we count on average 1 MHz rates on the detector at saturation.

Figure 3: Frequency plot of the count-rates in APD-2 (cross-polarised) as measured in 100 $\mu$s bins (black curve) left axis, including the uncertainty in the observed count rate (grey bars), the blue line shows the expected bin distribution based on Poissonian statistics with a 42 $kHz$ count rate as observed on resonance for 1 sec integration, the dashed line shows the peak in the measured bin distribution. Red crosses displays the corresponding lower bound phase shift (right axis) measured by Eq.1 using APD-4 (H polarised) and APD-3 (V polarised)

The experiment is performed by collecting the reflected signal and splitting it into two with a non-polarizing beamsplitter (BS), both of which are then analysed using a polarising beam splitter in the $|V\rangle$ and $|H\rangle$ basis (see Fig. 2). The two arms are statistically independent, with the first (APD-1 and APD-2) measuring the photons to “condition” those windows where the QD remains on-resonance, effectively monitoring the evolution of the environment of the QD (charge and nuclear spin configurations). Cross-
polarized counts are only observed when the laser is close to resonance with the QD and scattered photons undergo a Faraday rotation with a non-zero projection onto $H$. In order to analyse the data, the time tags of detected photons are separated into $100 \ \mu s$ bins. Each of these time bins will have a different number of photon counts depending on the short timescale detuning between the QD and incident laser. Fig. 3 shows a histogram for the distribution of count-rates in APD-2 ($H$) for $100 \ \mu s$ bin-widths (note the logarithmic scale). The vast majority of time-bins contain low count-rates, around $17 \ kHz$. This corresponds to the QD transition shifted away from resonance with the input laser due to jitter. Incidentally, this is in line with measurements performed far from the QD resonance, that show almost no cross-polarized counts, demonstrating no measurable ellipticity from the passive cavity.

Nevertheless, there are time-bins with significantly higher count-rates. This becomes clear by comparing the measured time bin distribution (black squares Fig.3), to the expected purely Poissonian time bin distribution (blue line Fig.3), based on the measured one second average resonant count rate in APD-2 ($\sim 42 \ kHz$, corresponding to a low averaged Faraday rotation). It is clear that one should not expect to observe any time bins with a count rate above $200 \ kHz$. The time bins that we do measure with count rates above $200 \ kHz$ therefore represent instances where the QD and laser have remained close to resonance for sufficient time to be detected on a $100 \ \mu s$ interval. Thus, the more complex underlying short time dynamics are revealed using this “conditioning” technique, where each $100 \ \mu s$ count rate recorded at APD-2 will correspond to a specific configuration of the local environment of the QD, giving rise to a QD-laser detuning.

The second arm (APD-3, APD-4), is separated without affecting the state of the light and thus it may be used to independently evaluate the phase shift. A lower bound value for the phase shift ($\cos(\phi_{LB})$), that does not take into account photon ellipticity (see supporting information for full details) but that provides a lower bound for the phase, can be calculated via:

$$\cos(\phi_{LB}) = \frac{V - H}{V + H}$$

(2)

where in the limit that $|r_R| \sim |r_L|$ the ellipticity in the polarisation of the reflected light will be mini-
mum, and as such $\cos(\phi_{LB}) \sim \cos(\phi)$.

Time bins with the same count rate in the conditioning arm APD-2 are grouped together. In these groups of time bins we then sum the number of counts in APD-3 as well as the counts in APD-4. This summing leads to a total number of V polarised counts (APD-3), and a total number of H polarised counts (APD-4), which are now labelled according to the count rate in the conditioning arm (APD-2). Each individual time bin could be used to make an estimation of the phase shift, however large Poissonian errors on APDs-3,4 prevent this from being reliable. The summing technique we use allows us to increase the statistical significance of the value evaluated.

One expects the phase shift measured according to Eq. 2 using the counts in APD-3 ($V$) and APD-4 ($H$) to be high when correlated with specific high values of APD-2. In Fig.3 we can clearly see that as the number of cross-polarised counts increases, so does the measured phase shift, as expected. This reaches a peak value of $\phi_{LB} = 0.530\pi \pm 0.001\pi$ at APD-2 count-rate $240 \ kHz$. The low count rate region ($< 100 \ kHz$) is also comprised of instances where the input laser does not couple into the setup due to mechanical instabilities. Hence here we observe a non-zero phase shift that depends on the balance between the dark counts from the individual detectors used. The Poissonian noise ($\pm \sqrt{N}$, where $N$ the counts in APD-2 for a 100 $\mu s$ time-window), from this then extends into the data, but becomes less significant as the number of cross polarised counts increases. At around $100 \ kHz$ (10 counts per 100 $\mu s$) this effect from the dark counts is negligible and no longer manifests itself in the phase measurement. In the high count rate region ($> 300 \ kHz$) we observe a drop off for the phase shift value, instead of the expected increase. This is caused by lack of statistics, for example the last point has an error of $\pm 0.1$. This is expected as these last few points correspond to a vanishingly small number of bins (even just one in some cases) and any phase shift value even the error bars themselves are indeed unreliable. Further, some of the data at very high count rates is comprised of only a few or even single time bins making them outliers, which we do not use as reliable measurements. The measured phase shift is ultimately limited by the accuracy with which we can condition using APD-2. At $240 \ kHz$ we detect 24 photons per bin, corresponding to a significant Poissonian noise on the $x$-axis.
value in Fig.3 ($\pm \sqrt{N}$).

Figure 4: A plot of the number of the lower bound phase shift for specific count-rates in detectors APD-1 and APD-2 in 100\(\mu\)s time-bins. The colour map now represents the QD induced phase shift measured via detectors APD-3, and APD-4.

The data in Fig. 3 is obviously limited by Poissonian noise on the x-axis due to limited statistics from APD-2. One can gain more information about when the QD and laser are resonant by implementing a two factor conditioning technique. Efficient coherent scattering from the QD will result in light rotating from \(|V\rangle \rightarrow |H\rangle\), which also causes a significant intensity reduction in the directly reflected, \(V\), channel (APD-1), i.e. the co-polarized counts should decrease. This should also occur just as the cross-polarized counts increase (APD-2). The anti-correlation between APD-1 and APD-2 gives a more accurate measure of when the QD is on-resonance, as it reduces the influence of uncorrelated background counts between the two channels (see supporting information).

To explore this Fig. 4 shows a 2D colour-plot showing the count-rates in the co- and cross-channels of the conditioning arm (APD-1,2), against the lower bound value of the phase shift ($\cos(\phi_{LB})$), again for 100\(\mu\)s time-bins. The phase shift is calculated using the exact same technique as above however
time bins are now grouped according to the count rate in both APD-1 and APD-2. This allows us to
now build a three dimensional plot instead of two dimensional, as in Fig. 3.

A clear pattern emerges. For time-bins where the co-polarised (APD-1) counts are high, and the
cross-polarised counts (APD-2) are low (approx APD-1 > 400 kHz, APD-2 < 50 kHz), we observe
a small phase shift $\phi_{LB} < 0.1\pi$. This corresponds to time bins with large QD laser detunings i.e the
non-resonant response. However, there is a large region where the cross-polarised counts are high and
the co-polarised counts are low (approximately, APD-2 > 100 kHz, APD-1 < 400 kHz). Here the
phase shift $\phi_{LB}$ is consistently above $0.63\pi$. This scattering occurs when the QD and laser are close to
resonance.

Finding the instances where near exact resonance conditions are fulfilled allows the highest phase
shift observed to be measured. We calculate that to measure a $> 0.95\pi$ phase shift, the laser should
be within $\pm 15 neV (\sim 3.6 MHz)$ of the peak of the 0.8$\mu eV (\sim 193 MHz)$ linewidth transition. This
should occur $\sim 0.1\%$ of the time (assuming inhomogeneous broadening of a 0.8 $\mu eV (\sim 193 MHz)$
QD line to 5 $\mu eV (\sim 1.2 GHz)$). We also require that enough photon counts may be gathered in
the time-window in question to ensure effects are above the Poissonian noise, and that the $T_1$ spin
lifetime of the transition is longer than the time-bin used. By varying the time-bin width we determine
a spin $T_1$ of 250$\mu s$ and a spectral jitter time of 1.5$ms$ (see supporting information Fig. S10). We
can reliably measure the phase shift inside the blue region. One of the most statistically significant
coordinates, where the measured phase has a small error (APD-1=140 kHz and APD-2=150 kHz) of
$\phi_{LB} = 0.680\pi \pm 0.001\pi (122.4^o \pm 0.2^o)$. Note that we have a very high level of statistical confidence
(0.001$\pi$). This is because it occurs in 1841 individual time bins, with a total of 126209 correlated
photons in channels APD-3 and APD-4 available to evaluate the phase shift. There are outlying values
(purple squares) with higher phase shifts. However, they have a lower statistical confidence e.g. 0.8$\pi \pm$
$\pi/10$. Based on a $\phi_{LB} = 0.680\pi \pm 0.001\pi$, then we observe a Faraday rotation of $\sim 0.34\pi (61.2^o)$. 
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Discussion

When comparing the highest phase shifts obtained to those predicted in Fig. 1.(b), we observe that, if the laser is on resonance with the QD, any values between $\pi/2$ and $\pi$ are not predicted. We therefore deduce that the $\beta$-factor is $> 0.5$. Consequently, every photon that enters the cavity must undergo a phase shift of $\pi$ when on resonance. Spectral detuning would reduce the phase shift, however, one would expect that some time windows represent the very close to resonance case, showing a $\pi$-phase shift. The question remains as to why we do not observe a larger phase shift consistently in any of the time-windows. For the device to be useful in a quantum information context the photons must undergo a full $\phi = \pi$, leading to a Faraday rotation of $\pi/2$, which represents a full rotation of the polarisation from V to H. There are two possible reasons for this. Either inherent losses in the system are transforming the reflected light into an elliptical state; or uncoupled background, light that is focused by the microscope objective that does not couple into the mode of the micropillar, is reducing the observed phase shift. Using white light reflectivity we measure $\eta_{top} > 0.9$ (see supporting information), thus in either of these scenarios we can set a lower bound $\beta > 0.6$. In fact, we believe the actual $\beta$-factor to be higher, and the main limitation is due to mode mismatch between the micropillar output mode from the top (which is Gaussian-like (HE11)$^{43}$) and the bulk collection optics. If we assume that the largest reliable value of $\sim 0.680\pi$ occurs when exactly on-resonance where one would expect no co-polarized counts, the measured ratio of co/total counts $\sim 0.22$ implies that $\sim 20\%$ of the photons arise from the background. This corresponds to a mode-matching of numerical apertures of $\sim 0.9$ (see supporting information for details). Thus, when the detuning is close to zero we infer that $80\%$ of the reflected photons in the collection channel have interacted with the QD and undergo a deterministic $\pi$ phase shift i.e. an almost full rotation from V to H. This is the first time this threshold has been directly observed in semiconductor systems, surprisingly with the use of a low Q-factor structure.

Practically, the fact that these large phase shifts can be observed indicates that spectral jitter can be overcome in our measurements, simply by collecting sufficient photons over a timescale where the QD is stable. Note that the conditioning arm here does not work in the traditional sense, where one would
use it to pull out correlations from the data after they have been measured (post selection). In our case the first few photons in a time bin can potentially be used to predict that the rest of the photons (up to $\sim 100$) within 100 $\mu$s will all pick up a deterministic phase shift and may be used in subsequent quantum information protocols. The significant challenge remaining is efficient mode-matching of the pillar to external optics. High fidelity gate operations will require exceptional reduction in background scatter implying that $> 99\%$ optical mode-matching is required. By integrating these micropillars, perhaps directly with optical fibre, one could potentially reflect and collect $10^4$ high fidelity (near full rotation) photons per 100 $\mu$s when on-resonance. This would allow one to imprint a deterministic phase shift on each individual photon, entangling it with the spin to produce a $\geq 20$ photon cluster state, this is subject to the coherence time of the spin ($T_2$) being sufficient long. Depending on the input rate this represents a creation rate of several times per second. Further, one would be able to actively identify when the resonance condition has been fulfilled, and switch subsequent photons into a photonic circuit using relatively slow ($100 \text{ kHZ}$) low loss optical switches, that are currently available. This represents an immediate leap forward for the number of photonic qubits available for quantum information applications.

In summary, using a low Q-factor, high efficiency QD-microcavity system, one may achieve deterministic photon-spin interactions, by inducing a $\pi$-phase shift on a narrow bandwidth single photon. Not only do we measure, to our knowledge, by far the largest ever photon phase shift from a solid-state quantum emitter, we reach the crucial measured threshold, for the presence of deterministic interactions, of $\phi > \pi/2$.\textsuperscript{14} Further we do this in a device that has a high extraction efficiency $> 90\%$. Also, we have shown that the spectral jitter in these systems can be slow ($10^5$ times slower than the exciton lifetime) and meaning that, in principle, one can trigger on time-windows where the QD line is stable. This may still be some distance away from a fully deterministic device (no photon loss and a deterministic phase shift), where $\beta$ and $\eta$ are unity, but it is still a viable regime to generate long cluster states at a reasonable rate. This represents an efficient deterministic photon-emitter interaction for output photons and experimentally demonstrates that the one-dimensional atom regime is viable and efficient.
in a scalable solid-state platform.
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