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Abstract

Identifying  loci  that  contribute  to  adaptive  traits  is  an  important  goal  of

evolutionary biology. I take a comparative genomic approach to identify loci that have

responded to divergent selection. First I consider the challenges of identifying consistent

genomic responses to selection during experimental evolution. I use population genetic

simulations to show that commonly applied statistical tests perform poorly and identify

superior methods. These will also be useful in comparing allele frequencies in other

contexts. Next I analyse whole genome data from an experimental evolution study of

Drosophila pseudoobscura  evolving under altered mating systems. I find that around

300  SNPs  show  consistent  allele  frequency  differences  between  experimental

treatments.  These  are  clustered  in  genomic  regions  which  also  show  signatures  of

selective  sweeps or  background selection.  These  regions  contain  genes  with  mutant

phenotypes related to changes already documented in this system. In another chapter I

use a novel approach to identify markers potentially influencing female re-mating rate

among lines of D. pseudoobscura. I use simulations to show that there are more fixed

differences between extreme pairs of isofemale lines from different populations than

expected by chance. Many of the genes are implicated in female mating behaviour in

other studies. I then focus on local adaptation in wild Drosophila montana populations.

I  use  Bayesian  methods  to  relate  genetic  and  environmental  differentiation  among

populations. Finally,  I take a broader comparative approach using multiple genomes

from  14  species  of  crow  to  identify  potential  signatures  of  selection  in  the  New

Caledonian  (NC)  (Corvus  moneduloides)  and  Hawai’ian  crow (Corvus  hawaiiensis)

lineages. The NC and, more recently, Hawai’ian crows are of great interest for their

unusual tool-using foraging behaviour. I find only modest evidence for greater rates of

molecular evolution at coding regions within these lineages. This thesis applies novel

techniques to genomic data to identify candidate loci for evolutionary divergence in

these different systems and highlight analytical methods that will be generally useful in

other systems.
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“...endless forms most

beautiful...have been, and are

being evolved.” 

- C. Darwin 1859

Chapter 1 Introduction

1.1 Genes, Genomes, and Adaptation

With the publication of “On the Origin of Species”  in 1859 Charles Darwin

introduced natural selection (Darwin 1859).  A force which,  he argued, produces the

remarkable appearance of an organism fit for its environment. A character that results in

an  individual  leaving  on  average  more  offspring  in  the  next  generation  than  other

individuals (i.e. it is adaptive), if it is heritable, will spread and become more common

in the population. Since Darwin we have learned that, by and large, genes underlie the

heritable component of a phenotype.  To the extent that a phenotypic trait  has some

genetic component the trait can be passed between parents and offspring. If the trait is

adaptive  the  alleles  producing  the  phenotype  will  become  more  frequent  in  the

population. This combination of Darwinian natural selection with genetical inheritance

of  traits  through  generations  is  typically  presented  as  the  “modern  synthesis”  of

evolutionary  biology  (Huxley  1942)  and  forms  the  foundation  from which  we  can

understand biological diversity. Given the understanding that evolution acts on allelic

variants  to  produce  phenotypic  change,  efforts  to  understand  the  genetic  basis  of

variation in traits important in adaptation, sexual selection and speciation have been the

focus of much research throughout the last century. 

This research program takes aim at several questions in various fields. In the

study of animal behaviour it has long been recognised that the genetic basis of traits

represents an important component of understanding how they evolve (i.e. Tinbergen’s

“four  questions”;  Tinbergen  1963).  Continued  calls  have  been  made  to  incorporate

modern genetic methods and tools to questions of ontogeny and mechanism in animal
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behaviour (Fitzpatrick et al., 2005; Zuk and Belanger, 2014) but also the evolution of it.

An emerging view is that gene expression differences are at the heart of behavioural

differences. For example, the genetic control and evolutionary origins of behaviour have

been  investigated  by  studying  gene  expression  during  different  parenting  phases  in

burying beetles  (Parker  et  al.,  2015;  Cunningham et  al.,  2017),  social  behaviour  in

honey bees and other social insects (Ritschoff & Robinson 2012; Zayed & Robinson

2012),  and  others  (see  e.g.  Ritchie  &  Butlin  2014;  Rittschoff  &  Robinson  2014).

However,  the  regulatory  loci  which  are  the  targets  of  selection  to  produce  these

differences in gene expression (and behaviour) between populations and species are less

well understood.

More  recently,  calls  have  also  been  made  to  bring  genomics  into  the

investigations of sexually selected traits which are some of the most diverse and striking

traits in nature (Wilkinson et al., 2015). Here too, there is emerging evidence that gene

expression  (as  opposed to  coding  sequence  changes)  plays  a  large  role.  Expression

differences  between males  and females  are  potentially  important  in  resolving intra-

genomic sexual conflicts and producing sexual dimorphic morphologies and behaviours

(Wilkinson et al., 2015). However, the genomic targets of selection that produce these

regulatory differences between populations and species remain relatively unknown.

In  the  study  of  speciation  comparative  genomics  can  bear  on  fundamental

questions. For example, the role of introgressions and hybridisation during speciation,

the loci influencing reproductive isolation and ecological adaptation, as well  as how

isolation can build up between populations in the face of continued gene flow are of

great interest (Barrett and Hoekstra 2011; Radwan and Babik 2012; Lee et al., 2014;

Seehausen  et  al.,  2014).  Other  questions  concern  how  genes  that  underlie  these

important  traits  are  distributed  throughout  the  genome.  Do  differences  in  genomic

organisation (e.g. inversions and the recombination landscape) contribute to or constrain

adaptive evolution (Hoffmann & Rieseberg 2008; Radwan and Babik 2012; Lee et al.,

2014)?

The  past  few decades  have  seen  the  rise  and  rapid  development  of  modern

genetics  and  genomics.  Accompanying  this  expansion  is  the  cottage  industry  of

bioinformatic  pipelines  and software  tailored  to  the  analytical  needs  of  researchers.

These developments have allowed researchers to sequence the entire genomes, of first
2



model and more recently non-model organisms. Comparison of these genomes allow

the identification of  regions  and potentially  individual  nucleotides that  contribute to

variation in adaptive phenotypes (see below for an overview of some successful case

studies). 

However,  these  questions  are  complex  and  there  are  many  difficulties  to

overcome that vary depending on the nature of the trait and system in question (Mackay

2009; Rockman 2012; Travisano and Shaw 2013; Lee et  al.,  2014).  Several authors

have  argued  that  many  of  the  loci  discovered  to  underlie  variation  in  trait  within

populations to date are large-effect loci controlling essentially Mendelian or discrete

traits. The same critics point out that our understanding of complex and quantitative or

continuous traits remains poor because of their likely polygenic underpinnings (Mackay

2009;  Rockman  2012;  Travisano  &  Shaw  2013;  Lee  2014).  A  similar  problem  is

thought  to  apply  in  attempts  to  identify  loci  of  speciation  or  barrier  loci  (Noor  &

Bennett  2009;  Wolf  & Ellegren  2017;  Ravinet  et  al.,  in  press).  Similar  patterns  of

genetic diversity within and between species can arise by selection or by demographic,

essentially neutral processes which makes inference difficult (Noor & Bennett 2009;

Wolf & Ellegren 2017; Ravinet et al., in press).

While, understanding these difficulties and the limitations of different methods

is important, this should not cause us to “throw up our hands” (Rockman 2012) but

rather to roll up our sleeves. Understanding the genetic basis of traits and adaptation is

necessarily going to be difficult because of the many complexities involved and the

hypotheses or questions driving the research should be always in view (Zuk & Belanger

2014). In many questions, such as whether parallel phenotypic evolution is a result of

parallel  genetic changes,  a genetic perspective is  essential  (Rausher & Delph 2015).

Additionally,  novel  innovative  experimental  designs  and  technologies  (e.g.  pooled

sequencing, CRISPR/Cas9) along with falling costs will help to increase sample sizes

and power.  Comparative  genomics  (whether  it  be  comparing  different  experimental

evolution treatment lines, different populations, or different species) is a useful starting

point and a valuable complement to other experiments to uncover the loci underlying

population  and species  differences.  It  is  in  this  context  that  I  have  done  the  work

presented in this thesis.
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1.2  The  Tools  of  the  Trade:  Methods  and  Approaches  in

Comparative Genomics

1.2.1 The Next (Sequencing) Generation: “Engage!”

At the turn of the millennium the human genome was finally complete and was

hailed  as  another  milestone  for  the  field  of  biology.  Since  then,  the  sequencing

technology as well as analytical methods have improved dramatically (see e.g. Schuster

2008; Ansorge 2009; Metzker 2010; Ekblom and Wolf 2014 for reviews).  The new

technologies have collectively become known as “next-generation sequencing” (NGS)

and are characterised, in general, by higher throughput, being able to sequence 10s or

100s of individual genomes in a short period of time, as well as lower costs. Initially

very  expensive  NGS  technologies  were  still  only  applied  to  model  organisms  and

economically important domestic animals (e.g. chicken, sheep, mouse, Drosophila, and

human  populations).  However,  declining  costs  quickly  allowed  access  to  these

technologies  for  smaller  research  groups working on interesting  traits  in  non-model

species (Stapley et al., 2010; Ekblom and Wolf 2014). Many thousands of species now

have genomes sequenced at various levels of completeness as well as accompanying

population genomic data about allele frequencies at identified genomic markers. While

NGS  sequencing  technologies  are  cheaper  and  faster  than  traditional  sequencing

(Sanger) they generally produce much shorter reads and as such genome assembly is

more  difficult,  especially  in  long  repeat-rich  regions.  These  technologies  are  still

advancing  and  longer  reads  are  slowly  becoming  possible  through  PacBio  (Pacific

Biosciences)  and  Illumina  mate-pair  or  synthetic  long  reads  (Illumina)  which  can

exceed the length of traditional Sanger sequencing (Schuster 2008). 

Researchers are also getting creative with applying these technologies to their

needs.  For  example,  a  relatively  novel  application  of  short-read  whole  genome

sequencing  is  to  sequence  pools  (known  as  “pool-seq”)  of  individuals  rather  than

producing individual genomes (e.g. Schlötterer et al., 2014). This is useful if researchers

require accurate data only on the frequencies of alleles at genomic markers and are not

interested  in  preserving  haplotype  information  for  individuals.  This  can  allow very

accurate estimation of even low frequency allelic variants for a fraction of the cost it
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would take to produce individual whole-genome sequences (Schlötterer et  al.,  2014;

Wolf and Ellegren 2017).

Data  on  gene  expression  is  also  now  readily  available  even  for  non-model

species  via  RNA-sequencing  (RNA-seq)  (Marguerat  and  Bähler  2010;  Wolf  2013).

mRNA  from  whole-organisms,  different  tissues  and  under  different  environmental

conditions can be extracted. This mRNA can then be reverse-transcribed to cDNA after

which standard NGS can be performed (Marguerat and Bähler 2010). This method has

become very popular and allows the characterisation of the level of expression of all

genes in a highly targeted manner. Genes that show evidence of being differentially

expressed between two phenotypic classes, environments, experimental treatments can

then be used as candidates to explore the genetic basis of different traits. For example,

different caste types in honey bees can be compared to uncover the genes involved in

producing differences in behaviour (Zayed & Robinson 2012).

Finally  it  is  now  becoming  possible  to  follow  up  on  many  interesting  loci

discovered  by  functional  validation  of  particular  variants  or  alleles  via  functional

genomics. Technologies such as genome editing by CRISPR-cas9 (Jinek et al., 2012;

Bassett et al., 2013) or the manipulation of transcription by RNA interference (RNAi,

Kamath & Ahringer 2003; Boutros et al., 2004).

1.2.2  Genome  Wide  Association  (GWA),  Quantitative  Trait  Locus  (QTL)  Mapping

Studies, and Comparative Genomics

QTL mapping started in the 1980s, and progressed to GWA studies (GWAS)

when more genomic markers and larger sample sizes become available. QTL mapping

relies on crossing experiments to map associations between regions and a phenotype via

recombination (Stinchcombe & Hoekstra 2008). GWAS takes advantage of historical

recombination  in  natural  cohorts  or  populations  (Stinchcombe  &  Hoekstra  2008;

Visscher  et  al.,  2012)  or  diversity  panels  of  inbred  lines  (e.g.  Ivanov et  al.,  2015).

Broadly, these methods are related in that the aim is to map genomic markers linked to

loci that underlie variation in interesting traits (e.g. adaptations, or complex diseases).

However,  these  methods  typically  require  either  extensive  breeding  designs  (QTL

mapping, or inbred lines) or enormous sample sizes. Even then, the results suggest that

only a very small amount of the variation in a trait is explained by QTLs or GWAS loci
5



(Mackay 2009; Rockman 2012; Travisano & Shaw 2013). Additionally, the effect sizes

of  moderate  effect  loci  may  be  overestimated  due  to  many  linked  low  effect  loci

(Mackay 2009; Rockman 2012; Travisano & Shaw 2013). 

Thus, although QTLs or GWAS can in principle identify variants that underlie

variation in known adaptive traits  (often referred to  as “forward genetics”; Ellegren

2014;  Pardo-Diaz  et  al.,  2015)  it  has  some  drawbacks.  By  contrast,  a  comparative

genomic approach (or “reverse genetics”; Ellegren 2008; 2014; Pardo-Diaz et al., 2015)

aims to uncover the loci which contribute to differences between species, rather than a

complete account of all loci that underlie variation in a trait (Ellegren 2008; Ellegren

2014; Pardo-Diaz et al., 2015). For example, differences in coat or plumage colour (e.g.

Hoekstra et al., 2006; Steiner et al., 2007; Poelstra et al., 2015; Vijay et al., 2016), or the

differences in adaptive skeletal morphologies (e.g. Jones et al., 2012; Lamichhaney et

al., 2015) between closely related species or populations can be studied to find loci that

contribute to  these diferences.  In  the study of evolution and the genomic targets of

selection,  a  comparative  approach  can  be  a  fruitful  approach  to  identify  loci  that

underlie differences between populations and species.

1.2.3 Evolution in the Lab: Experimental Evolution Studies

Experimental evolution involves the investigation of how successive generations

evolve  in  response  to  a  novel  environment.  This  environment  can  be  a  novel  food

source (Lenski 2011), a new temperature regime (Orozco-terWengel et al., 2012), an

altered social environment (Crudgington et al., 2005; Janicke et al., 2016), exposure to

pathogens (Zbinden et al., 2008; Martins et al., 2014) or almost any other environmental

variable  that  an  experimenter  can  control.  Experimental  evolution  and  selection

experiments have been highly productive and are growing in popularity (Kawecki et al.,

2012).  Experimental  evolution  is  not  a  new  experimental  paradigm;  forays  by  the

Reverend William Dallinger, a contemporary of Charles Darwin, date back to the latter

half of the 19th century (Lenski 2011). 

The combination of experimental evolution with NGS technologies in what has

come  to  be  called  “Evolve  &  Re-sequence”  (E&R)  studies  is  an  emerging  trend

(Kawecki et al., 2012; Kofler and Schlötterer 2013). Such studies are rapidly becoming

popular  approaches  for  understanding  how  organisms  adapt  to  novel  or  different
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environments.  These  types  of  experiments  are  also  useful  for  understanding  other

processes of evolution,  such as mutation and genetic  drift.  For  example,  the rate  at

which deleterious and harmful mutations arise can be studied in mutation accumulation

experiments (Ness et al., 2015; Morgan et al., 2014). Simple environmental variables

allow a researcher to set up multiple replicates of the same treatments in order to test

whether responses to selection are consistent across these replicates. The use of multiple

replicates allows experimenters to distinguish between changes in just a few lines due to

random drift compared to changes across all lines which are more likely due to selection

(Kawecki et al., 2012; Kofler & Schlötterer 2014). Similarly, the genomes of ancestral

and descendant populations or descendant populations of different treatments can be

sequenced  to  find  alleles  that  have  changed  in  frequencies  across  the  replicated

treatments. Such markers are strong candidates for loci that underlie variation in the

new phenotypes. In systems that allow for it, generations can be literally frozen in time

in a resting state and competition experiments set up to study the fitness consequences

of particular mutations (Lenski 2011; Ness et al., 2015). 

There  are  some obvious  limitations  to  these  sorts  of  studies.  First,  they  are

restricted to organisms that will readily breed in captivity and/or survive in laboratory

environments.  Second,  the  organisms  need  to  have  generation  times  that  make  it

feasible to run the study for several generations. Finally, but most importantly, there

must be some genetic variation underlying the phenotypes in question. Novel, adaptive

mutations are unlikely to arise in the short timescales of most experimental evolution

studies (Kawecki et al., 2012; Kofler & Schlötterer 2014). Nevertheless, experimental

evolution studies are a valuable tool for biologists to test predictions from theory about

what sorts of responses that should occur in response to different sources of selection

(e.g. sexual conflict or sexual selection), study specific adaptations and their genetic

basis as well as the relative importance of adaptation from standing genetic variation or

novel mutations (Kawecki et al., 2012). However, there are still challenges to overcome

as  well  as  novel  analytical  methods  needed  to  study experimental  evolution  in  the

genomic  era.  The  increasing  availability  of  datasets  and  the  rapid  development  of

sequencing  technologies  and  follow-up  functional  genomic  tools  runs  the  risk  of

generating an abundance of data before the analytical methods have had time to be

developed and optimised.
7



1.2.4 Comparing and Contrasting Populations or Species

The  comparative  approach  has  a  long tradition  in  evolutionary  biology.  The

comparison of different closely related species that differ in a trait of interest has been

used to study adaptation to different environments (Harvey and Purvis 1991; Harvey

and Pagel 1991; Arnqvist and Rowe 2005). Similarly, different populations of the same

species can show local adaptation to particular parts of the range. Such systems allow

the study of the forces that shape different adaptations. In the genomic era such systems

also have the potential of identifying genomic regions that underlie adaptive differences

between populations in these traits (Ellegren 2008; Ellegren 2014; Pardo-Diaz et al.,

2015).  By comparing closely related species  or populations  that  vary in  the trait  of

interest and (ideally) not many other characteristics researchers can identify regions that

show  higher  genetic  differentiation  than  the  genome-wide  background.  However,

demographic  processes  can  lead  to  very  similar  signals  which  can  make  inference

difficult.

An enormous amount of population genetic theory has been brought to bear in

the aim of comparing different populations. Methods have been developed to identify

population structure and admixture between populations (e.g. STRUCTURE; Pritchard

et al.,  2000 and fineSTRUCTURE; Lawson et  al.,  2012), adaptive introgressions (D

statistic or ABBA-BABA; Green et al., 2010), selection and local adaptation (Foll &

Gaggiotti  2008;  de  Villemereuil  &  Gaggiotti)  and  various  statistics  to  detect

demographic effects and historical migration (e.g. ABC analysis Csilléry et al., 2010).

Such statistics (FST, Tajima’s D, π, etc.) are well founded in population genetic theory

but our expectations from theory are based on certain assumptions about the behaviour

of these statistics during evolution. These are necessary to distinguish between different

hypotheses of which forces have produced the observed patterns.

For example, in population genomic studies, a common and popular approach

has been to identify outlier loci by measuring genetic differentiation (FST) at many loci

throughout the genome and focus on the tails of the distribution to identify outliers.

However, many recent reviews have demonstrated that variation in FST throughout the

genome  could  arise  from  a  number  of  causes  and  these  are  not  always  easy  to

distinguish on the basis of a single summary statistic. FST peaks can also be produced by
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variation in recombination throughout the genome, ancestral low diversity regions, and

other processes. This makes their use to infer differentiation specifically due to barriers

to gene flow or selection problematic (Noor and Bennet 2009; Wolf and Ellegren 2017;

Ravinet  et  al.,  in  press).  For  example,  variation  in  the  effective  population  size

throughout the genome (e.g. due to demographic expansion), and nucleotide diversity

can lead to heterogeneity in levels of FST. This can result in the identification of many

outlier loci which are not the product of selection (Wolf and Ellegren 2017). Similarly,

regions of reduced gene flow (e.g. due to loci that result in reproductive incompatibility)

will show higher FST (Wolf and Ellegren 2017). Recent work has also shown that if the

recombination landscape is very similar across species, then within species diversity can

be highly correlated across pairwise comparison (Dutoit et al.,  2017). Since  FST is a

relative measure of diversity within and between species/populations (Cruickshank &

Hahn 2014; Wolf and Ellegren 2016), this means that interpreting the landscape of a

single measure of differentiation between two species or populations can be misleading.

A potential solution may be to compare several population genetic summary statistics to

see if there are any population specific “peaks” (Wolf and Ellegren 2017) and also, if

possible, to compare several independent pairwise contrasts (e.g. Lamichhaney et al.,

2015; Vijay et al., 2016). 

In  the  case  of  some  traits,  more  information  can  be  obtained  from  careful

sampling of populations. This is true in the study of clinal phenotypic variation where a

transect  of  populations  can  be  sampled.  The  continuous  variation  in  environmental

variables or phenotypes  can then be related to  the variation in allele  frequencies  to

uncover relationships (by e.g. Bayesian methods; de Villemereuil & Gaggiotti 2015).

Such  relationships  can  identify  variants  underlying  local  adaptation  in  respone  to

environmental variation. Leveraging information from independent clines in different

regions of the world can provide even more power and shed light on the repeatability of

adaptive evolution (Adrion et al., 2015).

Comparing more distantly related groups, i.e. closely related species, requires

different measures of differentiation. The substitution rate or divergence (dXY) between

two  homologous  regions  in  a  pairwise  comparison  of  species  can  identify  highly

conserved or rapidly diverging regions. Contrasting dXY with the within species diversity

can  identify  regions  where  divergence  is  higher  or  lower  than  expected  from  the
9



mutation rate and the neutral substitution rate (e.g. the HKA test: Hudson et al., 1987

contrasting  π and  dXY; Halligan et al., 2013). This method applies both to coding and

non-coding  genomic  regions.  At  coding  regions  more  sophisticated  analyses  can

compare  the  synonymous  and  non-synonymous  substitution  rates  (dS and  dN

respectively) across the coding region of a gene in different lineages on a phylogeny

(Yang 1998; Zhang et al., 2005; Yang 2007). Such an approach can identify amino acid

changes  that  evolve  in  response  to  selection.  These  tests  are  highly  dependent  on

accurate alignments and annotation of coding regions in the species under investigation

(Schneider et al., 2009) which limits this sort of analysis to relatively well sequenced

and annotated species.

1.3 The Genomics of Adaptation: Case Studies

A system which has produced exciting results recently is the Heliconius species

complex which comprises multiple species of butterflies exhibiting a striking case of

Mullerian mimicry (Sheppard et  al.,  1985;  Mallet  1989 Nadeau et  al.,  2012;  ).  The

species  H. melpomene occurs in a number of different colour pattern morphs that all

resemble  the  geographically  co-occurring  H.  erato morphs  (Sheppard  et  al.,  1985;

Mallet 1989; Joron et al., 2006). Similarly the species  H. numata  consists of several

morphs  which  mimic  separate  co-occurring  species  of  another  family  of  butterflies

(Joron et al., 2006). In this system the genetic basis of various aspects of the colour

pattern has been uncovered first by traditional genetic crosses (Sheppard et al., 1985;

Mallet  1989)  and  more  recently  by  modern  genomic  methods  (Joron  et  al.,  2006;

Ferguson  et  al.,  2010;  Joron  et  al.,  2011;).  A  handful  of  loci  control  much  of  the

variation  in  colour  patterns  seen  in  H.  melpomene  and  H.  erato,  while  a  single

supergene controls different patterns in H. numata (Sheppard et al., 1985; Mallet 1989;

Joron  et  al.,  2006;  Joron  et  al.,  2011).  The  use  of  a  variety  of  molecular  markers

demonstrated that the loci controlling colour patterns in H. erato, H. melpomene and H.

numata are indeed homologous loci (Joron et al., 2006). Further characterisation of the

H.  melpomene transcriptome  and  the  annotation  of  some  of  the  colour  pattern

determining loci identified several genes lying within these regions though very few of

them have been implicated in colour pattern formation in other species (Ferguson et al.,
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2010).  Further  work  shows  that  the  supergene  in  H.  numata arises  as  a  result  of

chromosomal rearrangements that capture different variants and prevent recombination

(Joron et al., 2011). Meanwhile, in  H. melpomene and closely related, co-occurring H.

timareta mimcry is facilitated by exchange by gene flow of colour pattern loci (The

Heliconius Genome Consortium 2012). Further work identified spefic genes that control

patterning (WntA; Nadeau et al., 2014) and pigment deposition (optix, cinnabar; Nadeau

et al., 2014; Jiggins et al., 2017). In another butterfly mimicry ring, where only males

exhibit  the mimetic colour patterns,  a sex-specific transcription factor  doublesex  has

been co-opted to regulate a suite of genes in a sex specific manner (thus acting as a

“supergene”) to produce the mimetic colour patterns (Kunte et al., 2014). These studies

highlight how regulatory modules are physically shuffled, and co-opted to produce a

diversity of wing patterns in butterflies (Jiggins et al., 2016). Although much remains

unknown in this system it is clear that comparative genomic approaches have provided

great  insights  into  how  intricate  colour  patterns  can  evolve  and  be  maintained  in

populations. 

A further recent example is the determination of the genetic basis of different

male morphs in the ruff (Philomachus pugnax) (Lamichhaney et al., 2016; Küpper et

al.,  2016).  This  species  is  a  classic  example  of   sexual  selection  via  male-male

competition for females that has produced lekking behaviour as well as different mating

strategies among male. The genetic basis of this trait has been speculated on previously

(Fitzpatrick et al., 2005) and the system was recently mentioned in a review calling for

bringing research on sexually selected traits  into the genomic era (Wilkinson et  al.,

2015). Three distinct male morphs exist in this species. “Independents” are males that

compete with other  males by displaying and defending territory in  leks.  Meanwhile

“satellite” males don’t defend territories and are submissive to independent males but

can obtain matings from females by their proximity to the independents. Finally, the

“faeder” male morph obtains matings by mimicking the appearance of females which

allows them to avoid male-male competitive interactions (Lamichhaney et  al.,  2016;

Küpper et  al.,  2016).  Lamichhaney  et  al.,  (2016)  produced  high  quality  and  deep

coverage genome sequences of a total of 16 independent males, 8 satellite males and

one  faeder  male  and  identified  a  ~2,000  bp  inversion  with  extraordinary  levels  of

differentiation in all parwise comparisons. Interestingly the inversion contains regions
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that are highly differentiated between satellites and independents as well as faeders and

independents  but  also  smaller  regions  that  are  differentiated  between  faeders  and

satellites  indicating  a  complex  sequence  of  inversion  and  recombination  events

producing the satellite morph (Lamichhaney et al., 2016). Many genes occur within this

inverted  regions  some of  which  have  obvious  associations  to  variation  in  plumage

colouration in  birds (MC1R) and others that  are  involved in  the metabolism of sex

hormones (Lamichhaney et al., 2016). A completely independent study using standard

genome-wide  assocation  methods  in  a  pedigreed  captive  population  with  multiple

individuals of each morph found evidence for an inversion in the same region of the

genome and even similar breakpoints disrupting the coding sequence of the gene CENP

(Küpper et al., 2016). These studies highlight another example where the genetic basis

of  a  complex  and  multifaceted  phenotypic  trait,  though  discrete,  involves  complex

genomic re-arrangements that result in combinations of alleleic variants (‘supergenes’)

that together act to produce the phenotypes.

Another example of the insights gained from comparative genomics comes from

natural  populations  of  the  cosmopolitan  fruitfly  Drosophila  melanogaster. D.

melanogaster  shows  adaptive  clinal  variation  in  various  traits  including  body  size

(Kolaczkowski  et  al.,  2011;  Chen et  al.,  2012;  Flatt  2016).  Research  has  identified

several  FST outlier  regions  between  northern  and  southern  populations  in  Australia.

Genes in these regions are important in signalling pathways that influence metabolism

and body size (Kolaczkowski et al., 2011). Meanwhile, Chen et al., (2012) collected

flies from several populations of an Australian cline. Larvae from multiple northern and

southern  populations  were  reared  under  identical  conditions  in  the  lab  and  gene

expression  quantified  by  microarrays  (Chen  et  al.,  2012).  Northern  and  southern

populations showed differential expression at several genes associated with metabolism

and experimental knockdown of some resulted in smaller body sizes in the predicted

direction  (Chen  et  al.,  2012).  Meanwhile,  pool-seq  studies  of  North  American

populations of D. melanogaster find independent support for selection on genes within

the  same  signalling  pathways  involved  in  the  determination  of  body  size  as  in

Kolaczkowski et al., (2011) (Fabian et al., 2016). However, it has since been discovered

that subtle patterns of demographic history and migration contribute substantially to this

clinal  variation.  This  makes  distinguishing between true adaptive differentiation and
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demographic history difficult especially in young species or population clines (Bergland

et al., 2016; Flatt 2016). Nevertheless, these studies show that candidate loci can be

uncovered  in  studies  of  clinal  populations  that,  when  followed  up  with  functional

genomic studies, produce the expected phenotypic changes. Additionally, convergent

clinal  patterns  have  arisen  due  to  similar  selection  pressures  acting  on  different

populations of D. melanogaster.

1.4 Thesis Outline and Aims

The studies presented in this thesis are primarily based on comparative genomic

methods. I compare experimental evolution treatment lines, different populations and

species  in  an  effort  to  identify  loci  that  underlie  observed  phenotypic  variation.  In

chapter  two  of  this  thesis  I  address  the  challenge  of  identifying  consistent  allele

frequencies  differences  between  two  treatments  across  multiple  replicates  of  an

experimental evolution study. Similar problems also arise in population genomic studies

where allele frequency differences between different populations are related to some

environmental or phenotypic differentiation. I perform population genetic simulations

that  simulate  an  experimental  evolution  study  under  the  neutral  model  (the  null

hypothesis).  I  assess  the  behaviour  of  different  statistical  approaches  in  identifying

consistent allele frequency differences.

In chapter three I apply the methods from chapter two to data from an ongoing,

long-term experimental evolution study in Drosophila pseudoobscura (Crudgington et

al.,  2005).  The aim was to identify the genomic targets of selection under different

mating systems. Previous studies have identified changes in traits  like the courtship

song (Snook et al., 2005), higher male courtship frequencies (Crudgington et al., 2010),

but also in gene expression patterns (Immonen et al., 2014). Thus, we might expect that

genomic changes might be enriched for regulatory elements (such as transcription factor

binding  sites).  Additionally,  this  experimental  evolution  study  allows  the  testing  of

predictions from theory about the effects of mating systems and sexual selection on the

molecular evolution of the X chromosomes compared to the autosomes (Ellegren 2009).

In chapter four I focus on another aspect of mating system evolution, namely the

female re-mating rate.  Wild populations  of  D. pseudoobscura  show variation in the
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female re-mating rate (Price et al., 2011; Herrera et al., 2014). This seems to have direct

implications  for  the  spread  of  sex  ratio  distorting  selfish  genetic  elements  in  the

population (Price et al., 2010; Price et al., 2014). I use a novel method in an attempt to

identify loci associated with the female re-mating rate. This method relies on isofemale

lines  from different  natural  populations of  D. pseudoobscura.  These isofemale lines

show variation in female re-mating rate that has persisted over several generations of

lab  maintenance  indicating  a  genetic  component  to  this  trait  (Price  et  al.,  2011).  I

perform whole-genome sequencing of pairs of isofemale lines from the extremes of the

distribution of re-mating rates. I compare pairs of lines from the same populations to

identify SNPs which are consistently fixed for the same alleles in high and low re-

mating  lines  across  all  populations.  Within  a  single  pairwise  comparison,  many

fixations might arise due to chance. I use population genomic simulations under realistic

assumptions  about  the  population  sizes  and  mutation  rates  to  estimate  how  many

consistently fixed differences are expected by chance.

In  chapter  five  I  describe  a  population  genomic  clinal  study  of  Drosophila

montana populations from North America and Finland. This species has been of interest

because  of  its  extreme  cold-tolerance  and  the  variation  in  this  tolerance  across

populations (e.g. Vesala et al., 2012). Another trait that is thought to be related to its

cold-tolerance  are  diapausing behaviour.  Because  the  species  occurs  throughout  the

northern hemisphere where there is substantial latitudinal environmental variation in the

day length, coldest temperatures, and other environmental variables, there is opportunity

for populations occurring in different parts of the clinal range to show evidence of local

adaptation.  Such local  adaptation would allow for  the  identification of  variants  that

underlie the traits contributing to population divergence in this species. I use cutting-

edge  Bayesian  methods  (de  Villemereuil  &  Gaggiotti  2015)  to  relate  genetic

differentiation  to  composite  measures  of  climatic  differentiation  across  populations

from different parts of the species range.

In the final  chapter,  I  present  a  comparative genomic study of crows (genus

Corvus). The New Caledonian (NC) crow (Corvus moneduloides) and more recently the

Hawai’ian crow (Corvus hawaiiensis) have attracted much attention due to their tool-

using  foraging  behaviour  (Emery  &  Clayton  2004).  The  NC  crow  is  known  to

manufacture and use different stick tools in the wild in order to aid in foraging for beetle
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larvae (Rutz & St Clair 2012). Meanwhile, the Hawai’ian crow, which is extinct in the

wild, has recently been shown to have the capacity for tool manufacture and use in

captivity  (Rutz  et  al.,  2016).  Both  of  these  species  show  similar  skull  and  beak

morphological features that are known in the NC crow to aid in the use of tools (Rutz &

St Clair 2012; Troscianko et al., 2012; Matsui et al., 2012; Rutz et al., 2016). This raises

the possibility that these are adaptations to a tool-using lifestyle in the wild (Rutz & St

Clair  2012;  Troscianko  et  al.,  2012;  Matsui  et  al.,  2012;  Rutz  et  al.,  2016).  The

comparative  genomic  study  aims  to  identify  signatures  of  selection  throughout  the

genome. Using an “ecological control” species which is also a tropical island endemic

which  has  presumably  experienced  a  similar  demographic  history  (population

contractions, adaptation to island habitats, etc.) I try to identify genomic loci that show

evidence of selection within the NC crow.
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“To call in the statistician after

the experiment is done may be no

more than asking him to perform a

postmortem examination: he may

be able to say what the experiment

died of.” 

- R. A. Fisher ca. 1938

Chapter 2 Identifying Consistent Allele 

Frequency Differences in Studies of Stratified 

Populations

Abstract

Experimental evolution studies are a powerful tool to study adaptation in the

laboratory and population genomic technologies are rapidly starting to be applied in

these contexts. Several approaches have been proposed to analyse the emerging data in

stratified  populations  such  as  replicated  experimental  evolution  lines.  A  commonly

recommended and employed statistical method is the Cochrane-Mantel-Haenzel (CMH)

test. However, a careful reading of the original literature gives good a priori reasons to

think that the CMH-test is ill suited for the analysis of allele frequency differences in

pool-seq population genomic studies. There are other alternatives that would seem more

suitable (e.g. Generalised Linear Models (GLMs) with quasibinomial error distribution).

I  therefore  set  out  to  test,  by simulation,  these other  approaches  and compare their

performance to the CMH-test.

The simulations in this chapter consider a simple population genetic model that

reflects a hypothetical experimental evolution scenario where allele frequencies are only

changing due to neutral drift. This is the “Null hypothesis” in these types of studies. A

good statistical test should perform well under the null hypothesis and produce well-

behaved  p-value  distributions  which  do  not  show  an  inflation  of  false  positives.
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Additionally, I assess the power of different tests by comparing the recovery rate of a

small number of simulated “True Positives.” The results show that the CMH-test indeed

does produce high false positive rates (FPRs). Meanwhile a Generalised Linear Model

with  quasibinomial  error  structure  (QBGLMs)  performs  very  well  under  the  null

hypothesis and does not suffer any loss of power in recovering true positives. Therefore

I conclude that QBGLMs are prefereable to other approaches in the analysis of these

kinds of data. QBGLMs should also be useful in other types of analysis of population

genomic data, for example in relating allele frequency differences among populations to

some other variable (e.g. latitude or altitude).

Author Contributions

In this chapter I designed and performed all of the simulations and analyses. I

am grateful to Michael Morrissey,  Oscar Gaggiotti  and David Shuker for invaluable

advice and discussion throughout the work presented in this chapter.

2.1 Introduction

With  the  increasing  application  of  pooled  genome  sequencing  (pool-seq)

approaches  to  population  genomics  (Boitard  et  al.,  2012;  Ferretti  et  al.,  2013;

Schlötterer et al., 2014, 2015) researchers are interested in accurately quantifying allele

frequencies within and between populations and using these differences to infer the

action of selection.  Such data can provide us with insight into the evolutionary and

demographic history of populations and help to identify regions under selection as well

as  alleles  that  consistently  differ  in  frequency  between  population  substrata  with

different characteristics, across populations. 

In particular, several tests of frequency differences have been used to compare

allele frequencies at markers throughout the genome. The aim is to determine whether

the  frequencies  of  an  allele  at  a  particular  marker  (typically  single  nucleotide

polymorphisms;  SNPs) are consistently different between subsets of a population or

whether such differences are consistent across replicated experimental evolution lines.

This  consistency is  important  because  it  provides  a  criterion  to  identify  alleles  that

underlie the same trait in many populations or to distinguish consistent responses to
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selection  from idiosyncratic  responses  or  effects  of  drift  in  experimental  evolution

studies.  A  hypothetical  example  is  where  replicate  lines  of  a  large  mass  selection

treatment are set up from three separate but identical base line populations and allowed

to  evolve  for  several  generations.  Pooled  whole  genome  sequencing  (Pool-seq;

Schlötterer  et  al.,  2014)  can  then  be  applied  to  determine  the  allele  frequencies  at

different  SNP markers  throughout  the  genome in  the  base  populations  and the  last

generation.  The  goal  is  to  find  SNP  alleles  that  consistently  occur  at  different

frequencies at the end of the experiment across the replicates. Markers that show such a

consistent  difference  are  more  likely  to  be  functionally  important  in  producing  the

phenotype under study. 

Many of the statistical tests applicable to this kind of scenario are implemented

in popular population genomic software tools (e.g.  PoPoolation2) which make them

routine  for  researchers  to  apply.  However,  here  I  find  that  there  are  serious

consequences of the misapplication of these tests  that  arise  from two main sources.

First, heterogeneity in allele frequency differences (e.g. arising from genetic drift) is

often confused for significant main effects. Second, very little attention has been paid to

pseudoreplication of allele counts that is inherent in pool-seq experimental designs. I

show that these violations of statistical assumptions produce high false discovery rates

(FDRs). These problems are highlighted by simulation and I present alternative tests and

filters for the analysis which improve inference.

2.1.1 The CMH-test

Perhaps the most widely used statistical method to compare allele frequencies is

the  Cochrane-Mantel-Haenszel  test  (Cochran,  1954;  Mantel  &  Haenszel,  1959),  an

extension  of  Chi-squared  tests  for  multiple  biological  replicates.  The  CMH-test

considers 2x2xk contingency tables. In the context of population genomics the rows and

columns of each 2x2 table represent counts of different alleles (X) in different treatment

lines or strata (Y) while k represents the number of biological replicates (e.g. different

studies, populations, Z) (Agresti, 1996). In the CMH-test the null hypothesis is that “X

and  Y are  conditionally  independent  given Z”  (Agresti,  1996). A 2x2 table  can  be

summarised  by  the  conditional  odds  (OXYk)  which  measures  the  magnitude  of  the

association between the factors X and Y.
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If; 

OXY1 = OXY2 = … =OXYk

Then the odds ratios are homogenous, the association between  X  and  Y is the

same at each level (k) of Z, and I are justified in describing the association with a single

common odds ratio which can be tested for differences to 1 (Agresti, 1996). However, if

the association between X and Y for the 2x2 tables is different across the k tables the test

can give misleading results (Landis et al., 1978; Agresti, 1996; see also below):

“The CMH statistic takes larger values when (n11k – mu11k) is

consistently positive or consistently negative for all tables rather

than positive for some and negative for others. This test is

innapropriate when the association varies dramatically

among the partial tables. It works best when the X-Y

association is similar in each partial table.” 

(Agresti 1996, pp 61, emphasis added)

This assumption of homogeneity can be tested by, for example, the Woolf-test

(Woolf, 1955). Another assumption of the CMH-test is that data contributing to each

count within a cell of the contingency table are independent. The first assumption is

frequently violated in real data. Furthermore, it is in fact the pattern of consistency that

is of interest. The second assumption is violated automatically in the design of pool-seq

experiments  because  allele  counts  obtained from reads  directly  are  not  independent

draws from the treatment line or study population. Note also that this test assumes a

pairing between the two treatment lines nested within replicates. Such a pairing may

sometimes be biologically meaningful (e.g. if any two treatment and control lines were

set up from the same source population). However, artificially pairing samples where no

biological rationale exists is not ideal.

The CMH-test as applied to genome-wide marker data is usually implemented in

the  popular  package  PoPoolation2  (Kofler  et  al.,  2011), which  aims  to  identify

differences in allele frequencies that are consistent across biological replicates (Kofler
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et  al.,  2011).  However,  this  package  does  not  account  for  heterogeneity  between

replicates and thereby confuses this heterogeneity for a main effect. For example, Table

2.1  shows  a  hypothetical  contingency  table  with  an  inconsistent  allele  frequency

difference by any reasonable definition, for which the CMH-test reports a significant

result.  This is  surprising,  because  much of  the  rationale  for  using  replicate  lines  in

artificial evolution experiments is to distinguish genes that can be confidently identified

as diverging due to selection rather than drift, as only the former should be consistent

across lines. The genetic analysis tool PLINK (Purcell et al., 2007) also implements the

CMH-test and while the documentation recommends testing for heterogeneity, this is

not  routinely  done  in  published  studies.  At  the  time  of  writing,  the  PoPoolation2

package  had  been  cited  21  times  with  respect  to  the  CMH-test  and  PLINK’s

implementation  of  the  CMH-test  170  times  in  “Google  Scholar”.  While  the

PoPoolation2 package is never cited along with a test for heterogeneity, several of the

studies citing PLINK also report tests for heterogeneity (e.g. Mero et al., 2010)

Table 2.1.  A hypothetical set of contingency tables. The “A”

allele frequency difference between treatment lines “TL1” and

“TL2” are not consistent across the three populations. A CMH-

test gives the following significant results: Chi-squared = 55.66,

df = 1, p < 0.0001, Common Odds Ratio = 6.98.

Allele

Replicate Treatment Line A a

1
1 66 5

2 90 3

2
1 72 3

2 60 5

3
1 69 21

2 6 72

2.1.2 Examples of the CMH-test in the Literature

Recently the CMH-test  has become highly popular in evolve and resequence

(E&R) studies. Several such studies have considered data from a base population and 3
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replicate treatment lines of Drosophila melanogaster sampled at various generations of

experimental  evolution  under  altered  temperature  regimes  (Orozco-terWengel  et  al.,

2012; Franssen et al., 2014; Kapun et al., 2014). Each generation, 500 females were

sequenced by pool-seq, and the change in frequency between the base population and a

given generation  of  each replicate  determined.  A CMH-test  was used  to  test  if  the

differences in allele frequencies between treatments were consistent across replicates

(Orozco-terWengel et al., 2012; Franssen et al., 2014). These studies identified regions

indicative  of  haplotype  blocks  under  selection  by  finding  consistent,  large  average

changes  in  allele  frequencies  across  replicate  treatment  lines  in  response  altered

temperature  regimes  (Franssen  et  al.,  2014).  Another  study  based  on  the  same

experimental evolution dataset used three replicates of two selection regimes (hot and

cold) (Kapun et al., 2014). The authors used SNP frequencies within inversions to infer

changes  in  inversion  frequencies  between  the  selection  regimes.  Consistency  of

inversion frequency differences across replicates was tested with the CMH-test. Allele

frequencies were calculated for SNPs at multiple time points (Kapun et al., 2014). The

study found significant, consistent changes in inversion frequencies between treatments

across  replicates,  and  the  authors  quantified  the  variation  in  changes  of  inversion

frequencies. These studies do not report any attempts to test whether odds ratios across

replicates  are  equal  nor  do they  report  how much allele  frequency differences  vary

between replicates and they do not account for frequency variation that  arises from

coverage  greatly  exceeding  the  number  of  independent  chromosomes  in  each  pool,

which is essentially pseudoreplication (Kolacskowski et al., 2011).

Another  E&R  study  considered  adaptation  to  viral  infection  rates.  Four

replicates of three regimes were compared; ancestral, sham-control and infected, where

adult flies from each generation were either not pricked, pricked with a sterile needle or

pricked  with  Drosophila  C Virus  (DCV) respectively  (Martins  et  al.,  2014).  Allele

frequencies were compared using a  CMH-test  and also compared to  results  using a

Binomial GLM.  This study does not report levels of variation in allele changes between

replicates but found that results were the same for the two statistical tests used (Martins

et al., 2014). Other examples of E&R studies that use the CMH-test to infer consistent

allele  frequency  differences  across  replicates  include  response  to  novel  laboratory

environments (e.g. Huang et al., 2014).
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In all the cases described above, changes in allele frequency are taking place

from a common base population in response to particular or directed selection on a

restricted number of traits that may have a relatively narrow range of mutational targets.

Studies  also  use  these  statistical  methods  to  find  SNPs  associated  with  naturally

divergent  traits  such as  coat  colour  in  domestic  horse breeds  (McCue et  al.,  2012),

pigmentation variation in wild populations of D. melanogaster (Bastide et al., 2013), as

well as loci influencing economically important traits in GWAS-style analyses (Ayllon

et al., 2015). The same approach can also be used in case-control studies to find disease

risk  loci,  which  is  conceptually  identical  to  finding  consistent  allele  frequency

differences between two or more groups (e.g. Mero et al., 2010; Cichon et al., 2011).

While  the  above  studies  have  yielded  many  promising  results  there  is

nevertheless  an  issue  with  the  application  of  the  CMH-test  which  may  result  in

numerous  false  positives.  There  is  very  seldom  any  attempt  reported  at  assessing

whether  candidate  SNPs  found  conform  to  the  assumptions  of  the  CMH-test,  in

particular the homogeneity of odds ratios. Such violations are likely to be common in

many data sets and will produce false positives, which may be more frequent than true

hits even after applying corrections for multiple testing. In fact, in a recent simulation

study the CMH-test was found to have very low precision in identifying SNPs under

selection  (Topa  et  al.,  2015).  Guides  to  E&R  studies  maintain  that  the  CMH-test

performs better than many methods based on other simulations (Kofler & Schlötterer,

2014), though these, and other, simulations do not seem to consider the special cases of

pool-seq designs (Baldwin-Brown et al., 2014; Kofler & Schlötterer 2014). Meanwhile

other  simulation studies  do not  consider  a  range of statistical  approaches  (Baldwin-

Brown et al., 2014; Kessner & Novembre 2015) and a consensus over best practices is

lacking (Kessner & Novembre 2015). Additionally, usually no attempt is made in such

studies to correct for the violations of independent counts although such corrections

have been suggested in other contexts (e.g. Kolacskowski et al., 2011; Bergland et al.,

2014; Machado et al., 2016).

2.1.3 Binomial Generalised Linear Models (GLMs), Quasibinomial GLMs (QBGLMs)

and Linear Models (LMs)

Another approach is to model allele frequencies in a GLM with binomial error
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distributions (binomial GLMs). This approach estimates the effects of a trait of interest,

population of origin  as well  as their  interaction on the allele or read count.  This is

similar to approaches that identify differential expression in RNA-sequencing (RNA-

seq) experiments  (Lund et  al.,  2012; McCarthy et  al.,  2012).  Examples of binomial

GLMs are less common in the literature to infer consistent allele associations with a

stratum across population, although Martins et al., (2014) report using binomial GLMs

to compare results with the CMH-test. Binomial GLMs have been used to analyse allele

frequencies in other contexts (e.g. Bergland et al., 2014; Jha et al., 2015; Machado et al.,

2016;  Kapun  et  al.,  2016).  A  related  statistical  framework  is  the  GLM  with

quasibinomial error distribution (quasibinomial GLM) that includes an extra parameter,

φ, that can account for variation over and above that assumed by a binomial distribution

(Crawley 2013). Finally, a linear model is also possible where the allele frequencies are

modeled as frequencies with the treatment group as a dependent variable. The latter two

approaches have the added benefit that they need not assume a specific pairing of an

experimental treatment line with a “control” or other line but a pairing can be added if

there are good biological reasons to do so.

2.1.4 The G-test

The G-test is not commonly used in population genomics and is also based on

the analysis of multi-way contingency tables. The G-test is related to the Chi-squared

test but with more general application. The G-test is based on the log-likelihood ratio

test,  which  is  approximated  at  large  sample  sizes  by  the  common Chi-squared  test

(Sokal and Rohlf 1969). The G-test is less reliable when cell counts in the tables are 0

(Sokal & Rohlf, 1969, 1981) though continuity corrections where cell frequencies are

low can make the test more robust (Sokal & Rohlf, 1969, 1981). To my knowledge the

G-test has not been applied to the analysis of experimental evolution studies though it

has been used in the analysis of genomic data in QTL studies using bulk segregant

analysis (Magwene et al., 2011). 

In summary, the CMH-test, which has become a popular method of testing for

consistent  allele  frequency  differences  across  biological  replicates  of  stratified

populations, is only valid under specific assumptions if it is to be used to detect allele
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frequency differences in stratified populations. Odds ratios across replicates should be

homogenous (e.g. no drift, no founder effects or idiosyncratic responses to selection),

and  data  contributing  to  cell  counts  should  be  independent.  These  assumptions  are

frequently  violated  in  real  datasets  and apparently  this  is  not  commonly  tested  for.

While violations of these assumptions are not fatal to the test in general,  inferences

about the consistency of allele frequency differences based on the results of this test are

only reliable if these assumptions are satisfied. The aim of this study is to highlight the

problems arising from a failure to test whether these assumptions hold and to assess, by

simulation, the performance of different methods to identify consistent differences in

allele frequencies between two treatment groups across biological replicates.

2.2 Methods

All simulations and analyses were performed in the R programming language (R

Development Core Team, 2014). All code to run and analyse the simulations, including

custom written functions, is available as a repository of code at the digital repository

GitHub  from  https://github.com/RAWWiberg/ER_PoolSeq_Simulations.  A  script  for

applying a QBGLM to a real dataset, as in the re-analysis of the Orozco-terWengel et

al., (2012) data, is available from https://github.com/RAWWiberg/poolFreqDiff.

2.2.1 Description of Simulation Protocol and Parameter Value Choice

The behaviour of the G-test, CMH-test and Binomial GLMs are explored using

simulated datasets. 1,000,000 (of which 1% [10,000] were designated “true positives”,

see below) independent number sets that represent biallelic SNPs are generated across k

replicates  of  two treatment  lines  assuming a  simple  but  realistic  population  genetic

model that reflects a standard experimental evolution design. The neutral or “null” case

of  an  experimental  evolution  scenario  can  be  described  as  an  instantaneous  fission

model where k replicate subpopulations originate from a common ancestral population.

Replicates  are  then  split  into  two  “treatment  lines”  which  evolve  by  drift  for  t

generations leading to some differentiation (FST  > 0) from the ancestral population. I

assume that  the  ancestral  population  is  not  under  selection  and  is  at  drift-mutation

equilibrium. Thus, the “A” allele frequency in the ancestral population (pA) is drawn
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from a beta distribution B(α, β) where:

α = 4Neu

and, 

β = 4Nev, 

where u is the forward mutation rate and v is the backward mutation rate between the

two  states  of  a  biallelic  SNP  respectively  and  Ne is  the  effective  population  size

(Charlesworth  and  Charlesworth  2008).  The  “A”  allele  frequency  within  each

“treatment  line”  (fA)  is  generated  as  a  sample  from a  truncated  normal  distribution

bounded between 0 and 1 (Nicholson et al., 2002; Balding 2003) with mean μ = pA and

variance  σ2 = FSTpA(1-pA), where FST represents the amount of neutral divergence from

the ancestral population (FST) after t generations (Nicholson et al., 2002; Balding 2003).

No SNPs are allowed to become fixed for the same allele across all lines.

Finally, because the entire population is rarely analysed in experiments a sample

allele frequency at each locus of size 2N = n alleles is drawn from each treatment line

using the binomial distribution B(n, fA) so as to obtain the count (x) of the “A” alleles in

the sequenced pool. The count of “a” alleles in the pool is then n-x and the frequency of

“A” in the pool (fApool) is x/n. 

Data are generated by progressively filling the cells of contingency tables. Each

partial table represents a separate replicated pair of experimental evolution lines. The

rows within a table give the frequencies of the alleles at a single SNP for one “treatment

line”. Total row counts (CT) are either sampled or fixed. The allele counts (CA and Ca)

within the lines are then calculated by:

CA = fApool * CT

and,

Ca = CT – CA

In pool-seq data allele counts are commonly derived from raw read counts at

each locus. This can lead to substantial variation in  CT across genomic regions, and

treatment  lines  due  to  differences  in  sequencing  efficiency  or  random  variation  in
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coverage. That average coverage is often greater than the number of chromosomes in

the pool should be called pseudoreplication (Kolacskowski et al.,  2011; Feder et al.,

2012). The double sampling nature of pool-seq has been recognised and ways to deal

with it have been proposed (e.g Lynch et al., 2014). One way to ameliorate effects of

this  is  to  rescale  counts  to  correspond to  frequencies  out  of  the  known number  of

chromosomes in the sample or to a computed effective sample size (neff) (Kolacskowski

et  al.,  2011;  Feder  et  al.,  2012;  Bergland et  al.,  2014).  Here,  simulation results  are

compared where CT varies uniformly between 16 and 400 or is fixed at 100, 200 or neff.

For the purposes of the  neff correction,  read depth is  CT and sampled as above,  the

number of chromosomes/alleles in the pool (n) is 2N and neff is given by:

neff = ((n*CT)-1)/(n+CT)

according to Kolacskowski et al., (2011) and Feder et al., (2012).

To parameterise  the distributions in these simulations,  it  is  necessary to  take

realistic values for the various population parameters. For mutation rate (u and v) values

on the order of between 2x10-9 and 1x10-8 are common in e.g.  Heliconius melpomene

(Keightley et al., 2015) or D. melanogaster (Haag-Liautard et al., 2007; Keightley et al.,

2014) and estimates of  Ne reported are on the order of 1,000,000 - 2,000,000 in these

and  other  species  (Charlesworth  and  Charlesworth  2008;  Keightley  et  al.,  2014;

Keightley et  al.,  2015). Thus,  the parameters of the Beta distribution describing the

allele frequencies in the base population are  4Neu = 4Nev = 0.2. Several experimental

evolution studies have recently been published (see Introduction). Many of these studies

represent  evolution over relatively few generations and few of them report  standard

population genetic divergence statistics. Nevertheless, when these data are available,

fairly  substantial  FST estimates  are typically  reported.  Kang  et  al.,  (2016)  report

estimates of FST between 0.08 and 0.2 after ~50 generations of experimental evolution.

Meanwhile,  even after  only 3 generations of evolution by drift  Santos et  al.  (2013)

report differentiation of between 0.002 and 0.012. Some experimental evolution studies

have been run for many more generations (~100 generations: Immonen et al., 2014), in

which case even higher estimates of FST are expected (~0.3-0.5). Neutral differentiation

(FST) will also depend on the population size. Here I simulate data using values of 0.1,
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0.2, and 0.3 for  FST , which is probably conservative. I assume a pool size (N) of 100

throughout which is on the same order of magnitude as other experimental evolution

studies (e.g. Orozco-terWengel et al., 2012; Martins et al., 2014) and of recommended

sample sizes (Schlötter et al., 2014).

The primary aim of this study is to assess the False Positive Rates (FPRs) of

different statistical tests. Under a null hypothesis a well-behaved statistical test should

produce a uniform distribution of p-values ranging from 0 to 1 (Storey 2002; Story and

Tibshirani 2003). Thus, for a given cut-off threshold α, the proportion of tests with a p-

value <= α should be  α. This can be represented as a straight 1-1 line of the FPRs at

different values of α against α on a log-log plot. To evaluate the statistical tests in this

study,  the  FPRs  for  α = 0.0001,  0.0005,  0.001,  0.005,  0.01,  0.05,  0.1,  and  0.5 is

calculated  for  each  test.  The  simulations  are  run  to  consider  k  =  2,  3,  4,  and  10

replicates.  The  CMH-test,  CMH-test+Woolf-test,  binomial  GLMs,  quasibinomial

GLMs,  the G-test, as described in Sokal and Rohlf (1969; 1981), and a Linear Model

(LM) are then applied to each simulated SNP. Because the allele frequencies produced

in these simulations are random draws and the population genetic model applied is a

neutral one, the simulations represent a null or “neutral” scenario and most simulated

SNPs are expected to show no consistent difference across the k samples.

While the main aim of this study is to evaluate the FPRs of these statistical tests,

the power of the tests is also of interest. Thus, 1% of the 1 million SNPs (10,000 SNPs)

are  designated  “true  positives.”  For  each  true  positive  the  SNP  frequencies  are

simulated as above with the exception that one treatment is given a consistent allele

frequency increase of 0.2 on top of whatever change is generated by drift. Power can

then be roughly assessed by estimating the proportion of all true positives recovered

among bottom 1% of SNPs of the p-value distribution.

2.2.2 Implementation of the CMH-test

CMH-tests are performed using the R function mantelhaen.test() from the “stats”

package.  This  same function  is  used in  the  popular  software  package PoPoolation2

(Kofler et al.,  2011). Heterogeneity was tested using a Woolf-test (Woolf, 1955) from

the same R package.  Counts  of  zero are  tolerated  by the CMH-test  but  not  by the

Woolf-test where a common procedure is to add one to each zero count cell. Here one is
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added to all cells if any cells have a count of zero for both the Woolf-test and the CMH-

test.  In  the  CMH-test  framework,  a  consistent  result  should  be  one  that  shows  a

common odds ratio significantly greater than one as well as a non-significant test of

heterogeneity in odds ratios. 

2.2.3 Implementation of Binomial GLMs, Quasibinomial GLMs and LMs

GLMs are run in the standard R glm() function, from the “stats” package.

Two model structures are tested for binomial GLMs:

(1): y = treatment + replicate + treatment:replicate + e

and,

(2): y = treatment + e

Where  y  gives  the  counts  of  “A”  and  “a”  alleles,  treatment,  replicate,  and

treatment:replicate are the treatment, replicate, and interaction effects respectively.  e is

a binomially distributed error term. A consistently associated SNP is one where there is

both no evidence for a 2-way interaction between treatment line and replicate on allele

frequency (LxR interaction) and an overall significant effect of treatment line (L) on

allele frequency, this is tested by model structure (1). Model structure (2) simply tests

whether there is an overall effect of treatment. Inconsistent allele frequency differences

should increase variance in one treatment and give non-significant treatment effects.

Under model structure (1) p-values for the treatment and interaction effects are obtained

from likelihood ratio tests. For model structure (2) p-values are from t-tests. Counts of

zero are tolerated by the GLM but can lead to other problems due to fitted values from

the link function being undefined. To counter this, a common procedure is to add a

count of one to each allele count if any zero counts are encountered, which I adopt here.

Quasibinomial GLMs are also fitted with the glm() function (family=”quasibinomial”).

Only the model structure (2), see above, is tested because there are not enough residual

degrees of freedom to test for interaction effects. Interaction effects are estimated for

binomial GLMs because dispersion is assumed to be 1. However, these estimates should

be treated with a degree of caution. For quasibinomial GLMs, e is a quasibinomially

distributed error term and p-values for the treatment effects are obtained from t-tests.
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Finally, a general Linear Model (LM) is implemented with model structure (2) in the

function lm(). In the LM, e is the Gaussian error term. P-values for the treatment effects

are obtained by t-tests.

2.2.4 Implementation of the G-test

G-tests are performed as described in (Sokal & Rohlf,  1969) using a custom

written  R function.  In  a  G-test  framework  a  SNP allele  that  occurs  at  consistently

different frequencies between lines across populations is one which shows an overall

association between allele and line (LxA) as well as a non-significant line by population

by allele count interaction (LxAxP interaction). Counts of zero are not tolerated by the

G-test. Again, a common procedure is to add 1 to all cells if any cells have a count of

zero, this procedure is applied here.

All simulations and analyses were performed in the R programming language (R

Development  Core  Team,  2014).  All  code,  including  custom  written  functions  are

available at: https://github.com/RAWWiberg/ER_PoolSeq_Simulations. Data presented

below are archived in the Dryad repository: http://dx.doi.org/10.5061/dryad.mn0tv

2.2.5 Re-Analysis of a Dataset

Data from the E&R study on adaptation to novel temperature environments in

D. melanogaster is  re-analysed  (Orozco-terWengel  et  al.,  2012).  Raw data  files,  as

generated by the PoPoolation2 package, are available from the Dryad online repository

(Orozco-terWengel  et  al.,  2012;  http://dx.doi.org/10.5061/dryad.60k68.2).  These data

are re-analysed using the unpaired quasibinomial GLMs. A pipeline for preparing this

data for the re-analysis described below is available a repository of code on GitHub

(https://github.com/RAWWiberg/ER_PoolSeq_Simulations). The original data analysis

is described in Orozco-terWengel et al.,  (2012), and also re-analysed in Topa et  al.,

(2015) and in Iranmehr et al., (2016). Here I compare the results from the original study

and  re-analyse  the  raw  data  with  some  modifications.  The  full  dataset  contains

1,547,837 SNPs from six pools of 500 individuals each. I consider only truly biallelic

SNPs,  as  in  Topa  et  al., (2015). The  minimum and maximum coverage  thresholds

remain as in Orozco-terWengel et al., (2012) (min-count = 10, min-cov = 10, max-cov

= 500). Analyses are performed on the raw allele counts and counts that are re-scaled to
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be out of either 1,000 (to match the number of independent chromosomes in the pool),

100 or  neff.  In total,  1,370,371 SNPs are analysed. The base (B) and 37 th generation

(F37) from the experiment are compared across three replicated experimental evolution

lines  in  order  to  identify  consistent  allele  frequency  differences  between  the  two

generations across the three replicates.

2.3 Results

2.3.1 Simulated Dataset

The distributions of the mean allele frequency difference between the lines and

the standard deviation (SD) of these differences are shown in Figures 2.1-2.3. The SD

can be viewed as a measure of how consistent the difference between the two treatment

groups is. The SD is inexact since its calculation requires a pairing of treatment lines

while some statistical tests do not assume a pairing and in many experimental designs

no meaningful  pairing exists.  There is  no systematic  relationship between the mean

allele frequency difference and the SD of allele frequency differences indicating that

these are varying quite freely in the simulations. Because the results are qualitatively the

same for all values of  FST only data from simulations using a value of  FST = 0.2 are

presented below.

2.3.2 False Positive Rates

There is substantial variation in the False Positive Rates of each of these tests

(Figure 2.4). It is clear that the FPRs for the CMH-test are seriously overinflated even at

very stringent values of α. This pattern is particularly notable where allele frequencies

are given by the raw allele counts which are allowed to vary (Figure 2.4). The FPRs are

also highly inflated even when the Woolf-test is used in an attempt to identify SNPs

where  the  odds  ratios  are  not  homogenous  across  the  partial  tables  (Figure  2.4).

Similarly, the FPRs are high for the G-test,  as well as Binomial GLMs. In contrast,

GLMs with a quasibinomial error distribution and the regular LM show FPRs that are

more appropriate. Both approaches (the LM and quasibinomial GLMs) produce FPR

lines that lie very close to the expected 1-1 line (Figure 2.4). The largest inflations of

FPRs are again seen in simulations where the allele counts are allowed to vary and are
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very low in the simulations where allele counts are fixed at 100, 200 or scaled to the

effective  sample  size  (neff)  (Figure  2.4).  In  terms  of  the  FPRs  it  is  clear  that  the

quasibinomial GLMs and the LMs perform best.

Figure  2.1. Distribution  of  mean  allele  frequency  differences  between

treatment lines across replicates for each of the simulations. Data are shown for

simulations that consider k = 2, 3 and 4 replicates. “CT var.” - row totals in the

2-way tables can take any value between 16 and 400, “CT = 100” - row totals

in each of the 2-way tables are fixed at 100, “CT = 200” - row totals in each of

the 2-way tables are fixed at 200, “CT = neff” - row totals in the partial tables

are scaled to the effective sample size. Only the “neutral” SNPs are shown.
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Figure  2.2. Distribution  of  standard  deviation  (SD)  of  allele  frequency

differences  between  treatment  lines  across  replicates  for  each  of  the

simulations. Labels are as in Figure 2.1.
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Figure 2.3. Relationship between the mean difference in allele frequencies

between treatment lines, across replicates and the standard deviation (SD) of

allele frequency differences. Labels are as in Figure 2.1. Inset text gives the

p-values and correlation coefficients (rho) for Spearman Rank correlation

tests between the x and y variables.
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Figure 2.4. The False Positive Rate (FPR) at different levels of a for each simulation.

Simulations are run for k = 2, 3, 4 or 10 replicatd treatment lines to a neutral FST of

0.2.  Allele  counts  are  allowed  to  vary  freely  (CT=var.),  are  fixed  at  100  or  200

(CT=100,  CT=200)   or  are  scaled  to  the  “effective  sample  size”  (CT=Neff).  The

diagonal lines labelled “2”, “5” and “10” represent 2, 5, and 10-fold inflations of p-

values respectively.
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2.3.3 True Positive Rates

These simulations also implemented a simple method for assessing the power of

the different tests. The True Positive Rate (TPR) is calculated as the proportion of all

true positives that were seeded in the simulations that are recovered among the SNPs

below the 1st percentile of the p-value distributions (hereafter the “top 1% of SNPs”). In

general the CMH-test seems to perform quite well recovering between ~20 and 29% of

true  positives.  However,  quasibinomial  GLMs  and  LMs  perform better,  recovering

~30%  of  true  positives  among  the  top  1%  of  SNPs  (Figure  2.5).  The  remaining

statistical tests (Binomial GLMs and G-tests) perform rather poorly recovering less than

5% of true positives. While there are some differences in the TPRs as the allele counts

are allowed to vary or kept fixed, the TPR is primarily influenced by the number of

replicates (Figure 2.5). It should be noted that the precise TPRs will vary with how large

the average difference between treatment  lines  due to  selection is  in  comparison to

neutral  differentiation among the treatment  lines.  In this  simulation the value added

consistently to one treatment as a difference due to selection was 0.2. Indeed, when

simulations are run using FST = 0.1 the TPR is higher in all cases. Thus, these values

should  be  taken  as  a  guide  and other  scenarios,  including  variation  in  the  average

difference  between  treatment  lines  due  to  selection  among  SNPs,  might  produce

different results. However, the distribution of TPRs from multiple simulations with the

same parameters is narrow, especially for simulations of 1,000,000 SNPs (Figure 2.6).
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Figure 2.5. The True Positive Rate (TPR). TPR is calculated as the proportion of all

true positives that are recovered among the top 1% of SNPs. Simulations are run for k

= 2,  3,  4,  and 10 replicated treatment lines to a neutral  FST of 0.2.  The selection

differential applied to true positives is 0.2. There are 10,000 true positives in each

simulation. Allele counts are allowed to vary freely (CT=var.), are fixed at 100 or 200

(CT=100, CT=200)  or are scaled to the “effective sample size” (CT=neff). Points are

“jittered” horizontally to avoid overlap.
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Figure 2.6. The consistency and scaling of the True Positive Rate (TPR) across

simulations. Results are shown for 10 repeated simulations of 10,000 SNPs at k

= 4 or 10 (left panel), or 4 repeated simulations of 1,000,000 SNPs at k = 4 or

10 (right panel). In all simulations allele counts are scaled to be out of 100,

neutral divergence (FST) is set to 0.2, and the a difference between treamtnet

lines applied to simulate an average difference due to selection is 0.2, as in the

main results (Figure 2.5). Only results for the CMH-test, quasibinomial GLMs

and LMs are shown.
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2.3.4 Re-analysis of Dataset

The analysis of allele frequencies from raw counts produces somewhat similar

results to the original analysis (Orozco-terWengel et al., 2012) (Figure 2.7). Spurious

false positives due to excessive coverage near chorion gene clusters on chromosome 3L

(Orozco-terWengel et al., 2012) are no longer apparent (Figure 2.7). However, scaling

counts to match the large number of chromosomes in the pools (to be counts out of

either  100 or  1,000)  produces  unusual  looking Manhattan  plots  (Figure  2.8),  likely

because  it  creates  artificially  high  confidence  in  the  measurements  within  the

quasibinomial GLM resulting in inflated -log10(p-values). A random sample of 100 of

the SNPs that are significant after Bonferroni correction suggest that these high scoring

SNPs  still  show patterns  that  researchers  would  want  to  identify,  i.e.  they  show a

consistent  difference  between  the  two time  points  across  replicates  (Figure  2.9  and

Figure 2.10). Using raw allele counts or scaling counts to correspond to  neff  does not

produce this inflation (Figure 2.7).

Because quasibinomial GLMs produce the expected uniform distribution of p-

values under the null hypothesis (Figure 2.4), it is possible to apply standard corrections

for multiple testing. The number of SNPs that achieve genome-wide significance using

q-values  (Storey  2003;  Storey  and  Tibshirani  2015),  Benjamini-Hochberg  (B-H)

(Benjamini and Hochberg 1995), or Bonferroni correction are shown in Table 2.2. It is

apparent that raw counts and counts scaled to  neff  are more conservative estimates at

least  for  the  Bonferroni  correction.  Methods  that  control  the  False  Discovery  Rate

(FDR)  (Q-values  and  B-H  correction)  are  far  more  liberal  and  produce  more

“significant” SNPs (Table 2.2).
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Figure 2.7. A) Manhattan plot of the original CMH-test results from 

Orozco-terWengel et al., (2012). Blue points are the top 2,000 SNPs 

identified by the CMH-test. B) and C) Manhattan plots of the re-

analysis of the Orozco-terWengel et al., (2012) data using 

quasibinomial GLMs using the raw counts [B)] as well as scaling 

counts to neff [C)]. Shown are -log10(p-values) from the main treatment 

line (L) effect. Blue points are the top 2,000 SNPs. Red points are 

SNPs that pass genome-wide Bonferroni correction. Note the 

differences in the range on the y-axis between.
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Figure 2.8. Manhattan plots of the re-analysis of the Orozco-terWengel et

al., (2012) data using quasibinomial GLMs scaling counts to be out of 100

or 1,000.  Shown are  -log10(p-values)  from the main treatment  line (L)

effect. Blue points are the top 2,000 SNPs. Red points are SNPs that pass

genome-wide Bonferroni correction. Note the differences in scale on the y-

axis.
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Figure  2.9. A  random  sample  of  100  SNPs  from  the  SNPs  that  pass

genomewide Bonferroni signficance in the re-analysis of the Orozco-terWengel

et  al.,  (2012) dataset  where allele  counts have been scaled to  be out  of  100

(Figure 2.8). Points have been horizontally “jittered” to prevent overlap.
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Figure 2.10. The 33 SNPs that pass genomewide Bonferroni signficance in the

re-analysis of the Orozco-terWengel et al., (2012) dataset where allele counts

have been scaled to be out of 1,000 (Figure 2.8). Points have been horizontally

“jittered” to prevent overlap.
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Table 2.2.  The number of SNPs that pass multiple test correction in

the re-analysed datasets. For Bonferroni correction the  α  threshhold

0.05 was divided by the total number of tests (SNPs tested) to get the

genome-wide  multiple  test  correction  threshold.  For  Q-values  and

Benjamini-Hochberg (B-H) correction, a False Discovery Rate (FDR)

threshhold  of  0.05  was  used.  Bonferroni  corrections  carried  out

manually, B-H corrections followed the procedure in Benjamini and

Hochberg (1995), and q-values were calculated using the “qvalues”

package in R (Storey et al., 2015).

Re-analysis Bonferroni Q-values B-H

Raw counts 2 67,702 3,961

Counts scaled to neff 3 67,505 4,571

Counts scaled to 100 456 61,022 15,053

Counts scaled to 1,000 33 13,013 2,532

2.4 Discussion

With  the  increasing  popularity  of  pooled-sequencing  methods  to  study

population  genomics  and E&R studies,  the  importance  of  determining best  practice

statistical methods for allele frequency estimation and the identification of consistent

allele frequency differences is crucial. User-friendly software packages remove the need

for  complicated  scripting  but  also  make statistical  tests  and analytical  methods less

transparent. This has led to several cases where statistical tests have been applied which

do not address the question.  The current study highlights problems with the way in

which the popular CMH-test is applied and proposes some alternative methods. 

The CMH-test produces a large number of significant test results under the null

hypothesis and as such has very high False Positive Rates (FPRs) even at relatively high

α thresholds. This seems to be because it very easily confuses heterogeneity for a main

effect. Indeed, this potential is noted in much of the original literature describing this

test (Landis et al., 1978; Agresti, 1996). Similarly, many other statistical tests assessed

here have FPRs that are unacceptably high (G-tests and binomial Generalised Linear

Models;  GLMs).  However,  Linear  Models (LMs) and quasibinomial  GLMs perform

very well under the null hypothesis producing uniform p-value distributions and the
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characteristic  1-1  relationship,  on  the  log-log  scale,  between  the  FPR and different

thresholds of α.

Meanwhile the True Positive Rate (TPR), the ability to identify SNPs that are in

fact  under  selection  (true  positives),  varies  across  the  tests  and  simulations.

Quasibinomial GLMs and LMs perform the best, recovering more true positives than

other statistical tests. In addition, there is a strong relationship between the number of

replicated treatment lines in the experiment and the TPR regardless of the statistical test.

In addition to low FPRs and high TPRs, there are other attractive properties that

the  quasibinomial  GLMs  have  over  the  CMH-test  and  the  G-test.  First,  properly

behaved p-values  allow controlling  False  Discovery  Rates  (FDRs)  e.g.  by  q-values,

Bonferroni  or  Benjamini-Hochberg  correction  (Story  and  Tibshirani  2003).  This  is

preferable to relying on arbitrary cut-offs of e.g. “the top 1%” or the “top 1,000” SNPs.

Second, an attractive feature of quasibinomial GLMs over tests like the CMH or the G-

test is that there is no need to arbitrarily pair experimental treatments. However, the

option exists if it makes biological sense and if the data allow it.

The simulations in this study highlight an additional problem. When pools of

individuals  are  sequenced,  the  coverage  can  vary  substantially  between  pools  or

between genomic regions. This variation in coverage translates to differences in the

total  count  for  a  SNP  position.  Our  results  indicate  that  variation  in  these  counts

between loci affects the performance of some statistical tests. A simple solution is to

rescale  all  allele  counts  to  represent  either  a  proportion  out  of  a  fixed number  that

reflects  how  many  alleles  are  in  the  pool  (i.e.  how  many  chromosomes  are  being

sequenced) or to the effective sample size neff  (Kolaczkowski et al., 2011; Feder et al.,

2012).  Results  from the  re-analysis  of  the  Orozco-terWengel  et  al.,  (2012)  dataset

suggest that neff is preferable. 

Re-analysis  of  the  Orozco-terWengel  et  al.  (2012)  data  set  also  showed

improvements in the consistency of the allele frequency difference between treatment

lines across replicates in the top SNPs identified. The results were qualitatively similar

to previously published analyses with peaks and troughs in the same genomic regions

(Figure  3)  although  very  few SNPs  pass  Bonferroni  correction  for  multiple  testing

(Table 2.2). Furthermore, the large peak on chromosome 3 that is attributed to artefacts

of higher coverage in Orozco-terWengel et al. (2012) is no longer visible (Figure 2.7).
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In summary,  the results  presented here indicate  that  reliable  identification of

SNP alleles that occur at consistently different frequencies in different treatment lines

across  biological  replicates  of  natural  populations  or  experimental  evolution  lines

requires two things. First, an appropriate statistical test needs to be chosen that does not

confuse heterogeneity for a main effect. Two such tests, quasibinomial GLMs and linear

models,  are available and produce appropriate FPRs and TPRs, and also have other

attractive properties that  make them good tests  to  use.  Second, it  also emerges that

variation in coverage across SNPs and replicates affects results in some circumstances.

However, standardising coverage should be done with care because if the counts are too

high this will create an artificially high level of confidence in overall effects, resulting

in  very  low (effectively  zero)  p-values.  The  effective  sample  size  procedure  seems

useful and is well grounded in theory (Kolacskowski et al., 2011; Feder et al., 2012).

Finally, power (TPRs) seems to be related primarily to the number of replicates per

treatment within the experiment although the strength of selection in comparison to the

neutral divergence (FST) also plays a role .

This study uses a relatively simple simulation protocol which, while based on

well  established population  genetic  theory,  makes  some assumptions  and has  some

limitations. For example, SNPs in the simulation are all independently sampled and are

therefore effectively completely unlinked. It is a common issue with SNP-wise tests that

linked SNPs will produce similar p-values simply because they will be affected by the

same evolutionary processes. The extent to which this influences the interpretation of

statistical results is not considered here but is an important aspect that could be included

in simulations (e.g. Kessner & Novembre 2015; Baldwin-Brown et al., 2017). Similarly,

the  effect  of  selection  was  rather  crudely  modelled  in  this  study and  in  reality  the

strength of selection will vary throughout the genome. In this context the high scoring

SNPs in figures 2.9 and 2.10 may not be completely independent and similar allele

frequency differences (and thus similar statistical results) will be observed for closely

linked SNPs.

Throughout this study I have followed the convention that the more important

loci to identify are those which diverge consistently across replicate treatment lines. It is

commonly  argued  that  such  loci  are  those  most  likely  to  represent  responses  to

divergent selection, because inconsistent divergence may be due to drift. However, it is
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probably worth noting that evolutionary responses can often be opportunistic. Different

SNPs segregating within genes or regulatory regions may provide alternate responses to

similar  selection  pressures  or  some  forms  of  selection  (for  example,  parasite-host

coevolution  or  sexual  selection)  may  be  particularly  likely  to  cause  inconsistent

responses. Hence not all loci showing inconsistent responses in real datasets will be

false positives.

2.5 Concluding Remarks

The increasing use of genomic methods in the comparative study of populations

has introduced the need for novel analytical approaches. Many of these approaches are

available in easy to implement software packages making them routine for researchers

to use. However, this can sometimes lead to a “black boxing” effect where the tests are

assumed to behave properly. In the study of stratified populations, such as experimental

evolution  studies,  a  recently  proposed  approach  is  to  use  CMH-tests  to  identify

consistent allele frequency differences across replicates. However, this test is ill-suited

for  the  task  from  first  principles  because  genomic  data  frequently  violate  many

assumptions. Sequenced reads of alleles are frequently used as independent counts of

alleles which is a text-book case of pseudoreplication. Additionally, the very thing being

tested (consistent differences) is a fundamental assumption of the test.

This  study  explored  the  behaviour  of  the  CMH-test  and  some  alternative

(binomial GLMs, quasibinomial GLMs, and G-tests) to assess their performance in a

hypothetical experimental evolution scenario. The main aim is to test the behaviour of

these  tests  under  the  null  hypothesis  (neutral  genetic  drift).  Additionally,  a  simple

assessment of power is also undertaken. A population genetic simulation under neutral

drift is performed which incorporates the unique allele sampling properties of a pool-seq

experimental design. The results indicate that the CMH-test is indeed prone to very high

rates of false positives, especially where coverage varies across the pooled samples. By

contrast, quasibinomial GLMs and General Linear Models (LMs) peform much better

and produce the characteristic uniform distribution of p-values expected under the null

hypothesis. However, even these tests show an increased rate of false positives when

coverage is allowed to vary across the pools.
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The use of the popular CMH-test in the analysis of allele frequency differences

in  stratified  populations  is  problematic.  Additional  complications  arise  from highly

variable  coverage  in  pool-seq  experimental  designs.  This  study  identifies  these

problems and proposes some alternatives (quasibinomial GLMs and LMs) that behave

well under the null hypothesis. These simulations highlight the importance of properly

testing the performance of novel analytical approaches in a range of scenarios.
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Chapter 3 The Genomic Response to 

Experimental Evolution Under Altered Mating 

Systems in D. pseudoobscura

Abstract

The interplay between sexual selection and sexual conflict is of great interest in

evolutionary biology. Many studies have shown how traits are shaped by both sexual

conflict and sexual selection, and how polyandry, the female re-mating rate, modulates

the strength of selection. However, the genomics of sexual selection has been relatively

unexplored. Experimental evolution is an excellent approach to studying the response to

selection  under  novel  environments.  Combined  with  next-generation  sequencing

methods it can give great insight into genomic targets of selection.  

In Drosophila pseudoobscura an experimental evolution study has been ongoing

since 2002. The study was designed to test predictions about the response to altered

mating systems in  D. pseudoobscura, a naturally polyandrous fly. Females have been

housed with either one or five males for the duration of their reproductive life. Because

the female mating rate  is  an  important  part  of  mating systems these treatments  are

thought to eliminate sexual selection and sexual conflict or elevate it. Over the years

studies have revealed a great deal of interaction between conflict between the sexes and

sexual selection. Key traits in sexual selection, such as the male courtship song, have

shown marked  changes  in  response  to  these  altered  mating  systems.  Evidence  also

points  to a  greater  capacity  of males  evolving under  elevated rates  of  polyandry to

coerce  and  manipulate  females  and  achieve  more  matings  in  a  competitive  mating

system. More recently, the genomic response to selection has started to be considered in

this system.

This  chapter  focuses  on pooled genome sequencing (pool-seq)  data  that  was

collected from each of four replicate lines of the experiment. The aim is to identify

genomic markers (SNPs) which show consistent allele frequency differences between

the experimental evolution treatments. Such consistent differences are prime candidates
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for  loci  important  to  phenotypic  changes  observed  in  previous  experiments.

Additionally,  if  observed changes  are  a  result  of selection other  genomic signatures

should  be  observed,  namely  reductions  in  nucleotide  diversity  (π)  and  an  allele

frequency  spectrum  skewed  toward  an  excess  of  rare  variants  (measured  by  e.g.

Tajima’s D). Finally, differences in the rates of polyandry makes predictions about the

ratio of effective population size (Ne)  on the X chromsome and autosomes. Differences

in the mating system should therefore have an effect on relative levels of diversity and

on population differentiation on the X chromsomes. These predictions about differences

on X and autosomes have not previously been tested.

Author Contributions

The  experimental  evolution  lines  are  maintained  under  enormous  effort  by

Rhonda Snook (University of Sheffield) and her research group and sample collection

was also performed by them. Extraction of genomic DNA and all subsequent analyses

presented here are my own work.

3.1 Introduction

3.1.1. Sexual Selection and Sexual Conflict

Charles  Darwin  (1859;  1871),  described  the  process  of  sexual  selection,  the

competition among members of one sex for the reproductive resource of the other sex,

as being distinct from natural selection, selection for viability and fecundity. Since then,

these forces and how they interact to drive the evolution and diversification of some of

the most extreme traits in nature have captivated biologists. A great body of theoretical

models and empirical  evidence has accumulated to  clarify how sexual  selection can

drive the exaggeration and coevolution of traits (e.g. Andersson 1994) and though views

of where to draw the line between sexual selection and natural selection are now more

nuanced the distinction remains in use (Shuker 2014). More recently, sexual conflict,

“conflict  between the evolutionary interests of individuals of the two sexes” (Parker

1979)  between  the  two  sexes  have  begun  to  receive  more  attention  (Trivers  1972;

Parker  1979; Arnqvist  &  Rowe  2005).  Trivers  (1972)  described  situations  where

conflict occurs between the sexes over the provisioning of parental care. Later, Parker

(1979) developed a genetic model that showed that a trait that increases male mating
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success but comes at a cost to fecundity in females can spread through a population

(Parker 1979). Parker also pointed to examples  of such traits in the aggressive attempts

to mate with receptive females in yellow dung flies (Scatophaga stercoraria), and in the

mate guarding bahavior of ground beetles (Cicindela maritima) (Parker 1979). Finally,

he also realised that it would be possible for the sexes to end up in an arms race or

“evolutionary chases” which has since developed into a theory commonly referred to as

Sexually Antagonistic Coevolution (SAC) (Parker 1979; Holland & Rice 1998; Perry &

Rowe 2014). 

Over the years these models of sexual selection and sexual conflict have been

further developed and empirical work has found some support for sexual conflict being

a strong diversifying force in nature (Arnqvist & Rowe 2005; Tregenza et al., 2006;

Perry and Rowe 2014). Sexual conflict is typically considered not as a distinct force but

as the outcome of “multiple components of natural and/or sexual selection [that] favour

certain trait values in males and other trait values in females” (Shuker 2014, pp 25).

Sexual conflict interacts very tightly with sexual selection, in fact “...sexual selection is

an inevitable facet of sexually antagonistic coevolution.” (Arnqvist & Rowe 2005, pp

35). This is partly because sexual conflict is likely to be present in every mating system

except strict monogamy since  a major source of conflict can be the mating rate itself

(Arnqvist & Rowe 2005; Arnqvist and Nilsson 2000). Males typically favour a much

higher rate than females but at the same time males benefit from low re-mating rates

among  females  with  which  they  have  mated  (Parker  1979).  Despite  this  conflict,

polyandry is widespread (Pizzari & Wedell 2013, Taylor et al., 2014; Snook 2014). The

mating system of an organism, polyandrous ones in particular, plays a significant role in

determining  the  strength  of  both  sexual  selection  and  conflict  (Pizzari  and  Wedell

2013), so disentangling the effects of sexual conflict and sexual selection is difficult.

There are many reasons why polyandry might initally be favoured in different

contexts and be maintained due to sexual or natural selection (Snook 2014). Polyandry

might be an adaptive trait insofar as it provides direct or indirect benefits to the female.

However, polyandry can also be entirely non-adaptive and arise from conflict over the

mating rates in males and females (Snook 2014). The causes that promote the origins of

polyandry can be distinct from those maintaining it (Snook 2014). Polyandry introduces

new opportunities  for  sexual  selection  and  conflicts  between  males  and  females  in
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mating decisions.  For example, polyandry is expected to increase both pre- and post-

copulatory sexual selection via female choice and sperm competition (Snook 2014).

Examples of traits which are thought to evolve  via  sperm competition or mate choice

resulting from polyandry,  are adapations in sperm morphology (Snook et al.,  2005),

sperm number, ejaculate size and quality (Evans & Simmons 2008), and mate guarding

bahaviors (e.g. Burdfield-Steele & Shuker 2014; Parker & Vahed 2009), among others.

Meanwhile,  polyandry  often  carries  costs  to  females  (Arnqvist  &  Nilsson  2000)

resulting in further conflicts over the optimal mating rate between the sexes. Likewise,

polyandry can lead to selection for traits that increase female fitness in the face of male

adaptations  to  intense  sexual  selection  and  conflict.  In  particular,  the  bewildering

diversity of seminal fluid proteins in various insects which influence female mating and

ovulation rates are a classic example of traits thought to be adapatations in the face of

conflicts over mating rates (e.g. Chapman 2008). Thus, polyandry, sexual conflict and

sexual selection are closely linked in mating system evolution.

A  vast  literature  exists  on  how  different  male  and  female  traits  interact  to

determine  the  outcomes  of  the  intra-  and  inter-sexual  competition  for  reproductive

resources (see e.g. Andersson 1994; Arnqvist & Rowe 2005; Perry & Rowe 2014 for

reviews), and while relatively little is known about the genetic basis of these traits or the

genomic  targets  of  selection  (with  the  exception,  perhaps,  of  model  systems  like

Drosophila) the field is rapidly adopting genomic methods to give new insights on the

effects of mating systems and sexual selection on genomes (Ritchie and Butlin 2014;

Wilkinson et al 2015). 

3.1.2 The Genomics of Sexual Selection and Sexual Conflict

A genomic perspective is worth pursuing for the advances it will bring to our

understanding of how adaptations can arise and are selected for and built at the genomic

level  by  various  forces  of  selection.  For  example,  understanding  how  sexually

dimorphic  traits  are  built  from a  genome  shared  between  males  and  females  is  an

important goal. It is likely that most sexual dimorphisms are produced by differences in

gene expression (Williams & Carroll 2009; Wilkinson et al., 2015). If this is the case

then the loci involved in the divergence of such dimorphic characters between species

must include regulatory regions as well as coding sequences (Wilkinson et al., 2015).
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Studies  that  alter  mating  systems  (and  presumably  levels  of  sexual  selection  and

conflict)  frequently  report  changes  to  gene  expression  patterns  (Hollis  et  al.,  2012,

Innocenti et al., 2013; Gerrard et al., 2013; Immonen et al., 2014; Perry et al., 2014;

Hollis et al., 2016a). This suggests that regulatory regions may indeed be under strong

selection in these systems. Though the treatments are not identical in each case and gene

expression assays differ across studies some interesting patterns are clear. Expression

differences are often in genes that are initially sex-biased (Hollis et al., 2012; Hollis et

al.,  2016a),  localise to reproductive tissues (Innocenti  et  al.,  2013;  Immonen et  al.,

2014), and involved in the post-mating physiological manipulation of female egg-laying

and re-mating rates (Perry et al., 2014; Hollis et al., 2016a). Such categories are ones

that might be expected under changes to sexual selection or conflict.

The sex chromosomes, on account of their differences in zygosity in males and

females,  undergo  different  patterns  of  evolution  from  autosomes  (Vicoso  &

Charlesworth 2006). For example, in XY systems, where males are hemizygous for the

X  chromosome,  selection  is  expected  to  be  more  efficient  on  the  X  chromosome

because  recessive  mutations  are  always  exposed  in  males  (Vicoso  & Charlesworth

2006). However,  mating systems, sexual selection,  and sexual conflict  also have the

potential to affect the rates of evolution and the effective populations sizes of X and Y

chromosomes in a population. All else being equal, with an equal number of males and

females, random variation among males in the number of offspring produced should

result  in  a  ratio  of  effective  population  size  (Ne)  on  the  X  chromosome  and  the

autosomes of 0.75 (Ellegren 2009; Mank et al., 2010; Corl & Ellegren 2012). This also

means that diversity should always be lower on the X (or Z) chromosomes than on

autotosomes (Ellegren 2009). The ratio of Ne will affect the rate of evolution on the X

chromosomes. Deviations from neutral expectation such as differences in the mating

systems, demographic forces, or changes in the variance in male mating success owing

to selection are expected to affect sex chromosome evolution by altering Ne of the sex

chromosomes relative to the autosomes (Mank et al., 2010; Corl & Ellegren 2012). For

example, higher rates of polyandry, and the associated reduction in variance of male

mating success, (in XY systems) should result in a lower X:A ratio of Ne which in turn,

is expected to reduce the X:A ratio of diversity (Charlesworth 2001; Ellegren 2009;

Corl & Ellegren 2012).
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Although deviations form the 3:4 ratio are frequently seen in wild populations

the cause is not clear. In humans (Arabiza et al., 2014), D. melanogaster, D. simulans

and some birds (Ellegren 2009), ratios of diversity are variable across populations in a

manner that is broadly consistent with historical migration and associated demographic

changes.  Others  have  argued  that  deviations  from  the  3:4  ratio  could  be  due  to

differences in recombination or mutation rates between the X and autosomes (Vicoso &

Charlesworth 2006). Meanwhile, in a comparative study of matched sister species of

shorebirds that differ in their mating systems, more polygynous species have a reduced

diversity on the Z chromosome compared to autosomes as expected if sexual selection

is a potent force in producing relative patterns of diversity on the sex chromosomes and

autosomes  (Corl  &  Ellegren  2012).  A  comparison  of  closely  related  flycatchers

(Ficedula  hypoleuca and  F.  albicolis)  found that  the  Z:A ratio  is  much lower than

expected  from  a  neutral  model  even  under  extreme  operational  sex-ratio  biases,

indicating  selection  (Borge  et  al.,  2005).  However,  demographic  effects,  such  as

population contractions and expansions  could also be contributing to these patterns.

Population genomic analysis of the same species pair found higher overall levels of

differentiation and fewer shared polymorphisms on the Z chromosome than autosomes,

as well as a more uniform LD (Ellegren et al., 2012). These results are consistent with

both a greater role for selection and reduced gene flow on the Z chromsome compared

to autosomes.  Another comparative study on the relative rate of evolution on Z and

autosomes finds a similar pattern (Wright et al., 2015). However, faster evolution on Z

chromosomes  in  polygynous  species  seems  to  be  mainly  due  to  genetic  drift  as  a

consequence of the reduced Ne (Wright et al., 2015). Meanwhile, in  Drosophila  (XY

system)  there  is  some evidence  for  more  efficient  selection  on  the  X chromosome

because deleterious recessive alleles are always “visible” to selection in males (Vicoso

& Charlesworth 2006; Langley et al., 2012).

Clearly,  more  comparative  studies  are  needed in  systems that  differ  in  their

mating systems while controlling for other factors. In particular, comparative studies in

XY systems and the effects of polyandry, have not been investigated. A corollary of

lower diversity on the X chromosomes is that the ratio of FST on X chromosomes should

be higher between populations (Ellegren 2009). Thus if polyandry has a large effect on

the strength of sexual selection and sexual conflict it should drive patterns of diversity
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and differentiation on X chromosomes.

In summary, a few points can be highlighted on the state of understanding  of

natural and sexual selection, and sexual conflict. First, the interplay of sexual conflict

and sexual selection in the evolution and diversification to various traits is likely to be

significant.  Secondly,  the  mating  system,  characterised  in  large  part  by  the  rate  of

female re-mating (polyandry), plays a major role in determining the strength of sexual

selection and conflict. Third, although evidence points to a large role for transcriptional

regulation,  the  genomics  of  sexual  selection  and  sexual  conflict  remains  relatively

understudied.  Finally,  other  theoretical  predictions  about  the  effects  that  different

mating systems have on the effective population size and selection on sex chromosomes

are  also  relatively  understudied.  Thus,  studies  that  aim to understand the  effects  of

mating system difference, as well as the interplay of sexual conflict and sexual selection

on the genome and the targets of selection are needed.

3.1.3 Experimental Evolution

An  excellent  way  to  study  adaptation  to  different  environments  and  test

predictions from theory is to set up experimental evolution studies (Arnqvist & Rowe

2005; Kawecki  et  al.,  2012; Schlötterer  et  al.,  2015).  These  allow  a  researcher  to

manipulate  characteristics  of  an  organism’s  environment  (including  the  social

environment) while controlling other factors in order to observe evolutionary responses.

The falling costs of Next Generation Sequencing (NGS) technologies have opened up

new  possibilities  to  identify  the  genetic  variants  that  differ  between  populations.

Additionally, the sequencing of pools of individuals (pool-seq) rather than individuals

allows larger  sample sizes and replicated experimental  evolution lines  at  reasonable

costs  (Schlötterer  et  al.,  2014).  Experimental  evolution  studies  in  combination  with

population genomic methods, typically called Evolve and Resequence (E&R) studies,

are growing in number to answer a wide range of questions in evolutionary biology.

Such studies  have  great  potential  to  answer  questions  about  the  genomic  targets  of

selection and how population differences arise (Kawecki et al., 2012; Schlötterer et al.,

2015).

Experimental evolution studies have been used to study responses to changes in

sexal selection and sexual conflict in various organisms because the method naturally
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lends itself to altering the mating system by manipulating the ratio of males to females

in different  treatments (Arnqvist  & Rowe 2005).  A classic  example is  the study by

Holland and Rice (1999). Female D. melanogaster were kept under conditions of forced

monogamy for 47 generations by allowing a female to mate only with one male. Sexual

conflict theory predicts that conflict over the re-mating rate should result in harmful

males and therefore the removal of this conflict should select for less harmful males and

conversely females that are less resistant to male harm (Holland & Rice 1999). Indeed,

females from the final generation of the monogamy treatment had reduced longevity

compared to ancestral (control) females when exposed to ancestral males which courted

more often, indicating ancestrally harmful male matings (Holland & Rice 1999). Other

experimental evolution studies under altered mating systems have been performed in

dung flies (S. stercoraria;  Hosken & Ward 2001; Hosken et  al.,  2001),  robber flies

(Sepsis cynipsea; Martin & Hosken 2003), fruit flies (D. melanogaster;  Holland and

Rice 1999; Hollis et al., 2012, 2016a, 2016b, Innocenti et al., 2013; Gerrard et al., 2013;

Perry et  al.,  2014;  D. pseudoobscura;  Crudgington et  al.,  2005),  and in  free  living

flatworms (Macrostomum lignano; Janicke et al., 2016). 

Although these studies differ in the specifics of their designs they all vary the

general levels of sexual selection and conflict  by controlling the opportunity for re-

mating and aggressive courting. These studies all find evidence that some traits respond

rapidly  to  selection from altered mating  systems and give evidence for  both sexual

conflict and sexual selection in these systems. For example, it is a common observation

that  females evolving under higher  levels  of  polyandry become adapted to  resist  or

better  cope  (measured  as  post-mating  survival)  with  the  costs  associated  with

continuous courting by and costly matings with males (Holland and Rice 1999; Martin

& Hosken 2003; Innocenti et al., 2013). The corresponding observation that monogamy

relaxed selection for, or direct selection against, resistance and coping is also observed

(e.g. Hollis et al., 2016a).

3.1.4 Experimental Evolution in D. pseudoobscura

Since 2002, an experimental evolution experiment has been underway using D.

pseudoobscura,  a naturally polyandrous fruitfly,  to address how populations adapt to

changes in mating systems via sexual selection and sexual conflict (Crudgington et al.,
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2005). A full description of the experimental treatments is given in Crudgington et al.,

(2005). The treatment regimes alter the mating system by housing females with either

one male (M; enforced monogamy) or five males (E; elevated polyandry) (Crudgington

et  al.,  2005,  2010;  Bacigalupe et  al.,  2007).  Enforced  monogamy  is  assumed  to

eliminate both sexual selection sexual conflict while elevated polyandry maintains or

increases  both  sexual  selection  and  sexual  conflict  (Bacigalupe et  al.,  2007;

Crudgington  et al., 2005, 2009). Phenotypic changes were observed across replicated

experimental evolution treatments from the early stages of the experiment. After 20-31

generations, mating trials of male and female combinations from different experimental

treatments showed that there was a significant effect of the number of mates on female

fecundity  and  the  number  of  eggs  hatched,  but  not  of  male  evolutionary  history

(Crudgington et  al.,  2005). Meanwhile E treatment females were more fecund when

mated to ancestral males suggesting that they are better adapted to resist costs of mating

with  competitive  males.  Finally  the  evolutionary  history  of  males  influenced  their

ability to manipulate the female willingness to re-mate but not in the ability to coerce

already-mated females to re-mate (Crudgington et al., 2005).

Later  work  investigated  how variation  in  sexual  selection  would  impact  the

evoluton of male traits, for example courtship song traits are an important source of

variation in male mating success under different mating systems (Snook et al., 2005).

They found that E males had shorter “inter-pulse-intervals” and were faster to begin

producing song (Snook et  al.,  2005).  Another analysis  at  110 generations replicated

these results (Debelle 2013). These studies also found that variation in song characters

among  replicates  of  E treatments  was  greater  (Snook  et  al.,  2005).  Sexual  conflict

theory  predicts  that  coevolution  of  reproductive  traits  could  produce  reproductive

isolation  between  allopatric  populations.  To  test  these  predictions  with  flies  from

generations 48-52,  Bacigalupe et  al.,  (2007) performed “sympatric” and “allopatric”

crosses of flies from different treatment lines. “Sympatry” in this case was a cross in

which both the male and female were from the same replicated treatment line while in

“allopatric”  crosses  males  and  females  were  from  different  treatment  lines.  No

differences in mating speed, copulation duration, or the number of mating paris were

observed nor were any hybrids sterile or less viable (Bacigalupe et al., 2007). A similar

study found no difference in the latency to mate or the mating outcome (E males always
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win in competitions with M males) in different crosses of males and females (Debelle et

al., 2016)

High  levels  of  post-copulatory  sexual  selection  via  sperm  competition  and

sexual conflict both predict responses in male behaviour. Males should mate more often

and/or  invest  in  manipulative  ejaculate  components  and  sperm (Crudgington  et  al.,

2009). Several experiments between generations 42 and 78 suggested that evolutionary

history did not explain variation in sperm morphology traits or testis mass, but E males

had larger accessory glands (despite no differences in mean body size among treatments

at this stage). E males were also able to mate with more females sequentially (greater

mating  capacity;  Crudgington  et  al.,  2009).  However,  heteromorphic  sperm,  a

characteristic  “sterile  class”  of  sperm within  D.  pseudoobscura,  did  not  change  in

morphology or number. This suggests that heteromorphic sperm traits do not seem to be

driven by sexual selection in D. pseudoobscura (Crudgington et al., 2009). 

As highlighted above, polyandry is also predicted to generate conflict and select

for male traits that harm females to prevent re-mating or coerce already-mated females

to re-mate. To test this prediction, Crudgington et al., (2010) housed males and females

from generations 54-55 of different treatments in mating trials. Reproductive output of

M  females  was  lower  if  housed  with  E  males  than  when  housed  with  M  males.

Meanwhile, M females confined with E males produced a greater proportion of their

progeny in the first 7 days than M females with M males. In contrast to earlier results,

lifetime reproductive output of females housed with E males produced fewer offspring.

However, female survival was not related to the evolutionary history of male. Finally, E

males courted more than M males (Crudgington et al., 2010). These results suggest that

sexual conflict does promote harmful males.

Since earlier work showed changes in song characters (Snook et al., 2005), it is

also  possible  that  female  preferences  might  change in  response  to  sexual  selection.

Females  from  each  of  generations  131  through  135  of  the  experimental  evolution

treatments  prefer  the  song  type  of  co-evolved  males  (Debelle  et  al.,  2014).  This

preference also seems to extend to more extreme versions of songs suggesting a change

in some intrinsic bias among the females for particular song characteristics. Curiously,

song  preferences  also  changed  in  M  females  despite  the  prediction  that  female

choosiness in these lines would be very costly as they only mate with one random male
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(Debelle et al., 2014). These changes in preferences do not seem to lead to assortative

mating however, since E males have a higher probability of mating than M males in

competitive trials with females from both treatments (Debelle et al., 2016).

While  several  experimental  evolution  studies  have  considered  the  genomic

response to selection under novel environments (Burke et al., 2010; Orozco-terWengel

et al.,  2012; Barrick & Lenski 2013; Martins et  al.,  2014) none have addressed the

genomic basis of traits under sexual selection or conflict except in terms of changes to

gene  expression  (Hollis  et  al.,  2012,  Innocenti  et  al.,  2013;  Gerrard  et  al.,  2013;

Immonen et al., 2014; Perry et al., 2014; Hollis et al., 2016a, see above).  As in other

systems,  when female transcriptomes are  compared,  E females  show an increase in

expression of genes normally enriched in ovaries (Immonen et al., 2014). 

Here  I  investigate  patterns  of  genomic  change  in  response  to  experimental

manipulation  of  sexual  selection  and  sexual  conflict  using  a  pooled  sequencing

approach. The aim is to uncover genetic variants (SNPs) that show consistent allele

frequency differences between the E and M lines. Such differences are most likely to be

the result of selection during the experiment and may therefore identify the targets of

selection within the genome in response to altered mating systems. I make use of the

methods that I developed and evaluated in Chapter 2 to perform these analyses. These

regions might also be expected  to show patterns of diversity consistent with selective

sweeps in response to changes in selection. Additionally, we might expect transcription

factor  binding motifs  to  be  enriched in  regions  showing consistent  allele  frequency

changes. Finally, if differences in mating systems and sexual selection has a big effect

on X chromosomes, then patterns of FST and diversity on the X chromosome should be

greater than expected from differences in Ne between autosome and the X chromosome

alone.

3.2 Methods

3.2.1 Sequencing and Mapping

Whole-genome sequencing was carried out by the NBAF sequencing facility at

the Center for Genomic Research (CGR) within the University of Liverpool. Samples

were  sequenced  using  a  “pool-seq”  approach  (Schlötterer  et  al.,  2014).  For  each
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experimental evolution line, 40 females were pooled from generations 164 for replicate

1, 163 for replicate 2, 162 for replicate 3, and generation 160 for replicate 4  of the

experiment  and  DNA  was  extracted  using  a  standard  phenol-chloroform extraction

protocol  (Appendix  A).  8  libraries  were  run  on  a  single  Illumina  HiSeq  lane  and

sequenced to ~40x coverage.

Quality control by trimming and filtering low quality reads was performed using

Trimmomatic v. 0.32 (Bolger et al.,  2014). Reads were clipped if the base quality is <

20  and  reads  shorter  than  20  bp  were  discarded.  Reads  were  mapped  to  the  D.

pseudoobscura reference genome (release 3.1, Februrary 2013), obtained from FlyBase

(dos Santos et al., 2014), using BWA mem (Li 2013;  Li & Durbin, 2009). Following

“best practice” recommendations for pool-seq studies (Schlötterer et al., 2014) duplicate

reads (representing identical PCR products from the same individual) were removed

using samtools v. 1.2 (Li et al., 2009) and re-alignment around indels was carried out in

GATK v. 3.3 (McKenna et al., 2010; DePristo et al., 2011). Finally, Bedtools  v. 2.22.1

(Quinlan  &  Hall,  2010) was  used  to  calculate  various  genome-wide  statistics  like

coverage  throughout  the  genome.  SNPs  and  allele  frequencies  were  called  with

samtools  v.  1.2  (Li  et  al.,  2009) and PoPoolation2 v1.201 (Kofler  et  al.,  2011). A

number of quality filtering criteria were used to identify SNPs. Only biallelic SNPs

were  considered,  if  a  SNP  had  more  than  16  reads  for  a  third  allele  the  SNP  is

considered multiallelic and discarded. Additionally, a minimum and maximum coverage

threshold  of  17x  and  49x  (the  10th and  90th quantiles  of  the  aggregate  coverage

distribution respectively respectively; figure 3.1) are applied. If any sample falls outside

of these thresholds for a given SNP that SNP is discarded.

3.2.2 Patterns of Genome-wide Variation

Various  measures  of  genome-wide  variation  are  calculated  using  the

PoPoolation (π and Tajima’s D, Kofler  et al.,  2011)  and PoPoolation2 (pairwise  FST;

Kofler  et  al.,  2011)  packages.  π and Tajima’s  D are  estimated  for  non-overlapping

windows of 10 kb within each treatment line. SNPs are only counted if alleles have a

minimum read count of 8, if the coverage in within each replicate is > 17 and < 49. For

FST, overlapping windows of 50kb (with a 5kb overlap) were chosen and FST calculated

for  each  window  on  a  pairwise  basis  using  the  same  read  count  and  coverage
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threshholds as above. Similarly, allele frequency differences are first calculated for each

SNP using PoPoolation2 and then summarised as averages in non-overlapping windows

of 50kb across the genome. From the allele frequency differences it is possible to infer

dXY between treatment lines of the same replicate. Here  dXY is simply estimated as the

proportion  of  fixed  differences  between  two  treatments  within  a  given  window  as

follows:

nr. fixed differences / window length

For FST,  dXY and allele frequency differences experimental evolution lines were

paired within replicates. Within a replicate pair of E and M treatment lines, FST and dXY

was calculated  for  these  pairs.  This  pairing  is  justified  on  the  basis  of  the  initially

staggered establishement of these experimental evolution lines (see 3.1 Introduction). 

The expected FST  on X chromosomes (FX) was calculated as in Machado et al.,

(2016) using the equations of Ramachandran et al., (2005). FX is given by:

FX=1−{ (9 ( z+1 ) (1−F A ))

(8 (2 z+1 )−(1−F A ) (7 z−1 ) ) }

where, z is the ratio of the number of breeding males to females and FA is the observed

FST on autosomes. FX was calculated for z = 1 and 5. In the pairwise analyses between E

and M treatments from each replicate (see above),  FST was first  averaged across all

windows on a chromosome to give a chromosome-wide FST value. Then an average FST

across the main chromosomes was calculated and converted to  FX.  A bootstrapping

approach was used to obtain a distribution of FX. For each bootstrap iteration a sample

of windows equal to the total number of windows across all chromosomes was sampled,

with replacement, from the set of all windows. Then the average  FST was calculated

across all windows and then converted to FX. This sampling was repeated 1,000 times to

obtain a distribution of FX for each replicate.

In a separate analysis, FST was calculated for each pair of replicate lines within a

treatment group. That is, for each treatment (E and M), all pairwise comparisons across
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replicate lines were performed. Then for each replicate line, the average FST across all

pairwise  comparisons,  within  a  window,  which  included  that  line  was  taken  as  an

overall  FST for  that  line.  A  bootstrap  sampling  was  performed  as  above  to  give  a

distribution of FX. 

3.2.3 Identifying Candidate SNPs

A GLM with a  quasibinomial error distribution (QB-GLM) was fitted to the

allele counts at each SNP to identify SNP alleles that are found at consistently different

frequencies between treatment lines, across replicates. The structure of this model is:

y ~ treatment + e

Where y is the allele frequency expressed as a proportion,  treatment is a factor

giving the experimental evolution treatment line of origin (E or M), and  e is an error

term with a quasibinomial distribution.

Although a biologically meaninful pairing of treatment lines exists in this case,

an unpaired  QB-GLM is applied because there are not enough degrees of freedom to

test for a paired effect in these data. Thus, replicate is not included in the model. This

procedure fits a QB-GLM with experimental evolution treatment as a fixed effect  to the

SNP allele frequencies from each treatment line. Spurious results can occur if there are

too many zero counts in the data (see Chapter 2). To avoid this, a count of one is added

to all  allele counts if any allele count of zero count are detected in any population.

Because QB-GLMs behave well under a null hypothesis (see Chapter 2) it is possible to

take advantage of standard corrections for multiple test correction. A python script for

fitting the QB-GLM to these data is available from the GitHub onlide code repository

(https://github.com/RAWWiberg/poolFreqDiff).  The  False  Discovery  Rate  (FDR)  is

controlled by q-values (calculated from the distribution of p-values using the “qvalues”

package in R (Dabney & Storey 2013)) (Storey 2002, Storey & Tibshirani 2003). The

SNPs with a q-value < 0.05 are taken as the “candidate” SNPs that show a consistent

evolutionary response to experimental change in the strength of sexual selection and

sexual conflict. In chapter 2 I recommend scaling read counts to counter the problem of

pseudoreplication in. However, here the number of SNPs called as significant is very
62



similar whether this procedure is used or not. All of the candidate SNPs identified using

raw counts are recovered after scaling to the effective sample size (neff; Kolaczkowski et

al., 2011; Feder et al., 2012). Scaling to  neff   adds an additional 103 significant SNPs

meaning that there are fewer significant SNPs when using the raw counts. Therefore

candidate SNPs from raw counts are used for downstream analyses.

3.2.4 Functional Analysis 

GO term enrichment analysis is carried out using Gowinda v. 1.12  (Kofler &

Schlötterer,  2012) using  1  million  simulated  permutations  to  obtain  the  empirical

distribution of gene numbers for each GO term  (Kofler & Schlötterer, 2012). Within

GOwinda,  SNPs  that  occur  within  1  kb  or  1  Mb up or  downstream of  a  gene  are

considered as “genic” and all associated genes are kept in the analysis. These physical

distances are justified on the basis that enhancer regions can occur up to 1 Mb up- or

downstream from a target gene (e.g. Maston et al., 2006; Pennachio et al., 2013). Recent

reports of variant sites in enhancer regions influencing colour patterns in  D. guttifera

report the causal loci at distances of ~5kb fron the relevant genes (Werner et al., 2010).

Similarly,  recent  reports  from  sticklebacks  show  that  the  effect  of  locus  Pitx1  on

adaptive pelvis reductions among freshwater populations is controlled by an enhancer

region ~23kb upstream of Pitx1 (Chan et al., 2010). Gene ontology (GO) terms are not

available for D. pseudoobscura so only genes which have orthologs in D. melanogaster

are considered (11,622 loci). Known gene duplications between  D. melanogaster  and

D. pseudoobscura exist, thus  D. melanogaster genes that appear as orthologous with

multiple  D. pseudoobscura genes are separately labelled and kept in the analysis (870

loci). GO terms for  D. melanogaster genes are downloaded via FuncAssociate (v. 2)

(Berriz et al., 2009) which queries and combines information from several databases

including Gene Ontology and Ensembl (Berriz et al., 2009). Additionally, the closest

gene  to  each  SNP  is  identified  with  bedtools  (v.  2.17.0; Quinlan  &  Hall  2011)

closestBed (keeping any potential ties). 

Previous studies have shown differences in gene expression in virgin females

from E and M treatments in these same experimental evolution lines (Immonen et al.,

2014). More recently, a transcriptome study was carried out contrasting transcription

patterns of genes in different tissues, sexes, and individuals of differing mating status
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(virgin or courted) in the same experimental evolution treatment lines (Veltsos et al., in

prep). With these data it is possible to ascertain whether genes near the candidate SNPs

(candidate  genes)  were  over-represented  among  those  genes  identified  as  being

differentially expressed (DE) in Immonen et al., (2014) or Veltsos et al,. (in prep). A

rough estimate  of  the significance  of  any enrichment  can be  obtained by picking a

random sample of n genes from the D. pseudoobscura genome, where n is the number

of candidate genes associated with the candidate SNPs, and asking how many occur in

the list of genes that are DE in the Immonen et al., (2014) or Veltsos et al., (in prep)

datasets.  This  procedure  is  repeated  10,000  times  and  the  proportion  of  times  the

random values are greater than or equal to the observed value for the candidate genes is

taken as an empirical p-value.

Because gene expression changes are observed in these experimental evolution

lines, it  is possible that regulatory regions are under strong selection.  To investigate

whether regulatory regions are an important target of selection, a transcription factor

(TF) motif enrichment analysis is performed. The region comprising 30 bp in either

direction around the positions  of  the candidate  SNPs within 1 kb and within 1 Mb

upstream of a gene are extracted from the reference genome. The motivation is that a

causal SNP might alter a critical part of a motif and thereby change TF binding affinity.

A region of 30bp is  sufficiently wide to  contain a full  motif  but  not so wide as to

exclude the focal SNP from these motifs. Enrichment of TF binding site motifs was

performed using the AME tool from the MEME v4.10.2 package (Bailey et al., 2009;

McLeay & Bailey, 2010). Enrichment of motifs in the candidate SNP sets is compared

to  the  background  of  all  discovered  SNPs. Motifs  for  two  transcription  factors;

doublesex (dsx) and fruitless (fru), in particular, are tested for enrichment in the region

around the candidate SNPs. Position weight matrices for these motifs are available for

dsx from Clough et al. (2014) as well as the Fly Factor Survey (Zhu et al., 2011) and for

fru from the Fly Factor Survey. The FIMO tool in the MEME suite also finds any TF

binding  motifs  present  within  the  query  sequence  and  computes  an  assignment

confidence.

The  online  software  DroPHEA (Weng  &  Liao,  2011) is  used  to  conduct

phenotypic enrichment analysis. This procedure is similar to GO enrichment but instead

of genes belonging to GO groups they belong to groups defined on the basis of the
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phenotypic effects of mutations at these genes. Phenotypic effects are collated from the

online database FlyBase (data release date: January 2016) (Weng & Liao, 2011; dos

Santos et al., 2014). DroPHEA allows the user to specify classes of phenotypic effects

into user-defined phenotypes.  The phenotypic classes “courtship bahavior  defective”

(FBcv:0000399) and “mating rhythm defective” (Fbcv:0000401) were combined into

one  phenotype  group  and  the  phenotypic  class  “stress  response  defective”

(Fbcv:0000408) was also tested for enrichment. The genes within 1 kb or 1 Mb of the

candidate SNPs were tested for enrichment of the combined classes compared to the rest

of the genome using D. melanogaster gene IDs by a Fisher's exact test. 

3.3 Results

3.3.1 Sequencing and Mapping

The  number of mapped reads,  proportion of all  reads mapped,  and average

coverage is shown in table 3.1. These results suggest a fairly even coverage across all

samples.  The distribution of  coverage per  base  throughout  the  genome is  shown in

figure 3.1.  The fourth and X chromosomes are not fully assembled in the reference

genome,  so the  individual  segments  of  these chromosomes are kept  separate  in  the

figures below.

Table 3.1.  Summary statistics  of  sequencing,  quality  filtering

and mapping steps for each sample. Given are the number of

reads, the proportion that are mapped, the proportion that are

properly paired (i.e. the forward and reverse reads align in the

correct  orientation  to  the  same  chromosome),  and  the  mean

coverage.

Replicate N reads  (m) Mapped (paired) (%) Coverage

E1 ~60.17 100 (98.08) 42.04x
E2 ~65.92 100 (98.04) 45.73x
E3 ~64.90 100 (98.06) 45.32x
E4 ~52.77 100 (98.05) 37.05x
M1 ~58.55 100 (97.99) 41.03x
M2 ~56.08 100 (97.99) 39.53x
M3 ~46.80 100 (98.08) 33.19x
M4 ~52.31 100 (98.08) 37.02x
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Figure 3.1.  The distribution of coverage for each sequenced sample.

The red vertical lines in the bottom panel indicate the 10th (17x) and

90th  (49x)  quantiles  of  the  aggregate  distribution.  See  table  3.1  for

summary statistics from the mapping steps.

3.3.2 Patterns of Genome-wide Variation

Mean  pairwise  FST between  E  and  M  lines  across  replicates  was  lower  on

autosomes (0.46+/-0.003) than on the X chromosomes (0.64 +/- 0.003). Observed FST is

significantly greater on the X chromosome than expected simply from differences in Ne

(figure 3.2). This is true regardless of the ratio used for z (the ratio of breeding males to

females).  Additionally,  X  chromosome  to  autosome  ratios  of  FST in  pairwise

comparisons among replicate lines are significantly higher in E lines (mean ± SD: 1.53

± 0.08) than in M lines (1.30  ± 0.06). Among pairwise comparisons within E and M
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lines, FST is always greater than expected from differences in Ne on the X chromosome

(figure 3.3). These differences are not driven by differences on the autosomes where FST

is the same across comparisons in E (0.37 ± 0.03) and M  (0.39 ± 0.01) lines. Pairwise

FST between E and M treatments, within replicates, throughout the genome are shown in

figure 3.4.  FST is generally quite high throughout the genome with some regions (e.g.

the distal end of chromosome three) showing “peaks” of  FST  (figure 3.4). Figure 3.5

shows a measure of the proportion of sites that are fixed between E and M lines within

non-overlapping 50kb windows throughout the genome. dXY is also variable throughout

the genome with a higher proportion of substitutions between treatment lines on the X

chromosomes (figure 3.5). 

Figure 3.6 shows the level of nueleotide diversity (π) within each replicated set

of  treatment  lines.  Overall  π is  greater  in  M lines  than  in  E lines.  This  is  true  for

autosomes  (mean  ± 2·SE  for  E:  0.0058  ± 0.001,  M:  0.0060  ± 0.0005)  and  X

chromosomes  (mean  ± 2·SE  for  E:  0.0020  ± 0.001,  M:  0.0027  ± 0.001).  Only  in

replicate 2 is  π greater in E than in M lines, though the differences are not significant

even if replicate 2 is excluded. The overall X:A ratio of π is much lower within E lines

(mean  ±2·SE for E:  0.34  ± 0.16,  M: 0.45  ± 0.14).  Again,  these differences  are  not

significant even if replicate 2 is excluded.  As with FST, the distal end of chromosome

three stands out as a region of low nucleotide diversity (figure 3.6).
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Figure 3.2.  Autosomal and X chromosome  FST between pairs of E

and M lines. Observed values are the chromosome-wide mean  FST.

Autosomal  error  bars  represent  the  standard  deviation  across

chromosomes. The ratio of males to females (z) is assumed to be 5.

Results  for  z  =  1  are  not  shown.  Error  bars  for  the  expected  FST

represent 2 * the standard error of a bootstrap distribution of values

(see 3.2 Methods).
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Figure 3.3.  Autosomal and X chromosome  FST for each replicate line

within the E and M treatments.  Error bars on the autosomes are the

standard  deviation  across  the  main  chromosomes.  Error  bars  for  the

expected FST represent 2 * the standard error of a bootstrap distribution

of  values  (see  3.2  Methods).   The  ratio  of  males  to  females  (z)  is

assumed to be 5 for E lines and 1 for M lines.
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Figure 3.4. Pairwise  FST calculated for each replicate pair of E and M experimental

evolution  treatment  lines.  FST is  calculated  for  50kb  windows  with  a  5kb  overlap

between  windows.  Panels  represent  different  chromosome  regions.  The  X-axis

represents position or distance along the chromosomal region. Coloured lines give the

pairwise estimates for each pair of E and M lines. The black line shows the mean FST

across all replicates. The x-axis gives the distance along each chromosome in Mb.
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Figure 3.5. Pairwise dXY between E and M lines for each replicate. The x-axis

gives the distance along each chromosome in Mb
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Figure  3.6. Estimates  of  nucleotide  diversity  (π) throughout  the  genome for  each

replicate in E and M lines. The black line gives the mean π across all replicates. The x-

axis gives the distance along each chromosome in Mb
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3.3.2 Identifying Candidate SNPs

In total, 1,130,944 SNPs were called and analysed. Many of these SNPs occur in

intergenic regions with 652,101 of all SNPs (~63%) falling outside of annotated genes.

The distribution of SNPs across  the chromosomes is  shown in figure 3.7.  Using q-

values to correct for multiple testing, 323 SNPs achieve genome-wide significance for a

consistent difference in allele frequency between E and M treatments (q < 0.05, referred

to as  “candidate” SNPs). The genome-wide distribution of SNPs is not random even

when accounting for the length of the chromosomes. There are more SNPs on the 2nd, 4th

and X chromosomes than expected on the basis of their length, as a proportion of the

total  genome  length,  and  fewer  SNPs  than  expected  on  the  3rd chromosome  (Chi-

squared statistic = 60577, d.f. = 4, p < 0.001). By contrast, there are more candidate

SNPs on the third chromosome and both arms of the X chromosomes than expected by

on the basis of their lengths (Chi-squared statistic = 213.67, d.f. = 4, p < 0.001).

There are several clear “chimneys” or “peaks” of clustered candidate SNPs that

show a consistent allele frequency difference between the E and M lines (figure 3.7).

One obvious, dense peak of candidate SNPs stands out at one end of chromosome three

(figure 3.7). Additional wide regions of candidate SNPs are seen in various regions of

the X chromosome (figure 3.7), consistent with the higher differentiation seen on X

chromosomes. It is notable that the patterns of genome-wide variation correspond to

some degree to the results shown in figure 3.7. For example, average pairwise FST seems

higher the region of condidate SNPs on chromosome three than elsewhere (figure 3.4).

Similarly, two peaks of FST on the last group (group 8) of the X chromosome seem to

align with the to regions covered by a few highly significant SNPs (figures 3.4 and 3.7).

There  are  many  known  inversions  on  chromosome  three  in  D.  pseudoobscura.

However,  none  of  the  known  breakpoints  seem  to  co-localise  with  the  cluster  of

candidate SNPs (figure 3.8).
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Figure 3.7. The distribution of analysed SNPs across  the main chromosomes.  The

SNPs that have a q-value < 0.05 (see main text) are highlighted in red. Shown are the

-log10(q-values)  for  the  treatment  (T)  effect  in  a  quasibinomial  GLM.  The  black

numbered lines delineate peak regions. 

Figure 3.8. Positions of inversion breakpoints relative to the cluster of candidate SNPs

on chromosome 3. Vertical lines on chromosome 3 show the break point positions of

common arrangements (data and colours as in Wallace et al., 2011).
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Figures 3.9 and 3.10 show the patterns of π and Tajima’s D respectively within

the regions  with many candidate  SNPs (highlighted  in  figure  3.7).  Several  of  these

regions also show reduced  π and Tajima’s  D across all replicates in one or the other

treatment (figures 3.9 and 3.10). In particular, the large region of top SNPs at the distal

end of chromosome three shows reduced π in both E and M lines but strongly negative

values of Tajima’s  D only in E lines suggestive of a sweep or stronger background

selection within the E treatment. Other noteworthy regions are on the X chromosomes;

XR.6 between 5.6 and 6.5 Mb, and XR.8 between 3.8 and 4 Mb (figure 3.10). Measures

of genome-wide variation are sensitive to the resolution at which they are calculated and

strong signals are probably required to observe an average pattern above the genomic

background, “weaker” or more localised signatures are better identified by individual

SNPs in the QB-GLM analysis.

3.3.4 Functional Analysis

In general, many candidate SNPs occur near genes (inlcuding within the coding

region of a gene). There are 78 genes occurring within 1 kb of a candidate SNP. If the

region is extended to 1 Mb the number rises to 138 genes. If the coding regions and any

regions  downstream of  a  gene  is  excluded,  i.e.  only  SNPs  upstream of  a  gene  are

counted,  very  few  (~0.046%  [15/167])  of  the  candidate  SNPs  occur  within  1  kb

upstream of a gene. By comparison, ~0.048% of all SNPs occur within 1 kb upstream of

an annotated gene. If the upstream region is extended to 1 Mb the proportion of SNPs is

higher (28%). In total, 142 (44%; q-values) SNPs occur within the coding region of 63

uniquely annotated genes.
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Figure 3.9. Estimates of π for windows within the regions identified in figure 3.7.

Also shown are the top SNPs (q-value < 0.05) that occur within each region.

Panel titles give the chromosomal locations of regions. Note that the x-axes are

not to the same scale.
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Figure 3.10. Estimates of Tajima’s D for windows within the regions

identified in figure 3.7. Also shown are the top SNPs (q-value < 0.05)

that  occur  within  each  region.  Panel  titles  give  the  chromosomal

locations of regions. Note that the x-axes are not to the same scale.

Several genes generally occur within the wide peak regions identified above (see

3.3.3  Identifying  Candidate  SNPs;  Figure  3.7).  In  particular,  the  wide  region  on

chromosome three contains 88 genes, 51 of which have some manner of annotation in

the online database FlyBase (dos Santos et al., 2014) and 66 of which have a candidate
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SNP within 1Mb (not including the coding region). Some genes (Acp53C14c, Acp53Ea,

Acp53C14b and  Acp53C14a)  are  annotated  as  accessory  gland  proteins  which  are

components of the “cocktail” of seminal fluid proteins passed from males to females

during copulation. Other genes include ion channel proteins (e.g. ppk6, Pickpocket 6) or

odorant  binding  proteins  (Obp47a).  The  other  regions  identified  in  figure  3.7  also

contain  many  genes.  Most  of  the  genes  in  these  additional  regions  have  diverse

annotated functions within FlyBase (see  3.4 Discussion).  Table 3.3 shows the set of

genes which are associated with the candidate SNPs and includes all genes that have a

candidate SNP within 1Mb of the gene (including within the coding region of a gene).

In a GO term enrichment analysis candidate SNPs (by bonferroni correction) are

aassociated with 72 genes representing 1,091 GO sets, three of which were significantly

enriched for member genes (adjusted p-value < 0.05; Table 3.4). The most significantly

enriched GO terms refer to “potassium ion binding”, “alkali metal ion binding”, and

“pyruvate kinase activity” (table 3.4). If  the “genic” region in the above analysis  is

extended from 1kb to 1Mb up- or down-stream, no GO terms are significantly enriched.

Genes within 1Mb of the candidate SNPs (q-value < 0.05) are not enriched for

genes within the phenotypic classes “courtship behavior defective” and “mating rhythm

defective”. Nor are they enriched for genes within the class “stress response defective”.

Though some phenotype terms achieve marginal significance in an enrichment analysis

of all phenotypic classes available, none remain significant after Bonferroni correction

for multiple testing.
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Table 3.3. Genes which have a significant SNP (q-value < 0.05) within 1 Mb.

Given are the chromosomes and the positions along the chromosomes and the D.

melanogaster ID for each gene identified within the regions shown in figure 3.7.

Genes highlighted in bold are discussed in the text. Genes denoted with a “*” are

also found in the differential expression datasets (discussed in the text). Genes

denoted with “+” have candidate SNPs within the coding region itself.

Chromosome Start End FlyBase ID Name Notes

chrom2 1322185 1405385 FBgn0010113 hdc +

chrom2 5526845 5529577 FBgn0278604 dmt

chrom2 5530857 5533664 FBgn0037734 trbd +*

chrom2 5586391 5591727 FBgn0038874 ETHR +

chrom2 6138182 6139420 FBgn0039029 CG4704

chrom2 6258602 6259899 FBgn0086253 rumi +*

chrom2 6261369 6262388 FBgn0039020 CG17141 +*

chrom2 6268799 6270691 FBgn0039017 CG6985 +*

chrom2 21743937 21744764 FBgn0087005 rtp

chrom2 24159758 24172033 FBgn0026620 tacc +*

chrom2 25658685 25663510 FBgn0053512 dpr4 +

chrom2 25788233 25797861 FBgn0017581 Lk6 +

chrom3 16975321 16976566 FBgn0033653 CG13192 *

chrom3 18936878 18937443 FBgn0033573 Obp47a

chrom3 18949890 18957102 FBgn0020236 ATPCL +*

chrom3 18965505 18999327 FBgn0265045 Strn-Mlck +*

chrom3 18999724 19003285 FBgn0034053 Cyp4aa1 +

chrom3 19004871 19005653 FBgn0034052 CG8299 +

chrom3 19006657 19011317 FBgn0033062 Ars2 +

chrom3 19012759 19014608 FBgn0033061 SmydA-5 +

chrom3 19014638 19015705 FBgn0033060 CG7849

chrom3 19020160 19022351 FBgn0034489 ppk6 +

chrom3 19052469 19054843 FBgn0034157 resilin

chrom3 19069409 19078799 FBgn0267002 unc-104 +*

chrom3 19088766 19089493 FBgn0034151 CG15617

chrom3 19135041 19167763 FBgn0050463 CG30463 +
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chrom3 19212763 19218778 FBgn0040505 Alk *

chrom3 19224870 19228509 FBgn0034145 CG5065

chrom3 19249061 19250239 FBgn0034144 CG5089

chrom3 19254826 19259400 FBgn0034142 CG8306 +*

chrom3 19268434 19274025 FBgn0086358 Tab2 +

chrom3 19279213 19281405 FBgn0034433 EndoB +

chrom3 19296634 19306333 FBgn0000008 a +

chrom3 19335326 19336318 FBgn0029084 gom

chrom3 19364579 19365585 FBgn0050281 CG30281

chrom3 19367811 19373637 FBgn0243516 Vrp1 +

chrom3 19382049 19389507 FBgn0034693 CG11073 +*

chrom3 19445252 19447801 FBgn0022160 Gpo-1 +

chrom3 19453912 19457254 FBgn0034046 tun

chrom3 19475385 19479391 FBgn0003130 Poxn +

chrom3 19501239 19542746 FBgn0265991 Zasp52 +*

chrom3 19545467 19577664 FBgn0050089 CG30089 +*

chrom3 19630360 19647703 FBgn0023441 fus +

chrom3 19734572 19735121 FBgn0034033 CG8204 *

chromXL.1e 1395149 1397023 FBgn0030828 CG5162

chrom4.1 3483969 3484682 FBgn0028871 Cpr35B

chrom4.3 4126443 4127132 FBgn0261523 CG42658

chrom4.3 4399026 4491686 FBgn0000636 Fas3 +

chrom4.3 9017139 9083795 FBgn0000497 ds +

chrom4.3 11189475 11190546 FBgn0031619 CG3355

chrom4.4 388540 389775 FBgn0032457 CG15483

chrom4.4 1810294 1811069 FBgn0031430 CG3528

chrom4.4 2221448 2225787 FBgn0028370 kek3

chrom4.4 2531613 2532249 FBgn0086691 UK114

chrom4.4 2628466 2632798 FBgn0032856 CG16798

chrom4.4 3016820 3043507 FBgn0011676 Nos

chrom4.4 3079887 3088414 FBgn0031730 CG7236 +

chrom4.4 3177598 3206410 FBgn0051646 DIP-theta +

chrom4.4 3370422 3371458 FBgn0021856 l(2)k14505

chrom4.4 3765179 3767378 FBgn0264443 CG43861

80



chrom4.4 4433137 4434869 FBgn0031462 CG2964

chrom4.4 4870376 4900984 FBgn0028644 beat-Ic

chrom4.4 5279506 5353512 FBgn0261563 wb

chromXL.1a 3402094 3404275 FBgn0030417 CG15725

chromXL.1a 3520958 3564973 FBgn0085446 CG34417 +

chromXL.1a 6885241 6902916 FBgn0028480 CG17841 +

chromXL.1a 8033492 8049410 FBgn0263511 Vsx1 *

chromXL.1e 549414 559856 FBgn0265767 zyd +*

chromXL.1e 11527037 11596083 FBgn0004198 ct +

chromXL.1e 11920786 11922143 FBgn0028665 VhaAC39-1

chromXL.1e 11991285 12006785 FBgn0259168 mnb +

chromXL.1e 12047353 12051483 FBgn0030869 Socs16D

chromXL.1e 12464705 12470056 FBgn0263772 CG43689

chromXL.1e 1427415 1430252 FBgn0030833 CG8915 *

chromXL.1e 1430865 1431545 FBgn0030834 CG8675

chromXL.1e 1448623 1468865 FBgn0262111 f +

chromXL.1e 1815562 1819741 FBgn0000709 fliI +

chromXL.1e 1832624 1915270 FBgn0031174 CG1486 +*

chromXL.1e 2268633 2269605 FBgn0025644 CG14424

chromXL.1e 2282530 2283510 FBgn0025645 CG3598

chromXL.1e 4932305 5100644 FBgn0052600 dpr8 +

chromXL.1e 9641088 9645320 FBgn0042650 disco-r

chromXL.1e 9919644 9921709 FBgn0010416 TH1

chromXL.1e 10145547 10148164 FBgn0030369 Cyp318a1

chromXL.1e 10172480 10174567 FBgn0030459 CG12723 +

chromXL.1e 10203322 10205107 FBgn0030456 CG4332

chromXL.1e 10357747 10359420 FBgn0029854 CG3566 +

chromXL.1e 10440872 10445027 FBgn0030964 Pvf1 +*

chromXL.1e 10453739 10454782 FBgn0030963 CG7101

chromXL.1e 10462034 10465902 FBgn0030974 CG7358 +*

chromXL.1e 10476195 10486631 FBgn0030976 CG7378

chromXL.1e 10942690 11086962 FBgn0029939 CG9650 +

chromXL.1e 11142389 11145702 FBgn0029941 CG1677

chromXL.1e 11183719 11193894 FBgn0029943 Atg5 +*
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chromXL.1e 11221056 11236692 FBgn0029946 CG15034 +

chromXL.1e 11298567 11300021 FBgn0029946 CG15034

chromXL.1e 11308498 11308815 FBgn0085366 CG34337

chromXL.1e 11309771 11312536 FBgn0029950 CG9657

chromXR.6 5676030 5682174 FBgn0036359 CG14105 +

chromXR.6 5903242 5904246 FBgn0011335 l(3)j2D3 *

chromXR.6 5989176 5997130 FBgn0263776 CG43693

chromXR.6 6009943 6011469 FBgn0052081 CG32081 +

chromXR.6 6058111 6060738 FBgn0013469 klu

chromXR.6 6069761 6070630 FBgn0036112 CG14147 *

chromXR.6 6153269 6153936 FBgn0036111 Aps

chromXR.6 6189337 6205732 FBgn0026160 tna

chromXR.6 8994022 9008019 FBgn0052062 Rbfox1

chromXR.6 9084845 9087358 FBgn0001179 hay +*

chromXR.6 9094682 9109295 FBgn0052066 CG32066 +

chromXR.6 9145219 9148073 FBgn0036732 Oatp74D

chromXR.6 9164395 9164724 FBgn0052185 edin

chromXR.6 9179250 9179993 FBgn0036729 CG13733

chromXR.6 9191311 9191750 FBgn0036726 QIL1

chromXR.6 9206551 9210630 FBgn0036725 CG18265

chromXR.6 9223288 9227185 FBgn0052176 CG32176 +*

chromXR.6 9230300 9231325 FBgn0052174 CG32174 +*

chromXR.6 9259642 9266610 FBgn0027660 blot +

chromXR.6 9303419 9304657 FBgn0015550 tap

chromXR.6 9331431 9333269 FBgn0036710 CG6479

chromXR.6 9350219 9350956 FBgn0036706 ND-24L

chromXR.6 9420888 9421520 FBgn0036704 CG6497

chromXR.6 9432003 9437677 FBgn0035896 CG6983

chromXR.6 9663038 9663932 FBgn0250815 Jon65Aiv

chromXR.6 9675914 9682368 FBgn0052406 PVRAP

chromXR.6 9730496 9739892 FBgn0035656 CG10479 *

chromXR.6 10357879 10360022 FBgn0036155 CG6163

chromXR.6 12926872 12929590 FBgn0036702 CG6512

chromXR.8 1354776 1355942 FBgn0035124 ttm2
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chromXR.8 1737338 1743845 FBgn0035798 frac +

chromXR.8 1825052 1826996 FBgn0036576 CG5151

chromXR.8 2945576 2947737 FBgn0035575 CG7509

chromXR.8 2996331 3006274 FBgn0052237 CG32237

chromXR.8 3168594 3169206 FBgn0035585 ATPsynCF6L

chromXR.8 3489755 3491254 FBgn0035643 CG13287 +

Table 3.4.  Gene Ontology (GO) categories which had a significant over-

representation among genes within 1 kb of SNPs with a q-value < 0.05.

Analysis  was  performed  in  Gowinda  (Kofler  &  Schlötterer,  2012).

Comparing the candidate SNPs to the background of all discovered SNPs.

All FDR corrected p-values < 0.05. GO categories are given in decreasing

order by level of significance.

GO term ID P-value

(adjusted)

GO term Description Genes Found 

among top SNPs

GO:0030955 0.00004

(0.021)

potassium ion binding FBgn0031462,

FBgn0036723

GO:0031420 0.00004

(0.021)

alkali metal ion 

binding

FBgn0031462,

FBgn0036723

GO:0004743 0.00004

(0.021)

pyruvate kinase 

activity

FBgn0031462,

FBgn0036723

Transcription factor (TF) binding site motifs for fru and dsx are not significantly

enriched around the candidate SNPs in comparison to the genomic background. This

also holds if only regions around top SNPs that lie within 1 Mb upstream of a gene are

considered and if the control set of sequences is left out. None of the other TF binding

motifs within the MEME database of motifs are significantly enriched after correction

for multiple testing.

Of all the genes within 1Mb of the top SNPs (q-value < 0.05) 32/138 (23%)

occur within the dataset of differentially expressed (DE) genes identified by Immonen et
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al., (2014). This enrichment is greater than expected by chance (empirical p-value =

0.006, 10,000 bootstraps). Overlap with the Veltsos et al., (in prep.) dataset is lower

with only 5 (~0.04%) of the genes near top SNPs occurring in the DE set, which is not

greater than expected by chance (empirical p-value = 0.47, 10,000 bootstraps). Only

two genes  occur  in  all  three datasets  both of  which are annotated as  uncategorised

proteins.

3.4 Discussion

A major  goal  in  evolutionary biology is  understanding the process  of  sexual

selection and its interplay with sexual conflict  in different mating systems. Recently

adopting a genomic approach has started to provide more detailed understanding of

these processes both in terms of the physical loci and their organisation throughout the

genome, as well as their effects on the phenotypes through gene expression (Ritchie &

Butlin 2014, Wilkinson et al., 2015). Experimental evolution studies have historically

been a useful tool to study sexual selection and conflict under different mating systems

because they naturally lend themselves to manipulation of the social environment and,

hence, the mating system. I conducted a genome-wide pool-seq study of an ongoing

long-term experimental evolution study in D. pseudoobscura which was set up in 2002

to study the interplay of sexual selection and sexual conflict and which has produced

many intriguing results, many of which match predictions from theory. 

A  survey  of  genome-wide  variation  and  differentiation  between  replicated

treatment lines shows that FST is high and quite variable (figure 3.2) possibly due to drift

and/or small population sizes. Similarly, nucleotide diversity is quite variable though

with the notable region on chromosome 3 as an extended region of consistently low

diversity  (figures  3.4  and  3.9).  Meanwhile,  patterns  of  FST and  diversity  on  the

autosomes and X chromosomes show differences between E and M lines. Polyandry is

expected to further reduce the effective population size (Ne) on X chromosomes relative

to autosomes which should in turn drive down diversity. Indeed diversity is on average

lower  across  E  treatment  lines  but  the  difference  is  not  significant.  However,  the

difference in FST between the X and autosomes is significantly greater in E lines than in

M lines. This difference is greater than expected from differences in Ne alone suggesting
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an  effect  of  selection.  This  is  also  consistent  with  the  disproportionate  number  of

candidate SNPs and reduced diversity on the X chromosomes. These results suggest a

faster-X  and  a  greater  efficiency  of  selection  on  the  X  chromosome  due  their

hemizygosity in males (Vicoso & Charlesworth 2006; Vicoso & Charlesworth 2009).

However, sexual selection and conflict is expected to increase the X:A ratio of diversity

(Mank et al., 2014; Vicoso & Charlesworth 2009), suggesting that these forces are not

driving the pattern seen here.  In sum, the results suggest that polyandry, and the mating

system in general,  can have a great influence on the evolution of sex chromosomes

(Vicoso & Charlesworth 2006; Ellegren 2009; Corl & Ellegren 2012). X:A ratios of

diversity and FST have been reported in XY systems (Ellegren 2009; Arbiza et al., 2014),

but explicit comparisons of the ratios across different mating systems have only been

carried out in avian ZW systems (Borge et al.,  2005; Corl & Ellegren 2009). These

results thus provide valuable insight into the generality of the effects of mating systems

on sex chromosome evolution.

Given  that  the  differences  on  the  X  and  autosomes  are  generated  by  the

dynamics of differences in Ne it would be of interest to estimate Ne directly from the

molecular data. This was done from microsatellite loci at earlier generations (Snook et

al.,  2009)  but  this  study  had  only  four  loci  and  none  were  available  on  the  X-

chromosome. Although many methods for estimating Ne from molecular data exist (e.g.

Wang  2005)  the  details  of  pool-seq  design  experiments  introduce  some  difficulties

(Jónás  et  al.,  2016).  Some methods  have  been  developed  for  pool-seq  that  use  the

change in allele frequency during experimental evolution and the variance (e.g. Foll et

al., 2014; Reed et al., 2014; Jónás et al., 2016). But these methods would require more

sequencing  of  earlier,  frozen  samples  from  the  experimental  evolution  lines.

Alternatively,  Ne  can be estimated  from current  genetic  diversity  at  neutral  markers

(Wang 2005). This relies on identifying neutral markers which should be possible, to

some extent, in the datasets presented here. Alternatively, the lack of neutrality can to

some extent be controlled for by estimating Ne first in windows, then averaging these

windows across the genome, followed by a bootstrapping approach to obtain confidence

intervals. 

This  study also identifies  sets  of  SNPs that  show consistent  allele  frequency

differences  between  the  E  and  M  experimental  evolution  treatment  lines  across
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biological replicates. The locations of these loci correspond fairly well to regions of

high differentiation (FST;  Figure 3.2) and higher divergence (figure 3.3). Meanwhile,

close inspection of the regions of candidate SNPs show that many of them coincide with

reductions  in  π (figure 3.9)  and Tajima’s  D (figure 3.10)  which is  an indication of

selective sweeps (Huber & Lohmueller 2016). Taken together, these observations offer

compelling evidence for selection as the driver of allele frequency changes in these

regions. Interestingly, some of the regions show stronger evidence of selection within

the M lines than the E lines. For example, regions on the 4 th (chromosome 4.4: 2.5-3.7

Mb)  and X chromosomes  (XL.1e:  1.25-2.5,   5.6-6.5,  and  2.8-4  Mb)  show reduced

Tajima’s D in M lines. This raises the question of which treatment imposes more of a

divergent  selection  pressure  on  the  population.  D.  pseudoobscura  is  a  naturally

polyandrous species and while the elevated rates of mating in E lines are designed to be

higher  than  in  natural  populations  it  may be  that  the  imposition  of  a  monogamous

mating system is a greater change. These results may also explain why the ratio of FST

on the X and autosomes is higher than expected from differences in Ne even in M lines.

The large cluster of candidate SNPs on chromosome three show a characteristic

signal expected from a large haplotype block of many linked SNPs such as an inversion.

Several known inversions and genomic arrangements are known on chromosome three

in D. pseudoobscura (Sturtevant & Dobzhansky 1936; Dobzhansky & Sturtevant 1937;

Wallace et al., 2011). The breakpoints of the most common arrangements have been

mapped (Wallace et al., 2011) and are shown in figure 3.6. However, the observation

that none of these breakpoints align exactly with the observed cluster, coupled with the

fact  that  the  original  stock  for  the  experimental  evolution  lines  was  from Tucson,

Arizona where the “Arrowhead” arrangment is the most common (Patton et al., 1966),

perhaps suggests that this region is unlikely to be one of the well known inversions.

However,  other,  low  frequency  inversions  are  known  to  segregate  within  D.

pseudoobscura and a more thorough investigation of these lines is required to rule these

out.

Many of  the  genes  that  occur  within the regions  delineated by the  peaks  of

candidate SNPs in figure 3.6 have mutation and phenotype information (from FlyBase)

that indicate roles in courtship, mating, fertility and feeding or circadian rythms. For

example, four of the genes under the peak on chromosome three (figure 3.2; table 3.3;
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Acp53C14c,  Acp53Ea,  Acp53C14b and  Acp53C14a)  have  been  experimentally

characterised  as  mating  plug  proteins  in  D.  melanogaster (Avila  et  al.,  2015).

Furthermore,  the  mates  of  D.  melanogaster males  in  which  either Acp53C14a or

Acp53C14b are knocked down show reduced fertility in terms of the number of eggs

laid than the mates of wild-type males (Avila et al., 2015). Variants of the gene nonA

(no-on-transient  A) encode  species  specific  variation  in  various  song  behaviours

(Campesan et al., 2001), and nonA D. melanogaster mutants show abnormal courtship

song (Rendahl  et  al.,  1992).  Meanwhile,  Cyclic (cyc)  and  Clock (clk) are important

regulators of the circadian rhythm (Williams & Sehgal 2001; Sokolowski et al., 2001).

A  more  robust  set  of  genes  lying  within  these  regions  are  those  that  also  have  a

candidate SNP (q-values < 0.05) within 1 Mb (table 3.3). Several of these genes have

roles  in  the  expression  of  phenotypes  (e.g.  male  manipulation  of  female  )  that  are

directly  or  potentially  related  to  phenotypic  responses  to  selection  seen  in  previous

studies of these experimental evolution lines. 

The identified genes which were related to courtship include  Odorant-binding

protein 47a (Obp47a), which is part of a family of similar proteins that are important in

the detection of chemical stimuli in courtship and foraging (Hekmat-Scafe et al., 2002),

this family of genes is also known to be under rapid molecular evolution within the

Drosophila clade (Hekmat-Scafe et al., 2002; Vieira et al., 2007; Gardiner et al., 2008;

Vieira & Rozas 2011) and dynamic gene family evolution across arthropods in general

(Vieira & Rozas 2011). Another gene within the wide region of candidate SNPs on

chromosome three, ppk6, is a member of the sodium ion channel family of ppk proteins

(Zelle et al., 2013; Ben-Shahar 2011). Other members of this family, e.g.  Ppk23, are

expressed  in  sexually-dimorphic  sensory  bristles  on  the  front  legs.  Mutations  or

disruptions in the expression of ppk23 delays and reduces the amount of male courtship

(Lu et al., 2012; Thistle et al., 2012; Toda et al., 2012). This gene is also involved in the

detection of female pheromones (Lu et al., 2012; Thistle et al., 2012; Toda et al., 2012). 

Another gene, disconnected-related (disco-r), is similar in sequence and in some

known functions to the gene  disco.  disco is thought, from mutant phenotypes,  to be

involved  in  antennal  (Day  et  al.,  2009)  and  brain  (Blanchardon  et  al.,  2001)

development as well as eclosion rythms (Williams & Sehgal 2001; Sokolowski et al.,

2001).  disco-r itself has also been associated with antennal development (Patel et al.,
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2007). The gene  tab2 (TAK1-associated binding protein 2) was one of several genes

found near  an enhancer trap insertion that  caused courtship song abnormalities in  a

study of Drosophila melanogaster (Moran & Kyriacou 2009). 

Yet  another  example  of  a  courtship  related  gene  is  poxN (Pox  neuro),  a

transcription factor of the pox gene family, for which mutants show abnormal courtship

bahavior which is likely due to aberrant development of wing and leg chemosensory

bristles, as well as changes to genital structures (Boll & Noll 2002). It is noteworthy that

ppk23 expression is reduced in the appendages of  poxN  mutants lacking which lack

normal chemosensory appendages (Lu et al., 2012). Meanwhile, knockdown of Target

of poxN (tap) increases glucose levels in the heamolymph, suggesting that poxN may be

important in regulating resource allocation (Ugrankar et al., 2015).

A  particularly  intriguing  set  of  genes  identified  are  related  generally  to  the

production and preferences of courtship song, which is produced by wing movements in

Drosophila  species.  Variants  of  the  gene  Forked (f) show reduced  “sound-evoked”

electrical  potentials  in  the  antennae  suggesting  a  reduced  auditory  response  and

defective  hearing  (Cosetti  et  al.,  2008).  Klumpfuss (klu) is  a  transcription  factor

implicated in the regulation of larval feeding bahavior (Melcher & Pankratz 2005) but

also the development of auditory sensory organs (Hu & Castelli-Gair 1999; Kaspar et

al.,  2008).  Meanwhile,  Flightless  I (fliI) mutants  show a  reduction  in  flight  ability

(Homyk & Sheppard 1977). More recent work with RNAi suggests that this reduction is

due to mutations causing irregular development of “indirect flight muscles” that control

wing movements (Schnorrer et al., 2010). Nitric oxide synthase (Nos) is important in the

development  of  organs  from  imaginal  discs.  Inhibition  of  Nos in  larvae  results  in

enlarged adult  structures such as wings and leg segments (Enikolopov et  al.,  1999).

Furthermore p-element insertions near the gene wing blister (wb) results in significant

differences  in  wing  shape  with  respect  to  wild-type  flies  indicating  a  role  in  the

development of wing shape (Carreira et al., 2011). The gene dachsous (ds) is required

for pattern formation in the imaginal wing disc (Rodríguez 2004) and influences adult

wing shape (Baena-Lòpez 2005). Mutations in  minibrain (mnb) reduced brain volume

(Sokolowski 2001) but also functions with ds and riq (riquiqui) to control growth in the

imaginal  discs  of  developing pupae (Degoutin  et  al.,  2013).  The gene  Cut (ct) is  a

transcription  factor  which  is  expressed  in  the  developing  spiracle  chamber  (Hu  &
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Castelli-Gair 1999).  cut mutants show abnormal development of auditory organs and

exhibit a lower sound-evoked neuronal potential than wild-type flies (Ebacher et al.,

2007).  cut is  also required for the proper development of wing margins and several

other phenotypes (Thumm & Kadowaki 2001).

Size,  aggression,  and  mating  outcomes  are  closely  related.  E  males  are  on

average  slightly  larger  and  court  more  than  M  males  (Debelle  et  al.,  2016),  and

development times are reduced among D. melanogaster males evolving under increased

sexual selection (Hollis et al., 2016b). These phenotypes, too, are represented among the

functions of genes near candidate SNPs. haywire (hay) is a regulator of growth and cell

proliferation (Lee et al., 2015).  Lk6 kinase (Lk6) shows increased expression in  cyc01

mutants that are sleep deprived or starved (Thimgan et al., 2015), and is also important

in the growth and development of Drosophila and influences adult body size, some lk6

mutants are smaller than wilde-type (Arquier et al., 2005). Related to feeding behavior

and growth, the gene defective proboscis extension response 8 (dpr8) is a protein with

very high similarity to  dpr1 which is required for the wild-type aversion to salt,  the

phenotype by which  this  gene  is  named (Nakamura  et  al.,  2002).  Meanwhile  dpr6,

another  gene  from  this  subfamily,  is  implicated  in  male  agression,  an  important

component of the ability of a male to gain access to mates either by coercion of females

or competition among males (Shorter et al., 2015). Other genes are involved in female

fecundity, another phenotype that is known to have shown a response to selection in

these treatment lines. Endophllin B (EndoB) is required for proper egg-yolk upatake by

oocytes (Tsai et al., 2014). Finally, several genes involved in memory and learning are

represented  near  the  top  SNPs.  Fasciclin  3 (fas3) mutants  show  reduced  memory

(Dubnau et  al.,  2005).  Overexpression of RNA-binding Fox protein 1 (Rbfox1;  also

known as Ataxin-2 Binding Protein 1; A2BP1) or suppression of an inhibitor microRNA

(miR-980)  enhances  memory  in  Drosophila (Guven-Ozkan  et  al.,  2016).  It  is  also

involved in the normal development of ovarian cysts (Tastan et al., 2010), and in the

formation of wings (Usha & Shashidhara 2010). Finally,  Tungus (tun) is involved in

olfactory learning and memory (Dubnau et al., 2005) 

One caveat to the above results is that the association of these genes with the

candidate SNPs will be affected by assumptions about the locations of enhancers and

promoters with respect to the genes they regulate. Here, I have used a region spanning
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1Mb which I justify above. This is a relatively wide window and in many cases several

genes occurin within 1Mb of a focal SNP, I have focused my analysis of the closest

gene on the assumption that these are the most likely targets of regulation.

Nevertheless, many of these genes are known to influence traits that have shown

a response to selection in these experimental evolution lines, or they influence traits that

could provide a mechanistic basis for these changes (e.g. wing shape or wing muscle

and courtship song). In addition, some genes have been implicated in more than one of

the phenotypes of interest  (e.g.  cut)  raising the possibility  that  observed phenotypic

changes  in  the  experimental  evolution  lines  could  be  due  to  pleiotropic  effects  of

changes within single genes. This could explain, for example, how both preference and

song characters could change within the M treatment where no sexual selection (through

mate choice) is present and so females should pay a cost to being choosy (Debelle et al.,

2014). Relaxed selection on song characters alters average song characters within the

treatment and pleiotropic effects on the development of auditory organs might result in

female “preference” or bias for different courtship song characters. Such pleiotropic

effects underlying the correlation of preferences and display traits are implicated from

the song and preferences of Hawai’ian crickets  Laupala paranigra  and  L. kohalensis

(Shaw & Lesnick 2009; Wiley et al., 2011), wing colour and preference in Heliconius

butterflies (Kronforst et al., 2006; Merrill et al., 2011), and in pheromone production

and recognition in  Drosophila melanogaster (Marcillac et al.,  2005; Bousquet et al.,

2012).

Previous work has shown that expression levels for sex biased genes change in

response to experimental evolution under altered mating systems (Immonen et al., 2014;

Hollis et al., 2012). This pattern may be driven by changes in enhancer or promoter

regions  that  act  in  cis to  control  the expression of  target  genes.  If  this  is  true then

markers  which  show  consistent  differences  in  allele  frequencies  between  the  two

treatment should occur near genes that also show DE patterns. The comparison of the

genes near the top SNPs in this study with two sets of DE genes identified from virgin

female whole bodies in one study (Immonen et al., 2014) and from various different

tissues, mating status and sexes in another study (Veltsos et al.,  in prep) suggest that

there is some overlap between the sets. Many of the genes discussed above as occurring

near  candidate  SNPs are  also  known to  show some differential  expression  between
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experimental  evolution  treatments  lines.  For  example,  hay  (haywire),  which  is  a

regulator of growth (Lee et al., 2015) is differentially expressed between virgin E and M

females (Immonen et al., 2014). 

However, transcription factor (TF) binding motif enrichment analysis does not

find evidence for  significant  enrichment  of  TF motifs  around candidate  SNPs.  This

could be due to a lack of power with so few candidate SNPs and TF motifs relative to

the background set. Alternatively, variants could lie in as-yet unknown binding motifs.

Another  possibility  is  that  other  sources  of  regulatory  variation  could  be  more

important.  Non-coding  RNAs  (Rinn  &  Chang  2012;  Guttman  &  Rinn  2012)  and

microRNAs (miRNAs; Mohammed et al., 2017) have recently become recognised as

important contributors to gene regulation at various stages (pre-/post-transcription and

translation). However, characterisation of their function is still difficult and datasets of

putative  non-coding  RNAs  are  only  starting  to  become  available  in  non-canonical

model systems like  D. pseudoobscura (Nyberg & Machado 2016; Mohammed et al.,

2017). Considering these loci will become important in attempts to understanding the

regulation of gene expression. Many lncRNAs, for example, seem to show sex-biased

expression patterns (Nyberg & Machado 2016). These loci are also known to influence

mating  and  courtship  behaviour.  In  D.  melanogaster the  microRNA  miR-124  is

important in proper production of pheromones and females prefer males with the wild-

type miR-124 locus over mutants (Weng et al., 2013)

This study has identified some potential targets for future knockdown  validation

using, for example, CRISPR-cas9. In particular, the observations that courtship song,

which is produced by rapid wing movements, has diverged between these lines (Snook

et al., 2005), as well as the finding of several genes that seem to be involved in wing

muscle development and flight ability (fliI, ds, cut), hint at an important courtship trait

for which the genetic basis may be amenable to investigation. Similarly, genes that code

accessory gland proteins are found within the wider genomic peak on chromosome 3.

Such proteins are prime candidates for a genetic basis of changes in female fecundity or

costs of multiple mating. Additionally, several of the associated genes are known to be

involved in various phenotypes that have not previously been scored or assayed in these

experimental  evolution lines  (e.g.  wing shape or  differences  in  eye morphology).  It

would be of interest to quantify whether any difference in eye morphology is apparent
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between the E and M treatments or if any differences in flight ability, wing shape, or

wing  muscle  strength  that  are  likely  to  be  important  correlates  of  courtship  song.

Similarly,  since  gene  expression  profiles  can  be  drastically  different  across  sexes,

tissues and developmental stages, studies that analyse whole bodies or very large body

regions may miss many patterns of differential gene expression. It would therefore be of

benefit to determine if the genes identified here are DE in other body regions or tissues

(e.g.  developing  or  adult  wing  muscles,  imaginal  wing-discs)  and  could  therefore

account  for  differences  in  phenotypic  traits  (e.g.  courtship  song)  seen  across  these

treatment lines.

These results  bear  on the debate of  what  kinds  of  genome-wide patterns  are

expected  as  populations  experience  divergent  selection.  The  experimental  evolution

lines do not have any gene flow between diverging populations. The landscape of Ne,

and recombination, throughout the genome should be the same in each treatment line.

Thus the only driver of differences in various population genomic statistics should be

selection or drift. The generally high levels of FST seen in this study may represent the

relatively low effective population size within treatment lines and an effect of neutral

drift throughout the genome. However, FST does not capture the effect of selection very

well;  regions  containing  SNPs  with  consistently  different  allele  frequencies  do  not

generally show obviously higher FST (peaks). 

The  use  of  FST peaks  alone  as  indicators  of  adaptively  important  regions  in

diverging populations (so-called “islands of speciation” harbouring “speciation genes”

which contribute to reproductive isolation) has come under criticism (Noor & Bennett

2009; Cruickshank & Hahn 2014; Wolf & Ellegren 2017) and appears to be a very

coarse  measure  of  differentiation.  FST has  become  a  popular  statistic  used  to  infer

regions  showing  barriers  to  gene  flow  in  diverging  populations  with  ongoing

hybridisation and gene flow (Noor & Bennet 2009; Wolf & Ellegren 2017). However,

peaks  of  FST (“islands  of  speciation”)  can  be  produced  simply  by  restricted

recombination,  such as those in inverted regions (either neutral or selected; Noor &

Bennet 2009). Reduced recombination generally reduces nucleotide diversity within a

species  or  population  and  can  inflate  relative  measures  of  differentiation  (e.g.  FST).

Indeed, reanalysis of several recent studies that inferred such “islands” on the basis of

localised  elevated  FST suggest  that  these  patterns  are  better  explained  by  reduced
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diversity in these regions (possibly a result of selection and hitchhiking; Cruickshank &

Hahn 2014). A solution may be to use more explicit coalescent modelling of different

scenarios  of  ancestral  variation,  gene  flow  and  selection  (Noor  &  Bennet  2009).

Alternatively, other population genetic statistics, such as Tajima’s D or Fay and Wu’s H

which can be estimated from population genomic data can provide more information

about selection acting within populations, however, these are rarely used to complement

estimates of FST (Wolf & Ellegren 2017)

In the results above I contrast the measures of FST (figure 3.4) with estimates of

dXY (figure 3.5), π (figure 3.6 and 3.9), and Tajima’s D (figure 3.10). One hypothesis that

may be directly adressed by the above results is; if “islands” of speciation are generally

not due to selection with ongoing gene flow, but instead due to selection at some loci

coupled with non-assorted ancestral variation in the rest of the genome, then we should

also see such peaks of  FST in these experimental evolution studies. In this study the

combination  of  π and  Tajima’s  D as  indicators  of  selective  sweeps  or  background

selection appears to be a fruitful approach in this case showing close concordance with

individual SNP based tests of consistent allele frequency changes. Meanwhile, dXY and

FST do not obviously delineate these regions of SNPs, though the regions with clusters

of candidate SNPs do show some hints of elevated FST. The lack of obvious peaks in FST

could be due to a combination of the generally high FST throughout the genome and the

relatively  short  timescale  of  the  experiment  (relative  to  evolution  in  natural

populations). Clearly, peaks of “differentiation” can arise in the absence of gene flow.

These regions  of highly clustered candidate  SNPs and slightly elevated  FST may be

regions of generally low recombination or even of inversions, but more data will be

require to test this.

3.5 Concluding Remarks

The  interaction  between  sexual  selection  and  conflict  in  driving  biological

diversity is an important topic of study in evolutionary biology. A large part of mating

systems is the female re-mating rate. Differences in the female re-mating rates produce

differences in the levels of sexual selection and conflict. A fruitful approach to the study

of  mating  systems has  been  to  control  access  of  females  to  males  in  experimental

93



evolution studies. Here I analyse pooled whole-genome sequence data from an ongoing

experimental  evolution study.  The aim was to  identify SNPs that  show consistently

different  allele  frequencies  between  experimental  evolution  treatments.  I  also  used

population genetic  summary statistics to  examine if  these regions show evidence of

selection. The results show several regions indicative of selective sweeps or background

selection  that  co-localise  with  individual  SNPs  with  consistent  allele  frequencies

between  treatment  lines.  Several  genes  near  the  candidate  SNPs  have  phenotypic

information established from mutant assays. Several of these phenotypes are directly or

indirectly related to responses to selection in these same experimental evolution lines. In

sum, the study has identified several promising loci that underlie phenotypic divergence

in  these  experimental  evolution  lines.  Further  functional  validation  will  require

knockdown or knockout experiments.
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Chapter 4  Identifying genomic markers 

associated with the female re-mating rate  in 

Drosophila pseudoobscura.

Abstract

Identifying genomic loci associated with a trait of interest  is the first step in

many genetic studies. Many methods of genotype-phenotype association studies require

large sample sizes or breeding designs that are often prohibitively difficult, especially in

non-model organisms. As sequencing costs have fallen novel applications of sequencing

methods are being developed to find efficient ways of identifying these associations.

Such  innovations  have  led  to  great  advances  in  the  analysis  of,  for  example,

experimental evolution studies and population genomics.

This chapter applies a novel approach in identifying SNP loci associated with

the female re-mating rate in Drosophila pseudoobscura. The re-mating rate, a measure

of how willing  a female is to mate with a second male after her first mating, is an

integral  part  of  mating  system  evolution,  sexual  selection  and  sexual  conflict.

Understanding which loci are contributing to variation in this trait across populations

will aid our understanding of its evolution. Whole genome sequencing was performed

for iso-female lines from three different wild populations of Drosophila pseudoobscura

that differ in the propensity of females to re-mate. The within-line propensity to re-mate

has  been  stable  for  several  generations  within  the  lab  strongly  indicating  a  genetic

component to the behaviour. I attempt to uncover SNPs that are consistently fixed for

alternative alleles in two extremes of the phenotypic distribution, across populations.

Population genomic simulation is used to estimate the proportion of fixed differences

that are expected under a neutral drift scenario.

About 800 SNPs are consistently fixed for different alleles in high re-mating

lines compared to low re-mating lines. This number is greater than expected by chance

under  a  variety  of  different  parameterisations  of  a  population  genomic  simulation.

Furthermore, many of these SNPs lie near genes or within regulatory regions that are
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known to be involved in  Drosophila  courtship and mating behaviours and some have

even been associated with re-mating rates in more classic Genome-Wide Association

Studies.  Given the extremely small  sample size these results  should be treated with

some caution. Nevertheless, this study suggest that even from a relatively small sample

size of isofemale lines established from wild populations it is possible to identify loci

associated with a complex quantitative trait.

Author Contributions

In this chapter the extractions of genomic DNA for sequencing as well as all

subsequent  analysis  was  performed  by  myself.  The  isofemale  lines  were  originally

sampled, phenotyped and are maintained by Michelle Taylor (University of Exeter),

Alison Skeats (University of Exeter), Nina Wedell (University of Exeter) and Tom Price

(University  of  Liverpool).  Other  unpublished  data  are  also  used  in  this  chapter  as

supporting evidence  these data  are  indicated  and were produced by Sarah Forrester

(University of Liverpool).

4.1 Introduction

4.1.1 Investigating The Genetic Basis of Traits

Identifying the genetic basis of quantitative traits continues to be an important

goal in biology. Moving beyond a quantitative genetic description of a trait to identify

the causal loci is difficult and has led to the development of various experimental and

statistical  methods  (Boake  et  al.,  2002;  Stapley  et  al.,  2010;  Hoban  et  al.,  2016).

Quantitative Trait Locus (QTL) mapping relies on laboratory crosses of individuals and

a tracking of recombination events between markers to identify genomic regions that

contribute to the phenotypic variance (Boake et al., 2002). Although many successful

studies have been performed which identify QTL for traits important in adaptation (e.g.

Colosimo et al., 2004; Kronforst et al., 2006) there are also difficulties (Rockman 2012;

Travisano & Shaw 2012). These types of studies are laborious, typically have fairly low

resolution,  and  there  is  a  danger  that  loci  with  small  effects  are  missed  entirely

(Rockman  2012;  Travisano  &  Shaw  2012).  As  genome-wide  sequencing  and

genotyping at large numbers of loci has become increasingly accessible, Genome-Wide
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Association Studies (GWAS) have become more popular. GWAS rely on the sampling

of  many  thousands  of  SNP  markers  throughout  the  genome  and  testing  for  an

association between an allele and a phenotype of interest (Stapely et al., 2010; Hoban et

al.,  2016).  GWAS  have  a  greater  genomic  resolution  because  they  can  typically

genotype many more markers as well as rare alleles but often require enormous sample

sizes at great expense. 

Innovations to experimental design in model and non-model study systems, have

been accumulating (Schlötterer et al., 2014; Schneeberger 2014). For example, pooled-

sequencing  (pool-seq)  can  acquire  data  for  large  numbers  of  whole  genomes  for  a

fraction of the price of multiple individual whole genome sequence (Schlötterer et al.,

2014). While some information is lost (e.g. haplotypes) this approach has been very

successful in comparing populations in nature (e.g. Lamichhaney et al., 2012; Bergland

et al., 2014; Chen et al., 2016) and in experimental evolution studies in the lab (e.g.

Burke  et  al.,  2010;  Orozco-terWengel  et  al.,  2012;  Kofler  &  Schlötterer  2014;

Schlötterer et al., 2015). Bulked segregant analysis (BSA) is another QTL approach of

leveraging the extremes of the distribution of a quantitative trait in order to identify the

loci underlying variation (Magwene et al., 2011). Individuals are quantified for a trait of

interest and the upper and lower tails of the distribution are selected for sequencing.

Regions which have no effect on the trait should have equal allele frequencies while

regions with loci influencing the trait of interest should show differences in the allele

frequency  (Magwene  et  al.,  2011).  An  extension  of  the  concept  of  using  extreme

phenotypes has also been extended to GWAS, Extreme-phenotype GWAS (XP-GWAS;

Yang et al., 2015). Causative alleles are enriched by using pools of extreme phenotypes

and greater resolution is achieved by using more markers (e.g. by using SNP-chips, or

whole-genome sequencing; Yang et al., 2015). 

Finally, isofemale or otherwise inbred lines and induced mutant lines are a staple

of  research in  Drosophila  and other systems (e.g. Mackay et al., 2012; Huang et al.,

2014).  In  isofemale  lines  individuals  are  maintained  in  inbred  lines  from  a  single

descendant  mother  for  several  generations.  Insofar  as  these  lines  then  vary  in

phenotypes of interest, they will have captured the genetic variants underlying the trait

of interest. Many such collections of lines exist as a public resource for several species

including  Arabidopsis  thaliana (The  1001  Genomes  Consortium 2016),  Drosophila
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melanogaster (Mackay  et  al.,  2012;  Huang  et  al.,  2014),  and  humans  (The  1000

Genomes Project Consortium 2015). However, these are typically from a collection of

inbred lines from around the world (e.g. The 1001 Genomes Consortium 2016) or single

populations (e.g. Mackay et al., 2012; Huang et al., 2014). Alternatively, researchers

can set up their own reference panels for their system and population of interest. GWA

or QTL studies can be done directly on these inbred lines (e.g. Montgomery et al., 2014;

Ivanov et al., 2015; Gaertner et al., 2015). Alternatively, backcrosses can isolate causal

regions for particular traits by repeatedly crossing offspring expressing a phenotype of

interest with a parent or parent line which does not express the phenotype. This will

introgress causal loci into a new genomic background and only those individuals for

which  the  causal  loci  have  been  introgressed  will  express  the  phenotype  (e.g.

Schneeberger et al., 2009; Arif et al., 2013; Tanaka et al., 2015). The offspring can be

sequenced  and  compared  to  parent  genotypes  to  uncover  regions  showing  greater

similarity to the mutant parent (Schneeberger 2009; Schneeberger 2014).

The methods and approaches for identifying genetic associations with traits of

interest  have diversified with increasing access to the technology. Although costs of

sequencing  has  fallen  dramatically  it  is  still  high  for  many  researchers  and  some

methods are not feasible in many non-model species. Methods that can reliably identify

associated loci while reducing the sample sizes and sequencing effort (such as pool-seq,

BSA, and XP-GWAS) are particularly useful for non-model systems. Clearly there is

still  room  for  the  development  of  novel  experimental  designs  that  can  aid  in  the

discovery of loci important in phenotypic differences.

4.1.2 Polyandry

Polyandry is defined as mating systems where females will mate with two or

more different males (Boulton & Shuker 2013). Polyandry is thus characterised largely

by the female re-mating rate. Originally thought to be rare, evidence has mounted that

suggests polyandry is both taxonomically widespread (Taylor et al., 2014) and that it

forms an important component of the evolution of mating systems (Pizzari & Wedell

2013; Snook 2015).  Several hypotheses exist  as to why female re-mating behaviour

would  be  advantageous.  A  female  can  receive  direct  benefits,  such  as  nutritious

ejaculate  components  or  nuptial  gifts,  which  lead  to  increased  survival  or  higher
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fecundity (Arnqvist & Nilsson 2000) which makes it advantageous for her to mate with

multiple males. Alternatively, females can gain indirect benefits by mating with males

that  will  provide her  with attractive or genetically  superior offspring (Slatyer et  al.,

2012). Regardless of the initial conditions that favour polyandry it is widely accepted

that female re-mating rates have important consequences for the evolution of mating

systems.

Evidence from D. pseudoobscura suggests that one benefit of polyandry may be

“bet-hedging” gains for females. Multiple mating by females reduce the chances of her

offspring being sired by males who carry a costly male-gamete-killing selfish genetic

element  Sex  Ratio (SR).  The  SR  locus  is  associated  with  inversions  on  the  X-

chromosome  (Sturtevant  &  Dobzhansky  1936;  Beckenbach  1991;  1996).  Males

carrying the SR locus seem to produce few Y chromosome carrying sperm (Polycansky

& Ellison 1970) resulting in all female broods when a female mates only with an SR

male (Beckenbach et al., 1981). Population level rates of polyandry covary with latitude

in the same way as the frequency of SR (Price et al., 2014). Although the high rates of

female re-mating in populations in which SR is rare or absent suggest that other factors

are  involved  in  the  maintenance  of  polyandry  in  this  species  (Price  et  al.,  2014).

Meanwhile, in experimental evolution studies the rates of polyandry increase after only

10 generation  in  treatments  that  contain  SR while  they  remain  the  same in control

treatments (Price et al., 2008). In these experimental evolution lines it also seems that

changes to the female re-mating rate has selected for males that are better at preventing

female re-mating. After 13 generations male ability to prevent female re-mating was

higher in experimental treatment lines where SR was present and female re-mating had

increased (Price et  al.,  2010). This suggests that increases in female re-mating rates

results in greater conflicts over the female re-mating rate between males and females,

which in turn produces selection on males to control female re-mating behaviour (Price

et al., 2010). Males can accomplish an amount of control over female re-mating rates

through, for example, aggressive courting or passing seminal fluid compounds which

alter  female  behaviour  (Arnqvist  and  Rowe 2005),  although  the  evidence  points  to

female re-mating being largely  controlled  by the  female in  D. pseudoobscura,  with

some manipulation by males (Price et al., 2010).

Evidence  suggests  that  female  re-mating  rates  in  D.  pseudoobscura  have  a
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strong genetic component. First, female re-mating rates of wild females, estimated from

the number of sires represented among the offspring,  are  highly correlated with the

latency to re-mate among her daughters in the laboratory (Price et al., 2011). At the

same time, grand-daughters of females caught in populations where re-mating rates are

high tend to have higher re-mating rates, and shorter latencies to re-mate, than grand-

daughters of females caught in populations with low re-mating rates (Price et al., 2014).

In addition,  the  female  re-mating  rate  can  evolve  rapidly  in  experimental  evolution

studies (Price et al., 2008). 

A complete picture of the causes and consequences of female re-mating rates in

D.  pseudoobscura  will  require  an  understanding  of  the  genetic  basis  of  the  trait.

Questions about the genomics of female re-mating rate in D. pseudoobscura include; Is

there any evidence that loci associated with higher re-mating rates are linked to the SR

region?  Which genes are involved in producing the variation in re-mating rate across

populations? Other questions concern the great number of inversion polymorphisms in

D. pseudoobscura. These inversions are known to occur at different frequencies across

populations  (Dobzhansky & Sturtevant  1937;  Schaeffer  et  al.,  2003).  Inversions  are

increasingly  being  recognised  as  potentially  important  components  of  adaptation  in

clinally varying phenotypes (Kirkpatrick & Barton 2006; Hoffmann & Riesber 2008).

Are  loci  most  strongly  associated  with  female  re-mating  rates  within  or  near the

common inversion regions on chromosome three? 

Most  work  on  the  genetics  of  female  re-mating  has  been  done  in  D.

melanogaster (e.g. Swanson et al., 2004; McGraw et al., 2004; 2008; MacKay et al.,

2005;  Giardina  et  al.,  2011;  Giardina  2015).  Some candidate  genes  that  have  been

associated with female re-mating rate are known. For example, olfactory receptor genes

and odorant binding proteins are known to be upregulated in females as a response to

mating (McGraw et al., 2004; 2008) and are associated with re-mating among female

lines  that  vary  in  re-mating  rate  (Giardina  2011).  Also  implicated  are  many  genes

involved in the seminal  fluid cocktail  passed by the males (Ram & Wolfner 2007).

Perhaps the most well studied is “sex peptide,” a male accessory gland protein which

interacts  with  female  receptors  in  the  reproductive  tract  and  induces  a  post-mating

response in females of many Drosophila species (Chapman et al., 2003; Yapici et al.,

2008; Tsuda et al.,  2015). Part of this response is a reduced willingness to mate (Ram
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& Wolfner 2007). Other accessory gland proteins may also have similar functions and

are therefore prime candidates for genes affecting female re-mating rates. These genes

are known to evolve rapidly in Drosophila (Haerty et al., 2007), function differently in

different lineages (Tsuda et al., 2015) and some have undergone duplications or losses

in different lineages (Tsuda & Aigaki 2016).

In this study I attempt to identify markers which have an assocation with re-

mating rates. I take a novel approach which takes advantage of established isofemale

lines that differ in their propensity to re-mate (figure 4.1). I sample lines from the tails

of the distribution and identify fixed differences between pairs of lines that differ in

their re-mating rates (figure 4.1). This can be thought of as analogous to three replicate

BSAs  (or XP-GWAS; see above) with replication being across multiple populations

rather than within the extreme phenotype pools. Any single pairwise comparison will

show some fixed differences between lines, many of which will be by chance. However,

combining multiple  pairwise  comparisons  from different  populations  (with  different

demographic and evolutionary histories) to identify only sites with consistently fixed

differences  should  reduce  spurious  chance  differences  (figure  4.1).  This  should  be

especially true for species with large natural effective population sizes and genomes

shaped by many rounds of recombination. These populations will have fewer chance

associations between markers and phenotypes caused by large haplotype blocks because

they are broken down by recombination. In this chapter the number of fixations found in

three replicate pairs of lines from different populations are compared to expectations

from  population  genetic  simulations.  Finally,  the  chromosomal  positions  of  fixed

differences  and  the  linked  genes  or  regulatory  regions  are  also  identified  and their

functional significance in the context of female re-mating is discussed.

4.2 Methods

4.2.1 Sample Collection

Samples were collected from three sites; Show Low, Arizona (34º 07' 3''N, 110º

07' 37''W); Lewistown, Montana (47º 04' 47''N, 109º 16' 53''W); and Shaver Lake (37°

8' 50.64'' N, 119° 18' 6.336'' W) (Price et al., 2014). Isofemale lines were set up from

each population and inbred for  ~50 generations in the lab. Female re-mating rate was
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determined by phenotypic scoring in 2013. Virgin females were collected and stored in

single sex groups of 10 individuals. At three days old, females are moved to individual

vials. At 4 days old, each female was presented with a four-day old stock male and

mated. Females that did not mate at this stage were discarded. Males were removed and

discarded. At 8 days old each female was presented with a second four-day old stock

male, and observed for two hours for any re-matings. The re-mating rate was estimated

as the proportion of females that will re-mate.  In total 6 isolines, two per population,

were chosen from the extremes of the distribution of female re-mating rates. (figure

4.2). Summary statistics for the populations and isofemale lines are shown in table 4.1.

Iso-female lines are not perfect matches in the rates of female re-mating (table 4.1) due

to some lines being unavailable at the time of sequencing.

4.2.2 Sequencing and Mapping

Sequencing was carried out at the NBAF sequencing facility at the Center for

Genomic  Research  (CGR) at  the  University  of  Liverpool.  Samples  were  sequenced

using a “pool-seq” approach (Schlötterer et al., 2014). For each isoline, 40 females were

pooled and DNA extracted using a standard phenol-chloroform extraction protocol (see

Appendix A). Four libraries were run on a single Illumina HiSeq lane and sequenced to

~40x coverage. Empirical coverage statistics and the number of reads generated as well

as quality metrics are shown in table 4.2.
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Figure  4.1.  Cartoon  representation  of  the  experimental  set-up.  Hypothetical

isofemale  lines  from different  populations  (marked  “1”,  “2”,  and “3”)  show

variation in female re-mating rates. Lines from the tails of these distributions

represent  “High”  and  “Low”  re-mating  rates.  Pool-seq  data  allows  the

identification of SNPs that show fixed differences (grey arrows) between High

and Low lines across all pairwise comparisons.

Further  quality  control  by  trimming  and  filtering  low  quality  reads  was

performed using Trimmomatic v. 0.32 (Bolger et al.,  2014). Reads were clipped if the

base quality fell below Q = 20 and reads shorter than 20 bp were discarded. BWA mem

(Li & Durbin, 2009; Li 2013) was used to map reads to the D. pseudoobscura reference

genome (release 3.1, Februrary 2013) obtained from FlyBase (dos Santos et al., 2014).

Duplicate reads were removed using samtools v. 1.2 (Li et al., 2009) and re-alignment

around indels was carried out in GATK v. 3.3 (McKenna et al., 2010; DePristo et al.,

2011).  Bedtools  v.  2.22.1  (Quinlan  &  Hall,  2010) was  used  to  calculate  various

genome-wide statistics (e.g. coverage) throughout the genome. Summary statistics of

the mapping step are shown in table 4.2. SNPs and allele frequencies were called with

samtools v. 1.2 (Li et al., 2009) and PoPoolation2 (Kofler et al., 2011). 
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Due to the incompleteness of the D. pseudoobscura genome chromosome 4 and

the X chromosome arms are split into 4 and 8 groups respectively. Meanwhile, several

unmapped and fragmented scaffolds are present in the genome (17% of the genome).

Unless otherwise stated, the subsequent analyses are performed on the chromosomal

groups and the unknown or unplaced scaffolds ignored.  Coverage across samples is

fairly  consistent  (table  4.2),  SHAA10  and  SHAC1  samples  have  higher  average

coverage. To avoid any counfounding effects of large differences in coverage the .bam

files  for  SHAA10  and  SHAC1  are  sub-sampled  to  contain  47  million  alignments,

corresponding to the mean across all other samples. Only biallelic SNPs with a coverage

greater than 17 and lower than 59 (corresponding to the 10th and 90th percentiles of the

aggregate  coverage  distribution  respectively;  figure  4.3)  are  considered  for  further

analysis. If any sample does not meet these requirements the SNP is excluded. This left

3,709,701 SNPs for further analysis.

Figure 4.2.  The distribution of female re-mating rates within each population.  Red

(high  re-mating)  and blue  (low re-mating)  vertical  lines  show the  positions  in  the

distributions of those lines chosen for sequencing (see table 4.1).

4.2.3 Candidate Regions

I compare my results in this chapter to results from other pilot work into the

genetics of re-mating rates in  Drosophila pseudoobscura. Work by Sarah Forrester in

Tom  Price’s  group  at  the  University  of  Liverpool  recently  conducted  a  breeding

experiment  and sequencing  designed  to  isolate  regions  that  affect  female  re-mating

rates. Briefly, isofemale lines which showed high rates of female re-mating rate were

repeatedly backcrossed to a monandrous (low re-mating rate) line. Offspring from these
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crosses which were polyandrous were again backcrossed to the monandrous line. After

28 generations the offspring and the parental lines were pool-sequenced and aligned to

the reference genome. SHOREmap (v.0.7.0; Schneeberger et al., 2009) was then used to

isolate variants which are conserved in the parental line with the same phenotype (high

re-mating rates). This analysis identified 7 regions which are associated with polyandry,

i.e.  they  are  consistently  shared  among  polyandrous  offspring  and  the  polyandrous

parent line.

4.2.4 Identifying Candidate SNPs

To identify SNP variants associated with female re-mating rate I first identified

all SNPs that were consistently fixed for alternative alleles in high and low re-mating

rate lines (hereafter “fixed SNPs”). Pairwise comparisons were performed between lines

that  come  from  the  same  population,  thus  there  were  three  pairwise  comparisons.

Because the isofemale lines are quite inbred and the sample size was relatively small

(three high and three low re-mating rate lines), it is possible that many of these fixed

differences  might  be  due  to  chance.  I  used  simulation  to  obtain  an  empirical  null

distribution of the number of consistently fixed differences expected by chance. Thus, I

test whether there are more fixed differences than expected by chance.

One  simulation  approach  considers  an  ancestral  population  at  mutation-drift

equilibrium  in  which  the  distribution  of  allele  frequencies  is  described  by  a  beta-

binomial distribution B(α, β) (Charlesworth & Charlesworth 2008), where the α and β

shape parameters which describe the distribution are given by:

α = 4Neu;

and,

β = 4Nev

where Ne is the effective population size and u and v are the mutation and back-mutation

rates respectively (Charlesworth & Charlesworth 2008).

105



Table  4.1. Summary  statistics  for  populations  and  isofemale  lines

used  in  the  current  study.  The  population  level  re-mating  rate  is

estimated from the proportion of clutches that show mutliple paternity

in Price et al., (2014). 

Population Isoline 

(Sample ID)

Isofemale line 

re-mating rate (%)

Population 

re-mating rate (%)

Show Low SLOB7 2.9 52

SLOC9 57

Lewistown LEW17 5.6 92

LEW23 35

Shaver Lake SHAA10 22 22

SHAC1 47

Isofemale lines can be sampled from this ancestral population by drawing allele

frequencies from this distribution and assuming that allele frequencies are under Hardy-

Weinberg equilibrium; 

p2 + 2pq + q2 = 1

to determine the genotype probabilities of each female sampled. Isofemale lines are then

taken to have an allele frequency of 1, 0, or 0.5 for the two homozygous genotypes and

the  heterozygous  genotypes  respectively.  Then  the  proportion  of  times  the  allele

frequency difference between pairs of isofemale lines is 1 across all n pairs of isofemale

lines can be computed to derive a theoretical neutral distribution of such fixations.

To  fully  parameterise  this  simulation,  values  of  Ne were  obtained  from  the

literature. Several estimates of Ne for D. pseudoobscura have been reported. Noor et al.,

(2000) estimate between 141,000 and 512,000 from microsatellite data while Jensen &

Bachtrog (2011) give an estimate of 4.5x106  from genome-wide SNP data. Meanwhile,

estimates  for  species  with  similar  distributions  range  from  2x106 (Heliconius

melpomene; Keightley et al., 2015) to 1.4x106 (D. melanogaster; Keightley et al., 2014).

The simulations were thus run over the range of Ne from 1x106 to 4x106. Estimates of

mutation rates also vary. However, for species similar to D. pseudoobscura the mutation
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rate is in the range 1x10-9 to 8.4x10-9  in  D. melanogaster (Haag-Liautard et al., 2007;

Keightley  et  al.,  2014)  and  2.9x10-9 in  H.  melpomene (Keightley  et  al.,  2015).

Simulations  were  run  over  a  range  of  mutation  rates  from  1x10-9 to 8x10-9.  The

simulations were run considering the range of n = 2 to 10 pairs of isofemale lines. 100

simulations  were  run  for  each  value  of  n  and  the  proportion  of  consistently  fixed

differences  calculated  from 10,000  drawn SNPs  or  genotypes  from the  distribution

describing the ancestral population. These simulations should be conservative because

in  reality  even  more  variation  (and  therefore  fewer  fixed  differences)  are  expected

within isofemales lines. Females from the field often will produce offspring using sperm

from multiple males. Female multiple mating should result in more genetic variation

among the offspring than is simulated here.

A  second  approach  to  assessing  the  expected  number  of  consistently  fixed

differences is similar to a bootstrapping approach. Instead of a hypothetical ancestral

allele frequency distribution this uses the empirical distribution of allele frequencies in

the pool-seq data from each isofemale line. Because the distributions were very similar

across all samples (figure 4.4 A), the aggregate distribution (summing counts in each

frequency bin across isofemale line samples) was used (figure 4.4 B). Allele frequencies

(p) were  drawn  from  this  empirical  distribution.  In  this  case  genotypes  were  not

assumed to be at HWE and were instead made by simply drawing two alleles at random

from a binomial distribution where the probabilties were given by p. Isofemale lines are

then given allele frequencies of 1, 0, or 0.5 as above. Finally, the proportion of times

consistent differences of 1 (i.e. fixed differences) across all pairs of isofemale lines are

seen is computed. The proportion of consistent fixations was calculated from 10,000,

100,000, and 1,000,000 SNPs drawn from the empirical distribution across n = 3 pairs

of isofemale lines. A distribution of the proportion of consistent fixations was simulated

from 100 runs for each number of SNPs. 

This bootstrapping approach should be conservative because there is very little

variation in allele frequencies in the empirical distribution with most SNPs being fixed

for either the major or minor allele, thus there is a higher probability of individuals

being homozygotes but roughly an equal probability of individuals being homozygous

for the major or minor allele.
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4.2.5 Funtional Aanalysis

For the identified SNPs a functional analysis was carried out by Gene Ontology

(GO)  term and phenotypic class enrichment analysis. These analyses rely on GO term

and  phenotypic  associations  with  annotated  genes  in  D.  melanogaster.  Thus,  D.

melanogaster GO terms were downloaded via FuncAssociate (v2.0; Berriz et al., 2009).

The D. pseudoobscura annotated genes were converted to  D. melanogaster  orthologs,

where duplicates were found they were re-labelled in the annotation and the duplicate

ID was added to the GO term dataset. GO term enrichment analysis was performed for

each SNP in GOwinda (v1.12; Kofler & Schlötterer 2012). The SNP was considered

“genic” if it occurred within 1Mb up- or down-stream of an annotated gene. GOwinda

was run with default paramaters and the empirical null distribution of gene abundance

distribution obtained by 1,000,000 simulations.

Phenotype enrichment analysis was performed with DroPhEA (Weng & Liao

2011). First SNPs were associated with a gene by identifying the closest gene within

1Mb to each fixed SNP. The set of all unique genes was submitted to DroPhEA to test

for an association with any phenotypic classes. A distance of up to 1Mb in GO term and

phenotype  enrichment  analysis  is  justified  on  the  basis  that  regulatory  regions  are

frequently  mapped to  distances  of  ~5kb (Werner  et  al.,  2010),  ~20kb (Chan et  al.,

2010), and up to 1 Mb up- or downstream from a target gene (e.g. Maston et al., 2006;

Pennachio et al., 2013).

Finally,  a  transcription  factor  (TF) motif  enrichment  analysis  was performed

with the AME routine from the MEME package (v. 4.10.2; Bailey et al., 2009). This

tool takes a set of short DNA sequences and compares them to a database of known TF

binding  motifs  to  determine  if  any  are  overrepresented  among  the  sequences.  The

sequence extending 30bp up- and down- stream of each fixed SNP was extracted from

the genome. This region is large enough to accommodate even the larger TF binding

motifs but small enough that the focal SNP could conceivably be in within the active

region of the motif. An archive of scripts and a description of the pipeline can be found

at https://github.com/RAWWiberg/ThCh4.
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Figure 4.3. Coverage distributions across samples. Panels and panel labels refer to the

isofemale lines in Table 4.1 and give the qualitative levels of female re-mating rates in

each  line.  The  “aggregate”  distribution  is  obtained  by  summing  counts  in  each

coverage bin across samples. Red vertical lines give the 10th and 90th percentiles.

4.3 Results

4.3.1 Mapping

Mapping  results  are  given  in  table  4.2  and  figure  4.3.  Sub-sampling  of  the

SLOB7, SHAC1 and SHAA10 samples equalises the coverage across samples (table

4.2).  The  majority  of  reads  were  mapped  unambiguously  and  properly  paired  with

forward and reverse reads mapping to the same scaffold (table 4.2).
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Table  4.2.  Summary  statistics  of  sequencing,  quality  filtering  and

mapping steps for each sample. Figures before removal of duplicate

reads, indel re-alignment, and sub-sampling of SLOB7, SHAC1, and

SHAA10  samples  are  given  in  square  brackets.  The  coverage

distributions are shown graphically in figure 4.1.

Isoline 

(Sample ID)

Number of 

reads

% mapped 

(% proper pairs)

Mean coverage

SLOC9 ~51.02 m 

[~51 m]

100 (97.92) 

[100 (97.94)]

36.52x 

[37.08x]

SLOB7 ~78.09 m 

[~79 m]

100 (97.89) 

[100 (97.92)]

34.49x 

[55.51x]

LEW17 ~49.07 m 

[~49 m]

100 (97.93) 

[100 (97.95)]

35.16x 

[35.71x]

LEW23 ~47.0 m 

[~47 m]

100 (97.94) 

[100 (97.95)]

33.83x 

[34.83x]

SHAC1 ~47  m

[~151.2 m]

100 (95.3)

[100 (95.30) ]

42.38x

[124.5x ]

SHAA10 ~47 m

[~109.6 m]

100 (96.30)

[100 (96.30)]

42.11x

[92.0x ]
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a) Figure 4.4. Allele frequency distributions of the overall major

allele  in  all  populations  for  A) all  populations  seprately,  and  B)

summing counts from each bin across the populations into an aggregate

distribution.  Panel titles in  A) give the population name, the level of

female re-mating and the sample ID.

4.3.2 Indentifying Candidate SNPs

In total,  3,709,701 SNPs were called and passed quality control. Out of these,

816 SNPs (0.022%) are consistently fixed for the same alleles in the high re-mating

lines when compared to the low re-mating rate lines across all pairwise comparisons

(fixed SNPs). The genomic locations of the fixed SNPs are given in figure 4.5. Out of

816 fixed SNPs, 24 (3%) lie within the candidate regions identified by Sarah Forrester

(see 4.2 Methods). The largest concentrations of fixed SNPs is on the 4 th  chromosome
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(41% of all fixed SNPs), followed by both arms of the X chromosome (XR = 28%; XL

= 12% of all fixed SNPs). A spearman rank correlation finds no assocation between

chromosome  length  and  the  number  of  fixed  SNPs  if   chromosome  4  and  the  X

chromosome are considered as complete chromosomes rather than fragmented regions

(rho = 0.5, S = 10, p = 0.45). However, if the correlation is performed keeping these

chromosome fragments separate there is a  positive correlation between the length of the

chromosomal region and the number of fixed SNPs (rho = 0.76, S = 134.18, p < 0.001).

Of course,  these results  should be treated with some caution because the individual

chromosomal regions are not completely independent.

Simulations  from a population at  mutation-drift  equilibrium suggest  that  816

SNPs  is  more  than  would  be  expected  by  chance  (figure  4.6).  As  expected,  the

proportion of consistently fixed SNPs increases with Ne and decreases with increasing

numbers of sampled isofemale lines (figure 4.6). Differences in mutation rates do not

seem to have much of an effect on the number of fixed SNPs except at higher Ne. For n

= 3, The range of the 95th percentile of the distribution of expected proportions of fixed

differences  is  between  0% and  0.01% (figure 4.6).  This  suggests  that  0.022% is  a

significantly greater proportion of fixed differences  than expected by chance. Only at

very high effective population sizes (3 million and 4 million) and low sample sizes (n =

2), are the 95th percentiles higher than 0.022% (between 0.01% and 0.07%). In contrast,

bootstrap  sampling  of  SNPs  and  allele  frequencies  from  the  empirical  distribution

suggests  that  the  proportion of  consistently  fixed differences  expected  by chance  is

around 1.8% regardless of the number of SNPs sampled (10,000, 100,000, or 1,000,000;

figure 4.7). 
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Figure  4.5. Ideogram  showing  the  chromosomal  locations  of  816 SNPs  with

consistently fixed differences between isofemale lines. Regions delineated by shaded

red and vertical red, dashed lines give the locations identified by Sarah Forrester (see

4.2 Methods). Panel titles give the chromosome names. For chromosome 4 and the X

chromosome arms the chromosomes are split into groups (see 4.2 Methods).
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Figure 4.6. The  proporion  of  SNPs that  are  consistently  fixed  between  n pairs  of

isofemale lines. Data are from population genetic simulations with different parameter

combinations. Each panel is for a different value of Ne.  The  x-axis shows different

numbers of isofemale lines pairs (n). The horizontal dashed line gives the results seen

in the pool-seq data (0.022%).
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Figure  4.7. The  expected  proportion  of  consistently  fixed

differences  between  n  =  3  pairs  of  isofemale  lines.  The

proportions are based on samples of 10,000, 100,000, or 1,000,000

SNPs, variation in the estimates comes from 100 bootstraps. The

horizontal dashed line gives the results seen in the pool-seq data

(0.022%).

4.3.3 Functional Analysis

GO term enrichment analysis finds no enrichment of GO terms for genes within

1kb of all fixed SNPs (all p > 0.05 after correction for multiple testing). Neither is there

an enrichment of any GO terms for genes within 1kb of SNPs within the candidate

regions in figure 4.5. These results hold if  all  genes within 1Mb of fixed SNPs are

considered.  In a separate functional analysis, all  816 SNPs from the set of all fixed

SNPs discovered lie within 1Mb of 498 unique gene regions. Genes within 1Mb of a

fixed SNP are significantly enriched for genes in various phenotypic classes including

“behaviour defective” (bonferroni adjusted p-value = 0.009), “neuroanatomy defective”
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(p  <  0.001),  “planar  polarity  defective”  (p  =  0.002),  “cell  polarity  defective”  (p  =

0.005). Of particular note are the genes within the “behaviour defective” class. several

of these genes; longitudinals lacking (lola), spineless (ss), garnet (g), CG33158, reaper

(rpr), odorant receptor 67 d (Or67d), syntrophin-like 1 (Syn1), have mutant phenotypes

which cause defective mating behaviours.  Genes within 1Mb of  the subset  of fixed

SNPs that also occur within the candidate regions are not enriched for any phenotypic

classes. In total four odorant receptor genes occur within 1Mb of a fixed SNP (Or33c,

Or22c,  Or67d, and Or65c). Table 4.3 shows genes that are observed within 1Mb of a

fixed  SNP  in  this  study  and  are  also  either  within  the  phenotypic  class  “mating

behaviour  defective”  or  known  from  other  studies  in  female  Drosophila  re-mating

behaviour.

TF binding site motifs for a variety of TFs are enriched around fixed SNPs. In

particular, motifs for lola are enriched among the regions around fixed SNPs (11 motifs

with adjusted p-values < 0.05). Motifs for disconnected (disco; two motifs with adjusted

p-values < 0.05) are also overrepresented among the sequences near fixed SNPs. Motifs

for fruitless (fru; 1 motif with ajusted p-values < 0.05) and doublesex (dsx: two motifs

with  adjusted  p-values  <  0.05)  which  are  important  in  sex  determination  and  the

development of sexually dimorphic phenotypes.

4.4 Discussion

4.4.1 Identifying Candidate SNPs

Variation in insect mating systems has profound consequences for the evolution

of particular traits. Insect mating systems are characterised in large part by the female

re-mating rate  which modulates the strength of sexual  selection and sexual conflict.

Therefore, understanding the genetics of female re-mating behaviour is fundamental to

understanding the evolution of insect mating systems. In this study I identified a number

of  genomic  markers  that  are  consistently  fixed  for  alternative  alleles  in  pairwise

comparisons  of  high  and  low re-mating  isofemale  lines  from different  populations.

These SNPs represent strong candidates for loci associated with female re-mating.
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Table 4.3. FlyBase IDs, gene names, references, and notes for genes of interest that lie

within 1Mb of a fixed SNP.

FlyBase ID Gene name Note Comment

FBgn005630 longitudinals lacking +cf -

FBgn0003513 Spineless f -

FBgn0001087 garnet +f -

FBgn0053158 CG33158 +f -

FBgn0011706 reaper f -

FBgn0036080 Odorant receptor 67 d f -

FBgn0037130 Syntrophin-like 1 f -

FBgn0032601 yellow-b +d Yellow-g homolog found in d

FBgn0034808 CG9896 e CG9897 in  close  proximity  to

CG9896 found which has a strong

association in d. 

FBgn0041181 Thioester-containing

protein 3

+b Tep4 homolog  found  in  b.  Also

marginally significant association

in d.

FBgn0000721 foraging +c -

FBgn0003165 pumilio +c -

FBgn0001978 shuttle craft c -

FBgn0002543 roundabout 2 c Robo1 homolog found in c.

FBgn0263995 couch potato +c -

FBgn0000045 Actin 79 B a Act88F, homolog found in  a  and

d

a, found in McGraw et al., (2004); 

b, found in Swanson et al., (2004); 

c, found in Mackay et al., (2005); 

d, found in McGraw et al., (2008);

e, found in Giardina et al., (2011);

f, found in phenotypic class FBcv0000387 = “behaviour defective.”

+, also occur within 1kb of fixed SNPs

I use simulations and bootstrapping approaches to obtain conservative estimates
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of the number of consistently fixed differences that are expected under a neutral null

model  and  by  chance.  The  population  genetic  simulations  are  expected  to  give

conservative estimates. In reality, sampled females from a population will have mated

with at least one male whose genotype will also be represented among the offspring

(David et al., 2005; Price et al., 2011). This should increase the genetic diversity within

the isofemale line and reduce the probability of finding a fixed difference with another

isofemale line by chance alone. If a female has mated with more than one male the

genetic  diversity  among  her  offspring  will  be  higher  still  and,  consequently,  the

probability  of  finding  a  fixed  difference  with  another  isofemale  line  by  chance  is

reduced. On the other hand, more inbreeding during maintenance in the lab will tend to

reduce diversity within the lines and probably increase the number of fixed differences

expected  by chance.  Additionally,  homozygous lethal  alleles  will  never  be fixed  in

isofemale lines thus some residual heterozygosity is always expected. The values from

the simulations can be taken as a maximum expectation. 

Similarly,  the  bootstrapping  approach  should  be  conservative  because  the

distribution of allele frequencies from which bootstrap samples are drawn is a reflection

of the variation among the isofemale lines in this study. Because these lines reflect only

a subset  of  the  variation found in wild  populations  the possible  diversity  is  greatly

reduced leading to  more  consistent  fixations  in  the bootstrap  simulations.  For  these

reasons  the  expected  proportion  of  consistent  fixations  estimated  from  population

genetic simulations and the bootstrapping protocol are likely to conservatively high. The

bootstrapping  approach  is  likely  too  conservative  because  the  distribution  of  allele

frequencies is unrealistically biased toward fixed alleles which will increase the number

of fixed differences observed. A better bootstrapping appraoch would consider allele

frequencies from across all  isofemale lines available from the source populations. A

potential problem with both of the above approaches is that they do not account for

linkage between SNPs. Closely linked SNPs will be in linkage disequilibrium (LD) and

their allele frequencies highly correlated. Since many of the fixed SNPs in this study

seem to occur in clusters (figure 4.5) this may be inflating the number of fixed SNPs

above the expected number from simulations. However, the fact that pairs of lines are

from completely  different  source  populations  should  ensure  that  recombination  has

broken down LD between even very closely linked SNPs.
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Another  potential  approach  to  producing  a  “null”  expectation  for  fixed

differences is to use a permutation approach. In this approach the labels for each sample

could be swapped repeatedly and the number of fixed differences re-calculated. With 6

samples and 2 labels there are a limited number of combinations. One could use the

“pool” of 6 samples and sample any number of pairs, two at a time, with replacement,

from this pool to make up random pairs of samples. This would maintain the linkage

patterns between SNPs and their allele frequencies present withing the actual iso-female

lines.  However,  this  appraoch  would  suffer  similar  limitations  to  the  bootstrapping

approach in that it limits itself to the diversity present in the iso-female lines, which is

only a small representation of natural variation. Alternatively, drawing alleles as in the

simulations but building haplotypes using a empirical values of LD and recombination

rates from D. pseudoobscura might allow for more sophisticated simulations.

Nevertheless,  I  conclude that  the  population  genetic  simulations  are  a  useful

method for determining the expected number of fixations and that it is superior to the

bootstrap approach. These simulations are based on established solutions to population

genetic equations describing the behaviour of alleles under neutral drift and mutation.

At the same time the simulations are parameterised with a range of mutation rates and

effective population sizes that  reflect  the best  estimates  from natural  populations of

species  like  D.  pseudoobscura.  Variation  in  these  parameters  does  not  change  the

conclusions  of  the  study.  Therefore,  fixed  SNPs  identified  in  this  study  are  good

candidates for assocations with variation in re-mating rate among these lines.

4.4.2 Genes and Regulatory Motifs Near Fixed SNPs

Fixed SNPs identified in this study lie in close proximity to several genes that

have been implicated in female re-mating behaviour in previous studies. For example,

four odorant receptor genes  (Or33c, Or22c, Or67d, and Or65c) occur within 1Mb of a

fixed SNP. Microarray studies of mated females show that odorant binding proteins are

upregulated in response to having mated (McGraw et al., 2004; McGraw et al., 2008)

sometimes even in the absence of the transfer of seminal fluid compounds or sperm

(McGraw et al., 2004). These binding proteins relay information to odorant receptors

which modify female post-mating behaviour, including her receptivity to further mating

attmepts (Leal 2013; Tram & Wolfner 1998). Odorant binding proteins have also been
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shown to change expression patterns in lines selected for slow and fast mating latency

(Mackay et al., 2005). One odorant binding protein (Obp56a) has also been associated

with  female  re-mating  rates  in  an  assocation  study  of  91  D.  melanogaster second

chromosome  substitution  lines  (Giardina  et  al.,  2011).  This  same  study  found  an

assocation with a serine endopeptidase (CG9897; Giardina et al., 2011). Chromosome 2

is homologous with chromosomes 3 and 4 in D. pseudoobscura (Richards et al., 2005). 

Other  interesting  genes  include,  yellow-g,  important  in  eggshell  formation,

which  is  upregulated  in  females  after  mating  (McGraw  et  al.,  2004).  Yellow-b,  a

homolog  of  yellow-g,  is  observed  among  the  genes  near  fixed  SNPs  in  this  study.

Another  gene  CG9897 which  is  found  within  1Mb  of  a  fixed  SNP  has  a  highly

significant association with female re-mating rates in Giardina et al., (2011). It does not

occur in the lists of genes within 1Mb of fixed SNPs because the gene CG9896 is closer

to the nearest fixed SNP. This highlights the complexity of identifying causal loci from

nearby markers in regulatory regions. Genes may share regulatory regions or may be

regulated  from  great  physical  distance  and  regulatory  regions  may  even  lie  within

introns of neighbouring genes of a different function (Kleinjan & van Heyningen 2005;

Whitkopp & Kalay 2012). 

Other notable genes implicated in this study include  Tep3, which belongs to a

group of thioester containing proteins (Teps) which have an endopeptidase inhibiting

function and are involved in the immune response and are known to evolve rapidly in

Drosophila (Jiggins & Kim 2006). Upregulation of immune response genes in response

to courtship or mating is often noted in response to mating and courtship in females

(McGraw et al., 2004; 2008; Innocenti & Morrow 2009; Giardina et al., 2011; Immonen

& Ritchie 2012; but see Immonen et al., 2017). Some evidence suggests this may be an

adaptive response to protect against sexually transmitted infection (Zhong et al., 2013).

Another gene,  foraging  (for), is involved in larval foraging behaviour and long-term

memory  (Sokolowski  2001).  It  is  also  known  that  female  re-mating  rate,  in  D.

melanogaster, is strongly related to feeding behaviour with resource starved females

being less eager to re-mate as long as sperm is not limited (Harshman et al., 1988). The

gene  pumilio  (pum)  is  a  post-translational  regulator  of  transcription  (Gerber  et  al.,

2006).  It  is  implicated  in  the  formation  and  maintenance  of  long-term memory  in

Drosophila (Dubnau  et  al.,  2003).  It  is  also  involved  in  the  development  and
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maintenance of female germ cells (Gerber et al., 2006). In experimental lines it shows

changes of expression after selection for fast and slow mating rates in D. melanogaster.

Flies with a short latency to re-mate have higher expression of  pum  (Mackay et al.,

2005). The genes  shuttle craft (stc),  roundabout 2 (robo2) and  longitudinals lacking

(lola) are all TFs and involved in neurogenesis (Giniger et al., 1994; Stroumbakis et al.,

1996; Neumüller et al., 2011; Evans et al., 2015).

Transcription factor  (TF) binding site  motifs  for several  TFs are enriched in

regions around the fixed SNPs. In particular transcription factors that are involved in

sex  determination  (fru,  and dsx)  as  well  as  neurogenesis  (lola  and  disco)  are

overrepresented among all the transcription factor binding motifs. lola and disco, and to

a lesser extent fru and dsx, have been shown to change expression patterns in selection

lines for slow and fast mating latency (Mackay et al., 2005). All of the above TFs are

known  to  have  important  roles  in  courtship  behaviours  (Sokolowski  2001).  For

example,  fru is  known to  regulate  the  development  of  sexually  dimorphic  nervous

systems  in  Drosophila  melanogaster. Male  specific  mutations  result  in  increased

latency to courtship, longer time to copulation and reduced overall amounts of courting

behaviour (Neville et al., 2014). The TF lola itself is also in close proximity to some

fixed SNPs in this study (table 4.3).

The molecular mechanisms which alter female re-mating rates will depend on

the ancestral mating system. If this mating system was predominantly characterised by

aggressive males and females resisting male advances then selection for increased re-

mating rates in females simply could be a relaxation of selection to resist male mating

attempts (e.g. relaxed selection on countering male accessory gland proteins). On the

other hand females may already have been benefitting from re-mating with multiple

males  in  which  case  selection  will  act  on  alleles  at  genes  that  alter  female  mating

periodicity more directly. Several of the genes identified in this study are known to be

involved in rates of re-mating among males. One interpretation is that female re-mating

rates are, at least in part, genetically correlated with male re-mating rates. This might

come about if the oft cited conflict between males and females over the optimal re-

mating rate (Arnqvist & Nilsson 2000) is relaxed in this system because higher rates of

re-mating  are  partly  adaptive  among  females  (they  avoid  SR carrying  males).  This

would relax selection on females to control expression of genes that influence mating
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rates to female specific optima. On the other hand, several of these genes have also been

implicated in the intrinsic variation in female re-mating rates that is not corellated with

the mating rate of sons or with the transfer of sperm and seminal fluids (e.g. Obp56a;

Giardina et al., 2011). These findings point to separate mechanisms underlying variation

in female re-mating rate that are not the result of intra-genomic conflict over phenotype

expression.

Given the small sample size, these results need to be treated cautiously. Scope

for improvement would include the sampling and sequencing of more isofemale lines to

look for  consistently  fixed  differences  and checking for  an  association  between re-

mating rate and the markers identified here. Additionally, population genomic samples

could be taken from populations across the cline to ask if the SNP alleles reported in

this study also vary clinally with the re-mating rate and to uncover new marker alleles

that vary clinally or that covary with population level re-mating rates. This said, it is

encouraging to observe results that are broadly consistent with previous work on female

re-mating rates in D. melanogaster.

4.5 Concluding Remarks

This study attempts to identify SNP markers that are associated with the female

re-mating rate in Drosophila pseudoobscura. Isofemale lines from different populations,

that differed in their re-mating rates, were whole-genome sequenced to identify markers

that  are  consistently  fixed  for  alternative  alleles  in  high  and  low  re-mating  lines.

Population genetic simulations suggest that the number of fixed differences observed is

greater than expected by chance. Many genes in close proximity to fixed SNPs have

been directly implicated, or are related in function to implicated genes, in female mating

behaviour  from previous  studies.  This  study demonstrates  the  feasibility  of  a  novel

experimental breeding (maintaining isofemale lines) and selective sequencing approach

(extreme phenotypes) to uncover loci associated with interesting tratis. This study also

identifies promising candidates for follow up work on the genomics of female re-mating

rates which will give a clearer picture as to how selection has shaped this trait in natural

populations of D. pseudoobscura.
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“...to direct attention to variation

within groups...I propose the word

cline...a gradation in measurable

characters.” 

- J. Huxley, 1938

Chapter 5 The relationship between genomic 

and environmental differentiation among 

populations of Drosophila montana.

Abstract

The study of  clinal  phenotypes  can  help  us  understand the  forces  that  drive

population differentiation and speciation.  Traits  that  vary clinally  give an indication

toward the selective pressures faced by species in their environment. At the same time,

identifying  the  genomic  loci  that  show  allele  frequency  clines  can  uncover  loci

important during population differentiation and the early stages of speciation. Inferences

about the forces that shape these clines can be made from population genetic summary

statistics and fitting different models of demography to the genetic data.

Drosophila  montana shows clinal  variation  in  several  ecologically  important

phenotypes. In particular the critical day length, the photoperiod after which 50% of

females  enter  diapause,  is  much  shorter  for  northern  populations.  This  effect  is

observable  among  isofemale  lines  established  from  the  wild  even  after  many

generations of laboratory culture and Quantitative Trait Loci (QTL) have been mapped,

indicating a genetic and inherited component. I take a population genomic approach to

identify loci that show signatures of local adaptation. First I quantify the environmental

(climatic)  variation  among populations  of  D. montana.  Using several  environmental

variables it is possible to find the principle climatic axes that characterise differences

among populations. Then I use recent Bayesian methods which relate the amount of

genomic differentiation to the environmental differentiation between populations. I also
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test  quasibinomial  GLMs  in  a  scenario  using  a  continuous  rather  than  categorical

predictor, a possibility I identified in Chapter 2.

Many  SNPs  show  strong  associations  with  the  main  axes  of  environmental

differentiation. The closest genes to these top SNPs are also of note for their roles in

relevant  phenotypes.  Many of them have also been identified as candidate  genes  in

diapause  and  cold-tolerance  behaviours  from  previous  expression  studies  lending

further support to their functional relevance. The regions around some of these genes

show  evidence  of  selective  sweeps  or  background  selection  in  all  or  some  of  the

populations indicating ongoing selection at these loci. Finally, I note that quasibinomial

GLMs did not  perform as well  as expected and should probably be used only with

considerable caution in these types of analyses. Bayesian methods show much more

promise.

Author Contributions

For  this  chapter  I  designed  the  pipeline  and  performed  all  of  the  analyses.

Original field sampling was conducted by  Anneli Hoikkala (University of Jyväskylä),

Mikko  Hoikkala,  Jackson  Jennings  (University  of  Arkansas),  Antti  Miettinen,  and

Hannele Kauranen (University  of  Jyväskylä).  Sample curation and DNA extractions

were coordinated by Maaria Kankare (University of Jyväskylä) with Riikka Tapaninen

and  Johanna  Kinnunen.  I  also  use  data  from  the  as  yet  unpublished  D.  montana

reference genome where multiple people have contributed for a full list of contributors

to the genome project see the references (Parker et al., in prep).

5.1 Introduction

5.1.1 Population Clines

As  species  diversify  they  encounter  new  ecological  niches  which  impose

selection pressures. Some novel mutations or variants already present in the population

will  provide  a  selective  advantage  and allow a  group to  spread  further  into  a  new

environment. If the environment in question follows a gradient, e.g. along latitudes of

the globe, this process can produce a series of populations which are locally adapted  to

the environment and display a gradient of trait values (Huxley 1938; Haldane, 1948;
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Endler 1977; Takahashi 2015). The study of such clinal populations can uncover traits

that  are  important  in  ecological  adaptation  and  speciation  (Endler  1977; Takahashi

2015). Insofar as these traits are heritable, the study of clinally distributed phenotypes

can also help us understand the genetic basis of adaptive traits,  and how population

divergence and speciation progresses in the face of homogenising gene flow (Endler

1973; Endler 1977, Kirkpatrick & Barton 1997; 2006).

With  the  recent  expansion  of  Next-Generation  Sequencing  (NGS)  methods,

researchers have taken advantage of clinal  variation in some species to uncover  the

genetic variants which underlie these important phenotypic traits. Several studies have

used pooled-sequencing (Pool-seq) and methods based on identifying  FST outliers to

study  adaptation  and  patterns  of  genome  differentiation  across  environments.  For

example, Kolaczkowsi et al., (2011) sampled isofemales lines from the north and south

of  the  well  studied  Australian  D.  melanogaster  cline.  The  study  used  pool-seq  to

estimate allele frequencies and measure differentiation (FST) between populations and to

identify outlier regions throughout the genome (Kolaczkowski et al.,  2011). The study

found substantial differentiation in intergenic and non-coding regions, although many

genes  implicated  in  phenotypes  that  also  vary  clinally  were  also  in  the  most

differentiated regions (Kolaczkowski et al., 2011). In another study, three populations of

Anopheles gambiae were sampled from a cline in Cameroon to compare differentiation

within and outside a potentially important inversion polymorphism (Cheng et al., 2012).

FST was estimated along genomic windows for populations at opposite ends of the cline

to  find  that  differentiation  between  population  was  almost  entirely  localised  to  the

known inversion regions (Cheng et al., 2012). Genes near the most differentiated SNPs

were enriched for similar functional categories as in Kolaczkowski et al., (2011) raising

the possibility that convergent adapation to similar environmental stresses involves the

same biochemichal pathways in both species (Cheng et al., 2012). 

More recently studies have sought to model clinal distribution of markers more

continuously  in  space  or  along  environmental  gradients  rather  than  differentiation

between pairs of populations. For example, a recent study sampled 6 populations in

North  American  clines  of  D.  melanogaster  and  D.  simulans  over  several  years  to

uncover  genomic  markers  underlying  traits  that  vary  clinally  as  well  as  seasonally

(Bergland et al., 2014; Kapun et al., 2016). These studies find that many SNPs show
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consistent seasonal fluctuations in allele frequencies throughout the cline indicating a

response to seasonally varying selection pressures (Bergland et al., 2014). Meanwhile ,

the allele frequencies at ‘seasonal SNPs’ in northern populations were more ‘fall-like’

while those in southern populations were more ‘spring-like’ (Bergland et  al.,  2014).

Together these results point to adaptive differences in allele frequencies in different

parts of the cline with polymorphism maintained throughout the species by seasonally

varying  selection.  In  another  study  some  common  inversions  polymorphisms  were

shown to have a stable cline among these populations in the face of gene flow while

others  showed  signs  of  seasonally  fluctuating  frequencies  (Kapun  et  al.,  2016).

Comparing similar distributions of  D. simulans  and  D. melanogaster Machado et al.,

(2015) conclude that migration and gene flow play a greater role in the overall clinality

of genomic variants in  D. simulans than in  D. melanogaster.  Nevertheless,  the two

species share a significant proportion of the genes associated with clinal SNPs. The

authors highlight the differences in physiological tolerance to overwintering between

the species and the resulting differences  in migration  and bottlenecks as additional

drivers of differences in genomic variation between them (Machado et al., 2015). 

Though the focus here is primarily on  Drosophila, similar studies of clinally

varying  phenotypes  and  genetic  alleles  have  also  been  done  in  other  insects  (e.g.

Paolucci et al., 2016), plants (e.g. Chen et al., 2012; Bradbury et al., 2013), mammals

(e.g. Hoekstra et al.,  2004; Carneiro et al.,  2013), fish (e.g. Vines et al.,  2016),  and

many others (Endler 1973; Endler 1977; Takahashi 2015; Adrion et al., 2015). Clearly,

the study of environmental clines can shed light on the process of adaptation as well as

on  the  differences  in  these  processes  between  species  that  contribute  to  biological

diversity.

5.1.2 Drosophila montana

Drosophila montana is a species in the Drosophila virilis  species group which

has spread around the northern hemisphere. During this spread it has adapted to many

different latitudes and is one of the most northernly distributed species of  Drosophila

species (Throckmorton 1982). The distribution of the species imposes particular sources

of selection from the environment  that  vary throughout the range.  For example,  the

seasonally varying photoperiod and climate means that populations need to be able to
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predict  the  onset  of  unfavourable  conditions  (winter)  from a  changing  photoperiod.

However,  the  speed of  the  change in  photoperiod is  not  the  same at  low and high

latitudes imposing strong selection for local adaptation. The distribution of this species

makes it an ideal system for the study of cold-tolerance in insects, diapause and the

processes of adaptation to different environments.

As with many other Drosophila the male courtship song of D. montana is very

important  for  mating  success  (Aspi  & Hoikkala 1995),  but  also species  recognition

(Saarikettu  et  al.,  2005).  Populations  differ  in  characteristics  of  the  courtship  song

produced  by  males  and  in  the  preferences  of  females  for  particular  characteristics

(Ritchie et al., 1998; Klappert et al., 2007; Routtu et al., 2007; Ritchie et al., 2013).

There is  some evidence that  these traits  contribute to  some amount  of  reproductive

isolation  between  populations  (Jennings  et  al.,  2011).  These  traits  are  also  highly

dependent on the environment, in particular temperature, some of which may indicate

the condition of males (Hoikkala et al., 2005). Some QTL are known for the variation in

courtship song characters and female preference (Schäfer et  al.,  2010; Lagisz et  al.,

2012).

Populations  also  differ  in  important  aspects  of  ecological  adaptations  to  the

environmental differences across latitude such as diapause behaviour (Tyukmaeva et al.,

2011). In Finnish populations of D. montana spanning a latitudinal cline of  760km (~6˚

of latitude) critical day length (CDL), the length of the day (photoperiod) at which 50%

of females enter diapause, is significantly correlated with latitude (Tyukmaeva et al.,

2011). Another study in 2013 found the same trend but also showed that there was no

apparent  cline  in  the  steepness  of  the  photperiod  response  curve,  the  rate  at  which

females in the population begin diapausing (Lankinen et  al.,  2013). Importantly, the

CDL is the same after several generations of maintenance in the lab, indicating a genetic

component to this phenotype (Lankinen et al., 2013).

D. montana is  also  known to  be  especially  cold-tolerant  among  Drosophila

species  (Vesala  &  Hoikkala  2011;  Vesala  et  al.,  2012a;  2012b;  2012c).  This  cold

tolerance is highly seasonal and related to the photoperiod,  in the same way as diapause

(Vesala  et  al.,  2011;  Vesala  et  al.,  2012a).  In  lines  from  a  high  latitude  Finnish

population, shorter day lengths, as experienced naturally later in the summer an in fall,

induce  a  period  of  cold  acclimation  (with  shorter  chill  coma  recovery  times)  and
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diapause  (Vesala,  et  al.,  2012a).  This  pattern  was  not  seen  from a  more  southerly

Canadian population indicating a lack of cold acclimation ability  and cold-tolerance

(though this strain had been in the lab for several generations) (Vesala et al., 2012a).

Additionally, in some populations cold tolerance is enhanced when flies are in diapause,

while in others it does not seem to have an effect (Vesala et al.,  2011). In sum,  D.

montana shows some variation in cold tolerance among populations which is in some

cases modulated by photoperiod induced diapause. Understanding how this variation is

linked to the variation in climate and other environmental variables among populations

will  shed light on the process of population divergence and local  adaptation in this

species.

A  major  goal  in  evolutionary  biology  is  to  understand  the  genomics  of

population divergence and speciation (Butlin et al., 2012). Some studies have been done

to investigate the molecular basis of these ecologically important traits in D. montana.

Early  studies  probed  the  transcriptional  profile  of  ~100-200  candidate  genes  on

microarrays  (Kankare  et  al.,  2010;  Vesala  et  al.,  2012).  These  studies  identified  a

number of genes which show changes in expression during cold acclimatisation and

chill coma recovery. For example, expression differences between diapausing and non-

diapausing females were observed for 24 out of 101 candidate genes, including  the

gene  Drosophila cold acclimation  (Dca) and  couch potato  (cpo) both of which have

roles in cold acclimation and diapause in D. melanogaster respectively (Kankare et al.,

2010).  Another  study found significant  changes  in  many genes  in  response  to  cold

hardening, cold acclimation and during chill coma recovery. Genes showing consistent

changes include period (per) and various heat shock protein genes (Vesala et al., 2012).

More recently, extensive screening by RNA-seq has corroborated these findings and

uncovered further differences (Parker et  al.,  2015a; 2015b; Vigoder et al.,  2016). In

particular,  the  myo-inositol-1-phosphate  synthase  (Inos)  gene  shows upregulation  in

response to cold acclimation and is also the major metabolite present in overwintering

flies (Parker et al.,  2015a, Vesala et al.,  2012b). Knockdown of this gene results in

increased cold-induced mortality among flies (Vigoder et al., 2016). Additionally, some

QTL have  also  been  identified  for  cold  tolerance  and  diapause  (Tyukmaeva  et  al.,

2015).  Finally,  a  recent  effort  to  produce  more  genomic  resource  to  address  these

questions has produced a draft genome and linkage map for D. montana (Parker et al.,
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in prep).

In  summary,  D. montana  is  characterised by a  wide circumpolar  distribution

which extends into high latitudes, and high altitudes in the southern part of the range,

which imposes seasonal and climatic selective pressures. Populations have diverged in

their  adaptations  to  these  environmental  conditions  and also  show some amount  of

reproductive isolation mediated by differences in courtship song and female preference

functions (as well as some post-mating isolation). This system therefore represents an

excellent model in which to study population divergence in the face of gene flow and

the  early  stages  of  speciation.  In  this  study I  aim  to  assess  the  level  of  genomic

differentiation among populations of D. montana. Given the species’ polar distribution

and  cold-tolerance  I  also  ask  which  genomic  loci  show  differentiation  that  is  also

associated with clinal variation in climatic variables. Such SNPs should give insights

into the extent of local adaptation among populations of D. montana, as well as alleles

that contribute to barriers to gene flow (Butlin et al., 2012). I take advantage of recent

genomic resources in  D. montana and use a pool-seq approach to sample populations

from parts of the geographic and climatic range of the species. The main aim of this

work was to identify markers, and the nearby genes, where allele frequencies covaried

with the environmental variation experienced by the species, including latitudinal and

altitudinal  variation  in  climate.  Therefore,  sampling  was  done  at  widely  distributed

populations which provided a range of latitude, altitude, and climate.

5.2 Materials and Methods

Samples of 49-50 individuals were collected in the spring of 2013 or 2014 from

4 populations along a latitudinal cline in North America (N.A.) and 2 populations along

a  latitudinal  cline  in  Finland  (figure  5.1;  table  5.1).  Populations  cover  a  range  of

latitudes from 66 N to 38 N but one sample consitutes an outlier in terms of altitude.

Crested Butte lies at an altitude of ~3,000m (table 5.1). Samples were stored in Ethanol

prior to DNA extraction. DNA was extracted from individual flies using CTAB solution

and  phenol-chloroform-isoamylalcohol  purifications.  DNA  concentrations  were  then

measured with Qubit (Thermo Fisher Scientific) so that an equal amount of DNA from

each  individual  (50  ng)  was  represented  in  the  pooled  sample. Sequencing  was
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performed  at  the  Finnish  Functional  Genomics  Centre  in  Turku,  Finland

(www.btk.fi/functional-genomics) on the Illumina HiSeq3000 platform (read length  =

150bp, estimated coverage = ~121x). 

Table  5.1.  Characteristics  of  the  populations  sampled  for  pooled

sequencing  in  this  study.  Data  included  are:  the  country  and

state/region  (Source)  of  sampling,  the  name  of  the  nearest  town,

coordinates  and  altitude  of  the  sampling  site,  the  year  in  which

sampling was performed, the number of males and females sampled

(M/F) from each site, and additional notes.

Source Sampling Site Year M/F
Canada,

Alaska

Seward

60o9’N; 149o27’W

Altitude 35 m

2013 30/20

Canada,

British 

Columbia

Terrace

54°27'N; 128°34'W

Altitude 217 m

2014 22/27

USA,

Washington

Ashford, 

46°45’N; 121°57’W

Altitude 573 m 

2013 16/34

USA,

Colorado

Crested Butte

38°54'N; 106°57'W

Altitude 2900 m

2013 36/13

Finland Oulanka 

66°40′N; 29°20′E

Altitude 337

2013 25/25

Finland Korpilahti

62°20′N; 25°70′E

Altitude 133

2013 27/23
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Figure  5.1.  D.  montana  populations  across  Finland  (Top)  and

North  America  (Bottom).  Populations  sampled  for  pooled

sequencing are given in blue circles and named. Other populations

in the clines are given by red squares (Top; Finland) or triangles

(Bottom;  North  America).  See  table  5.1  for  details. Maps  are

drawn  using  the  “ggmap”  (v.  2.7;  Kahle  &  Wickham  2013  )

package in R.

5.2.1 Mapping and SNP Calling

Quality of reads was checked with FASTQC (v. 0.11.5) (Andrews 2014). Reads
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were  trimmed  using  trimmomatic  (v.  0.32)  (Bolger  et  al. 2014). A  first  round  of

trimming removed TruSeq3 adapters from the reads. Leading and trailing bases were

removed if the quality of the base was below 20 and reads were cut if in a sliding

window of 5 bases the quality fell below 20. Finally all reads < 100 bases long are

discarded (Trim 1). Quality checks and the first round of trimming revealed failure of

the  “per  base  sequence  content”  modules  indicating  that  the  difference  in  allele

frequencies at some positions were above 20%. This seemed to be driven by a drop-off

of “A” bases at  the ends of reads.  Thus another set  of trimming options were used

which, in addition to all the steps in Trim 1, cropped reads at 145 bp (Trim2). This

resulted in no failed reports from FASTQC and no drop off in the number of reads kept.

The proportion of reads that made it through all trimming steps ranged between ~74 and

~81% of the original sample (table 5.2). Trimmed reads after Trim 2 were mapped to

the D. montana reference genome (Parker et al., in prep) using BWA mem (v. 0.7.7) (Li

2013) with the default options but keeping only alignments with a mapping quality > 20

as  per  the  best  practice guidelines  for  pool-seq (Schlötterer  et  al.,  2014).  Duplicate

alignments  were removed with samtools  rmdup (v 1.3.1)  (Li  et  al.,  2009).  Regions

around indels are re-aligned using picard (v. 1.118, Broad Institute no date) and GATK

(v. 3.2-2, McKenna et al., 2010) and samtools. Separate .bam files for each sequencing

sample were merged using bamtools (v. 2.4.0; Barnett no date). 

Overall, mapping rates are good with over 80% of reads being properly mapped

in  all  samples.Empirical  coverage  seems to  be  slightly  lower  (~100-110x)  than  the

expected coverage (~120x). Coverage distributions for each sample are shown in figure

5.2.  The mean coverage for the Seward samples was nearly twice that  of the other

samples (figure 5.2; table 5.3). After subsampling of Seward samples the distributions

of  coverage  were  much  more  similar  among  the  populations,  this  allows  common

maximum  and  minimum  coverage  thresholds  to  be  set  based  on  the  aggregate

distribution of coverage (figure 5.2).

Sample coverage in terms of the number of reads, and reads per base, was nearly

twice  the  coverage  for  other  samples  in  Seward  samples  (table  5.2).  To  avoid  the

potential  for  this  extreme  difference  in  coverage  causing  artefacts  in  downstream

analyses the .bam files for Seward were downsampled to contain 94.1 million reads

which was the average across the remaining populations (when all samples from the
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populations were combined; table 5.3, figure 5.2). Finally, allele frequencies among the

pools  were  called with  samtools  mpileup  (v.  1.3.1)  using  the  options  to  skip  indel

calling as well as ignoring reads with a mapping quality < 20 and sites with a base

quality < 15 (Li et al., 2009), the pileup file was converted to the .sync format using

PoPoolation2 (v.1.2; Kofler et al., 2011).

Figure 5.2. Coverage distributions for merged sequencing data from

each of the populations as well as the “aggregate” distribution. Red

vertical  dashed  lines  give  the  10th and  90th percentiles  of  the

aggregate distributions used for setting coverage thresholds.

To  avoid  spurious  results  due  to  the  physical  linkage  of  SNPs  we  perform

analyses only for scaffolds greater than 10kb in length. This excludes 60,317 scaffolds

but keeps 76% of the total length of the genome. Furthermore, recent development of a

linkage map resolves the ordering (but not orientation) of scaffolds across four major
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linkage  groups  as  well  as  the  placement  of  some  scaffolds  on  the  X  chromosome

(Parker et al.,  in prep). Because an unequal number of males and females are used in

most of the pools and coverage varies greatly across scaffolds and pools, the accurate

estimation of allele frequencies on the X is difficult. For this reason, any scaffolds that

could be assigned to the X chromosome linkage group are excluded from downstream

analyses. We also consider only SNPs that can be reliably mapped to one of the other

autosomal linkage groups. The final set contains 802,221 SNPs distributed across 835

scaffolds for further analysis. Linkage groups from this linkage map correspond well to

the chromosomes in  D. montana  and  D. virilis thus linkage groups are referred to as

chromosomes throughout the text.

5.2.2 Climate Data

Representative  climate  data  for  each  population  sampled  for  pool-seq  (see

above) as well as 18 additional populations is obtained from the WorldClim database

(Hijmans  et  al.,  2005)  using  the  longitude  and  latitude  coordinates.  The  “bio”

(Bioclimatic  variables),  “tmin”  (Minimum  temperature),  “tmax”  (Maximum

temperature)  and  “prec”  (Precipitation)  data  from  the  “Current  conditions  (~1960-

1990)” dataset are obtained using the “raster” package (v. 2.5-8; Hijmans et al., 2016) in

R (v. 3.3.2; R Development Core Team 2016) . In total this amounts to 55 bioclimatic

variables  for  each  population.  To  reduce  the  number  of  variables  in  the  dataset  a

principle components analysis (PCA) is performed using the “PCA()” function from the

“FactoMineR” package (v. 1.28; Lê et al., 2008) in R. Principle components are kept for

further analysis  if  their  eigenvalues are  > 1.  PCA scores for each population are z-

transformed  using  the  “scale()”  function  in  base  R.  To  determine  whether  the

populations sampled for pool-seq are representative of the full range we repeated the

PCA analysis using only these 6 populations.
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Table 5.2.  Number of reads before and after two difference trimming tests with

parameter sets Trim 1 and Trim 2 (see main text for details). Read numbers are

given for one direction only (R1),  the total  number of reads is  twice the read

count.

Sample Nr. Raw 

Reads

Trim 1: Nr. Reads 

Kept (% kept)  

Trim 2: Nr. Reads 

Kept (% kept)

Oulanka_S16_L002 43,716,441 33,659,994 (77.00) 33,659,994 (77.00)

Oulanka_S16_L003 40,627,318 30,048,541 (73.96) 30,048,541 (73.96)

Korpilahti_S11_L002 46,443,624 37,031,413 (79.73) 37,031,413 (79.73)

Korpilahti_S11_L003 43,070,443 37,031,413 (85.98) 33,665,807 (78.16)

Ashford_S12_L002 41,165,726 32,756,890 (79.57) 32,756,890 (79.57)

Ashford_S12_L003 37,393,574 29,159,469 (77.98) 29,159,469 (77.98)

Crested_Butte_S13_L002 50,741,697 40,986,231 (80.77) 40,986,231 (80.77)

Crested_Butte_S13_L003 51,249,585 40,604,980 (79.23) 40,604,980 (79.23)

Seward_S14_L002 100,675,666 81,842,768 (81.29) 81,842,768 (81.29)

Seward_S14_L003 102,610,964 81,702,658 (79.62) 81,702,658 (79.62)

Terrace_S15_L002 56,340,618 45,742,952 (81.19) 45,742,952 (81.19)

Terrace_S15_L003 59,591,845 47,456,742 (79.64) 47,456,742 (79.64)

Table 5.3.  Post-mapping statistics  from samtools  flagstat  and

bedtools  coverageBam  after  merging  of  .bam  files  and

subsampling of Seward samples.

Sample Nr. Properly Paired Reads

(% of total)

Mean 

Coverage

Oulanka 78,576,411 (86.0) 90.01x

Korpilahti 88,619,130 (86.4) 99.40x

Ashford 82,605,252 (86.7) 92.96x

Crested Butte 97,825,698 (86.9) 107.68x

Seward 79,962,199 (87.27) 88.59x

Terrace 109,657,304 (86.8) 118.14x
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5.2.3 Clinal Analysis

Several possible approaches to the analysis of the relationship between allele

frequencies and environmental gradients exist. Here we apply three recent methods that

control for various sources of error and population history.

Quasibinomial GLMs

For each SNP the allele frequency of the “A” allele within each population is

estimated. Allele frequencies were used as the response in a generalised linear model

(GLM) with a quasibinomial error distribution (see Chapter 2). Principle components

from the PCA were used as predictor variables.  The model takes the form:

y = altitude + PC1 + PC2 + e

Where “y” are the allele frequencies in each population given as counts of the major

and minor alleles, the predictors are the climatic variables from a PC analysis (PC1 and

PC2), as well as the altitude of each population, and “e” is a quasibinomially distributed

error term. In this analysis allele frequencies were scaled to the effective sample size

(neff; Kolaczkowski et al., 2011; Feder et al., 2012). First the frequency of the major

allele (fA) in the pool was determined. Then neff was calculated as:

neff = (cov * n -1)/(cov + n),

where cov is the total coverage at the SNP, n is the number of chromosomes in the pool 

(n = 2N = 2*50 = 100). Then new counts for the major (Ac) and minor (ac) allele were 

computed from the new effective sample size by:

Ac = fA * neff

and;

ac = neff – Ac

rounding off to the nearest integer.

The  quasibinomial  GLM  tests  for  a  linear  relationship  between  the  allele
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frequencies  at  each SNP and the  continuous variation  in  climatic  predictor  variable

regardless of continent. The model is controlling for a partial effect of altitude, however

the effect of altitude is probably unreliable because the Crested Butte population is a

strong outlier (table 5.1). 

In the above models only alleles with a minimum count of 10 reads (across all

populations) are considered. Additionally, a minimum and maximum coverage of 37

and 107 (in all populations) are imposed. Quasibinomial GLMs were fitted to the allele

frequencies  for  each  SNP  using  custom  python  and  R  scripts  (available  from:

https://github.com/RAWWiberg/ThCh5).

BayeScEnv

Recent developments in the analytical methods to identify outlier loci based on

FST have produced several software tools (Foll & Gaggiotti 2008; de Villemereuil &

Gaggiotti 2015). In particular, the need to identify loci that underlie local adaptation in

various  contexts  motivated  the  software  BayeScEnv  (de  Villemereuil  &  Gaggiotti

2015). BayeScEnv uses a population genetic model of population differentiation and

tests  for  a  relationship  between  genetic  differentiation  (FST)  and  environmental

differentiation  across  populations  (de  Villemereuil  &  Gaggiotti  2015).  The  method

compares models with and without the additional term giving a relationship between

environmental and genetic differentiation. This way the signals of differentiation above

that expected from demographic effects (differences in Ne or migration) or a model of

other locus-specific effects (e.g. background selection, variation in mutation rates; de

Villemereuil & Gaggiotti 2015) are accounted for. In this study, the the first two PCs

(see above) were entered one at a time as the environmental explanatory variable. The

input for BayeScEnv are the allele frequencies for each SNP, given as counts of the

major and minor alleles, within all 6 populations as well as the environmental variables

from each population. As with the quasibinomial GLMs (see above), the allele counts

were scaled to  neff. Input files for BayeScEnv were generated using in-house scripts

(available from: https://github.com/RAWWiberg/ThCh5).

5.2.4 Functional Genomic Analysis

The  closest  genes  to  the  SNPs  showing  a  significant  relationship  to
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environmental  differenatiation  among  the  populations  was  extracted  from  the  D.

montana  annotation with the closestBed routine from bedtools (v. 2.17.0; Quinlan  &

Hall  2010).  The  D. virilis orthologs  of  these  D. montana genes  were  submitted  to

DAVID (v.  6.8;  Huang  et  al.,  2009a;  2009b).  A  functional  cluster  was  considered

significant if the enrichment score (ES; the geometric mean of -log(p-values) of GO

terms in  the  functional  group)  was  >  1.3,  corresponding to  a  mean p-value  < 0.05

(Huang et al., 2009b). 

The  gene  lists  were  also  submitted  to  the  phenotype  enrichment  analysis

software DroPHEA (Weng & Liao 2011) which tests for an enrichment of genes in

different mutant phenotype categories. The gene lists were also manually checked for

genes previously associated with latitudinal clines or relevant phenotypes known to vary

clinally in D. montana. 

Finally, I take advantage of data from recent RNA-seq experiments which have

uncovered  a  number  of  genes  showing  differential  expression  (DE)  under  cold

acclimation (Parker et al., 2015), diapause (Kankare et al., 2016), and changes in the

photoperiod (Parker et al., 2016). I ask how much overlap there is between DE genes in

these studies and those genes closest to SNPs which show significant association with

environmental  variables.  Using a  simple  bootstrap  approach to  ask what  amount  of

overlap is  expected by chance if  an equal  number of genes are drawn from the  D.

montana  annotation at  random. Only genes that for which a reliable ortholog in  D.

virilis is identified are used from these published datasets.

5.3 Results

5.3.1 Mapping and SNP Calling 

The total number of SNPs in the dataset was 2,980,157. From the data available

on linkage groups (Parker et al., in prep) some scaffolds can be assigned to chromsomes

in their appropriate order (but not orientation). After removing small (< 10kb) scaffolds,

1,195 scaffolds (with a mean length of ~40kb can be arranged onto four autosomal

chromosomes and on one X-chromosome linkage group (herafter simply referred to as

chromosomes). Due to the difficulty of accurately estimating allele frequencies from

pools of individuals where different numbers of males and females are sequenced the
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scaffolds mapped to the X-chromosome are excluded from the below analyses. The total

number of SNPs on scaffolds > 10kb and not  on X-linked scaffolds was 2,559,863

SNPs. Of these,  802,221 SNPs are distributed across the scaffolds arranged on four

chromosomes. Analyses and multiple test correction were performed for the full set of

2,559,863 SNPs.

5.3.2 Climate Data

PC analysis  (PCA) of the WorldClim climate data  was performed for  all  24

populations  from  which  D.  montana  have  been  identified  and  climate  data  were

collected. These results revealed four principle components (PCs) that together exaplain

~98% of the variation (figure 5.3). The first two principle components seem to split the

populations roughly first by a measure of “distance inland” (PC1) and then by latitude

(or altitude) (PC2). PC1 explains ~55% of the variation (figure 5.3 and figure 5.4) and

loads heavily on climate and biological variables that are associated with precipitation

and temperature e.g. “Mean Temperature of Coldest Quarter”, “Precipitation of Wettest

Month”,  “Annual  Precipitation”.  This  maps  intuitively  on  to  the  populations.  The

highest  scoring  population  for  PC1  is  Ashford  (figure  5.4)  which  is  a  southern

population on the pacific coast and as such receives most  rain but also experiences

warm summers and mild winters. Meanwhile, PC2 explains ~23% of the variation and

loads heavily on biological variables that are associated with latitudinal clinality, e.g.

“Mean Diurnal [Temperature] Range,” and “Isothermality” which is the diurnal range

divided by the mean “Annual [Temperature] Range.” This also maps onto populations

quite intuitively; high scoring populations have higher latitude (figure 5.1, figure 5.4,

table 5.1). The remaining principle components (PC3 and PC4) explain ~11.5 and 5% of

the variation respectively and are not capturing as much of the climatic variaiton as the

first two components.
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Figure 5.3. Barplot showing the eigenvalues of the principal components

(PCs) The dashed blue line in the main figure delineates the threshold for

including a PC in further analyses and represents and eigenvalue of 1.

The  inset  figure  shows  the  cumulative  variance  explained  by  each

additional principal component. The blue dashed line in the inset figure

delineates 98% of the variation explained. The data shown are for a PC

analysis with all 24 D. montana populations for which climate data were

collected.
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Figure 5.4. 1st and 2nd principle components (PC1 and PC2) from a

PCA analysis of 54 climate variables from WorldClim (Hijmans et

al., 2005). PC1 explains 54.35% of the variance while PC2 explains

23.74%. Populations sampled for pool-seq are given as blue circles

and named while the remaining populations are given as red squares

(Finnish populations) or triangles (North American populations).

If the data are subset to only the 6 populations sampled for pool-seq the first four

PCs still explain ~98% of the variation. In fact, 29 of 32 variables that load strongly on

PC 1 also load strongly on PC 1 in the first analysis including all populations. Similar

results hold for PC 2 where two out of 5 strongly loading variables also load strongly in

the first analysis. The two first PCs also explain similar amounts of the variation in both

analyses. PCs 1 and 2 explain ~59 and 21% of the variation respectively in the latter

analysis (figure 5.5). PCs 1 and 2 also map intuitively to the geographical locations of

the populations. A higher score on PC1 is again associated more inland populations

while a lower score on PC2 is associated with higher latitudes (or altitude in the case of
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Crested Butte). As before, the remaining PCs explain much less of the variation and

therefore do not capture much of the environmental variation. Taken together, these

results suggest the subset of populations that were sampled for pool-seq give a very

good representation of the climatic variation experienced by this species throughout it’s

range.  Thus,  any  relationship  between  environmental  variables  and  genetic

differentiation in the samples selected for pool-seq is more likely to reflect true patterns

across the populations. For all downstream analyses the PC1 and PC2 values, from the

PCA including all populations, for each of the populations sampled for pool-seq were

used as explanatory variables in the quasibinomial GLMs or as input to BayScEnv (see

below).

Figure 5.5. Principle components (PCs) 1 and 2 from a

PCA of 55 bio-climatic variables for the 6 populations that

were sampled for pool-seq.

5.3.3. Patterns of Genetic Diversity

Figure 5.6 gives the overall levels of nucleotide diversity (π) and Tajima’s D for

each population in this study. Generally diversity is a little bit lower among the two
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norther  Finnish  populations  than  among  the  North  American  populations,  perhaps

indicating a relatively recent bottleneck. One outlier  is the Crested Butte population

which has substantially lower diversity than other populations. These patterns are seen

also in Tajima’s D (figure 5.6) which show a strongly negative value for Crested Butte

indicating an excess of rare alleles genome-wide.

Figure  5.6. Estimates  of  A)  nucleotie  diversity  (π)  and  B)  Tajimas’D.

Calculations  were  made  within  non-overlapping  10kb  windows.  Calculations

were performed in PoPoolation (v. 1.2; Kofler et al., 2011)
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5.3.4 Clinal Analysis: 

Quasibinomial GLMs

Results from quasibinomial GLMs suggest that they perform rather poorly in

this study. P-value distributions are in some cases substantially inflated for intermediate

p-values (figure 5.7). Such a distribution does not allow for multiple test correction by

conventional methods (e.g. q-values) and usually reflect a poor fit of the model to the

data.  For  this  reason  we  consider  them  unreliable  (see  discussion  for  potential

explanations). Indeed, attempting to correct for multiple testing by q-values results in no

significant hits (q-values < 0.05) (figure 5.7 D).

Figure 5.7.  log-log plots of expected and observed p-values from quasibinomial

GLMs with A) altitude, B) PC1 and C) PC2 as explanatory variables. Inset figures

in A), B) and C) show the distribution of p-values. D) gives a summary of the p-

value to q-value conversion for PC1 as an illustration.
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BayeScEnv

In total,  2,559,863 SNPs are analysed in BayeScEnv. Results from BayeScEnv

find  several  SNPs  with  a  significant  relationship  between  FST and  environmental

differentiation  among  populations  (figures  5.8  and  5.9). For  PC1  4,095  SNPs  are

significantly associated with the environmental variable (figure 5.8). The top SNPs are

not evenly distributed among the  chromosomes. The total number of SNPs is uneven

across the major autosomal chromosomes (χ2=23880, d.f. = 3, p < 0.001) and this trend

does not seem to be related to the length of the  chromosomes, i.e. there is no clear

relationship between the length of the chromosome and the number of SNPs (although

there  are  too few data  points  for  any meaningful  correlation test).  Despite  this,  the

distribution of the number of significant SNPs is also highly skewed (χ2=2016.7, d.f. =

3, p < 0.001). This pattern holds if the observed proportions of all SNPs on the linkage

groups are  used as  the expected  proportions  of  top SNPs (χ2=1691.3,  d.f.  =  3,  p  <

0.001). While chromosome three has the most SNPs in total, chromosome four has far

more significant SNPs (2,255) than the other chromosomes (Chr 2: 470 SNPs, Chr 3:

674, Chr 5: 606; figure 5.8). Several SNPs also show a significant relationship with PC2

(figure 5.9). Many of the peaks seem to be shared between PC1 and PC2 (figures 5.8

and 5.9). Indeed the set of significant SNPs overlap by 26.9% (N = 1,937). PC1 has

2,158 (30% of all SNPs) private SNPs and PC2 has 3,106 (43.1% of all SNPs) private

SNPs.

5.3.5 Functional Analysis

The significant SNPs from BayeScEnv analysis of PC1 all lie within 1Mb of

annotated genes.  In total,  there are 731 unique genes within 1Mb of the significant

SNPs.  Meanwhile,  there  are  713 genes  within  1Mb of  the  significant  SNPs  in  the

analysis of PC2. The overlap in the genes for PC1 and PC2 is high (508; 54%). PC1 has

a unique set of 223 genes and PC2 has a unique set of 205 genes. DAVID enrichment

analysis of these sets indicates that they are strongly enriched for several annotation

clusters (table 5.4) including ion transport,  transmembrane proteins, lipoproteins and

lipases  (table  5.4).  Meanwhile,  these  same genes  show a significant  enrichment  for

phenotypic  classes  such  as  “eclosion  defective”,  “phototaxis  defective”,

“neurophysiology defective”, and “hyperplasia.”
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Figure 5.8.  Manhattan plot of -log10(q-values) for  g parameter in BayeScEnv which

shows the degree of association between FST at a SNP and PC1. Alternating grey and

black coloured points show different scaffolds. The red horizontal line shows the q-

value = 0.05 threshold. Panels are the different linkage groups (chromosomes) to which

scaffolds can be anchored.
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Figure 5.9. Manhattan plot of -log10(q-values) for the g parameter in BayeScEnv which

shows the degree of association between FST at a SNP and PC2. Alternating grey and

black coloured points show different scaffolds. The red horizontal line shows the q-

value = 0.05 threshold. Panels are the different linkage groups (chromosomes) to which

scaffolds can be anchored.
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Table  5.4.  Significant  DAVID  functional  clusters  of  genes  within  1Mb  of  SNPs

significantly  associated  with PC1 and PC2 in BayeScEnv.  Given are  the GO terms

within each cluster along with their individual Benjamini-Hochberg corrected p-values

as well as the enrichment score (E). The table is split into enrichment analysis for the

genes common to PC1 and PC2, those unique to PC1, and those unique to PC2. Each

cluster contains several GO terms as defined by different sources, these sources are

given in square brackets. E is the geometric mean of individual GO term p-values, in

-log10 scale, these means are given in brackets with the enrichment score.

Cluster GO terms (Adj. p-value) E

Clusters from Genes Common to PC1 and PC2

1 [INTERPRO] Immunoglobulin V-set (0.012)

[INTERPRO] Immunoglobulin subtype 2 (0.14)

[INTERPRO] Immunoglobulin subtype (0.14)

[INTERPRO] CD80-like, immunoglobulin C2-set (0.13)

[SMART] IGc2 (0.18)

[SMART] IG (0.14)

[INTERPRO] Immunoglobulin-like fold (0.53)

[UP_KEYWORDS] Immunoglobulin domain (0.21)

[INTERPRO] Immunoglobulin I-set (0.9) 

2.86 

(0.001)

2 [UP_KEYWORDS] Lipoprotein (0.16)

[UP_KEYWORDS] Glycoprotein (0.20)

[UP_KEYWORDS] GPI-anchor (0.22)

[GOTERM_CC_DIRECT] anchored component of membrane 

(0.71)

1.72 

(0.02)

3 [UP_KEYWORDS] Membrane (0.18)

[UP_KEYWORDS] Transmembrane helix (0.21)

[UP_KEYWORDS] Transmembrane (0.20)

[GOTERM_CC_DIRECT] integral component of membrane (1.0)

1.51 

(0.03)

4 [INTERPRO] Sodium (0.78)

[GOTERM_MF_DIRECT] neurotransmitter: sodium symporter 

activity (0.98)

[UP_KEYWORDS] Symport (0.42)

1.47 

(0.03)
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5 [UP_KEYWORDS] Potassium (0.27)

[UP_KEYWORDS] Transport (0.18) 

[UP_KEYWORDS] Voltage-gated channel (0.18)

[INTERPRO] Potassium channel, voltage dependent, Kv (0.67)

[UP_KEYWORDS] Potassium channel (0.21)

[UP_KEYWORDS] Ion channel (0.21)

[GOTERM_CC_DIRECT] voltage-gated potassium channel 

complex (0.85)

[UP_KEYWORDS] Ion transport (0.21)

[INTERPRO] Voltage-dependent potassium channel, four helix 

bundle domain (0.95)

[INTERPRO] Potassium channel tetramerisation-type BTB domain 

(0.97)

[GOTERM_BP_DIRECT] protein homooligomerization  (1.0)

[UP_KEYWORDS] Potassium transport (0.34)

[GOTERM_MF_DIRECT] voltage-gated potassium channel activity

(1.0)

[INTERPRO] Ion transport domain (0.99)

[INTERPRO] BTB/POZ-like (0.99)

[INTERPRO] BTB/POZ fold (0.99)

[SMART] BTB (1.0)

1.42 

(0.04)

Clusters from Genes Unique to PC1

1 [INTERPRO] DnaJ domain (0.83)

[INTERPRO] DnaJ domain, conserved site (0.64)

[SMART] DnaJ (0.83)

2.09 

(0.008)

2 [INTERPRO] DnaJ domain (0.83)

[INTERPRO] Chaperone DnaJ, C-terminal (0.76)

[INTERPRO] HSP40/DnaJ peptide-binding (0.76)

[GOTERM_BP_DIRECT] protein folding (1.0)

1.7 

(0.02)

3 [INTERPRO] Leucine-rich repeat (0.77)

[INTERPRO] Lecine-rich repeat, typical subtype (0.95)

[SMART] LRR TYP (0.80)

1.47 

(0.03)
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4 [SMART] EGF (0.74)

[INTERPRO] Epidermal growth factor-like domain (0.95)

[INTERPRO] EGF-like, conserved site (0.99)

1.31 

(0.05)

5 [INTERPRO] Lipase (0.86)

[INTERPRO] Lipase, N-terminal (0.86)

[GOTERM_BP_DIRECT] lipid metabolic process (0.96)

[GOTERM_BP_DIRECT] extracellular region (0.96)

[UP_KEYWORDS] Secreted (0.88)

1.31 

(0.05)

Clusters from Genes Unique to PC2

1 [UP_KEYWORDS] Leucin-rich repeat (0.012)

[INTERPRO] Toll/interleukin-1 receptor homology (TIR) domain 

(0.98)

[SMART] TIR (0.70)

[INTERPRO] Leucine-rich repeat (0.99)

[INTERPRO] Leucine-rich repeat, typical subtype (0.93)

[SMART] LRR TYP (0.91)

[GO_TERM_DIRECT] signal transduction (1.0)

1.8 

(0.02)

2 [INTERPRO] Ankyrin repeat (0.92)

[INTERPRO] Ankyrin repeat containing domain (0.88)

[SMART] ANK (0.82)

[UP_KEYWORDS] ANK repeat (0.85)

1.31 

(0.05)

Overlap of the genes identified here and those identified in previous studies is

relatively  low.  Only  7  of  the  936 unique  genes  (0.7%) are  also  reported  as  DE in

response to cold acclimation from Parker et al., (2015). While this overlap is low, it is

greater than expected by chance (empirical p-value < 0.01 from 1,000 bootstrap samples

of 936 genes). The overlap with DE genes from a study on whole diapausing or non-

diapausing  flies  showed  more  overlap  (~66%),  again  this  was  much  greater  than

expected by chance (empirical p-value < 0.01 from 1,000 bootstrap samples of 939

genes). Finally, comparison with a set of genes that are DE in response to changing light

conditions in diapausing and non-diapausing flies (Parker et al., 2016) gives a lower
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overlap of ~1%. However,  this is still  significantly greater than expected by chance

(empirical p-value < 0.05 from 1,000 bootstrap samples of 939 genes). In total, there are

11 genes which occur in at least two of these transcriptome datasets (table 5.5). If these

genes are consistently under selection in parts of the D. montana range then signatures

of selective sweeps or background selection might be expected (e.g. negative Tajima’s

D). Figure 5.9 shows the patterns of Tajima’s D for 100kb up- and down-stream of the

focal genes in table 5.5. Despite the low resolution and the difficulty in determining the

orientation  of  scaffolds  on  the  linkage  groups,  in  some  cases  there  seems  to  be  a

reduction  in  Tajima’s  D in  the  most  northern  populations  (Oulanka and Korpilahti,

Finland) and the high altitude population (Crested Butte, Colorado) when compared to

the other populations. For example,  the gene  Sterile20-like kinase (Slik)  co-localises

with a trough of  Tajima’s  D in  Oulanka,  Korpilahti,  and Crested Butte  populations

while Ashford, Terrace and Seward show values of Tajima’s D closer to zero (figure

5.10). A second gene,  yolk protein 3  (Yp3),  is also associated with such a pattern of

Tajima’s D (figure 5.10).

Several other genes also lie near SNPs with an association to PC1, PC2 or both.

While they occur within 1Mb of SNPs showing an association with climatic variables

some  of  the  patterns  of  Tajima’s  D around  the  genes  also  show  the  characteristic

footprint  of selective sweeps or background selection.  For example upstream of the

gene glass (gl) is a strong dip in Tajima’s D across all populations (figure 5.11). Similar

pattern is  seen near  the  inactivation no afterpotential  C  (inaC) and  sine oculis (so)

which both localise to a small region on the same scaffold (figure 5.11). However, inaC

is linked to SNPs associated with PC1 while so is linked to SNPs assocated with PC2.
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Table 5.5 The genes that are found near SNPs showing a relationship with PC1,

PC2, or both which are also differentially expressed (DE) in at least two of the

previous gene expression studies.

Gene Function SNPs Evidence of DE in:

CG42313 Unknown PC1 and 

PC2

Kankare et al., 2016; 

Parker et al., 2016

Pex12 Peroxisome protein; Sperm 

development

PC1 and 

PC2

Kankare et al., 2016; 

Parker et al., 2016

CG9008 Unknown PC1 and 

PC2

Parker et al., 2015; 

Kankare et al., 2016

Yp3 Embryo development PC1 and 

PC2

Kankare et al., 2016; 

Parker et al., 2016

Slik Regulation of mitosis; Cell 

proliferation in imaginal disc.

PC1 and 

PC2

Kankare et al., 2016; 

Parker et al., 2016

Dvir\GJ18078 Unknown PC1 Kankare et al., 2016; 

Parker et al., 2016

Inos Myo-inositol synthesis; Cold 

tolerance

PC1 Parker et al., 2015; 

Kankare et al., 2016

Ltn1 Zinc ion binding; sleep PC2 Kankare et al., 2016; 

Parker et al., 2016

Dvir\GJ16316 Unknown PC2 Kankare et al., 2016; 

Parker et al., 2016

Vri Transcription factor; Circadian 

rhythm; repressor of Clk and cry

PC2 Parker et al., 2015; 

Kankare et al., 2016

Sap47 Required for synaptic and 

behavioral plasticity

PC2 Kankare et al., 2016; 

Parker et al., 2016
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Figure 5.10.  Patterns of Tajima’s D around the focal genes in table 5.5. The genic

region is given by a dark green bar at the top of each panel. Alternating colours of lines

show different scaffolds. Scaffolds are placed in the correct order but the orientation of

each scaffold is unknown. Different line types show the different populations. Tajima’s

D was calculated using PoPoolation2 (v. 1.2; Kofler et al., 2011)
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Figure 5.11. Patterns of Tajima’s D near focal genes that occur near SNPs associated

with the climatic variables PC1, PC2 or both. The genic region is given by a dark green

bar  at  the  top of  each panel.  Alternating colours  of  lines  show different  scaffolds.

Scaffolds  are  placed  in  the  correct  order  but  the  orientation  of  each  scaffold  is

unknown.  Different  line  types  show  the  different  populations.  Tajima’s  D  was

calculated using PoPoolation2 (v. 1.2; Kofler et al., 2011)
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5.4 Discussion

Identifying  loci  underlying  local  adaptation  and  population  divergence  will

provide useful insights into the process of population differentiation and speciation. A

fruitful approach is to study populations that vary continously in climatic or latitudinal

clines (Endler 1973; Kolaczkowski et  al.,  2011; Cheng et  al.,  2012; Bergland et  al.,

2014;  Machado  et  al.,  2015;  Takahashi  2015;  Kapun  et  al.,  2016).  The  fruitfly  D.

montana is  distributed  throughout  the  northern  hemisphere  and  is  found  at  higher

altitudes further south (Throckmorton 1982). It is one of the most cold-tolerant species

of  fruitflies  and  overwinters  in  adult  reproductive  diapause  (Throckmorton  1982).

Previous population genetic studies have not found substantial genetic differentiation at

microsatellite  markers  among  populations  of  D.  montana  in  Finland, indicating

substantial gene flow (Tyukmaeva et al., 2011). At the same time there are differences

between populations  in  various  ecologically  important  traits  like diapause and cold-

tolerance  (Tyukmaeva et  al.,  2011;  Vesala  & Hoikkala  2011;  Vesala  et  al.,  2012a;

2012b; 2012c). This variation among populations in important, adaptive traits coupled

with the environmental variation throughout its range presents a valuable opportunity

for  understanding  the  forces  that  shape  locally  adapted  genomes  in  spite  of

homogenising gene flow. In this chapter I have taken advantage of recently developed

genomic resources in D. montana (Parker et al., in prep) and the extensive resources in

other  Drosophila  species to conduct a population genomic analysis of populations at

different latitudes from North America and Finland.

In general, patterns of genetic diversity are similar across the populations with

Finnish populations showing slightly lower nucleotide diversity (π) overall than North

American populations. This pattern is consistent with a recent population bottleneck and

subsequent  expansion  in  Finland  (Mirol  et  al.,  2007).  In  general  the  patterns  of

nucleotide diversity across the populations are consistent with recent estimates from

mitochondrial  DNA.  Finnish  and  Canadian  populations  have  lower  diversity  than

populations from further south in N.A. (Mirol et  al.,  2007). Mitochondrial data also

indicated a smaller Ne in among Finnish populations, consistent with lower nucleotide

diversity (Mirol et al., 2007). 

The one outlier is the high altitude population at Crested Butte which shows very
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low π and strongly negative values of Tajima’s D overall. Negative values of Tajima’s

D are often interpreted as evidence for selective sweeps or background selection (Huber

& Lohmueller 2016). However, neither of these processes should reduce these statistics

throughout the genome. An alternative explanation is a recent bottleneck and population

contraction followed by a recovery period. It is unclear whether populations in Crested

Butte survive the entire winter where they were collected or whether they overwinter

further  down  the  slope  and  recolonise/expand  into  new  habitat  every  spring.  Such

oscillations might produce local populations which are depleted in genetic diversity.

Thus inference about selective sweeps in this population should be made with caution

and further population genomic sampling will be required at different altitudes through

successive years to determine whether this is the case.

Nevertheless, many SNPs show an association between genetic differentiation

among populations and environmental differentiation across the environmental variables

in PC1 and PC2 from a PCA of climatic data. This study shows that chromosome four

contains a disproportionate number of thes SNPs. Interestingly, other studies show that

chromosome four  harbours  QTL for  several  ecologically  relevant  phenotypes  in  D.

montana  (Tyukmaeva et al., 2015). One explanation for this result is strong selection

and high rates  of  hitchhiking resulting  in  many SNPs  with  similar  allele  frequency

patterns  across  populations.  Another  alternative  is  that  co-localised  variants  in  this

region are contributing to local adpatation. D. montana as a species is polymorphic for

many inversions,  including on chromosome four  (Stone 1960; Morales-Hojas  et  al.,

2007). These inversions show patterns of fixation and polymorphism across populations

that suggest they are not driven by neutral drift (Morales-Hojas et al., 2007). However,

these inversions and their clinal distributions remain understudied.

Inversions  have  often  been  found  to  vary  clinally  and  contribute  to

differentiation throughout the cline (e.g. Kolaczkowski et al., 2011; Cheng et al., 2012;

Kapun  et  al.,  2016).  Such  findings  are  consistent  with  a  more  important  role  for

inversions in adaptation than previously thought (Hoffman & Riesberg 2008).  Other

traits  that  delineate  different  populations  of  this  species  and  may,  to  some  extent,

contribute to reproductive isolation between them (Jennings et al., 2014), also localise

to regions with known polymorphic inversions  (Schäfer  et  al.,  2010;  Schäfer  et  al.,

2011; Lagisz et al., 2012). Taken together, our lack of knowledge about the distribution
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inversion polymorphisms in this species is a crucial gap in our understanding of the

patterns  of  genomic  variation,  and  represents  an  area  in  which  results  would  yield

fruitful further insights in the geographic distribution of alleles and phenotypes as well

as the forces that drive them.

The recent efforts to sequence the genome of D. montana also surveyed the rates

of molecular evolution in cold tolerant and non-cold tolerant species of Drosophila. The

genes found to be evolving at  faster rates in cold-tolerant species were found to be

enriched for many of the same functional categories as in this study (e.g. Leucine-rich

repeat, Glyco- and Lipo-proteins, membrane proteins, ion transporters; Parker et al., in

prep.). This suggests that the same types of pathways involved in conferring greater

cold-tolerance on different species are under selection in current populations in response

to climatic stressors. For example, ion transport and homeostasis is an important part of

cold  tolerance  adaptations  across  Drosophila  (MacMillan  et  al.,  2015a;  2015b).  In

particular,  the  hemolymph  concentrations  of  Na+ and  K+  are  correlated  with  cold

tolerance (MacMillan et  al.,  2015a).  Similarly,  membrane proteins  and lipids  are an

important  determinant  of  membrane  and  cuticular  permeability  at  different

temperatures,  which  in  turn  has  an  effect  on  the  resistance  to  desiccation  stress  in

insects (Gibbs 2002; Stanziano et al.,  2015). There is also evidence for a close link

between  the  desiccation  stress  response  and  cold  tolerance  across  species  and  in

Drosophila in  particular,  suggesting  an  overlap  in  some  of  the  pathways  involved

(Sinclair  et  al.,  2007).  These  results  indicate  that  some  of  the  same  biochemical

processes that are being targeted by selection on larger scales (across species; Parker et

al.,  in prep.) are also involved in local adaptation for different populations within a

species. Further confirmation of this trend would provide a nice link between “micro-”

and “macro-” evolutionary processes.

Adaptations  involved  in  cold  adaptation  and  diapausing  behaviours  in  D.

montana seem to be intricately linked (Vesala et al., 2011). Diapause depends on the

photoperiod calendar which senses the change in photoperiod throughout the seasons

and  induces  developmental  changes  (Koštál,  2011). A  related  phenomenon  is  the

circadian clock which has been a topic of much study in Drosophila (Schlichting et al.,

2016;  Hellfrich-Förster  2017).  The  extent  to  which  these  systems  are  linked  by  a

common molecular mechanism remains unknown but the available evidence points to a
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role  for  canonical  “clock”  genes  (like  tim)  in  sensing  the  potoperiod  and changing

seasons (Koštál, 2011). The biochemical function of the circadian clock involves both

negative and positive feedback loops of transcription factors which in conjunction with

other  tissue  specific  transcription  factors  contribute  to  rhythmicity  in  other

physiological  processes  (Hellfrich-Förster  2017).  Meanwhile  the  entrainment,  the

regulation of the rhythms with respect to the outside environment, is strongly dependent

on the photoperiod (light/dark cycles) and reception/transduction of these signals by the

compound  eye  (Shlichting  et  al.,  2016;  Hellfrich-Förster  2017)  but  also  of  daily

temperature cycling (Hellfrich-Förster 2017). In this context, I highlight a few genes

which  lie  near  SNPs  that  show  an  association  between  genetic  and  environmental

differentiation among populations. 

Photoreception and Entrainment of the Circadian Clock

Photoreception  in  insects  occurs  via  the  compound  eye  but  also  via  light

sensitive organs called “eyelets” (Hellfrich-Förster et al., 2002; Hellfrich-Förster 2017).

In  glass/sine  oculis  double mutants,  which  do  not  have  functional  “eyelets”,  or

compound eyes, the entrainement of the circadian clock is defective (Hellfrich-Förster

et  al.,  2002;  Hellfrich-Förster  2017).  The genes  glass  and  sine oculis  are important

transcription factors which are necessary for the correct patterning of compound eyes

and eyelets as well as the expression of phototransduction proteins (Hellfrich-Förster et

al., 2002). As such they play a role in building the organs which transmit information

about  the  external  environment  to  the  internal  circadian  clock.  Meanwhile  the gene

inaC (or eye-PKC) is an important mediator of the visual signalling pathway (Wang et

al.,  2008).  Thus,  several  genes  important  in  the  formation  and  function  of  organs

involved in the entrainment and photoperiod dependent cycling of circadian rhythms are

linked to SNPs that show an association with environmental variables.

Circadian Rhythms

The genes  timeless  (tim), Clock (clk), supernumerary limbs (slmb), vrille  (vri),

timeout, aurora borealis (bora), and discs overgrown (dco) all occur near SNPs which

are significantly associated with environmental variation among the populations in this

study. These are all related to the function of the circadian clock in various ways. Clk is
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central  to the circadian rhythm system and regulates several physiological processes

(Hellfrich-Förster  2017).  tim functions  as  a  mediator  between  external  light

environment and inhibition of different parts of per/clk cycling (Hellfrich-Förster 2017).

Variants  of  tim are known to  have  a  latitudinal  clinal  distribution  in  European  D.

melanogaster with higher frequencies in the south (Tauber et al., 2008; Pegoraro et al.,

2017), the opposite pattern is seen in populations in the eastern United States (Pegoraro

et al., 2017). One variant of this gene (ls-tim) shows faster rates of entry to diapause in

response  to  the  photoperiod  (Tauber  et  al.,  2008;  Pegoraro  et  al.,  2017). However,

European clines in the diapausing phenotype are not related in a simple manner to the

frequencies of the ls-tim allele highlighting the polygenic nature of a complex trait like

diapausing  behaviour  as  well  as  the  effect  that  novel  mutations  have  on  adaptive

phenotypic clines (Pegoraro et al., 2017). Nevertheless, it is a prime candidate gene at

the interface of the outside light environment and internal circadian clocks. 

A recent study of diapausing D. melanogaster found transcriptional responses in

several  genes.  In particular,  both  tim and  bora (aurora borealis)  were differentially

expressed in flies diapausing for 3 weeks compared to 1 week old flies (Kuçerova et al.,

2016).  A  study  of  activity  rhythms  and  per/tim expression  cycling  in  D.  montana

revealed  that  expression  cycling  is  broadly  similar  between  diapausing  and  non-

diapausing flies within the same photoperiod regime (Kauranen et al., 2016). Overall,

tim and per showed very different patterns of cycling compared to D. melanogaster in

similar photoperiod treatments (Kauranen et al., 2016). These results  further highlights

the need to investigate the expression patterns of these genes before and during diapause

entry in flies from different populations (Kauranen et al., 2016).

Parker et al., (2015a) observed differential expression of vri in response to cold

acclimation, as well as several other genes involved in the regulation of the circadian

clock.  vri  is  a  repressor  of  clk transcription  and  thereby  contributes  to  clk  cycling

(Hellfrich-Förster  2017).  In another  study,  dco and  slmb were shown to have lower

expression  in  diapausing  than  reproductively  active  females  (Kankare  et  al.,  2010).

Although  slmb was  also  downregulated  in  older  non-diapausing  flies  compared  to

young  non-diapausing  flies  suggesting  that  age  and  not  diapause  might  be  driving

changes in transcription.  Slmb is involved in the binding of phosphorylated  per and

movement to the proteasome for degradation (Hellfrich-Förster 2017). Meanwhile, dco
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(also called DBT) is also involved in the binding and degradation of  per (Hellfrich-

Förster  2017)  and  is  listed  with  several  mutant  phenotypes  in  FlyBase  including

locomotor and eclosion rhythms.

Cold Acclimation and Cold Tolerance

In a recent study, diapausing and non-diapausing flies were also investigated for

transcriptional  differences in  D. montana with several genes  showing transcriptional

differences between flies kept in different light cycles, diapausing or non-diapausing

flies, as well as their interaction (Parker et al., 2015). In D. montana an RNA-seq study

was carried out to identify transcriptional responses to cold-shock and transcriptional

changes during cold-acclimation. Several previously identified genes were observed to

change  expression  levels  (Parker  et  al.,  2015).  One  novel  gene  was  Inos, which

produces the protein myo-inositol-1-phosphate synthase, a part of the inositol synthesis

pathway (Parker et al., 2015). Knockdown RNAi experiments confirmed that reducing

the expression of Inos leads to higher rates of mortality when exposed to cold (Vigoder

et al.,  2016). Another example is  DnaJ-1 (also called Hsp40) which is a heat shock

chaperone protein constitutively expressed in Drosophila (Neal et al., 2006; Colinet et

al.,  2010).  DnaJ-1  was observed to be upregulated in  response to  heat  stress in  D.

melanogaster (Neal et al., 2006). It also shows lower levels of expression during cold

stress  in  D.  melanogaster,  followed  by  an  increase  in  expression  during  recovery

(Colinet et al., 2010). Similarly, in response to cold shock DnaJ-1 is upregulated in the

Collembolan Folsomia candida (Waagner et al., 2013). This gene is downregulated in

response to cold acclimation in  D. montana (Vesala et al.,  2012c) Other heat shock

proteins (Hsps) have also been found to show changes in expression during cold stress

indicating a wider role for them in temperature stress responses that vary across taxa

(Vesala et al., 2012c).

In  sum,  many  genes  are  involved  in  the  form  and  function  of  the  general

components of photoperiod dependent circadian clock. Undoubtedly many complicated

interactions between genes play a role and there are still  gaps in our understanding.

Nevertheless, several of the genes that in this study are linked to SNPs showing an

assocation with environmental variation are directly involved in these processes and

therefore present prime candidates for further study. Follow up work should strive to
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use technologies such as RNA interference (RNAi) or CRISPR/Cas9  (e.g. Vigoder et

al., 2016) to validate these and other genes for the contribution of variants to variation

in cold tolerance and diapause response.

Studying  species  that  show  clinal  distributions  of  traits  can  help  our

understanding the forces that drives population divergence and local adaptation. Perhaps

the  best  studied  species  with  clinal  variation  in  traits  is  Drosophila  melanogaster

(Adrion  et  al.,  2015).  Clines  in  cold-tolerance,  body  and  wing  size  among  other

phenotypes are known from North America and Australia (e.g. Kolaczkowski et al.,

2011; Machado et al., 2015; Adrion et al., 2015). Study of these clines has revealed

some evidence of adaptive clines in individual gene alleles (e.g. Schmidt et al., 2008)

and inversions (Kapun et al., 2016). However, there are also cautionary notes that clinal

genetic variation can also be produced by largely demographic processes. For example,

Machado et al., (2016) found that genomic clines in D. simulans are not as stable across

seasons as those in D. melanogaster and that isolation by distance patterns were not as

strong in  D. simulans.  The authors suggested that clines in  D. simulans  could be the

result of strong bottlenecks in winter at higher latitudes (resulting in low diversity at

high latitudes) and subsequent summer gene flow from further south (Machado et al.,

2016). Similar results are seen in this study for the high altitude population at Crested

Butte  which  shows extremely  low diversity  throughout  the  genome.  Clearly  further

work is needed to assess the contributions of demographic processes to the maintenance

of the geographic patterns in genetic diversity also in D. montana. 

Other  studies  have  cast  additional  complexity  even  on  the D.  melanogaster

clines in North America and Australia. These populations are very recent colonisations

and there is now evidence to suggest there has been recent admixture from ancestrally

European and African populations in both contintents that contribute to some of the

clinal patterns in allele frequencies (Bergland et al., 2016). These types of demographic

effects  on  pattern  is  less  likely  in  D. montana because current  distributions  of  this

species are likely much older (Mirol et al., 2007).

Finally,  this  study  has  provided  some  methodological  insights  as  well.  The

observation that quasibinomial GLMs do not seem to behave well in this scenario is a

useful result. This is clear from the distribution of p-values which do not follow the

expected distributions  (either a uniform distribution or one skewed toward lower p-
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values). This is probably due to a combination of factors. First correlated p-values at

closely linked SNPs may produce an abundance of p-values of a particular class. Second

non-linear relationships between the allele frequencies and latitude or environmental

differentiation  will  produce  spurious  p-values  if  a  linear  regression  is  performed.

Regardless, it is clear that p-value distributions are not as expected and thus correction

for multiple testing by standard methods (here q-values) produce dubious results. The

methods employed in BayeScEnv perform much better to uncover associations. Finally,

another  potential  approach  which  may  perform  well  is  to  apply  the  beta-binomial

Gaussian process (BBGP) method of Topa et al., (2015). While this was developed to

study time-series experimental evolution data in theory it should apply equally well to

continuous variables like latitude.

5.5 Concluding Remarks

Studying clines of populations that vary in ecologically important phenotypes

will give insights into population divergence and speciation. With the advent of next

generation  sequencing  it  has  become  possible  to  investigate  the  loci  that  underlie

variation in interesting traits and to study how genetic differentiation progresses. In this

chapter I took advantage of clines of the frigophilic fruitfly  D. montana. This species

shows variation among populations in ecologically important traits like cold tolerance

and the diapause response.  Meanwhile,  the ever decreasing costs  of next  generation

sequencing has allowed the development of genomic resources in a draft genome and

accompanying annotation as well as several transcriptome studies to identify candidate

genes involved in these traits. In this chapter I took a population genomic approach to

sequence  pools  of  individuals  from  populations  sampled  from  extremes  of  the  D.

montana  range.  I  used  PC  analysis  to  determine  the  main  axes  of  environmental

variation among these populations. I then used recently developed Bayesian methods to

test  for  an  association  between  genetic  differentiation  among  populations  and  the

environmental  differentiation along the environmental  PC axes.  Many SNPs show a

significant  association  and  these  cluster  throughout  the  genome.  The  non-random

distribution  of  significant  SNPs  throughout  the  genome  also  hint  at  the  strong  co-

localisation of candidate loci possibly within inversions which are known to segregate
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in natural populations of  D. montana.  Finally,  many genes in close linkage to these

significant SNPs have been identified as candidate genes in previous gene expression

studies within a few populations. Patterns of genetic diversity around many of these

genes were suggestive of recent selective sweeps or background selection in some or all

of the populations.
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Chapter 6 Comparative genomics of crows and

signals of positive selection in the genome of the New

Caledonian crow (Corvus moneduloides).

Abstract

Comparative genomics is a powerful approach to understanding the forces that

drive evolution at  the level  of  genes.  Studying the genomes of  ecologically  similar

species  can  give  insights  into  the  evolutionary  processes  affecting  different  loci.

Identifying signatures of selection within genomes of different species can give insights

into  the  genetic  loci  that  are  important  in  producing  adaptive  differences  between

species.  Particular  genes  or  gene  families  might  be  under  selection  during  the

colonisation of and adaptation to new environments. Alternatively non-coding regions

might be under selection which can be detected by uncovering regions of low diversity

which are indicative of selective sweeps. In this chapter I take advantage of a multi-

species sequencing effort of the genus Corvus to identify signatures of selection within

the NC crow. 

New Caledonian (NC) crows are of interest due to their tool-using behaviour.

The recent discovery of tool use in another species of crow (the Hawai’ian crow) allows

an  opportunity  to  understand  the  conditions  that  favour  the  evolution  of  such

behaviours. Many species of crows, including the NC and Hawai’ian crows, are also

island endemics. This means they have likely experienced very particular demographic

histories, including population contractions and adaptations toward island habitats. The

availability of multiple island species allows a control separating the effects of island

colonisation from specific selective forces shaping the NC crow. In this project I was

primarily interested in identifying signatures of selection throughout the genome of the

New Caledonian (NC) and Hawai’ian crows. Taking advantage of a large number of

newly  generated  sequences  for  several  crow  species  I  investigate  coding  sequence

evolution, population genetic differentiation, and signatures of selective sweeps. The

aim was to identify genomic regions and loci that show differences between the NC
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crow and other species due to selection.

I  find  that  few coding sequences  show robust  evidence  of  positive  selection

within the NC crow lineage. Those that do are associated with promising functions and

pathologies (e.g. maintenance of attention, schizophrenia and general intelligence) in

humans  and  mice.  Additionally,  a  number  of  regions  show  reductions  in  diversity

(Tajima’s  D,  Fay and Wu’s  H) that lie outside the range expected from evolution by

neutral drift. Some of the genes within these regions are known to be involved in the

development of beak morphology.

Author Contributions

This chapter is part of a collaborative project involving multiple research

groups and as such many other people have contributed to data presented in this chapter

in the following ways. Sampling of blood and feather samples for DNA extraction and

the DNA extraction itself was carried out by the members of Christian Rutz research

group (University of St Andrews, Scotland), the Jochen Wolf research group (Ludwig-

Maximilians-Universität  Műnchen,  Germany),  and  the  Robert  C.  Fleischer  research

group (University of California, Santa Barbara, U.S.A.). Advice on the construction of

the  phylogenetic  tree  was  given  by  Darren  J.  Parker  (University  of  Lausanne,

Switzerland). Additionally, much of the methods, including pipelines, were developed

through discussion between Verena Kutschera (Uppsala Universitet, Sweden), Nicolas

Dussex  (University  of  Otago,  New  Zealand)  and  myself.  With  the  above

acknowledgements, all analyses in this chapter are my own work.

6.1 Introduction

6.1.1. Comparative Genomics

Evolutionary biology is necessarily comparative. Understanding the forces that

produce the diversity of organisms requires a careful comparison of their characteristics

and  how  they  vary  with  ecology.  Since  the  advent  of  large  scale,  low  cost  next-

generation  sequencing  comparative  studies  have  been  extended  to  comparative

genomics (Ellegren 2008; 2014; Pardo-Diaz et al., 2015). This involves the study of

genomic variation across populations and species that differ in important characteristics
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in order to understand the forces that give rise to these differences. It is now possible to

sequence entire genomes of multiple individuals even in non-model organisms. Patterns

of variation within the genome allow inferences about the demographic history of a

species  or  population,  locations  of  recent  or  ongoing  selective  sweeps  (e.g.  coding

sequences  evolution,  or  gene  family  expansions  and  contractions),  and  structural

rearrangements  (inversions,  transpositions,  etc.).  Inference  is  made  on  the  basis  of

population genetic theory which makes predictions about the patterns that are expected

under different evolutionary scenarios (Charlesworth & Charlesworth 2008; Huber &

Lohmueller  2016).  Comparative  genomics,  by  identifying  genomic  regions  showing

signatures of selection or different demographic patterns, can compare these patterns of

variation across species or populations which have different evolutionary and ecological

histories  to  better  understand the  genetic  differences  between populations.  (Ellegren

2008; Ellegren et al., 2014; Pardo-Diaz et al., 2015). Thus, rather than identifying and

accounting for every variant that affects a phenotype, comparative genomics, in effect,

focuses  on  those  loci  and regions  that  contribute  to  differences  between  species  or

populations.

Many  studies  are  proving  successful  in  identifying  loci  producing  adaptive

difference between populations and species. In sticklebacks (Gasterosteus aculeatus),

freshwater colonisation is characterised by the repeated loss of specific traits (including

bony,  armor  plates;  Hohenlohe  et  al.,  2010;  Jones  et  al.,  2012).  Multi-population

sampling  (using  reduced  representation  sequencing  methods,  RAD-seq)  and  the

development  of a draft  genome studies showed that  differentiation between pairs  of

marine and freshwater populations was localised to the region containing the Eda locus

(Hohenlohe et al., 2010). Further sampling using individual whole-genome sequencing

show that parallel colonisations of freshwater systems are characterised by selection at

the same variants  present  in  the  global  marine  population (Jones  et  al.,  2012).  The

locations of these regions showing evidence of recurrent adaptive sweeps corresponded

very closely to early work identifying the causal locus. QTL methods and positional

cloning had previously identified the Eda locus which was associated with the loss of

armor plates (Colosimo et al., 2004; Colosimo et al., 2005). These loci do not constitute

a complete accounting of the loci that contribute to variation in skeletal morphology

within  sticklebacks,  but  they  do  identify  some  of  the  loci  which  are  important  in
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producing ecologically adaptive differences between  populations. It is also possible to

show that variants of these loci are under selection in the new environment (Barrett et

al., 2008) and as such they inform us about the process of evolution acting on genetic

variants.

A recent example involving colour patterns in eurasian crows also highlights the

power of this approach. The eurasian  C. corone species complex is characterised by

several  subspecies  with  different  colour  patterns  that  come into  contact  at  multiple

hybrid zones  (Poelstra  et  al.,  2014;  Vijay et  al.,  2016).  With large scale  population

sampling of genomes researchers identified regions that were characterised by strong

differentiation (FST) across these hybrid zones and reduced amounts of diversity with

populations indicative of selective sweeps (Poelstra et al.,  2014; Vijay et al.,  2016).

These  regions  contained  candidate  genes  that  have  roles  in  the  production  and

deposition of melanin such as  CACNG4 and  CACNG1  (Poelstra et  al.,  2014). Some

candidates even co-localise closely with genes involved in transduction of signals from

the eyes to the brain as well as opioid and dopamine signalling (Poelstra et al., 2014).

These results raise the possibility of a mechanism of cosegregation of preference and

trait genes in this system (Poelstra et al., 2014). 

Clearly these genes do not explain all of the variation in plumage colour or mate

choice behaviour within these species but they are strong candidates for the genes and

variants  that  play  an  important  role  in  the  differentiation  of  these  subspecies  or

populations in the face of gene flow. Thus they represent evolutionarily important loci.

Many  other  examples  of  the  identification  of  important  loci  that  contribute  to

differences between populations are available (Stinchcombe & Hoekstra 2008; Ellegren

2014).  In  summary,  comparative  genomics  is  a  very  productive  approach  towards

identifying the loci  or genomic regions that differ  between populations and species.

Analytical methods can also identify regions that are likely to have been under selection

in  the  divergence  of  populations.  Thus,  comparative  genomics  can  help  researchers

identify loci that contribute to adaptive differences between populations and species.

6.1.2 Avian Comparative Genomics

A wealth of genomic resources is becoming available for many avian lineages

(Balakrishnan et  al.,  2010;  Ellegren  et  al.,  2012;  Ellegren  2013;  Wolf  et  al.,  2014;
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Zhang et al.,  2014; Lamichhaney et al., 2015). Birds show an enormous diversity in

lifestyles, ecological history, mating systems and other characters. There are patterns

emerging from the study of avian genomes (Ellegren 2007; 2013). For example, in birds

females are the heterogametic sex (ZW) in contrast to mammals where males are the

heterogametic sex (XY), thus theories of sex chromosome evolution can be compared.

Just as the X chromosome in other systems has a lower Ne than autosomes, resulting in

lower diversity, Ne for the Z chromosome in birds is lower. This also has the effect of

reducing diversity on Z relative to autosomes in general (Ellegren 2013). Differences in

mating  system,  which  alters  the  Ne of  the  Z  chromsomes,  also  affects  Z:autosome

diversity  ratio  (Corl  &  Ellegren  2012;  Ellegren  2013).  In  addition,  chromosomal

organisation in  birds  is  highly conserved in  comparison to other  taxa.  Chromosome

within a genome vary in sizes, overall recombination rates, and in the density of coding

sequence (Ellegren 2007;  2013).  In  diverse lineages  there is  a  relationship between

nucleotide diversity, chromosome length, and recombination rates which highlight the

importance of genome organisation in determining patterns of variation (Ellegren 2007;

2013).  This  accumulation  of  data  presents  an  excellent  opportunity  to  conduct

comparative studies of adaptations to different environments to identify the action of

selection within diverging genomes. Expectations of pattern can be derived from results

(e.g. higher differentiation on the Z chromosome, and a negative correlation between

diversity and chromosome length) and be controlled for in the study of new species. In

this chapter I consider the corvid radiation and, in particular, the New Caledonian (NC)

crow (C. moneduloides), a tropical island species, which has attracted much attention

over the years for its tool use in foraging.

6.1.2 The New Caledonian Crow

Crows in general, and the NC crow in particular, are increasingly recognised for

their cognitive abilities (Emery & Clayton, 2004). The manufacture and use of tools in

the wild by NC crows contributes to this view (Emery & Clayton, 2004; Jønsson et al.,

2012).  In  the  wild,  NC  crows  make  different  types  of  tools  that  differ  in  their

sophistication (e.g. the number of steps required to produce them, and the specificity of

the materials used) and the amount of manufacturing required to produce them (Emery

& Clayton, 2004; Rutz & St Clair, 2012). The characteristics of these tools vary both
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temporally and geographically, suggesting a “cultural” aspect to tool design, although

some environmental factors  also show an effect  on the distribution of different  tool

types (Hunt & Gray 2003). Indeed, studies on the ontogenetic development of tools in

the crows show an effect of social learning (Kenward et al., 2006). Although relatively

little  is  known  about  the  foraging  functions/benefits  of  these  tool  types  evidence

suggests that they are employed in order to gain access to nutritionally superior food

sources  (Rutz  & St  Clair,  2012). These  studies  have  prompted  questions  about  the

general ecological conditions that favour tool use behaviour in the NC crow. 

A diversity of relatively closely related species exist within the corvid radiation

(e.g. Jønsson et al., 2012; Häring et al., 2012) with many differences in ecology and life

style.  They  also  have  some  convergent  colonisations  of  similar  habitats  which,

presumably, have exerted similar evolutionary pressues. The NC crow, a tropical island

species,  has  a  closely  related  sister  species,  C.  woodfordi,  which  is  native  to  the

Solomon islands, also tropical islands. Thus a kind of ecological “control” or contrast

species exists for comparative genomics.

Some evidence strongly indicates a genetic predisposition toward aspects of tool

use (Kenward et al., 2005; 2006). Naïve juveniles raised in captivity have been observed

to fashion rudimentary stick tools in order to solve foraging tasks (Kenward et al., 2005,

2006). Tool use is a complex trait (in genetic terms) and variation in this trait stems

from variation in many other underlying traits. Other morphological and behavioural

traits, also likely heritable, are thought to be adaptations that facilitate the use tool use

and its development in NC crows. For example, changes to bill and skull morphology

giving straighter bills  and more binocular vision are indicative of adaptations to the

unique load distribution and precision required for tool use (Troscianko et al.,  2012;

Matsui  et  al.,  2016).  Some evidence also points  to  NC crows having larger  brains,

relative to body size, than other crows (Cnotka et al., 2008; Jønsson et al., 2012). NC

crows  also  share  derived  brain  structures  called  perineural  glial  clusters  with  other

passerine birds, analogous to structures that are found in humans and mice (Medina et

al., 2013). Behavioural traits in the NC crow also include persistent object exploration

(Holzhaider et al., 2010; Kenward et al., 2011). Many of these and other traits are not

categorically  unique  to  NC crows but  may be  common adaptations  associated  with

tropical  island  colonisation.  There  is  now  strong  evidence  to  suggest  that  tool  use
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developed independently also in the Hawai’ian crow (Rutz et al., 2016). The Hawai’ian

crow also has uncharacteristically straight bills and a similar ecology and habitat to the

NC crow (Rutz et al., 2012; Rutz et al., 2016). Although the species is extinct in the

wild a captive breeding population exists and a study shows that naïve juveniles develop

tool use on their own (Rutz et al., 2016).

A wealth of data exists on the genetic basis of morphological traits in birds from

the  zebra  finch  (Taeniopygia  guttata;  Warren  et  al.,  2010),  chicken  (Gallus  gallus;

Abzhanov & Tabin 2004), and not least from the many species that comprise Darwin’s

finches (Abzhanov et al., 2004, 2006 ; Lamichhaney et al., 2015). Also, the pathways

involved  in  craniofacial  development  are  highly  conserved  across  birds  and  other

vertebrates (Brugmann et al., 2010; Bhullar et al., 2015). Behavioural traits are less well

studied. These data give us a reasonable foundation on which to build hypotheses about

the types of loci that may be under selection in NC and Hawai’ian crows as a cause or

consequence of tool-using behaviour.

In this study, I use comparative genomics to compare coding sequence evolution

across  several  species  of  corvids.  We  might  expect  elevated  rates  of  evolution

(nucleotide substitutions) in candidate genes involved in the determination of beak/skull

morphology and shape. We might further expect elevations in the rate of evolution in

these genes within both the NC crow and Hawai’ian crow lineage if there has been

convergent evolution at important loci. However, the data available for the Hawai’ian

crow are limited (with only one individual sampled), making strong inferences about

signatures of selection within this species difficult.  Other changes in response to the

colonisation of novel habitats might be changes to gene repertoire sizes as some classes

of genes become more important or redundant (McBride 2007; Gardiner et al., 2008;

Cortesi et al., 2015). I also conduct a genome-wide survey of  diversity in the genome to

assess the signals of selective sweeps. While the focus is on the NC crow lineage, the

results  also bear on the genomics of island species,  and the effects  of non-selective

demographic  forces  on  genomic  patterns  of  diversity.  Population  contractions  and

expansions are expected to change patterns of diversity throughout the genome while

selection should alter patterns locally around favoured loci. Using another species with

a similar evolutionary history but differing in the traits of interest should function as an

ecological control. Thus, regions underlying adaptively important changes unique to the
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NC crow should be characterised by signatures of selection (e.g. reduced diversity, and

elevated rates of amino acid substitutions) in the NC crow but not in the closely related

C. woodfordi which is not known to use tools.

6.2 Materials and Methods

6.2.1 Sampling and Sequencing

Sampling and DNA extraction was carried out by various methods and people

(see Author Contributions). Sequencing was performed on multiple platforms at various

sequencing  centers.  Some  of  the  genomes  use  in  this  study  have  been  previously

published (Poelstra et al., 2014; Vijay et al., 2016). Original reads from these genomes

were obtained and processed in the same way as outlined for novel sequencing runs

below. The species and the number of individuals sequenced are given in table 6.1.

As part of recent work to survey the amount of repetitive sequence in  Corvus

corone cornix (hereafter  C. cornix) scaffolds of the draft genome were ordered onto

hypothetical  chromosomes through a synteny based approach (Weissensteiner  et  al.,

2017). Individual chromosomes from several bird species were independently aligned to

the  C. cornix reference genome. Scaffolds were ordered by a principle of parsimony

such that if two outgroups shared an ordering it was considered ancestral and used. In

the case of unresolved ordering, the order according to alignment to the chicken was

used  (Weissensteiner  et  al.,  2016).  Here  I  assume  the  same  scaffold  ordering

information for the purpose of genome-wide window scans.

6.2.2 Mapping and Consensus Genome Building

In order to build consensus genomes for each species in this study, sequenced

reads were mapped to the C. cornix reference genome following a standard procedure.

First  reads  were  trimmed to  remove  any  potential  TruSeq2  or  TruSeq3  paired  end

adapters  using  Trimmomatic  (0.32)  (Bolger  et  al.,  2014).  Next,  each  sample  was

mapped  separately  with  bwa  mem (0.7.13)  (Li  2013).  Alignments  with  a  mapping

quality  <  10  were  removed  with  samtools  (v.1.3)  (Li  et  al.,  2009).  Duplicate

reads/alignments  were  removed from the  files  with  samtools.  To build  a  consensus

genome for each species variants are first called using samtools mpileup and bcftools (v.
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1.3) (Li et al., 2009) with all available .bam files for each species to create a .vcf file for

each species. Indels are then removed with GATK (v 3.4.0) (McKenna et al., 2010) to

conserve reference annotation coordinates. This constricts consensus genome length to

be the same in all species but allows the use of the C. cornix annotation coordinates to

extract coding sequences. Variant sites within species were treated in one of two ways;

either  they  were  completely  masked  (replaced  by  “N”  and  ignored  in  downstream

analyses)  from the consensus genomes to keep only fixed sites. Alternatively, variant

sites were filtered using vcftools (v. 0.1.14) (Danecek et al., 2011) to keep only sites

where the non-reference allele had a frequency greater than 0.5. The rationale is that

variants which are under selection and on their  way to fixation should be at  higher

frequencies than the reference allele at a given site. Thus, if any site in the reference

genome had a non-reference (alternative) allele with frequency greater than 0.5 in the

other crow species the alternative allele replaced the reference allele in the consensus

genome. This procedure is less conservative than masking all variant sites but probably

more  conservative  than  considering  the  alternative  allele  regardless  of  its  allele

frequency.  Consensus  genomes  were  created  using  the  bcftools  “consensus” routine

with  default  parameters.  Finally,  sites  with  a  coverage  <  5x  were  masked  from

consensus  genome.  To  accomplish  this,  first  all  .bam files  across  individuals  for  a

species  are  merged  with  bamtools  (v.  2.3.0)  (Barnett  et  al.,  2011).  Total  coverage

achieved at each site was then computed with bedtools (v. 2.25.0) (Quinland & Hall

2010) to produce a .bed coordinate file of all sites with a coverage < 5x. This coordinate

file was then used to mask the consensus genomes with bedtools. 

Because the species C. corone orientalis, C. corone corone, and C. cornix share

a substantial amount of variation (Vijay et al., 2016) a three species C. cornix species

group was created. Five individuals from each of C. orientalis, C. corone, and C. cornix

were chosen to represent the Eurasian spread of this species. The .bam files with the

most mapped reads to the C. cornix reference genome from each individual were chosen

and a consensus genome for the three species  C. corone group was built as described

above.  For  additional  population  genetic  parameters,  .bam  files  from  the  same

individual  were  merged  for  the  five  C.  moneduloides  individuals  and  the  five  C.

woodfordi individuals.
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6.2.3. Core Genes and Molecular Phylogenetics

The genome completeness assessment tool BUSCO (v 1.22; Simão et al., 2015)

was run for each consensus genome using the set of 3,023 vertebrate core genes (Simão

et al.,  2015). The coding regions of the set  of common completely recovered genes

across the 12  Corvus  species and  T. guttata  were extracted with gffread (cufflinks v

2.2.1; Trapnell et al., 2010; Roberts et al., 2011) from each consensus genome. Any

sequences with more than 20% Ns were removed from the set. The final set contained

860 coding sequences. These sequences were individually codon aligned using PRANK

(v. 100802) (Löytynoja & Goldman 2005). All alignments were then concatenated into

a single alignment. A likelihood tree was computed using RaxML (Stamatakis 2014)

using a GTR + gamma model of sequence evolution with 4 rate categories for each

codon position. A tree was produced using maximum likelihood and 10,000 bootstrap

iterations with T. guttata specified as the outgroup.

6.2.4 Ortholog Discovery

Analysis  of  coding  sequence  evolution  depends  on  robust  identification  of

orthologous sequences in the species compared. To this end, protein sequences for two

independently  annotated  species  (C.  cornix,  and  T.  guttata)  were  compared.  Where

more than one CDS occurred for a single gene (i.e. multiple annotated isoforms) the

longest CDS was kept, except where otherwise noted. These anotations consist of the

newest  annotation  for  C. cornix (RefSeq:  GCF_000738735.1,  release 100)  available

from NCBI (Poelstra et al., 2014; NCBI 2016) and the latest releast of the  T. guttata

annotation from ENSEMBL (v.3.2.4; release 87.1; Cunningham et al., 2015). In total,

the annotations included 19,456 sequences from T. guttata (from 16,377  unique CDSs),

and 24,318 sequences from C. cornix (from 14,149  unique CDSs).

To determine the orthologous relationships between the CDSs in the  C. cornix

and  T.  guttata annotations  the  two  annotations  were  compared  using  a  reciprocal

BLAST (Camacho et al., 2009) and OrthAgogue (v 1.0.2) (Ekseth et al., 2014) to find

the  best  reciprocal  hits  for  each  CDS.  Only  the  longest  CDSs (16,377 CDSs in  T.

guttata and 14,149 from C. cornix) were used. Any sequences that did not have a single

best hit,  e.g. a  T. guttata sequence that had equally good hits to multiple  C. cornix
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sequences or vice versa, were treated as unreliable because a good ortholog could not be

established, these were discarded.

6.2.5 Assessing Positive Selection Along the NC Crow Lineage

Nucleotide Substitution Rates – PAML Analysis

To assess the evidence for positive selection among coding sequences in the NC

crow, different models of nucleotide substitution rates were compared using the branch-

models in codeml from the PAML (v.4.6) package (Yang 2007). Sequences where the

proportion of “Ns” in the sequence was > 0.2 were discarded. Additionally, each coding

sequence from across the crows must have an unambiguously identified ortholog in

zebra finch (see  Ortholog Discovery above). To determine how robust results were to

the choice of species in the analysis, several comparisons were made which included

different numbers of species of crow (5 species, 7 species, and 8 species). Across the 5

crow species set (C. moneduloides, C. dauuricus, C. frugilegus, C. splendens and the 3

species “C. corone” group, and  T. guttata  as an outgroup) 10,102 coding sequences

filled these criteria and were kept for analysis. The 7 species analysis used the same

species as in the 5 species set with the addition of C. tasmanicus and C. corax, resulting

in 9,944 coding sequences. Finally, the 8 species set included all the species in the 7

species  group  with  the  addition  of  C.  hawaiiensis,  giving  9,934  coding  sequences.

Translated sequences were re-aligned in PRANK (v. 150803) (Löytynoja & Goldman

2005).

Branch-models assume a single  dN/dS ratio (ω) for the entire sequence which

can vary across branches of the phylogeny. For the 5 and 7 species sets two models of

sequence evolution were considered. The “null” model assumed a common ω across the

entire phylogeny (model = 0, NSsites = 0, fix_omega = 0). The “alternative” model

assumed one  ω for the branch leading to the NC crow and a different one for all the

other branches (model = 2, NSsites = 0, fix_omega = 0). A comparison of these models

tests whether there is a different rate of sequence evolution on the branch leading to the

NC crow compared to the rest of the phylogeny. For the 8 species set including  C.

hawaiiensis a number of alternative models were run. One model considered a strict

convergent evolution scenario wherein the “null” model was as described above but in

the “alternative” model the branches leading to the NC crow and to the Hawaiian crow
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shared  the  same  ω (all  other  parameters  were  as  above).  A separate  model  is  also

considered  which  allows  different  ω values for  the  NC  crow  and  Hawaiian  crow

lineages.

The null and alternative models were compared by a likelihood ratio test (LRT)

in R (v 3.3.1; R Development Core Team, 2016) with 1 d.f. All p-values are converted

to q-values (Storey 2002; Storey & Tibshirani 2003) using the R package  qvalue (v.

2.4.2) (Storey et al., 2015) to control the false discovery rate (FDR) at a threshhold of

0.05.

6.2.6 Gene Family Expansions and Contractions

Gene  gain  and  loss  among  the  three  independently  annotated  species  (C.

moneduloides, C. cornix, T. guttata) was assessed using the software CAFE (v. 3.1) (de

Bie  et  al.,  2006;  Hahn et  al.,  2005).  CAFE estimates  gene  family  contractions  and

expansions by first estimating the probability of gene gain/loss (lambda) using the data

from all gene families (Hahn et al., 2005). This global estimate of lambda is then used

to parameterise  a  birth/death model  of  gene family evolution which can be used to

obtain a distribution of likelihoods for each gene family over a range of family sizes at

the root.

Gene family sizes were obtained by building ortholog groups using OrthoFinder

(v. 0.6.0) (Emms et al., 2015). Following recommendations, only the longest CDSs for

each gene from  C. cornix  and  T. guttata  were used (de Bie et al., 2006; Hahn et al.,

2005).  Since  data  on  the  number  of  alternative  transcripts  (CDSs)  per  gene  are

unavailable for C. moneduloides, all CDSs were used. The CDSs were also filtered to

exclude very short, dubious sequences (< 10 amino acids). In OrthoFinder (v 0.6.0) the

default  options  were  used  to  cluster  genes  into  ortholog  groups.  The  output  of

OrthoFinder was formatted for input to CAFE in R by counting the number of genes in

each ortholog group for each species. The gene family data were also filtered to include

only families with at least one gene in every species. 

The phylogenetic tree (see above) was pruned using the R package ape (v. 3.5)

(Paradis et al., 2004) to contain only the three species (C. cornix, C. moneduloides and

T.  guttata)  under  analysis.  CAFE  requires  an  ultrametric  tree  with  branch  lengths

corresponding to units of time since the last common ancestor. Substitution rates were
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converted  to  units  of  time  using  the  chronos()  function  in  the  R  package  ape  the

smoothing parameter “lambda” was set  to 0, which allows substitution rates to vary

completely across the branches (Paradis et al., 2004), an estimated date of divergence

between C. cornix and C. moneduloides was taken as 10-11 million years from  Jønsson

et al.,  (2012) and the confidence interval of (36-50) of divergence time between  C.

corone and T. guttata from TimeTree (Hedges et al., 2006) to calibrate the tree. Finally,

CAFE was run with default parameters and lambda was estimated from the data.

6.2.7 Population Genetic Parameters and Divergence

To identify genomic regions that differed strongly between the NC crow and C.

woodfordi  I compared the “landscapes” of diversity and divergence in these species.

Several population genomic statistics of diversity and differentiation were calculated.

Genetic diversity is quantified by  π, Tajima’s  D, and Fay and Wu’s  H as calculated

from the site frequency spectrum (SFS) in ANGSD (Korneliussen et al., 2014). These

statistics (Tajima’s  D and Fay and Wu’s  H) contrast different estimates of nucleotide

diversity with that of Watterson’s  θ. The different estimates are more sensitive to the

contributions of low frequency alleles (Tajima’s  D) or high frequency derived alleles

(Fay and Wu’s  H). Large discrepancies between them and Watterson’s θ are taken as

evidence  of  deviations  from  neutrality  (e.g.  selective  sweeps,  or  population

expansions/contractions; Huber & Lohmueller 2016).

Estimation of Fay and Wu’s  H requires a full SFS and an ancestral genome to

polarise variants as ancestral  or derived (Korneliussen et  al.,  2014). To this  end, an

“ancestral”  genome was built  using three outgroups to  the NC crow (C. cornix,  C.

dauuricus and  C. frugilegus). The read alignments mapped from all of these species

were combined using bamtools merge. A consensus genome was then called using all

the information from these species. This  ensures that only sites which are fixed in all

three species are kept in a final consensus genome as the ancestral state, variable sites

are treated as unreliable and masked. This procedure is similar to what other studies

have done in ancestral genome reconstruction (Poelstra et al., 2014; Vijay et al., 2016).

Statistics were calculated for 50kb sliding windows (with a step size of 10kb) on the

aligned  scaffolds.  These  windows  and  scaffolds  were  then  placed  on  the  in  silico

chromosomes of Weissensteiner et al., (2016) to assess genome-wide patterns.
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Since  these  population  genetic  statistics  have  no intrinsic  distribution  that  is

independent from parameters (such as Ne, and the mutation rate) hypothetical neutral

population,  significance  threshholds  can  only  be  derived  by  simulation  (Huber  &

Lohmueller 2016). To this end, I performed simple population genetic simulations, as in

previous  chapters.  I  use  analytical  solutions  to  population  genetic  equations  that

describe allele frequency changes in populations under the neutral model (Charlesworth

& Charlesworth 2008). These solutions describe the distribution of allele frequencies in

a population at mutation-drift equilibrium (Charlesworth & Charlesworth 2008). This

distribution is a beta distribution B(α, β), where; 

α = 4Nev

and;

β = 4Neu

where u and v are the forward and reverse mutation rates (per site per year). SNPs are

simulated by first sampling the allele frequency (pA) from this distribution.  N diploid

genotypes are then produced by sampling from a multinomial distribution where the

probabilities are given by assuming Hardy-Weinberg equilibrium (p2 + 2pq + q2). The

allele count A is then p2 + pq. The SFS is thus built up assuming N sampled individuals

from a population. Finally, population genetic statistics π and Tajima’s D are estimated

from this SFS according to standard equations (Tajima 1989; Korneliussen 2013). 

Because the effective population size of NC crows and C. woodfordi is unkown,

I use a range of values for Ne (1,000, 10,000, 20,000, 100,000,  200,000, 1,000,000, and

2,00,000).  Though  previous  estimates  of  population  sizes  are  between  100,000  and

1,000,000 (Ellegren 2007), both  C. woodfordi and NC crows are relatively restricted

island species which means the true population size is likely lower. Similarly, a range of

mutation rates have also been reported for different bird lineages (Nam et al.,  2010;

Ellegren 2013; Smeds et  al.,  2016),  ranging from 1.91x10-9 in chicken (Nam et  al.,

2010) to 2.3x10-9 in Ficedula flycatchers (Smeds et al., 2016), and phylogenetic studies

indicate variation across lineages (e.g. Lanfear et al., 2010). Thus I run simulations over

the range 1.23, 1.91, 2.21 and 2.3 x10-9. Because sample sizes in this study are quite low

(five individuals for the NC crow and C. woodfordi) I also use a range of values for N

(5,  10,  50,  and  100)  to  examine  how  the  sample  size  affects  estimation  of  these

population genetic statistics. For each combination of parameters I simulate 100 site
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frequency  spectra  of  50,000  SNPs  and  obtain  distributions  for  Tajima’s  D.  These

distributions are used to set a threshhold for identifying windows with low Tajima’s D

in the genome (see above). Many of steps in the above methods rely on in-house scripts.

An archive of pipeline descriptions and R scripts used in the analysis and plotting of

data is available at (http://github.org/RAWWiberg/ThCh6).

6.3 Results

6.3.1 Mapping and Consensus Genome Building

General patterns of base composition were very similar across all species (table

6.1),  although  genome size  was  constrained  to  be  the  same (indels  are  ignored)  to

conserve the coordinates of annotated coding sequences from C. cornix. GC content is

highly  conserved  across  all  species  and  only  marginally  higher  in  the  C.  cornix

reference  genome.  BUSCO  gene  set  analysis  suggests  similar  overall  levels  of

completeness across all the crows probably owing to the relatively good quality draft

reference genome of C. cornix used in this study. The levels of completeness are overall

similar to those seen in T. guttata (figure 6.1).

6.3.3 Molecular Phylogenetic Tree 

The  phylogenetic  tree  produced  in  this  study  largely  corroborates  previous

hypotheses (Häring et al., 2012; Jønsson et al., 2012; Rutz et al., 2016). The genetic

distance separating the NC crow lineage from the base of the Corvids is only 0.004

substitutions per site (figure 6.2). This indicates very low levels of genetic divergence

among the  crows.  The branch  lengths  are  much lower  than  other  studies,  probably

because this chapter does not use mitochondrial genes. The topology also corroborates

conclusions  in  recent  studies  that  tool  use  likely  arose  independently  in  C.

moneduloides and C. hawaiiensis. There is one obvious difference,  the placement of C.

frugilegus with  C.  kubaryi  and  C.  splendens rather  than  with  C.  hawaiiensis  as  in

Häring et al., (2012) and Jønsson et al., (2012).
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Table 6.1. Summary statistics on the consensus genomes and the reference genome (R).

Shown is the total length of the genomes in Mb, the counts (in millions) of A, T, G, and

C.  N (missing sites or coverage < 5x) , and the GC content. Also given is the number of

individuals included in the study in square brackets.

Species Length N (%) A T G C GC (%)

Corvus corone cornix (R) 1049.970.03 299.60298.20212.80212.4040.50
C. corone

species group [15]

1049.970.04 296.30296.33209.96210.3240.03

C. brachyrhynchos [6] 1049.970.04 294.76294.61208.23208.4839.69
C. corax [1] 1049.970.03 297.20297.02211.05211.2740.22
C. dauuricus [4] 1049.970.04 294.74294.54208.07208.3039.66
C. frugilegus [4] 1049.970.04 295.06294.89208.91209.1439.81
C. hawaiiensis [1] 1049.970.03 297.27297.09210.95211.1740.20
C. kubaryi [1] 1049.970.03 297.62297.44211.65211.8740.34
C. monedula [4] 1049.970.04 295.62295.43209.14209.3639.86
C. moneduloides [5] 1049.970.03 297.30297.12211.23211.4440.26
C. splendens [5] 1049.970.04 296.16295.99210.16210.3840.05
C. tasmanicus [1] 1049.970.03 297.34297.16211.25211.4740.26
C. woodfordi [5] 1049.970.03 297.50297.32211.61211.8240.33

 

Figure  6.1.  The  proportions  of  complete,  complete  (but  duplicated),

fragmented,  and  missing  genes  from the  BUSCO gene  completeness

analysis.
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Figure 6.2.  Maximum likelihood phylogenetic tree of 12  Corvus  species based

on  concatenated  alignments  of  860  core  vertebrate  genes.  Species  shown  in

orange are known for tool use. Black boxes to the right of the tree indicate which

species were used in phylogenetic sequence evolution analyses. Branch lengths

are proportional to the number of substitutions (see scale bar). Species names

have been aligned to the right and linked to the tip of their branches with dashed

lines.

6.3.5 Rates of Molecular and Gene Family Evolution

The number of genes for which there is evidence of a different rate of molecular

evolution in the NC crow lineage when compared to the other crow lineages depends on

which set of species is chosen (table 6.2). Between ~19 and 54 genes in all species sets

show evidence  for  a  different  rate  of  molecular  evolution  in  the  NC crow lineage.

Across all species sets, 171 unique genes show different rates of evolution in NC crow.
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Most of the genes which show a different rate of evolution in the NC crow lineage have

a  ω < 1 (table 6.2).

Most of these genes show support for the alternative model in only one or two

species  sets.  Only 10 genes  are  supported by the  alternative model  in  more  than  3

species sets and only two of these have ω > 1 indicating positive selection within the

crow lineage. The gene  Dtnbp1 shows differential rates of molecular evolution in the

NC crow lineage compared to the other crow lineages in five sets. Furthermore, dN/dS

ratios (ω) are > 1 (ranging between 1.5 – 1.8) in each case except one. The only case

where  ω is not > 1 is in the analysis which assumes the same rate for the NC and

Hawai’ian crow lineages (strict convergence). By contrast  Gse1 and  Srsf1 seem to be

consistently conserved in the NC crow lineage in comparison to the other crow lineages

with ω close to 0.  Htt  shows elevated rates evolution in three sets with  ω of between

100 and 999 which is driven by almost no synonymous changes in the sequence and a

few  non-synonymous  changes.  Removing  poorly  aligned  regions  with  Gblocks  (v.

0.91b; Castresana 2000) and re-running the analysis for Htt does not change the result

(ω > 999; p < 0.001). However, in the case of  Dtnbp1 the sequence is substantially

truncated by Gblocks and the result is lost because the region containing a single non-

synonymous substitution in the NC crow is removed. Other genes show ω > 1 but only

in a few of the species sets. However, many of these results have very high  ω values

which may be the result of alignment or annotation assembly error. 

The Hawai’ian crow lineage was only tested for different rates of evolution in

the 8 species sets. Two analyses tested a different  ω in the Hawai’ian crow lineage

compared to the NC crow lineage. These analyses differed only in whether variant sites

were included in the consensus genome or not (see  6.2 Methods).  Across these two

datasets there were no genes with a ω > 1 in both sets.

Finally, Gene family contraction and expansion analysis shows evidence of 104

and 140 expansions and  contractions respectively for the C. cornix lineage. In contrast,

there are 297 and 194 expansions and contractions respectively for the C. moneduloides

lineage. However, there are only 14 and 517 expansions and contractions, respectively,

at  the  base  of  the  Corvus clade.  Many of  these  expansions  and contractions  are  in

extremely large gene families of uncharacterised genes in all three species. However, a

few more modest effects are seen as well.
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Table 6.2 The results from PAML analyses for different species sets. Shown are the

number of genes for which null and alternative models were tested, the number of genes

which were significant for the alternative model, and the number of genes with ω > or <

1.  Sequences  either  contained  variant  sites  or  variant  sites  were  masked  (see  6.2

Methods). For the 8 species sets, the number of genes with w > or < 1 are given for NC

crow and Hawai’ian crows separated by a “/”.

Species set N Genes 

(N significant)

N (ω >1) N (ω < 1)

5 species seta 10,102 (23) 4 19

5 species seta (masked) 10,102 (18) 4 14

7 species setb 9,944 (19) 7 12

7 species setb (masked) 9,944 (22) 6 16

8 species  setc 9,934 (21) 5/4 16/17

8 species  setc (masked) 9,930 (52) 12/8 47/51

8 species setc2 9,934 (17) 4/4 13/13

8 species setc2 (masked) 9,930 (38) 7/7 31/31

a. C. moneduloides,  C. dauuricus,  C. frugilegus,  C. splendens,  the  C. corone species

group, and T. guttata 

b. C. moneduloides,  C. dauuricus,  C. frugilegus,  C. splendens,  the  C. corone species

group, C. tasmanicus, C. corax and T. guttata 

c. C. moneduloides,  C. dauuricus,  C. frugilegus,  C. splendens,  the  C. corone species

group, C. tasmanicus, C. corax, C. hawaiiensis, and T. guttata

2.  The alternative model  assumes strict  convergence between the NC crow and the

Hawai’ian crow (see 6.2 Methods). 

6.3.6 Population Genetic Parameters and Divergence

In both the NC crow and C. woodfordi chromosome-wide mean π is correlated

with  chromosome  length.  Shorter  chromosomes  have  higher  diversity  than  longer

chromosomes  (figure  6.3).  If  chromosome-wide  levels  of  π are  treated  as

independendent estimates, the correlation between π and chromosome length is highly

significant in both species (Spearman rank correlations, NC crow: rho = -0.71, S= 7676,

p < 0.001 C. woodfordi: rho = -0.89, S = 8494, p < 0.001). Estimates of π, Tajima’s D,
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Fay and Wu’s H as well as FST are given in figure 6.4 and figure 6.5. Overall levels of

diversity are substantially lower in C. woodfordi than in the NC crow (table 6.3; figure

6.4). Mean values of Tajima’s D are also slightly above 0 in both species but more so in

C. woodfordi. Estimates of π are in general much lower in C. woodfordi than in the NC

crow (table 6.2; figure 6.4).

Figure 6.3.  The relationship between chromosome length and mean estimates

of nucleotide diversity (π) in the NC crow (C. moneduloides) and C. woodfordi.

FST between  the  two  species  is  quite  high  overall,  and  is  highest  on  the  Z

chromosome, as expected (figure 6.5).  FST  also shows a strong relationship with  π in

both species (figure 6.6). Low diversity regions have much higher FST and a few peaks

of diversity are associated with troughs of FST.
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Figure 6.4. Estimates of  π, Fay and Wu’s  H, and Tajima’s  D.  The data shown are

from ~100,000 windows spread across all chromosomes.
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Table 6.3. Summaries of population genetic statistics in the NC crow and C. woodfordi.

Shown are  the  mean,  median  (in  brackets),  and  range (in  square  brackets)  of  each

statistic across the genome. Results are split by Autosomes (A) and the Z chromosome

(Z). Also given is the A:Z ratio of diversity (π).

C. moneduloides C. woodfordi

A Z Z:A A Z Z:A

π (x10-3) 1.1 (1.1) 

[0.13, 10.6]

0.85 (0.83) 

[0.042, 8.5]

0.77 0.36 (0.32) 

[0.017, 7.5]

0.26 (0.22) 

[0.030,5.2]

0.72

Tajima’s D 0.22 (0.21) 

[-1.84, 2.50]

0.36 (0.35) 

[-1.80, 2.26]

- 0.23 (0.26) 

[-1.93, 2.37]

0.042 (0.024) 

[-1.85, 2.06]

-

Fay  and

Wu’s H

0.031 (0.088) 

[-2.95, 0.79]

-0.11 (-0.042) 

[-2.70, 0.79]

- -0.28 (-0.22) 

[-3.02, 0.79] 

-0.13 (-0.063) 

[-2.86, 0.70]

-

Figure 6.5.  FST calculated between C. woodfordi and the NC crow. The data

shown are from ~100,000 windows spread across all chromosomes.
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Figure  6.6.  The  relationship  between  nucleotide  diversity  (π)  and  genetic

differentiation  (FST)  across  windows in  the  NC crow (C.  moneduloides)  and  C.

woodfordi.

Population genomic simulations show some variation in the expected levels of

Tajima’s D under different assumptions of the effective population size, mutation rates

and the number of sampled individuals (figure 6.7). The biggest source of variation is

Ne and so inferences about regions showing evidence of selective sweeps will depend

mostly on what is a realistic estimate of Ne  in  C. woodfordi and the NC crow. The 1st

and 5th percentiles of the distributions of Tajima’s D range from -1.6 to -0.05 (table 6.4)

and -1.3 to -0.07 (not shown) across the parameter combinations respectively. Sample

sizes  primarily  affect  the  variance  in  the  distributions  at  lower  Ne (figure  6.7).  A

conservative threshhold for identifying “significant” windows is therefore set at -1.6.

Windows  with  values  of  Tajima’s  D below  this  are  considered  candidate  regions

undergoing a selective sweep. In total, 19 windows show values of Tajmia’s  D lower

than -1.6 in the NC crow. Some of these windows are adjacent to one another. These

can  be  combined  into  11  1Mb  regions  across  different  chromosomes  for  further

investigation (figure 6.8 and 6.9).
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Table 6.4. The range, across different values of the mutation rate, of the 1st

percentile of the distribution of Tajima’s D. Values are shown for different

sample sizes (N) from populations with different Ne.

N = 5 N = 10 N = 50 N = 100

Ne = 1,000 -1.48, -1.40 -1.60, -1.44 -1.62, -1.06 -1.44, -1.18

Ne = 10,000 -1.40, -0.90 -1.19, -0.89 -1.55, -1.08 -1.23, -0.91

Ne = 20,000 -1.01, -0.79 -0.91, -0.84 -1.26, -0.75 -1.11, -0.79

Ne = 100,000 -0.46, -0.31 -0.44, -0.34 -0.55, -0.38 -0.56, -0.35

Ne = 200,000 -0.41, -0.28 -0.49, -0.25 -0.37, -0.22 -0.37, -0.25

Ne = 1,000,000 -0.15, -0.09 -0.15, -0.09 -0.22, -0.08 -0.18, -0.08

Ne = 2,000,000 -0.13, -0.07 -0.09, -0.05 -0.08, -0.03 -0.09, 0.01

Figure 6.7.  Results  from population genetic simulations. Shown are

the distributions of  Tajima’s  D obtained under different assumptions

of  Ne,  mutation  rates,  and  the  number  of  sampled  individuals  (N).

Points at the ends of whiskers are outliers.
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In some of the regions in figures 6.8 and 6.9, Tajima’s D is reduced in both C.

woodfordi and the NC crow while in others the reductions are more obvious in the NC

crow (figure 6.8). For example, the region between 26.8 and 29 Mb on chromosome

five shows an extended region of reduced Tajima’s  D  in the NC crow while  in  C.

woodfordi this  region is  closer to neutral  expectations (figure 6.8).  These trends are

more apparent for Fay and Wu’s H (figure 6.9). In contrast, none of these regions show

any obvious peaks or troughs in FST (not shown).

These regions contain a total  of 350 genes, though many are uncharacterised

genes that have no known ortholog in the zebra finch. Of the 261 that do have such an

ortholog, 11 are known to be expressed in the zebra finch brain according to ZeBRA

(ZeBRA:  A  Zebra  Finch  Expression  Atlas,   http://www.zebrafinchatlas.org).  If  the

mouse orthologs of these genes are submitted to the MamPhEA tool (Weng & Liao

2010),  which  uses  information  from  the  mammalian  phenotype  ontology  database

(Smith et al., 2004), several phenotypic categories are marginally significantly enriched

(though  not  after  Bonferroni  correction)  including  “small  maxilla”,  and  “abnormal

cerebellar lobule formation”. Still other genes in these regions are known to be involved

in the development of beak and skull morphologies from other birds (Dkk2, and Calm1).
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Figure 6.8. Tajima’s D within the regions up to 1Mb around windows with Tajima’s

D reduced. Data are shown for sliding windows of 50kb with a step size of 10kb.

Also  shown  are  the  locations  of  the  11  genes  within  these  regions  which  are

expressed in the zebra finch brain.
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Figure 6.9. Fay and Wu’s H the regions around windows with reduced Tajima’s

D. Data are shown for sliding windows of 50kb with a step size of 10kb. Also

shown are the six genes within these regions which have been associated with

beak  and  skull  development  or  are  classified  in  the  “small  maxilla”  mouse

phenotype category.
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6.4 Discussion

6.4.1 Coding Sequence Evolution

A comparative genomic approach can help to understand the processes that give

rise to differences between populations and species. It can be useful in identifying the

loci involved in producing important differences between species. This chapter takes a

comparative  genomic  approach  to  look  for  signatures  of  selection  throughout  the

genome of the NC crow. Although the Hawai’ian crow is included in some analyses, the

relative  paucity  of  data  for  this  species  and  the  closest  relatives  means  that  strong

inferences about species differences are difficult to make, therefore I focus on the NC

crow.  I  take  two  main  approaches;  first  I  ask  if  there  is  any  evidence  of  positive

selection within coding sequences along the NC crow lineage. I also take advantage of

genome sequences for multiple samples from two closel y related tropical island species

to  assess  patterns  of  sequence  diversity  around the  genome and  uncover  signatures

consistent with recent selection within the NC crow.

The  results  from  an  analysis  of  rates  of  molecular  evolution  within  coding

regions  suggests  that  there  is  little  evidence  for  diversifying  selection  on  coding

sequences  within  the  NC crow  lineage.  Only  two  genes  are  relatively  consistently

identified as being under positive selection. These two genes are good candidates for

follow up.  Dtnbp1  (dystrobrevin binding protein 1) is a gene in which variants have

been associated with schizophrenia in human patients in multiple studies (Sabb et al.,

2009; Cheah et  al.,  2015; Bakanidze et  al.,  2016) and within schizophrenic patients

variants  affect  other  schizophrenia associated phenotypes  (e.g.  “sustained attention”,

“set-shifting”, and “hallucinations”; Cheah et al., 2015; Bakinadze et al., 2016). There is

also some evidence for a role of variants of Dtnbp1 in “intelligence” among the general,

healthy,  human  population  (Sabb  et  al.,  2009).  Meanwhile,  mutations  of  Htt

(Huntingtin) cause Huntington’s disease symptoms which include reduced attention and

memory (Saudou & Humber 2016). In addition,  heterozygous mouse mutants of the

same gene show motor and cognitive defecits (homozygotes do not survive embryonic

development; Nasir et al., 1995). These phenotypes are interesting because some of the

cognitive traits thought to be particular to NC crows include extraordinary persistence

and attention in foraging tasks as well as the potential for a socially learned aspect to
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particular tool designs (Holzhaider et al., 2010; Kenward et al., 2011).

The  lack  of  strong  evidence  for  convergent  evolution  in  coding  sequence

between the NC and Hawai’ian crows is  perhaps  not surprising.  Similar phenotypic

results could very well be obtained through changes at non-coding loci. For example, in

other  birds  it  seems that  changes  in  transcription  of  key  genes  during  development

determine  beak  shape  and  morphology  (Abzhanov  et  al.,  2004a;  Wu  et  al.,  2006;

Brugmann et al.,  2010; Mallarino et  al.,  2011). Given this, changes in different loci

could alter transcription in similar ways to produce the same phenotypes in different

species. This is also the conclusion of a recent study of convergent molecular evolution

of marine mammal adaptations (Foote et al., 2015).

That  very  few coding  sequences  seem to  be  under  strong  positive  selection

within the NC crow lineage in comparison to the other crow lineages is perhaps also

unsurprising. Many studies have indicated that transcriptional changes are the source of

variation across species in many adaptations, rather than coding sequence changes (but

see Rands et al., 2013). For example differences in beak shapes across many species of

birds seem to be driven by a few candidate genes but it is primarily differences in the

timing of their expression that matter and not coding sequence (Abzhanov et al., 2004;

2006;  Abzhanov  &  Tabin  2004).  Cartilage  outgrowth  during  beak  development  in

chicken  is  driven  by  differential  expression  of  Fgf8  and  Shh  during  embryonic

development  (Abzhanov & Tabin 2004b).  Meanwhile,  shape is  controlled by a  few

conserved regulatory  pathways  involving  Bmp4,  Dkk3,  Igf2r  and others  (Wu et  al.,

2006; Brugmann et al., 2010; Mallarino et al., 2011).

Other studies suggest it is also the timing and locations of expression rather than

absolute levels of expression that matter for beak shape (Wu et al., 2006). Thus, causal

variants may lie outside the coding region and will not be discovered by analyses which

consider only coding sequence molecular evolution. These results bear on the debate

about the relative importance of cis-regulatory regions versus structural (protein) coding

changes in adaptive evolution (King & Wilson 1975; Carroll 2005). This debate has its

roots in a discussion of the discoveries in the 1960s and -70s that coding sequences of

chimpanzees  and  humans  were  virtually  identical.  Whence,  then,  the  obvious

differences between the species (King & Wilson 1975)? It has since been argued that

regulatory regions are the key. These regions are more likely spots for adaptive changes
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to occur because downstream pleiotropic effects are minimised (Carroll 2005; Stern &

Orgogozo  2008).  However,  as  the  data  concerning  the  genetic  sources  of  adaptive

differences  between  species  and  populations  accumulates  this  debate  remains

unresolved. Many examples exist of both structural and cis-regulatory changes driving

adaptive differences (Hoekstra & Coyne 2007; Stern & Orgogozo 2008). Furthermore,

as genome-wide surveys of sequence conservation have become possible, though few

such surveys have been carried out, the evidence suggests that coding sequences show

more  adaptive  changes  than  conserved non-coding elements  (Halligan  et  al.,  2013).

Nevertheless,  the  results  presented  above  are  consistent  with  a  greater  role  for

regulatory change, at least in the evolution of craniofacial morphology.

An alternative explanation for the relatively low number of positively selection

genes is  that  there is  simply not  enough power for these types of tests  for positive

selection. Power in these tests comes mainly from the number of lineages included and

from an optimal divergence between species that results in enough phylogenetic signal

within the sequences  but  does not saturate  the number of  synonymous substitutions

(Kosiol et  al.,  2008). The number of species used here (maximum 8) is a moderate

sample size in comparison to other studies (e.g. Kosiol et al., 2008; Foote et al., 2015).

Additionally, manual inspection of some alignments and the estimates of  dS in many

cases suggest relatively low amounts of divergence between the species.  A solution

might be to expand the comparative approach and take advantage of other available

passerine genomes to investigate clade specific molecular evolution within the crow

lineage.  This  reduces  the  number  of  branches  tested  and  increases  power  to  detect

differential molecular evolution among corvids.

Aside from the effects of poor alignments on inferences made from analyses of

molecular evolution (Schneider et al., 2009), an important caveat is that these results are

dependent on the tree topology. The procedure used here, concatenating alignments of a

set of genes to produce a matrix from which a tree is estimated, is a standard method to

estimate species trees (Kubatko & Degnan 2007; Mirarab et al., 2014; Roch & Steel

2015).  However,  this  methods  has  been  shown  to  often  produce  trees  that  are

inconsistent with the true species tree (Kabutko & Degnan 2007; Roch & Steel 2015).

Alternative methods have been developed which involve first estimating individual gene

trees and summarising these into species trees (e.g. ASTRAL; Mirarab et al., 2014).
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Additionally, the use of “core” genes, which are by definition highly conserved across

many lineages, may be reducing the phylogenetic signal available in aligned sequences.

Another  approach  might  be  to  a  set  of  well  annotated  and  complete  genes  from

throughout the genome and producing gene trees separately before summarising these

into a species tree. Recent work has also shown that gene tree incongruence can have

large  effects  on  false  positive  rates  in  tests  of  differential  substitution  rates  among

lineages (Mendes & Hahn 2016).

The results of a gene family evolution analysis suggested many expansions and

contractions. However, these results should be interpreted with caution. These analyses

are heavily influenced by the quality and completeness of different genome anntoations.

Although extensive curation and identification of orthologous relationships of the  C.

cornix  annotation  has  been  carried  out  (Poelstra  et  al.,  2014),  there  remain  many

uncharacterised coding sequences and the C. moneduloides annotation is perhaps even

less reliable. Nevertheless, concentrating on the more modest expansion and contraction

events identifies some well  described gene families such as the PAK (p21-activated

kinases) family. PAK genes function, among other things, in immunity (Zhao & Manser

2012),  a  physiological  function  that  is  frequently  seen  to  be  under  strong  positive

selection across many taxa (e.g.  Sackton et  al.,  2007; Salazar-Jaramillo et  al.,  2014;

Zhang et al., 2014). These results suggest that, although not all instances of expansions

and contractions are false positives, it seems likely that gene families which show large

differences in gene number reflect incomplete or poorly assembled gene families rather

than extreme rates of gene gain and loss. Clearly, more accurate annotations as well as

more de novo annotations from more species will be needed.

6.4.2 Signatures of Selection in Diversity

Genome-wide patterns of nucleotide diversity are assessed for the sister species

C. moneduloides  (the NC crow) and  C. woodfordi.  These species show differences in

patterns  of  nucleotide  diversity  (π)  and  Tajima’s  D.  Both  species  show  levels  of

diversity in the same range as those reported for other passerine species (Balakrishnan

& Edwards  2009;  Huynh  et  al.,  2010;  Ellegren  et  al.,  2012).  The  lowest  levels  of

diversity are seen on the Z chromosome, along with the highest levels of FST, this is as

expected  given  the  differences  in  Ne between  the  Z  chromosome  and  autosomes.
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Additionally, the ratio of Z chromosomal to autosomal diversity is close to the 0.75

expected from theory (Corl & Ellegren 2012; Ellegren et al., 2013). In general, Tajima’s

D  is higher in  C. woodfordi  than in the NC crow throughout the genome. Typically,

values of Tajima’s D above 0 are interpreted as a signal of balancing selection (Huber

and Lohmueller 2016). 

However, the fact that Tajima’s D is elevated throughout the genome points to

processes which alter diversity in the species as a whole rather than selection at specific

loci. Possibilities include recent population expansions and contractions or population

structure  in  the  sample  (Gattepaille  et  al.,  2013;  Huber  and  Lohmueller  2016).

Alternatively,  the  patterns  may  indicate  an  issue  with  the  sampling  scheme  and

highlight the need for additional sampling throughout the geographic distribution of the

species.  For  example,  the  NC  crow  samples  constitute  four  individuals  from  the

relatively isolated island of Maré and one individual from the main island Grand Terre.

At the same time, previous work using microsatellite markers noted significant, fine-

scale population differentiation among populations on Grand Terre (Rutz et al., 2012).

Thus, population structure in the samples could conceivably produce artefacts in the

data. Finally, of the  C. woodfordi samples, three are from the island of Guadalcanal

(one museum specimen caught in 1995) and the remaining two samples are from the

island of Santa Isabel (both museum specimens from 1995). Thus in the C. woodfordi

samples  too,  there  is  the  potential  for  population  structure  to  a  be  confounder  in

interpretation.

Potentially more reliable inference could be made using Approximate Bayesian

Computation  (ABC)  methods  like  fastsimcoal2 (Excoffier  et  al.,  2013)  or  δαδι

(Gutenkunst et al., 2009) and others (Csilléry et al., 2010) which allow the estimation of

demographic  parameters  (like  the  effective  population  size)  from the  genomic  data

rather than relying on assumptions from the literature to parameterise simulations. This

would  give  a  more  empirical  neutral  expectation  of  e.g.  Tajima’s  D based  on  the

available data. These methods can also test the hypothesis that the overall levels of, for

example, Tajima’s  D  are consistent with models of recent population contractions or

expansions (Csilléry et al., 2010). However, the accuracy of these methods are likely to

depend on the quality of the sampling of the species. In this case, the combination of

few samples from relatively restricted parts of the range coupled with sampling non-
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contemporary populations (i.e. museum specimens) is likely to introduce biases here as

well.

In both species diversity is negatively correlated with chromosome length. This

pattern is expected from theory that π should correlate with recombination rates, which

are higher on microchromosomes (Ellegren 2007; Ellegren 2013). This pattern is seen in

several  other  species  of  birds  (Huynh  et  al.,  2009;  Aslam et  al.,  2012).  Levels  of

diversity are also closely related to  FST throughout the genome. This is also expected

because  FST is a relative measure of diversity. Similar patterns are seen in other crow

systems as  well  (Vijay  et  al.,  2016).  Finally,  π  is  highly  correlated  in  orthologous

windows  throughout  the  genomes  of  the  NC  crow  and  C.  woodfordi.  This  is  not

necessarily expected in relatively diverged species if the processes that shape genomic

patterns  of  diversity  become lineage  specific  after  speciation  and  lineage  sorting  is

complete. 

However,  correlations  of  diversity  in  orthologous  genomic  regions  across

species have been observed elsewhere. This is true in earlier (Vijay et al., 2016) and

later  (Dutoit  et  al.,  2017)  stages  of  the  “speciation  continuum.”  These  patterns  are

attributed to the relatively stable karyotypes in avian lineages (Ellegren et al., 2013)

and, potentially, to shared recombination landscapes (Vijay et al., 2016; Dutoit et al.,

2017). However, in the absence of recombination maps for any of the species in this

analysis this hypothesis is difficult to test. For the NC crow recombination maps may be

difficult to generate owing to the intractability of keeping captive individuals in great

numbers. However, the Hawai’ian crow population is kept entirely in captivity with a

full pedigree of several hundred individuals, presenting an excellent opportunity to map

recombination  events  throughout  the  Hawai’ian  crow  genome.  Fine  mapping  of

crossover  events  has  recently been accmplished in a  pedigree of  only 11 flycatcher

(Ficedula albicollis; Smeds et al., 2016) This type of population also lends itself more

intuitively to GWAS style analysis of interesting traits (e.g. bill shapes).

Several regions show strong reductions in both Tajima’s D and Fay and Wu’s H

within the NC crow and, crucially, not in C. woodfordi. These are taken as the regions

showing  the  strongest  evidence  of  recent  selective  sweeps.  A survey of  the  region

within 1Mb of the windows showing the largest reductions in Tajima’s  D finds many

associated  genes.  Some  (Dkk2,  Calm1)  are  involved  in  the  development  of  beak
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morphologies in other birds (Wu et al., 2006; Abzhanov et al., 2006; Brugmann et al.,

2010). Indeed, Dkk2 shows the highest levels of differential expression in a comparison

of chickens and ducks. Ducks also have unusually straight bills compared to other birds

(Brugmann et al., 2010). Yet other genes in these regions are known to be expressed in

the zebra finch brain. One of these genes,  Psen1, has previously been associated with

cognitive  impairments,  such  as  long-term  memory  potentiation,  Alzheimer’s  and

dementia, in both humans and mice (Morley & Montgomery 2001). Finally, Foxo6 is a

forkhead box transcription factor which is related to Foxp2. Foxp2, in humans, shows a

strong signal of recent positive selection and an association with the ability to acquire

speech (Enard et al., 2002). Similarly, in zebra finches (Teramitsu & White, 2006) and

in great tits (Laine et al., 2016) there is an association with vocal learning and evidence

for recent selective sweeps. Meanwhile, mutant forms of  Foxo6 have been associated

with variation in the severity of schizophrenia symtpoms in humans (Shenker et al.,

2017).  Knockdown  of  expression  in  mice  results  in  normal  learning  but  impaired

memory (Salih et al., 2012). In birds, the only reports are of elevated expression in the

breast muscle in analyses of economically important traits of domestic ducks (Xu et al.,

2012).

Finally, the observation that these regions are not associated with particularly

striking peaks of FST is noteworthy. FST is generally high throughout the genome, which

is unsurprising in a comparison of different species. Since there has likely been no gene

flow between  C. woodfordi  and the NC crow since their  divergence,  this  pattern is

consistent  with  progressive  homogenisation  of  FST throughout  the  genome  as  the

“speciation  continuum”  progresses  (Feder  et  al.,  2012).  In  the  Heliconius system

comparisons of progressively more distantly related populations and species results in a

more  homogenous  FST landscape  throughout  the  genome with  fewer  obvious  peaks

(Nadeu et al., 2012; Martin et al., 2013). The same is true in a multi-species, multi-

population study of crows in the  C. corone species complex (Vijay et al., 2016). The

species used in this chapter are ‘good species’ in that speciation is probably complete

and gene flow rare or absent. Thus  FST may not be the most appropriate statistic for

identifying adaptively diverging regions a priori. Nevertheless these results bear on the

debate surrounding the interpretation of peaks of differentiation (Noor & Bennett, 2009;

Wolf  &  Ellegren  2016).  In  this  case,  searching  for  these  peaks  would  be  quite
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uninformative because FST is rather uniform throughout the genome. At the same time,

FST seems strongly  related  to  π even in  these  already differentiated  ‘good species,’

indicating a persistent role for factors other than gene flow and selection in producing

the landscape of differentiation (Dutoit et al., 2017). Instead signatures of selection in

reduced  diversity  or  an  excess  of  derived  alleles  appear  more  reliable  to  detect

adaptively important differences. However, these approaches too are subject to some

issues  (e.g.  sensitivity  to  demographic  effects  and  variation  in  recombination  or

mutation rates throughout the genome) that may confound interpretation.

In addition  to  the problems highlighted  above,  it  is  difficult  to  associate  the

troughs of Tajima’s  D with any gene in particular that could be related to important

phenotypes in the NC crow. Several genes occur in these regions. Nevertheless, the

above genes represent good candidates where variants could be under selection to alter

brain and neuron development or function, as well as craniofacial morphology. Follow

up of these candidates is needed. Though transcriptome data are difficult to obtain for

these species for practical and ethical reasons, especially for brain tissue, such data from

the  NC  crow  (especially  during  development  as  an  embryo)  would  be  invaluable.

Alternatively, a GWAS style analysis could be performed in order to associate genome-

wide markers with variation in morphological phenotypes in the NC or Hawai’ian crow

populations. If loci strongly associated with traits of interest (e.g. beak shapes) localise

to  these  same regions  that  would  provide  further  evidence  of  adaptively  important

variants in these regions. Given the extensive knowledge we now have of the genes

involved in determining beak and skull shapes, another approach might be to identify

conserved  regions  up  or  downstream  of  these  regions  showing  high  levels  of

conservation. Such regions are likely to be regulatory domains and can be investigated

for  differences  that  correlate  with  beak  shapes  across  avian  lineages.  This  type  of

approach  has  been  used  successfully  in  studies  on  convergent  evolution  in  rodent

dentition (Tapaltsyan et al., 2016).

A final difficulty, unrelated to the choice of population genetic statistics, is the

relatively poor knowledge of the genetic underpinnings of differences in cognitive traits

(e.g.  memory,  learning,  persistence)  which  are  likely  to  be  important  in  tool  using

behaviours (Emery & Clayton 2005; Kacelnik 2009; Holzhaider et al., 2010; Kenward

et al., 2011). One difficulty arises even in defining these phenotypes in ways that make
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them  tractable  for  genomic  analyses  (de  Geus  et  al.,  2001;  Sabb  et  al.,  2009).

Additionally, few studies have been published in non-human animal systems showing

an  association  between  gene  variants  and  cognitive  traits  which  makes  a  priori

predictions  difficult  to  formulate  (but  see  Morley  & Montgomery  2001).  ‘Reverse

genetic’ studies like the current one provide good ways of identifying candidate genes

that can be followed up either in the same system or in model systems.

6.5 Concluding Remarks

In this chapter, I conduct a comparative genomic analysis of 15 species from the

Corvid radiation with a particular focus on the tool-using New Caledonian crow (C.

moneduloides). Rates of molecular evolution are found to be consistently elevated only

in a handful of genes. Two of these are known to be associated with cognitive disorders

and general measures of intelligence in humans and mice (Htt and Dtnbp1). Meanwhile,

population  genetic  statistics  from throughout  the  genome suggest  that  demographic

forces  may  have  played  a  substantial  role  in  determining  the  patterns  of  genetic

diversity. Tajima’s  D is somewhat elevated in  C. woodfordi  in comparison to the NC

crow  and  in  both  species  average  Tajima’s  D  on  the  autosomes  is  above  zero.

Nevertheless some signatures of selective sweeps are apparent even when using fairly

stringent threshholds. These regions are also associated with strong reductions in Fay

and Wu’s  H  which is less sensitive to demographic forces. Several genes near these

regions of selective sweeps are related to relevant phenotypes including beak and skull

morphologies and cognition in mice, humans, and other songbirds. This study shows

how a comparative approach can provide valuable insights into the loci contributing to

important  adaptive  differences  between  species.  It  also  highlights  how  contrasts

between species  can advance  our  understanding of  the processes  that  shape  genetic

diversity throughout the genome in different demographic scenarios.
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Chapter 7 Discussion and Conclusions

7.1 The Genomics of Adaptation

With the “modern synthesis” (Huxley 1942) of Darwinian natural selection and

genetics came the understanding that changes in allele frequencies in populations are the

mediators of evolutionary change. Although genetic investigations of populations have

been underway since the early 19th century the last decade has seen a rapid proliferation

of technology which has allowed the investigation of the entire genome of organisms.

Thus, the comparative method has been extended to comparative genomics (Ellegren

2008;  Pardo-Diaz  et  al.,  2015).  Although  there  have  been  promising  results  in  the

identification of loci that are important in species or population differences there remain

many challenges in unerstanding the ways in which different processes contribute to

patterns  of variation seen in  natural  (Noor & Bennet  2009; Wolf  & Ellegren 2016;

Ravinet  et  al.,  in  press)  and  experimental  populations  (Kofler  & Schlötterer  2014;

Baldwin-Brown et al., 2014; Kessner & Novembre 2015). 

There has been some criticism of the whole enterprise of attempts to identify the

genomic loci underlying adaptively important traits (Rockman 2012; Travisano & Shaw

2013). The criticism is mainly that loci which contribute to variation in traits,  even

adaptive traits, within QTL mapping populations are numerous and of small individual

effect.  Many studies  have  indeed shown that  this  is  the  case (Mackay et  al.,  2009;

Rockman 2012). Therefore, it has been argued, attempts to identify and account for the

molecular basis of adaptive traits are in vain and in any case would not greatly advance

our understanding of the general principles of evolution (Rockman 2012; Travisano &

Shaw 2013).  However,  while  QTLs explaining variation  within  populations  may be

elucsive, the loci that matter for differences between populations may in fact have large

effects  and  be  discoverable  (Rausher  &  Delph  2015).  Since  it  is  the  variants  that

underlie differences between populations and species which are the “stuff of evolution”

(Rausher & Delph 2015), methods that directly address population differences should

have a greater chance of identifying loci that are important in population and species
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divergence.  With  the  ever  decreasing  costs  of  whole-genome  sequencing  it  is  now

possible to identify variants segregating in multiple populations or species which differ

in  evolutionarily  important  traits  (e.g.  Jones  et  al.,  2012;  The  Heliconius Genome

Consortium 2012; Poelstra et al., 2014; Lamichhaney et al., 2015; Vijay et al., 2016;

Božičević  et  al.,  2016).  Identifying  consistent  differences  between  independent

comparisons  of  populations,  or  signatures  of  selection  within  one  population  can

identify loci which are important in producing differences (e.g. Martins et al., 2014;

Vijay et al., 2016).

At the same time there is more to the genetics of adaptation than simply the

identification of “the genes” involved. While the question of “why” selection is acting

on phenotypes is important and insight is unlikely to come from a genetic perspective,

the question of “how” selection acts equally merits investigation. How does selection

act to build genomes? What roles do regions of reduced recombination (e.g. inversions)

have in spread of beneficial co-adapted alleles (Hoffmann & Riesberg 2008)? How does

selection  act  to  mediate  sexual  conflict  and  produce  sexually  dimorphic  traits

(Wilkinson et al.,  2015)? These are questions to which genomic studies can provide

valuable  insights,  in  some  cases  without  identifying  variants  (genes/alleles,

rearrangements, or single nucleotides) contributing to phenotypic differences. 

In this thesis I have undertaken a comparative genomic approach to investigate

the genomic differences between populations in various systems. I take advantage of

different species, and both natural and laboratory populations. Below, I outline the main

findings, synthesise some common conclusions and discuss opportunities for follow-up

work.

7.2 Summary of Findings

In chapter 2 I considered the challenge of identifying consistent allele frequency

changes  in  response  to  selection  in  experimental  evolution  studies.  Experimental

evolution studies have been a popular tool to study adaptation to novel environments for

many years. With the rise of low-cost next-generation sequencing (NGS) technologies

the prospects for understanding the genomics of adaptive change have become greatly

improved. Therefore, there is a need to develop both reliable experimental protocols and
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analytical  approaches  using  these  technologies  that  can  answer  these  questions.  A

critical  feature  of  experimental  evolution  studies  is  to  use  replicated  experimental

treatments. This replication allows researchers to distinguish between changes that may

simply be due to chance (genetic drift) and consistent changes across multiple replicates

which are more likely to have been driven by parallel selection (Kawecki et al., 2012).

In genomic terms this amounts to identifying consistent allele frequency changes across

replicate lines. Several methods have been developed to test for such consistent change

in allele frequencies (Kofler et al., 2011; Baldwin-Brown et al., 2014), but a consensus

has not been reached on the best approach (Baldwin-Brown et al.,  2014; Kessner &

Novembre 2015). 

I conducted a population genetic simulation to test different methods which have

been proposed for the analysis of experimental evolution genome data and identified

some serious problems with popular approaches. I also proposed alternative approaches

which performed well under the null hypothesis with no cost in the power to detect true

positives. This chapter highlights the importance of evaluating the performance of new

analytical  approaches  by  simulation.  In  genomics  this  can  be  particularly  powerful

because the population genetic theory of the behaviour of allele frequencies under the

null hypothesis is well established (Charlesworth & Charlesworth 2008). 

In chapter 3 I  analysed genome sequencing data from an ongoing, long-term

experimental evolution study in D. pseudoobscura (Crudgington et al 2005). 8 replicate

lines were set up in 2002 to investigate the response to selection under altered mating

systems. Four lines were assigned to an “elevated polyandry” (E) treatment and four to

a “enforced monogamy” (M) treatment (see chapter three for more details). The aim

was  to  identify  genomic  loci  (SNPs)  which  showed  a  consistent  allele  frequency

difference between the E and M treatments across replicates. To this end, I applied the

results of my simulation study (Chapter 2) and performed a Generalised Linear Model

(GLM) with quasibinomial error distribution for each SNP with experimental treatment

as a fixed effect. 

The  results  suggest  that  consistent  allele  frequency  differences  localised  to

clusters  of  highly  differentiated  SNPs.  Additionally,  there  was  an  excess  of

differentiated SNPs on the 3rd chromosome and the X chromosome arms. Meanwhile,

population genetic summary statistics (Tajima’s  D, FST) suggest that these regions are
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not obviously associated with “peaks” of  FST but that they show clear signatures of

selective sweeps in one or the other treatment lines. This highlights the importance of

using a range of measures to make inferences about within population processes (such

as selection and recombination variation) and contrast them with between population

measures  of  differentiation (Wolf  & Ellegren 2016).  Candidate  SNPs are associated

with  many  genes  which  have  mutant  phenotypes  that  are  relevant  to  previous

phenotypic  assays  of  these  experimental  evolution  lines  (e.g.  courtship  song,  male

aggression, and male post-copulatory manipulation of females). Additionally, patterns

of  diversity  and  differentiation  on  the  X  chromosome  and  autosomes  suggest  that

evolution has been faster on the X. Differentiation (FST) is generally higher on the X

than  on  the  autosomes  in  E  and  M  lines  but  the  difference  is  greater  in  E  lines.

Additionally, X:A ratio of  π is lower in E lines. These results  are consistent with a

faster-X (due to a greater efficiency of selection) and an effect of polyandry on reducing

the ratio of Ne but they are not consistent with a strong effect of sexual selection or

conflict  which  should  increase  the  ratio  of  diversity  (Ellegren  2009;  Vicoso  &

Charlesworth 2009; Corl & Ellegren 2012).

In chapter 4 I considered a novel approach to identifying associations between

genomic markers and a phenotype. This involved using isofemale lines that vary in a

phenotype of interest, namely the re-mating rate. SNPs that are consistently fixed for

alternative alleles in isofemale lines that are at  opposite extremes of the phenotypic

distribution  should  include  loci  which  are  linked  to  causal  loci.  In  any  pairwise

comparison  many  fixed  differences  will  occur  by  chance  but  if  several  pairwise

comparisons are performed using pairs of lines from different source populations the

rate of spurious associations should be reduced. I used population genetic simulations to

establish how many consistently fixed differences are expected between any pairs of

lines  sampled  from  an  ancestral  population.  I  compared  the  observed  number  of

consistently fixed differences to the simulated distributions and concluded that there are

more such differences than expected by chance. Many of these fixed differences also

occur near or in genes which have previously been associated with female re-mating

rates in  Drosophila species. Although sample sizes were extremely small, and results

should be treated with caution this methods seems a fruitful approach to identifying

genotype-phenotype associations.
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In chapter 5 I took advantage of several populations of D. montana from North

America and Finland. I used Principle Component (PC) analysis to determine the main

axes of climatic variation across these populations. I then relate differentiation at SNPs

to environmental differentiation across these populations. The aim was to uncover SNPs

and  nearby  genes  which  show  a  relationship  with  climatic  variation  to  uncover

candidate genes that may be important in the divergence of these populations. Many

SNPs  show a  significant  relationship  with  climatic  variation  and  those  that  do  are

associated  with  genes  involved  in  the  circadian  rhythm and  also  in  cell  membrane

integrity and cryoprotection. Also, many of the genes near these candidate SNPs lie in

regions  which show characteristic  signals  of  selective sweeps (reduced Tajima’s  D)

indicating a role for local adaptation. In this chapter too I apply quasibinomial GLMs

(form  chapter  2)  but  with  a  continuous  predictor  of  allele  frequencies.  However,

distributions of p-values suggest that such a linear model is a poor fit to the data. This

could  be  because  there  are  many  non-linear  relationships  between  the  continuous

predictors and allele frequencies which are not captured by a linear model. At the same

time there are likely many linked loci which result in p-values at nearby SNPs being

correlated. Bayesian methods such as BayeScEnv (de Villemereiul & Gaggiotti 2015)

seemed to perform much better in these analyses.

Finally, in chapter 6 I switch focus to a comparative study of crows. The New

Caledonian (NC) crow is a tropical island endemic that has become the focus of much

research  due  to  its  tool-using  behaviour.  In  this  study  I  undertake  a  comparative

genomic study using whole genome sequences from 15 species of crows. The use of

multiple crow species with similar ecological niches (tropical island endemics) allows

the distinction of signatures of adaptation associated with island colonisation from those

associated with the particular characteristics of the NC crow. The results suggest limited

support for elevated rates of coding sequence evolution within the NC crow lineage.

However,  a  few  genes  associated  with  cognitive  disease  (schizophrenia  and

Huntington’s disease) in humans and mice show a robust signal of positive selection. At

the same time, multiple regions throughout the genome show reductions of Tajima’s D

and Fay and Wu’s  H which are greater than expected from neutral population genetic

simulations. These regions lie near genes involved in the development of craniofacial

morphology in birds and mice as well as other cognition related genes. However, there
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is  evidence of  population genetic  structure in these samples,  probably owing to the

sampling of birds from different islands so results should be treated with caution. At the

same time these data show that in a comparison of closely related but “good” species

(i.e. speciation is complete) there is a strong correlation in the level of diversity within

orthologous windows. This highlights a potentially strong effect of forces other than

selection in driving patterns of differentiation and diversity even on longer evolutionary

timescales. 

7.3 General Discussion and Future Work

7.3.1 Recombination, Inversions and Hitchhiking

The  results  from  the  above  chapters  also  bear  on  the  expected  effect  of

recombination and hitchhiking on genomic patterns of diversity and differentiation. For

example, the observation in two chapters (Chapter 3 and Chapter 5) that candidate SNPs

seem  highly  clustered  raises  the  possibility  of  adaptive  colocalisation  in  low

recombination  regions  or  inversions,  though  genetic  hitchhiking  effects  cannot  at

present  be  ruled  out.  In  particular,  chromosomal  inversions  are  increasingly  being

recognised as important aspects of genomic organisation that can have an impact on

adaptive  evolution  (Kirkpatrick  &  Barton,  2006;  Hoffman  &  Riesberg  2008).  For

example, adaptive roles for inversions have been observed in natural population clines

of  Drosophila  melanogaster  (Kapun  et  al.,  2016),  seaweed  flies  (Coelopa  frigida;

Wellenreuther et al., 2017); monkey flowers (Mimulus guttatus; Oneal et al., 2014), and

others.  In  this  context,  future  work  could  investigate  the  presence  and  locations  of

inversions  and recombination hot/cold-spots  among the experimental  evolution lines

(Chapter 3) and wild populations of D. montana (Chapter 5). 

In  Drosophila  systems  it  should  be  feasible  to  investigate  the  presence  of

inversions and conduct breeding experiments to quantify recombination throughout the

genome.  In  D. pseudoobscura  several  inversions  are  known to segregate within the

species (Sturtevant & Dobzhansky 1936; Dobzhansky & Sturtevant 1937) while others

are fixed between  D. pseudoobscura  and the sister species  D. perisimils  (Noor et al.,

2001;  Stevison et  al.,  2011).  Stevison et  al.,  (2011)  found that  although  gene  flow

between species is possible (via double recombination) through fixed inversions it is
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likely  to  be  exceedingly  rare.  Between  species  inversions  have  maintained  high

divergence within these inversions on geological timescales (McGaugh & Noor 2012).

Meanwhile these inversions are associated with various traits conferring a degree of

reproductive isolation between the species (Noor et al., 2001), pointing to a large role

for  inversions  in  speciation.  In  D.  montana,  reproductive  isolation  exists  between

populations and is apparently mediated, at least in part, by cuticular hydrocarbons and

courtship  song  (Jennings  et  al.,  2011;  2014).  QTLs  for  differences  in  song

characteristics and genital  morphology between populations localise to chromosomal

regions known to be polymorphic for inversions (Morales-Hojas et al., 2007; Schäfer et

al., 2011; Lagisz et al., 2012). These data point to a role for inversions in maintaining

population differences in this species but more precise characterisation of inversions

and their  distributions  are  needed.  Such data  would provide  further  insight  into  the

processes that drive patterns of differentiation and allele frequency change seen in these

systems.

The observation in Chapter 6 of a close correlation in patterns of diversity within

orthologous  windows  in  already  “good”  species  (i.e.  speciation  is  complete)  is

unexpected.  This  result  highlights  the  importance  of  knowing  about  recombination

landscapes in drawing inferences about patterns of diversity and differentiation form

genomic  data  (Dutoit  et  al.,  2017).  If  landscapes  are  shared  this  could  result  in

correlated patterns and must be taken into account when drawing inferences about the

action of other evolutionary forces (Dutoit et al., 2017). Landscapes are known to be

shared  across  species  in  the  zebra  finch  and  close  relatives  (Singhal  et  al.,  2015).

Measuring recombination  is  difficult  in  wild  populations  of  New Caledonian  crows

which are difficult to keep and breed in captivity. However, the captive population of

Hawai’ian crows is more amenable on account of the larger sample sizes and known

pedigree. Therefore, comparison of the recombination landscape with the landscape of

diversity  within  Hawai’ian  crows  would  shed  light  on  this  issue.  For  example,

recombination patterns have been well characterised in flycatchers (Kawakami et al.,

2014; Smeds et al., 2016), and in zebra finches (Singhal et al., 2015). Comparison of

these  data  to  that  from the  Hawai’ian  crow  would  help  to  determine  whether  this

landscape is conserved across species and contributes to intraspecific variation (Dutoit

et al., 2017).
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7.3.2 Functional Genomics: Knockdown, Knockout, and Knockin

While “knock-out” mutations (loss of function) to alleles have contributed much

to our understanding of which genes affect phenotypes they offer rather crude functional

characterisation  and  many  knock-out  individuals  don’t  survive  long  enough  for

phenotypes to be assessed. In contrast, “knock-down” treatments (e.g. RNAi) allow a

more fine-grained estimation of the effects of different levels of expression of a gene. If

differences  in  expression  are  seen  between  two  treatments  then  expression  can  be

artificially altered to test if the phenotype responds as predicted. Finally genome editing,

or “knock-in,” allows the replacement of one genetic variant for another to test whether

the  phenotype  responds  as  predicted.  The  recently  introduced  technology  of

CRISPR/Cas9 promises to ease the creation of knock-out, knock-down, and knock-in

lines (Bono et al., 2015). 

Many of the genes identified as being in close linkage with candidate SNPs seem

to have associated mutant phenotypes that are relevant to expected biological functions,

such as sexual selection and conflict (Chapter 3 and Chapter 4), circadian rhythms and

the control of diapause or cold tolerance (Chapter 5), and craniofacial morphologies as

well as cognitive traits (Chapter 6). These genes therefore represent exciting candidates

for further functional validation with knock-out/-down/-in techniques like CRISPR/cas9

or RNAi. Indeed in the D. montana system such experimental approaches have already

been performed for  the gene  Inos  which is  located in  a  region that  shows signs of

ongoing selection in high altitude and high latitude populations (Chapter 4). Inos, which

codes for the protein myo-inositol, is observed at high concentrations in overwintering

D. montana, and is associated with cold-tolerance in other insects (Vesala et al., 2012).

Knockdown  of  Inos  by  RNAi  in  D.  montana does  not  reduce  the  ability  for  cold

acclimation  but  significantly  increases  cold-specific  rates  of  mortality.  Individuals

acclimatised at 5°C die at higher rates than individuals acclimatised at 19°C (Vigoder et

al., 2016). Other candidates might include the gene vri which is involved in circadian

rhythms  among  Drosophila and  regulates  the  negative  feedback  loop  of  another

circadian rhythm gene,  Clock (clk) (Rosato et al., 2006; Helfrich-Förster 2017), shows

differential  expression in response to cold acclimation in  D. montana (Vesala et al.,
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2012c;  Parker  et  al.,  2015),  and also occurs  in  a  region showing signs  of  selective

sweeps (Chapter 4). 

These types of experiments have their  limitations however.  For example,  the

creation of transgenic lines is much more practical and ethical in  Drosophila  than in

birds, let alone endangered species like the Hawai’ian crow. Even when it is in principle

possible, the creation of transgenic lines is laborious so testing large numbers of genes

is  impractical,  especially  for  whole-organism  phenotypes.  These  methods  are  still

mostly  available  only  for  models  for  which  protocols  are  well  established  (i.e.

Drosophila melanogaster; Bassett & Liu 2014), but it seems likely that they will soon

be  more  widely  available  also  for  non-model  species  such  as  D.  montana  and  D.

pseudoobscura.

Additionally,  these  types  of  functional  genomic  experiments  need  a  precise

target. For example. altering an entire gene by introducing a copy with particular amino

acid substitutions or by altering precise parts of the regulatory region. This type of fine

scale modification is important because subtle changes can underlie important adaptive

differences. For example, in inter-species QTL mapping of courtship song characters

(presumably important  aspects  of  assortative mating and reproductive isolation),  the

gene fruitless is frequently implicated (Gleason & Ritchie 2004; Lagisz et al., 2012). At

the same time, positive selection at this locus is restricted to alternatively spliced exons

implying that alternative splicing and specific isoforms of genes may underlie adaptive

differences between species (Parker et al., 2013). Such differences would be obscured if

a locus was simply knocked out altogether, or expression in general is reduced in a non-

isoform-specific  manner.  Similarly,  a  classic  case  of  regulatory  change  underlying

morphological differences is the regulation of the gene shavenbaby (svb), a transcript of

the ovo locus, which is involved in the development of trichomes on Drosophila larvae

(Stern & Frankel 2013). Expression of svb is controlled from a series of enhancers up to

~90-140kb from the start of transcription (McGregor et al., 2007; Frankel et al., 2012).

Parallel changes in two enhancers explain much of the convergent loss of trichomes in

the comparison of  D. melanogaster  and  D. sechellia,  as well as D. littoralis  and  D.

ezoana (Frankel et al., 2012). 

Finally, although an altered locus produces a measurable phenotypic change, this

may not necessarily imply that it is an important locus for e.g. reproductive isolation, or
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sexual  conflict.  This  phenotypic  change  must  further  translate  to  a  difference  in

assortative  mating  or  coercive/manipulative  ability.  Such  differences  will  only  be

measured  in  mate  choice  or  social  interaction  experiments,  or  fitness  assays  in

ecologically  relevant  environments  with  wild-type  and  mutant  individuals.  With

genome editing such experiments are becoming feasible (Bono et al., 2015). The power

of  this  approach can be  seen in  previous  work in  model  systems.  McGregor et  al.,

(2007)  created  transgenic  D.  melanogaster by  replacing  the  enhancers  of  svb  (see

above) with those of  D. sechellia.  Although the regions replaced were quite wide, the

resulting transgenic D. melanogaster larvae expressed a phenotype similar to that of D.

sechellia  confirming  the  locations  of  variants  underlying  species  differences  in  the

enhancer  regions  (McGregor  et  al.,  2007). Similarly,  in  African  populations  of  D.

melanogaster  there  is  adaptive  variation  in  cuticular  melanism  which  is  partly

controlled by the ebony locus (Rebeiz et al., 2009). In an ebony null mutant background,

transgenes from “light” and “dark” lines were able to rescue a range of abdomen shades

(Rebeiz et al., 2009). These studies highlight the power of transgenics in quantifying the

effect  of  specific  sequence  variants  on  adaptive  differences  between  species  and

populations.

In  this  context,  the  observation  that  regions  around  Inos look  to  be  under

selection in northern populations of D. montana, similar to patterns first noticed around

ebony (Rebeiz  et  al.,  2009),  would  predict  that  variation  in  sequence  that  alters

transcription is important for population differences. Thus, if differences are identified

and a southern variant can be introduced to otherwise northern genomic background,

individuals  with  a  southern  version  of  this  gene  should  fare  worse.  This  would

constitute  a  good  demonstration  that  variants  in  or  near  this  gene  which  alter

transcription levels during cold acclimation are functionally important for population

divergence in cold-adaptation traits. Similar assays could be performed for other loci

which show signs of selection in different climates (Chapter 5), and also differential

expression during cold acclimation or diapause. Similarly, knockout or replacement of

genes involved in the formation of wings or wing muscle in D. pseudoobscura could be

replaced in E and M female backgrounds (Chapter 3) to test for an effect on e.g. song

characters.
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7.3.3 Islands of Differentiation

Finally, the results in this thesis bear on the debate surrounding the expected

patterns of diversity and differentiation observed in diversifying wild populations (Noor

& Bennet 2009; Wolf & Ellegren 2017; Ravinet et al., in press). Peaks of FST are often

interpreted  as  a  combination  of  divergent  selection  at  loci  underlying  adaptation  or

reproductive isolation and gene flow in the rest of the genome (Noor & Bennett 2009;

Wolf & Ellegren 2017). However, a debate is still ongoing over the interpretation of

these peaks of differentiation. Such peaks can arise due to divergent selection and gene

flow but also, for example, as a product of segregating ancestral variation and variation

in recombination throughout the genome, in the absence of gene flow (Noor & Bennet

2009). 

In chapter 3 there was no gene flow across treatment lines to homogenise the FST

landscape. Though there were some small peaks of FST between pairs of treatment lines

these were not useful diagnostic features for regions with significant allele frequency

differences  between  treatments.  While  these  regions  showed  obvious  effects  in

consistent allele frequency differences between E and M lines,  FST was not obviously

greater than elsewhere in the genome. Thus localised differentiation (allele frequency

differences) due to selection can build up without the homogenising effects of gene flow

elsewhere  in  the  genome.  These  regions  also  showed  very  clear  signs  of  selective

sweeps within the treatment lines (reduced Tajima’s D and π). Higher pairwise FST was

not  a  useful  diagnostic  feature  of  these regions.  These results  are  consistent  with a

model where peaks of divergence often seen between populations or hybridising species

are the result of divergent selection acting on a few loci and homogenising gene flow.

One explanation for a fairly homogenous landscape of  FST is that the relatively short

timescales (compared to evolutionary history) may be too short in experimental studies.

Even  ~200  generations  may  not  be  enough  time  to  result  in  large  peaks  of  FST,

especially when stochastic forces (drift) are strong due to small population sizes within

treatment lines driving elevation of FST throughout the genome even though selection is

only acting in specific regions.

Similar results are clear from chapter 5. Regions in which  FST was associated

with  variation  in  climate  across  populations  often  showed  signatures  of  positive

selection, at least in some populations. Thus, a range of summary statistics can tell us
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more about the processes (such as selection and hitchhiking within populations) shaping

patterns of diversity than a single statistic (e.g. FST), unfortunately these are rarely used

(Wolf & Ellegren 2017). Unfortunately, the debate remains unsolved mainly because of

a lack of knowledge regarding the recombination landscape, a crucial part of alternative

hypotheses of islands of differentiation. However, these experimental evolution lines

provide an excellent system in which to study the forces that drive differentiation in

localised regions.

7.4 Concluding Remarks

Understanding  the  genetic  basis  of  phenotypic  differences  between

populations/species has been constrained by our ability to identify the loci underlying

phenotypic  variation  within  species  (Rockman  2012;  Travisano  & Shaw 2013).  By

contrast comparative and population genomics can provide high resolution lanscapes of

polymorphism within the genome and facilitate contrasts between populations/species.

Such landscapes can directly identify the signatures of selection and demographic forces

acting  on  regions  of  the  genome  to  identify  the  loci  underlying  population/species

differences.  In  this  thesis  I  have  taken  a  comparative  approach  to  investigate  the

genomics of adaptation in several systems. I have also contributed novel approaches to

the  analysis  of  studies  of  stratified  populations  and  experimental  evolution  studies.

Overall, my results highlight the importance of a thorough survey of patterns of genetic

variation when drawing inferences about the processes that have shaped them. These

studies have also identified promising avenues for follow up studies. It  is becoming

increasingly clear that complete insights will ultimately come not from single studies

that apply only methods such as the ones I use in this thesis, but from the accumulation

of  several  independent  studies  combining  different  approaches  (e.g.  comparative

genomics, functional genomics, phenotypic fitness assays, etc.). This work sheds light

on the process of evolution at the genome scale in the specific systems studied here and

contributes  toward  our  understanding  of  population  divergence,  adaptation,  and

speciation in general.
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Appendix A: Standard phenol-chloroform protocol for 

DNA extraction.

This protocol is developed for pooled genomic DNA from 40 flies per sample.
Samples stored in ethanol from collection.

Materials:
Insect Extraction Buffer (IEB) heated until clear (37-55 C)⁰
Proteinase-K
epicentre “Riboshredder”
Phenol:chloroform mix
Chloroform
100% ethanol (EtOH) (ice cold -20 C)⁰
PCR water (DNAse free)

Cell Lysis Steps:
1. Dry samples on paper towel.
2.  Place  samples  (40  flies)  in  a  1.5ml  eppendorf  tube  with  400  ul  of  IEB  and
homogenize with an electric homogenizer.

3. Transfer solution to a falcon tube,  add 1200 ul IEB and 20 ul proteinase-K. Mix
sample well by vortexing. Incubate over night at 55 C.⁰

RNA Removal
4. Transfer 1000 ul of solution from 3. into new 1.5ml eppendorf tubes (@ 500 ul per
eppendorf tube)
5. Add 0.5 ul of Riboshredder and incubate at 37 C for 30 minutes. ⁰

The above steps give 2 samples from each pool of 40 individuals. The DNA cleaning
steps are performed on all samples.

DNA Cleaning
6. Add 500ul1 phenol-chloroform2 to the sample (in fume cupboard, wearing two pairs
of gloves)
7. Ensure that eppendorf  tubes are tightly closed and mix contents by shaking until an
emulsion forms.

8. Centrifuge at 10,000 rpm for 10 minutes at room temperature. Check that organic and
aqueous phases are well separated.

9. Remove the aqueous supernatant (350 ul) to a fresh 1.5ml eppendorf tube. Be careful
not to take any of the phenol layer.
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Several phenol:chloroform washes (up to 3) can be performed if there is any doubt as
to the cleanliness.

10. Add 350ul1 chloroform2 and repeat steps 9-11. At step 9: remove 300 ul of aqueous
supernatant
Chloroform binds any residual phenol to remove it  from the sample.  Again, several
chloroform washes can be performed to remove the residual phenol.

11. Add 1ml of ice cold 100% EtOH. Mix sample by inverting and leave to precipitate
for 2 hrs at -20 C (sample should be clear to slightly cloudy at this stage)⁰

12. Centrifuge at 13,000 rpm for 5 mins to condense DNA in pellet. Ideally at 4 C ⁰
13.Pipette off the EtOH3 without disrupting the pellet. First with P1000 pipette, then
with P20 pipette.
14. Add 500ul EtOH3 (70%). Spin at 13,000 rpm at 4 C. Repeat step 13. Evaporate⁰
EtOH by spinning in vacuum “extractor” for 5 minutes.
14. Add 200ul of PCR water or TE buffer and incubate at 37 C for 1hr⁰
15. Remove 20ul of samples for NanoDrop and running on a gel. Store the main sample
in the fridge.

1 ratio of sample:phenol-chloroform (step 6) and sample:chloroform (step 10) should
always be 1:1
2 Stored in fridge. Phenol-chloroform is covered and protected from light.
3 Doesn’t need to be ice cold.
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