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Abstract

This thesis presents the results of electrical transport experiments performed on two mi-

crostructured quantum materials, namely on the ultra-pure metal PdCoO2 and on the

heavy fermion superconductor CeIrIn5. Throughout this work, focused ion beam (FIB)

microsculpting was utilised to design the investigated devices.

I begin with an introduction to the FIB instrument, with a specific focus on its application

for microstructuring transport devices from quantum materials. In particular, our stan-

dard fabrication procedure, in which a thin slab of material is extracted from a bulk single

crystal for further processing is described in detail, as this approach can be utilised for

most metallic compounds. Furthermore, I describe a micro-fabrication process for creat-

ing transport devices from platelet-shaped single crystals.

Thereafter I present ballistic transport measurements of the ultra-pure delafossite metal

PdCoO2. By investigating mesoscopic transport bars which are narrower than the elec-

tron mean free path (up to 20µm), I demonstrate that the ballistic transport in PdCoO2

is strongly anisotropic as a result of the underlying quasi-hexagonal Fermi surface shape.

Moreover, I report on the results of transverse electron focusing (TEF) experiments, a tech-

nique which directly probes the real space ballistic trajectories of electrons in a magnetic

field, which demonstrate the super-geometric focusing effect.

Furthermore, by investigatingmicrostructures of the superconducting heavy fermion com-

poundCeIrIn5 bymeansof transportmeasurements aswell as scanningSQUIDmicroscopy

in collaboration with external groups, a route to controllably manipulate the local strain in

microstructured devices was found. The presented approach is based on exploiting the

substrate-induced biaxial strain due to differential thermal contraction, which is spatially

tailored by defined FIB cuts. As the superconducting transition in the heavy fermion com-

pound CeIrIn5 is highly sensitive to strain, the local Tc within the device is controlled via

the spatial strain distribution.
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1 Introduction

Focused ion beam (FIB) microstructuring has recently created many new and exciting op-

portunities for investigating and exploiting quantum materials. This comparatively young

technique has just started to revolutionise traditional sample fabricationmethods by offer-

ing the ability to electrically contact and micro-sculpture microscopic samples and much

is yet to explore. In essence, the FIB is a tool with which matter can be precisely removed

locally, while preserving the crystalline quality of the remaining material. In particular for

fabricating electrical transport devices, this addresses many challenges at once. Figure

1.1, for instance, displays a tiny crystal platelet which is too small to contact by hand using

conventional four-point wiring. Utilising the FIB however, it is straightforward to create a

device in which two longitudinal and two transverse voltages can be measured along a

well-defined current path. Similarly, large but inhomogeneous compounds can be char-

acterised by probing only small, selected regions within the sample. Moreover, the ability

to microscopically manipulate the sample also provides control over the crystal orienta-

tion, such that the resistivity can be accurately determined along any direction.

30µm

Figure 1.1: Scanning electron micrograph of a AgNiO2 crystallite which was microstruc-
tured into a transport bar, in which the longitudinal and transverse voltage can be mea-
sured simultaneously. Image kindly provided by C. Putzke.

Microstructured samples, however, do not only provide access to resistivitymeasurements

in small or peculiar shaped crystals. They also offer the possibility of investigating meso-

scopic and microscopic transport regimes, which are otherwise difficult if not impossible

1



Chapter 1. Introduction

to achieve in many exotic materials. This concept is visualised in figure 1.2. In general, L

represents a characteristic length scale of the system, for example the coherence length

of a superconductor or charge/spin density wave, the typical distance between domain

walls (structural, magnetic), or the electron mean free path. At the same time, the device

sizes achievablewith the FIB range frommillimetres down to several hundred nanometers,

spanning over four orders of magnitude in size. Thus by tuning the sample dimensions

appropriately, a qualitative difference in the behaviour of the system may be expected

when crossing from the macroscopic to the microscopic regime.

Macroscopic (>L) Mesoscopic ( L)~ Microscopic (<L)

decreasing sample size

Figure 1.2: By tuning the sample dimensions across an intrinsic, characteristic length scale
L of the system, various physical regimes can be realised. Between these regimes, the
qualitative behaviour of the system can be drastically different. This figure is based on an
illustration by P. Moll.

Additionally, once a system has entered the mesoscopic or microscopic regime, the sam-

ple shape and dimensions become relevant parameters for the observed behaviour. In

turn, the form of a device can spatially manipulate and influence its electrical characteris-

tics. Throughout this thesis functionality by form will be a recurring theme, when studying

ballistic effects in PdCoO2 in various device geometries or during the investigation of the

spatially modulated superconductivity observed in CeIrIn5.

However, as FIB microstructuring of quantum matter has only been developed within the

last decade, it is still a relatively new technique with much unexplored territory and host

of open questions. In this respect, I think of the work presented in this thesis as an ad-

venturous approach towards microstructuring to find out what is possible. During this

2



exploration, I investigated the effects of FIB irradiation on an ultra-pure metal as well as

on a family of mono-arsenide compounds, in which surface superconductivity can be in-

duced. In addition, I studied the role of substrate strain on microstructured devices as a

result of puzzling resistivity anisotropy measurements. These experiments showcase the

capabilities of the FIB to manipulate quantum materials and create devices in order per-

form measurements which are otherwise not possible.

The three main chapters that make up this thesis are designed to be self-standing, and

contain individual introductions and literature reviews as well as research results. They

can therefore be read independently of each other, and are structured as follows:

• In Chapter 2 I provide an overview of the FIB machine and its operating principle. In

particular, I have focused on describing the use of FIBs for microstructuring quan-

tummatter transport devices. My target audience are future FIB enthusiasts, whowill

hopefully find some helpful descriptions and recommendations on the following few

pages. A reader purely interested in the experimental results on either PdCoO2 or

CeIrIn5 can comfortably skip this section, and move forward to the respective chap-

ter.

• In Chapter 3 I describe work investigating in-plane ballistic transport in the layered

delafossite metal PdCoO2. The mean free path in this compound is up to 20µm

below 20K — a length scale which can be reached and manipulated with the FIB.

As a result, ballistic devices could be fabricated and revealed novel insights into the

direction-dependent ballistic in-plane transport in PdCoO2.

• Chapter 4 is devoted to the heavy fermion compound CeIrIn5. Because the super-

conductivity in CeIrIn5 is particularly sensitive to uniaxial pressure, it was found that

the substrate-induced strain in the microstructure due to differential thermal mis-

match is enough to substantially modulate Tc in a spatially anisotropic manner. This

result provides a new route to engineer potential landscapes for electrons in strongly

correlated matter, and finally solves the longstanding mystery of the anomalously

high resistive transition in CeIrIn5.
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2 Focused Ion Beam micro-machining

Focused ion beam (FIB) micro-machining has become an invaluable tool for studying

quantum materials due to its capability to precisely define the shape and dimensions of

single crystals on the sub-micrometer scale. In particular, high-quality mesoscale electri-

cal transport devices can be fabricated from newly synthesised compounds or materials

which are too small to manipulate otherwise. Moreover, by designing the microstructure

accordingly, one can enhance the experimentally accessible signatures of the sought af-

ter physical phenomena. Further, this then enables prototype devices to be directly pro-

duced on standardised chips in order to investigate the application potential of a material

for future electronics.

In the following section, I will first review the standard operating principle of FIB/SEMdual-

beam systems, followed by a comparison of the predominantly used gallium-based ion

beams with the more recently (2006) developed xenon plasma-based FIBs. However, this

chapter is not focused around the technical details of the FIB, but is instead intended to in-

troduce the relevant ion beam fundamentals in order to apply the FIB for microstructuring

of quantum matter. Hence the majority of the following chapter will cover essential infor-

mation for fabricating functioning transport devices. In particular, the second half of the

chapter is devoted to giving a step-by-step guide on how to fabricate electrical transport

devices from lamellae and platelet shaped single crystals.

2.1 Fundamentals of dual-beam SEM/FIB systems

At the time when the first scanning electronmicroscope (SEM) systems became commer-

cially available in 1965, the idea emerged to also utilise ions, which were heavier and

therefore more energetic than electrons, to image and manipulate matter on microscopic

length scales. The early ion beam sources were based on field emission technology, which

were low in brightness and suffered from position stability issues. The breakthrough came

in 1975 with the invention of the liquid metal ion source (LMIS), which is stable over time

and offers a high brightness. Their subsequent incorporation with scanning electron mi-

croscopes in 1979 formed the foundation of modern dual-beam FIB/SEM systems.

5



Chapter 2. Focused Ion Beam micro-machining

Today, the FIB hasbecomea commercially available tool, which is invaluable formicroanal-

ysis and microstructuring applications. It is heavily used in the semiconductor industry for

circuit editing, failure analysis and quality control of micro-chips on the single transistor

level. In materials science, the FIB is commonly used for the preparation of thin slices of

a material, so-called lamellae, for investigations with transmission electron microscopes

(TEM). The FIB's cross sectioning capability is further exploited in biological applications,

in which biological tissue can be sectioned and imaged (so-called slice-and-view) in order

to create a reconstructed 3D model. Moreover, nano-fabrication of MEMS (micro-electro-

mechanical systems) devices, in which both the sputter and deposition abilities of the FIB

are exploited, are a further application of the FIB.

For the purpose of microstructuring quantum materials, the FIB is an ideal tool to sculpt

materials with a high level of precision to create three dimensional structures from almost

any metallic compound. With a dual-beam system, the samples can be imaged non-

destructively with the SEM and locally manipulated (material removal or deposition) by

means of the energetic ion beam. A generic and simplified dual-beam system is sketched

in figure 2.1A. The gallium-based Helios NanoLab G3 CX FIB, which was the workhorse of

this thesis, is displayed in panel B. The second, xenon-plasma-based FIB system (Helios

G4 PFIB UXe) used for this work is nearly identical in size.
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Figure 2.1: (A) Schematic illustration of a simplified dual beam SEM/FIB machine. The
angle between the electron and ion column is typically around 50 degrees. The sketch is
based on [1]. (B) Optical image of the gallium based Helios NanoLab G3 CX system at the
Max Planck Institute for Chemical Physics of Solids in Dresden.
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2.1. Fundamentals of dual-beam SEM/FIB systems

The sample is mounted on a 5-axis stage, which allows it to be moved in the (x,y)-plane of

the sample chamber, rotated around the vertical axis of the stage and tilted towards the

ion beam column. With this, the region of interest on the sample is then moved into the

coincidence point of both beams, such that it can be imaged with both the FIB and SEM,

yielding stereo vision for the user.

The ion beam column is typically tilted around 50◦ degrees with respect to the vertical

electron column. Its main components are an ion source, an acceleration stage and elec-

trostatic lenses to scan and focus the beam. By far the most common ion source technol-

ogy is based on liquid gallium due to its low melting point. Recently, xenon plasma FIBs

have also become commercially available. The differences between these source tech-

nologies is discussed in the next section. After exiting the source, the ions are accelerated

with a voltage typically in the range between 1 and 30 kV, yielding ions with energies up

to 60 keV (for Ga2+ and Xe2+). Subsequently a set of apertures limits the beam diameter

and hence current of the ion beam to the value selected by the user. Finally, the ion beam

passes a set of electrostatic lenses allowing it to be raster scanned and focused onto the

sample.

Similarly, the SEM raster scans a beam of electrons across the sample, providing non-inva-

sive, high-resolution images of the sample. Moreover, the electron column can be oper-

ated as stand-alone instrument allowing EDS (energy-dispersive X-ray spectroscopy) and

EBSD (electron backscatter diffraction) analyses to be performed.

The gas injection system (GIS), sketched in orange in figure 2.1, offers the capability to

locally deposit metallic or insulating material on the sample of a surface by means of ion-

assisted chemical vapour deposition. This process is described in detail in section 2.1.4.

Lastly, many FIBs are equippedwith an integratedmicro-manipulator consisting of a sharp

tungsten needle, which can be moved in three dimensions and rotated around its axis. In

combination with the welding capabilities offered by the GIS, this allows small samples

and lamellae to be manipulated and transferred within the FIB.

7



Chapter 2. Focused Ion Beam micro-machining

2.1.1 Ion Sources: gallium vs. xenon plasma

Liquid metal ion sources (LMIS) are by far the most used ion beam sources due to due to

their ability to self-form a sharp tip, yielding a position-stable source with high brightness.

Typically gallium is utilised for this purpose because of its low melting point of around

30 ◦C and the fact that Ga easily forms a super-cooled liquid at room temperature. More-

over, a low vapour pressure renders gallium compatible with high-vacuum (HV) applica-

tions, and its low surface free energy promotes viscous behaviour on the needle substrate.

Many other metals and alloys have successfully been exploited as well, but gallium has

become the industry metal of choice. Ultimately the material removal rate of the liquid

metal source FIB technology is limited by the eventual break-down of the self-formed tip

at high extractor voltages. Hence, a different source technology has been developed with

the aim of achieving enhanced milling rates. Xenon based FIBs operate by generating a

xenon plasma, from which ions are extracted through an aperture. These fundamentally
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(e.g. Xe)

extractor optics

helical
antenna

RF
source

+
+

+

+

++

+
+

+
+

+

+

+
+ +

+

source aperture

plasma chamber

gas supply

~50°

long beam tail

Figure 2.2: (A) Sketch of a gallium-based liquid metal ion source (LMIS). A coil heater en-
sures that thegallium in a reservoir ismolten, such that it can flowalong andwet the surface
of a connecting tungsten needle. At the end of the needle a cone-like tip (the Taylor cone)
is self-formed as a result of the applied electric field from the extractor electrode. If a criti-
cal voltage is exceeded, ions are emitted from the tip and lead to a stable gaussian beam
profile. (B) A plasma FIB is based on inductively coupling a radio frequency (RF) antenna
to a reservoir of xenon gas. This forms a dense plasma, which can be extracted through
a source aperture. This forms a collimated emission pattern with high angular intensity,
which results in a significantly larger beam tail compared to the GFIB. Sketch based on [2].
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2.1. Fundamentals of dual-beam SEM/FIB systems

different ion emission strategies lead to distinct beam profiles, which one should be well

aware of when microstructuring, as they influence the milling properties. To this end I will

discuss the fundamentals of LMIS and inductively coupled plasma (ICP) sources in the fol-

lowing section.

A sketch of a characteristic gallium-based liquid metal ion source is presented in figure

2.2A. A reservoir is heated to above themelting point of gallium, such that the liquidmetal

can flow along the tungsten needle which is attached to the reservoir and wet its surface.

The end of the tungsten needle, which has a sharp tip (∼2-5 µm radius), is then brought

near the electric field created by an extractor electrode. The solution of the hydrostatic

equations balancing the electrostatic forces against the surface tension of the liquid metal

yields a self-formed tip∼2-5 nmdiameter), the so-called Taylor cone. When the voltage on

the extractor electrode exceeds a few kilovolts, Ga2+ ions are emitted in a conical fashion

leading to a gaussian shaped beam profile. Crucially, for the spatial resolution of the FIB,

the liquid gallium at the tip of the tungsten needle must retain a stable position in space,

such that the electron-optical elements in the ion column can precisely steer and focus the

ion beam. For this, the ability of gallium to remain a super-cooled liquid at room temper-

ature is essential as it allows the heater to remain inactive during operation. In contrast, in

non-gallium-based LMIS the convection in the continuously heated liquid metal sources

greatly impairs the stability of the Taylor cone, resulting in an inferior spatial precision of

the ion beam.

The typical spot size as a function of emission current of a gallium FIB is presented in

figure 2.3. At low currents, Coulomb interactions within the beam limit the spot size to

less than 100nm. However, the relevant parameter for milling microscopic structures is

not the minimum size of the beam diameter, but instead the sharpness of the edge of the

ion beam. The more steeply the ion beam profile drops off at its periphery, the sharper

the boundaries of the milled structures will be. At the other end of the spectrum, above

∼10nA spherical aberration effects additionally degrade the performance of the beam,

as indicated by the change in slope of the spot size as a function of beam current. The

maximal beam current achievable with the LMIS technology is ∼100nA, after which the

formation of the Taylor cone becomes unstable.
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Figure 2.3: Comparison of the spot sizes of gallium based liquid metal ion sources (LMIS)
to xenon inductively coupled plasma sources (ICP) as a function of beam current [3]. The
spot size d50 denotes the effective central beam diameter containing 50% of the ion cur-
rent. Above ∼10nA spherical aberrations degrade the performance of the GFIB (loss of
focus). Hence at high beam currents the PFIB yields smaller spot sizes, in particular in
state-of-the-art plasma FIBs with emission currents above 1000nA (dashed purple curve).
Figure based on [3].

In 2006, the design of xenon plasma based ion sources opened the route towards high

current FIB milling enabling the use of up to several µA of ions, while maintaining a high

beam quality and performance. This is possible due to the greater collimation of the ion

beam produced by the plasma FIB, even at high currents. A sketch of such a system is

displayed in figure 2.2B. The plasma chamber, filled with xenon gas, is coupled to a radio

frequency antenna, which is helically wrapped around the chamber. The induced electric

field sufficiently accelerates the electrons to ionise the atoms and thereby creating a dense

xenon plasma. Finally, the ions are accelerated by an extraction electrode and collimated

through an aperture. The profile of the ion beam created in this fashionmaintains a power

law emission, even at high currents, and thereby exceeds the performance of the GFIB for

currents greater than ∼100nA, c.f. figure 2.3, purple curve.

Finally, another relevant feature, especially for materials science, is the non-metallic and

inert character of xenon ions, which prevents chemical interaction with the target material,

such as unwanted formation of metallic compounds on the surface of the microstructured

metals. Moreover, as the implanted xenon ions do not react with the target material and

have a large radius which prevents them from diffusing into the sample, the xenon in the

surface layer of the irradiated material can escape relatively easily [4].

10



2.1. Fundamentals of dual-beam SEM/FIB systems

2.1.2 The FIB milling process

One of the main functions of a FIB is the local removal of material by means of ion sputter-

ing. On a microscopic level this process is a consequence of the loss of the ion's kinetic

energy through the interaction with the atoms of the target material upon impact with a

solid. In general, a number of different processes occur when an ion interacts with a solid,

including ion reflection andbackscattering, electron emission, atomic sputtering and sam-

ple heating. In particular surface ablation takes place if the energy transferred to an atom

near the sample surface exceeds the critical displacement energy , such that a recoil atom

may be emitted from the solid [5]. Over time this generates a spot-sized hole, which can

range from sub-100nm to tens of micrometers in size. The ion beam can then be steered

using electrostatic lenses, enabling it to be raster scanned across the surface of a sample,

such that arbitrarily shaped holes of variable depth can be milled. On the level of a FIB

user, there are number of factors, such as the beam diameter, scan direction and order,

which can be controlled in order to optimise the milling process, both in terms of speed

and cleanliness, which will be the subject of the following section, while keeping in mind

the particular aim of fabricating transport devices.

There are a number of requirements which must be fulfilled in order to fabricate correctly

functioning microstructured transport devices:

• The bulk of the sample must not be damaged.

• Short circuitsmust not exist. Erroneous electrical connections distort the current flow

and lead to an incorrect resistance measurement.

• The geometry and dimensions of the sample must be well known in order to deter-

mine the geometric factor precisely, such that the resistivity can accurately be calcu-

lated from the measured resistance.

• Parallel conductances must be minimised. Using a FIB it is unavoidable to create a

damage layer around the sample, which can be regarded as a parallel resistor. If its

resistance is high enough however, it can be neglected.

In order to bestmeet thesedemands, it is essential to understand the FIBmillingbehaviour

and its consequences. Figure 2.4 graphically summarises the fundamentals of FIB pattern-
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Chapter 2. Focused Ion Beam micro-machining

ing based on the xT software of FEI used for this work (version 10.1.3). Other FIB software

offer comparable tools. The essential aspects portrayed in the following section, however,

are generally applicable and independent of the software in use (unless explicitly stated

otherwise). As mentioned above, the ion beam is raster scanned, c.f. figure 2.4A. This

implies that the beam is focused onto an individual spot for the duration of the so-called

dwell time, tdwell ∼µs, before it progresses to the next spot. The sputtering rate is typically

non-linear as a function of dwell time. Initially, as the dwell time increases, the material

locally heats up more, which facilitates atom ablation [6]. At the same time, redeposition

effects limit the sputtering rate above a critical value [7]. The horizontal and vertical dis-

tances between the individually milled spots are separated by the so-called x and y pitch,

which are typically defined as a function of beam diameter, which itself is a function of

the beam current. For instance, a standard rectangular pattern is milled with 50% overlap,

indicating that the individual gaussian shaped beam profiles overlap by 50%. Commonly

used scan strategies for milling are the so-called serpentine or raster patterns, displayed

in panel A. They have a well-defined scan direction (towards the thick line, as indicated

in panel A) and can be set to pause for a time trefresh after every complete pass (typically

set to 0 for milling). Their essential difference is the scanning path, which can lead to a

difference in surface morphology, sputter yield and artefact formation [8].

Similarly, the scanning path used to generate other milling patterns crucially influences

the sputter yield, redeposition distribution and general quality of the cut. Panel B of figure

2.4 presents seven available patterning options in the FEI xT user interface, which I will

describe in the following.

rectangle pattern This is likely the most commonly used pattern and, in general, the pre-

ferred choice whenmicrostructuring transport samples. Due to its scanning strategy

(serpentine or raster) the layer-by-layer patterning yields a cross section with a flat

bottom surface. Moreover, because the ion beam passes over the same area many

times, the redeposition is comparatively low for shallow cuts (c.f. figure 2.5A). The

standard setting is 50% beam overlap at a dwell time of 1 µs, which yield an evenly

milled rectangular hole. However, if the pitch and dwell time are increased (e.g.

-300%, 1ms) this will instead create an array of spots, which were for instance used

to create the 'roots' presented in figure 2.17.
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Figure 2.4: The essentials of FIB patterning described on the basis of FEI's xT software
package. The same or similar functionalities are available in other FIB software tools.
(A)The most commonly used scan types for rectangular shaped patterns are serpentine
and raster. In both cases, the scan generator sweeps the beam in the scan direction and
has the option to pause for a time trefresh after each cycle. Every line consists of a number
of beam 'pixels', which are separated by a certain pitch. At each pixel the beam remains
for a time tdwell before moving to the adjacent pixel. (B) Top row: The basic patterning
shapes available in FEI's xT user interface. See main text for detailed description. Bottom
row: Cross section of the respective patterns. The orange areas represent the volume
which will removed by the respective pattern. (C) Recommended milling strategy for mi-
crostructuring. Here a section of a four-point bar is displayed. The cleanest structures
are typically achieved by exploiting the optimised scan strategy for rectangular patterns
in combination with the parallel milling mode. If necessary, the side walls of the structure
can be polished with a cleaning cross section. (D) Due to the beam profile, the top edge
of a CCS polished side-wall is typically rounded. This effect can be avoided by depositing
a protection layer.
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Chapter 2. Focused Ion Beam micro-machining

regular cleaning cross section (RCS) This pattern is designed for the fast removal of large

volumes of material. The cross section resembles a stair case and is ideally suited

for excavating lamellae. The standard setting is 50% beam overlap at a dwell time of

1 µs.

cleaning cleaning cross section (CCS) Unlike the rectangle and the RCS pattern, where

the beam passes over the same area multiple times, the CCS pattern operates on

a line-by-line basis. Here, a single line is rastered multiple times, before the beam

advances to the next line in the direction of the scan. However, once advanced, the

beam never returns to a previously milled line (unless manually set to do so). The

advantage of this strategy is to create sidewalls withminimal redeposition (c.f. figure

B), hence this is often referred to as side wall polishing. For microstructuring, CCSs

are essential to minimise redeposition and are used for polishing the side walls of

the lamellae as well as the side walls of the finished structure. The standard beam

overlap is 85% at a dwell time of 1 µs. Here, the increased beam overlap compared

to the commonly used value of 50% creates an improved side wall finish due to the

higher irradiation density which prevents uneven, serrated boundaries.

line pattern The line pattern consist of a single line of beam spots. For microstructuring

applications, the use of line patterns should generally be avoided. Instead rectangu-

lar patterns are recommended, as they create a cleaner cut, which greatly reduces

the chance of accidental short circuits.

circle pattern The circular pattern is defined by an outer and inner radius, with which one

can either create circles or ring shaped cuts. Rings are particularly useful for fabri-

cating pillars, for which a dedicated circular scan strategy can be employed.

polygon pattern The main use of polygon patterns when fabricating microstructures is

the even removal of the top layer of gold on a lamella (c.f. figure 2.14B on page 33).

Otherwise polygons are rarely used when operating the FEI xT software. The reason

for this is that the user does not have control over the generated scan path, which

depends strongly on the shape of the polygon. Moreover, occasionally the beam

shutter is not fast enough in blanking the beam when skipping across the sample.

This then leads to characteristic beam trails dragged across parts of the samplewhich

were not intended to be milled. In these circumstances, it can be helpful to increase
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2.1. Fundamentals of dual-beam SEM/FIB systems

the dwell time. However, by circumventing polygon patterns, this issue can avoided

all together.

bitmap pattern FIB software can interpret bitmap files as binary input and generate an

according scan path. This is useful for labelling devices or creating complex struc-

tures (including black and white photographs). Similar to the polygon pattern, the

user does not have control over the scan path. Hence when working with bitmap

patterns it is recommended to increase the dwell time to avoid beam blanking arte-

facts. However, in general, it is advisable to instead use rectangular cuts milled in

parallel rather than a bitmap inputs to fabricate transport devices.

The recommended milling method for microstructuring devices is presented in figure

2.4C, showcasing part of a four-point structure. Rectangular patterns, roughly as wide as

the cut will be deep, are arranged and aligned such that the direction of milling is point-

ing towards the current path in order to reduce redeposition. The T–shaped cut consists

of two rectangular bars which overlap minimally. As mentioned above, due to the well-

defined scan path, rectangles are strongly preferred over a polygon pattern. The entire

device is milled in parallel to minimise redeposition. Subsequently, the side walls of the

current path are polished using a CCS at low currents, to create a well-defined rectangular

cross section.

The typical consequence of CCS side-wall polishing is a rounded top edge, as sketched in

figure 2.4D. This is a result of the extended beamprofile (in particular when using a plasma

FIB), which leads to sputtering at the edge of the sample where material removal is espe-

cially effective. This effect can be reduced by using lower beam currents, as their diameter

is smaller. However, this simultaneously decreases the sputtering rate, which significantly

prolongs the polishing procedure. Alternatively, a protection layer can be deposited on

top of the relevant section by means of the gas injection system (GIS), c.f section 2.1.4.

The so-grown structures can typically withstand high beam currents and offer an effective

protection of the underlying material.

Asmentioned above, minimising the so-called redeposition of sputteredmaterial is one of

the main challenges during the microfabrication of transport devices. Excessive amounts
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Chapter 2. Focused Ion Beam micro-machining

of redeposition can lead to short circuits or contribute to the parallel resistance measured

in any transport experiment.

A B

crystal crystal

ion beam

redeposition

Figure 2.5: (A) Schematic of a FIB layer-by-layer cut, illustrating the influence of the aspect
ratio on the milling efficiency. As the trench grows deeper, the probability of a sputtered
atom to escape decreases with decreasing opening angle. Instead, the atoms increasingly
impact the sidewalls and form a redeposition layer (in blue). (B) The asymmetric distribu-
tion of the redeposition layer of a line-by-cut can be exploited to create clean side walls. I
will refer to this process as polishing.

Generally, redeposition describes the situation when sputtered atoms re-impact on the

surface of the sample. The amount and distribution of the redeposition layer depends on

the geometry of the milled cut, the scan pattern and on the energy of the incident ions.

In the case of a rectangle pattern, as shown in figure 2.5A, the layer-by-layer scan path re-

moves redeposited material at the bottom of a shallow trench. As the depth of the trench

increases, the redeposition rate rises until it meets the sputtering rate, at which point effec-

tive milling is terminated. Due to its distinct scan strategy, the redeposition of a cleaning

cross section (CCS) cut is clearly different, c.f. figure 2.5B. In this case, the ion beam ad-

vances line-by-line in the scanning direction, without reversing to an already milled line.

This leads to a build-up of re-deposition on one side of the trench, but minimises the ac-

cumulation of re-depositedmaterial in the direction of milling. Therefore, the CCS pattern

is ideally suited to fabricate side-walls of microstructures with minimal re-deposition.

2.1.3 Surface aspects of ion beam fabrication

Invariably, the irradiation of ions will create a damaged layer on the surface of the tar-

get material it impinges on. Under certain circumstances, the damage layer can lead to

observable consequences in electrical transport measurements, including surface super-

conductivity induced by gallium doping [9].
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Figure 2.6: (A) FIB prepared structures are encapsulated by a shell of amorphousmaterial.
(B) A sketch of a typical ion collision cascade showing the trajectories of the stopped ions
(dark grey) as well as the moved atoms (in light grey). This sketch is based on the simu-
lation of 30 kV Ga2+ ions in carbon [10]. (C) In a similar simulation, SRIM was used to find
the gallium implantation distribution in PdCoO2 in a situation, where the ions impact the
surface at a grazing incidence angle. Figure based on supplementary information of [11].

A sketch of a sample after ion irradiation is shown in figure 2.6A. In general, the effects of

the ionbeamcanbe summarised as creating an amorphousdamage layer around the crys-

talline solid. Additionally, if a liquid metal ion source (such as gallium) is used, source ions

are implanted into the damage layer, which can locally change the chemical potential of

the material. The interaction effects of the ions with a solid is typically well-described with

a collision cascademodel, which can be simulated using a program called SRIM (Stopping

Range of Ions in Matter). SRIM is based on quantum mechanical models for ion interac-

tionswhich are then simulated using aMonteCarlomethod. While SRIM is themost widely

used simulation software due to its extensive database, other more advanced codes ex-

ist [12]. For instance TRIDYN is a dynamical simulation software package, which takes into

account the stoichiometric change of the sample due to ion implantation, atomic mixing

and preferential sputtering effects.

An illustration of a typical collision cascade is presented in figure 2.6B. Here, 30 kV Ga2+

ions impinge on the surface of carbon under a normal incidence angle. The resulting ion

trajectories, which extend about 20–30nm into the bulk, are shown in dark grey. The ki-

netic energy of the ions can further cause atoms to move in an area extending the ionic
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Chapter 2. Focused Ion Beam micro-machining

plume by a further 10–15nm, which can lead to point defects, for instance. A compara-

ble SRIM simulation was performed for 30 kV Ga2+ focused onto PdCoO2. However, in

this case, the ions were simulated at a grazing incidence angle, as is the situation dur-

ing side-wall polishing. The resulting gallium implantation distribution, shown in figure

2.6C, follows Gaussian distribution centred around the initial ion collision point, which is

approximately 2 nm away from the surface, in this case. The statistical nature of a random

walk dictates that implantation of gallium ions is exponentially suppressed by one decade

every 6–20nm, where the ion penetration signal cuts off in panel C [11]. The maximal

defect propagation into the bulk of the sample is then another 10–20nm additionally to

themaximum ion penetration, as indicated by light grey plumeofmoved atoms in panel B.

In summary, the damage layer created by 30 kV Ga2+ ions, which are commonly used for

microstructuring typically extends 20–30nm into the bulk. Due to the amorphous nature

of the surface layer, it usually adds a negligible resistance contribution and can be ignored

formost parts. This assumption, however, does not hold if the resistance of the amorphous

damaged layer becomes comparable to the bulk resistance, or even superconducting.

Exactly this situation occurs when compounds of the mono-arsenide family (Nb,Ta),(P,As)

are FIB microstructured as a result of a preferential sputtering effect [13], [14]. Figure

2.7A graphically explains the situation using NbAs as an example. While the bulk remains

intact, the damage layer is heavily enriched with niobium, leading to superconductivity

at low temperatures, as shown in panel B. The reason for the niobium enrichment in the

amorphous layer is the large difference between the sublimation points of arsenic (887K)

and niobium (5017K). This is confirmed by SRIM simulations for normal incident 60 keV

gallium ions, which find a sputter yield of 1.7 per incident ion for Nb and 10.01 for As.

Under equilibrium sputtering conditions one may therefore expect a surface composition

of around Nb:As ≈ 6:1.

The same mechanism also leads to a superconducting surface layer with a superconduct-

ing transition temperature between Tc ≈ 1–4K in TaAs, TaP and NbP, as shown in the

inset of figure 2.7B. Panel C displays the resistance of a 300nm wide, microstructured

NbAs sample as a function of magnetic field B. Using a simple parallel resistor model,
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Figure 2.7: (A) Due to the strong preferential sputtering of arsenic (As) compared to that of
niobium (Nb), the amorphous layer of NbAs is predominantly composed of niobium. (B)
The resistivity as a function of temperature reveals that FIB milling of the mono-arsenide
family (Nb,Ta)(P,As) creates a superconducting shell around the otherwise non-supercon-
ducting materials. (C) By fitting a parallel resistor model to the measured magneto-resis-
tance of a 300nm wide microstructured NbAs four-point bar, a sheet resistance of 5Ω/sq
can be extracted. The current and field configuration are shown in panel D. (D) Quantum
oscillations in the same device and field configuration reveal an intact crystalline bulk.

σtot(B) = σNbAs(B) + σNb-layer(B), the sheet resistance of the amorphous niobium layer

can be estimated to be 5Ω/sq, which is in quantitative agreement with the resistance of

FIB-irradiated Nb thin films [15]. For this we assumed the usual quadratic dependence of

the magneto-resistance of the NbAs bulk, σNbAs ∼ (aB2 + const.)−1. Moreover, the amor-

phous damage layer is approximated as field independent in comparison to the strongly

field dependent magneto-resistance of NbaAs, σNb-layer ∼ const.

Furthermore, although themicrostructure ismerely 300nmwide, pronounced Shubnikov-

de Haas oscillations (for more detail on quantum oscillations see section 4.2.5 on page
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143) can readily be measured, as presented in panel D. As quantum oscillations are ex-

ponentially sensitive to defects, their observation (at the correct bulk value [16]) is a clear

indication that the crystalline quality and symmetry are preserved within the bulk of the

device.

Themethod presented above lays out a new route to reliably fabricating superconducting

microstructures fromappropriatematerials. The combination of a high-quality, single crys-

talline bulk with induced surface superconductivity holds the potential to study proximity-

induced superconductivity. This would be particularly interesting for the mono-arsenide

metals NbAs and TaAs, as they belong to a class of so-called Weyl semimetals, which ex-

hibit topological properties. If Cooper pairs would be induced in these compounds by

proximity, the superconducting state could inherent the non-trivial topological properties

of the Weyl metal and form a Weyl superconductor. These are expected to host exotic

phenomena, such as finite-momentum Cooper pairs or zero-energy Majorana modes at

their surface and are of fundamental interest to improve our understanding of correlated

topological systems.

2.1.4 Ion assisted chemical vapour deposition

A focused beam of ions can not only be utilised to locally sputter material, but also to lo-

cally deposit material in a maskless fashion. This direct writing technique operates on the

basis of local chemical vapour deposition on the sample surface assisted by the incident

energetic ions of the FIB. With this it is possible to deposit amorphous conductive and

insulating materials, such as platinum, tungsten, carbon and SiO2.

The details of the deposition process are sketched in figure 2.8A. A small nozzle which

is connected to the gas injection system (GIS) is brought into close proximity to the sam-

ple surface. Once positioned, it releases a precursor gas into the chamber which par-

tially adsorbs on the surface of the sample. The selected gas determines the type of

deposited material and typically consists of metalorganic molecules, which are mostly or-

ganicmolecules inwhich ametal atom is embedded (e.g. (CH3)3(CH3C5H4)Pt for platinum

deposition). After a layer of adsorbedgas has formed, the area is locally irradiatedwith the

ion beam, c.f. bottom panel of figure 2.8A. Upon impact with the target material, the en-
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Figure 2.8: (A) Schematic image of the FIB assisted deposition process. Top: A gas of
organometallic molecules is inserted by the gas injection system (GIS) and adsorbed on
the sample surface. Bottom: The ion bombardment causes the organic components to
crack, leaving behind a conductive matrix. (B) SEM image of metallic leads deposited
around a lamella. The deposition is performed in two steps in order to minimise self-
shadowing effects.

ergetic ions locally generate so-called secondary electrons with a few eV, which can break

the bonds of the molecules on the surface of the sample. The volatile organic compo-

nents are then pumped out while the heavier platinum atoms bond bond to the surface.

However, the deposited material is amorphous and never pure. Gallium-FIB deposited

platinum layers, for instance, have been analysed and found to contain 46% Pt, 24% C,

28% Ga, and 2% O [17], although the exact composition varies depending on the local

growth conditions (gas flow, irradiation density, angle of irradiation, ...). Moreover, the

resistivity of the deposited metallic layers is typically several orders of magnitude higher

than that of pure metals.

Due to their comparatively high resistivity, FIB deposited bonds are not ideal for contact-

ing microstructured samples. And although deposited tungsten becomes superconduct-

ing below ∼8K, the sample contact resistance may still remain high. However, the main

advantage of FIB deposited contacts is their strength and chemical resistance. Due to the

formation under ion bombardment, the Pt strips are firmly anchored to the substrate and

can sustain extreme conditions, such as hydrostatic pressure environments or rapid ther-
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Chapter 2. Focused Ion Beam micro-machining

mal changes. For these situations it is recommended to use a combination of gold sputter

deposition, which creates low ohmic contacts with platinum bonding to secure and pro-

tect them.

When contactingmicrostructures (lamellae or crystal platelets), the recommended growth

strategy is to first create a base layer, leaving a ∼1µm gap to the sample in order to avoid

self-shadowing effects, c.f figure 2.8B. Once the base is approximately the same height

as the sample, they can be connected by extending the area of irradiation to overlap with

the sample. Note how the 'growth lines', which indicated the scan direction are oriented

parallel to the future direction of current flow, in order to reduce with resistivity along that

direction. Further details regarding the growth process are described in [18].

Finding the optimal deposition parameters is not always easy and typically requires some

testing. Unfortunately, there is no universal recipe which can be applied, as the growth

rate is sensitive to the local environment, such as the gas flow rate and dispersion (which

should ideally be laminar), the ion energy and dose, the dwell time, and the refresh time.

It can even happen that nominally identical settings will work on parts of the device, but

not on others due to local changes in the gas distribution. Recommended settings are to

use a beam overlap of -50%, 50ns dwell time and 1µs refresh time. A conservative esti-

mate for the ion beam current I in pA is given by I [pA] ≈ 5 · A [µm2], where A is the area

of irradiation in µm2. For instance, the platinum structures shown in figure 2.8B each have

an area of approximately 15 µm x 50µm = 750µm2, hence the empirical formula suggests

using an ion current of 3.75 nA. In practice, the current was initially set to 2.5 nA and then

increased to 9nA after a thin layer was successfully deposited.

With this, we have discussed the relevant functions of the FIB necessary for microstructur-

ing in detail. The next section will illustrate how these can be used to create high-quality

transport devices from quantum materials.
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2.2. Transport device fabrication

2.2 Transport device fabrication

The FIB is an ideal instrument to fabricate transport devices out of metallic materials in

order to investigate their electronic properties. In particular, a FIB based fabrication ap-

proach offers the opportunity to design the shape and dimensions of a sample around

the physical property or phenomenon of interest. For instance, by fabricating long me-

ander structures from high conductivity metals, the overall resistance of the device can

be enhanced by over an order of magnitude, which facilitates transport measurements

requiring small excitation currents for temperatures in the millikelvin range [19]. Further-

more, by reducing the cross section of a conductor to sub-µm2, critical current density

measurements have become feasible in materials in which achieving the critical current

threshold would otherwise be impracticable [20]. Moreover, devices with triangular cross

sections have been fabricated to study topological surface effects [21] and possible hy-

drodynamic electron flow was investigated in channel geometries [11], [22]. For standard

electrical transport characterisation measurements a typical device design is fabricated in

which several daisy-chained 4-point transport bars are oriented along different principal

crystallographic directions, c.f. figure 2.15. These devices are termed 'U'-structures, be-

cause their shape resembles the letter 'U'.

In the following section I will first present the process flow for fabricating a standard 'U'-

structure from a lamella, followedby a detailed description of the procedure developed to

create ballistic devices from delafossite crystals. This is intended as a step-by-step guide

detailing the microfabrication process.

2.2.1 Lamella sample preparation

Single crystals of quantum materials commonly grow as small, often irregularly shaped

crystallites, in particular when synthesised for the first time. Above a critical crystallite size

(≳100µm), the electrical connections needed to perform a transport experiment (i.e. cur-

rent and voltage wire pairs) can directly be attached by hand using silver epoxy. However,

if the sample has a maximum linear dimension shorter than ∼100µm, the widths of the

contacting wires themselves become problematic, even for the smallest commonly avail-

able wire diameter of 10 µm. Moreover, on these length scales difficulties in achieving a
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Chapter 2. Focused Ion Beam micro-machining

homogenous current flow through the conductor may arise. The situation is particularly

challenging if one is interested in the out-of-plane transport of an anisotropic material in

which the crystallites only grow in the form of thin platelets. Facedwith exactly this issue, P.

Moll developed a FIB based method in which a small slice of a crystal, a so-called lamella,

is extracted and subsequently microstructured in order to create a microscopic transport

device, which accesses both the in-plane and out-of-plane transport direction [23]. The

main steps following Moll's method are graphically summarised in figure 2.9.

11 lamella carving from crystal

100µm

lamella transfer onto the substrate

electrical contacting microstructuring of the device

2

3 4

Figure 2.9: Process flow of the fabrication of microstructured devices. ➀ After the crystal is
firmly mounted on an SEM stub (top left), the first step towards making a microstructured
device is to FIB carve a lamella from a single crystal. ➁ Next the lamella is transferred
ex-situ into a thin layer of epoxy (light blue) on a sapphire substrate (grey). ➂ After the
epoxy has cured, a thin layer of Au (yellow) is sputtered onto the substrate, creating a top
contact to the lamella. The gold is further connected to silver wires using Ag epoxy. ➃ In
the final step, the lamella (purple) is patterned into a transport measurement using the FIB
to define a current path through the conductor.

➀ To begin, a lamella (typically ≈ 100 x50 x 3 µm3, but smaller if necessary) is excavated

from an oriented single crystal (shown in purple) with the FIB . ➁ Subsequently, the lamella
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2.2. Transport device fabrication

is transferred onto an insulating substrate (shown in grey) and fixed using an epoxy resin

(light blue). The transfer process is facilitated using a 3-axis hydraulicmicromanipulator, to

which a kapton tip is attached (shown in yellow). The lamella adheres to the tip electrostat-

ically and can then be placed precisely into the epoxy. ➂ After the epoxy is cured, a layer

(100nm) of gold is sputtered on top of the lamella to form a low-ohmic electrical contact.

Silver wires are subsequently attached to the gold using silver epoxy, enabling further

electrical connections to be easily made by soldering. ➃ In the final step, the lamella is

loaded into the FIB once more to define and structure the desired transport device and

separate the gold layer into individual contacts.

This method can be used to process most conductive materials and with some practice

the device fabrication process can be completed in less than two days. However, there

are many fabrication details which one should be aware of and pay attention to in order

to create a correctly functioning device, especially when intending to perform transport

measurements. For this reason I will go over steps ➀–➃ of figure 2.15 again, with the inten-

tion of describing all details of fabrication. Readers who are not interested in the specifics

of device fabrication may wish to proceed the next chapter starting on page 39.

1. Lamella carving from a single crystal

To begin, the crystal must be firmly mounted onto and electrically connected to an SEM

stub, c.f. figure 2.9, ➀. This is best achieved with conductive SEM silver paint, for instance

Silver Conductive Adhesive 503, #12686-15 from EMS, which is easily mechanically re-

movable if required. This task serves the purpose of grounding the crystal electrically and

thermally, and prevents spatial drifts.

Ideally at this stage the crystal is mounted such that one crystallographic axis of interest is

directed perpendicular to the SEM stub. The FIB does allow pre-tilting of the sample, but

with significant misalignment one can run into tilt angle limitations of the stage. With the

oriented crystal mounted firmly in place, the lamella fabrication process can commence.

A series of images documenting this process is displayed in figure 2.10. In this example,

the gallium FIB was used to fabricate a lamella, however in general, this process is more

time efficient utilising the xenon FIB. The process flow using these two systems is identical,
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Chapter 2. Focused Ion Beam micro-machining

but the extended beam tail of the xenon FIBmust be kept inmind and accounted for when

polishing the side walls of the lamellae.

(A) This specific crystal was mounted with one axis of interest directed perpendicular

to the SEM stub, such that the trenches defining the lamella are cut at a tilt of 52◦

with respect to the SEM beam, i.e. parallel to the ion beam column. The trenches

are cut using two rectangular cross section patterns (RCS). Their spacing depends

on the selected beam current, which determines the beam diameter and hence the

additional gap which should be left between the trenches. In order to FIB-polish

the side walls of the lamella in a later step, 2 µm should be additionally included for

both sides of the lamella. Hence, the optimal gap between the trenches sums up

to: lamella target width + 2x2µm for polishing + 2x beam radius. In this example

a 10µm wide gap was chosen for a 21nA beam of gallium ions at 30 kV to create

a 2-3 µm wide lamella. Further, the desired depth ('z size') of the trench will dictate

the optimal width of the trench (60 µm in this case) in order to achieve an efficient

undercut, c.f panel E.

(B) After some time the partially milled staircase of the RCS pattern is clearly visible in

the crystal. The RCS milling strategy is optimised for fast removal of large volumes

and leads to the characteristic triangular trench cross section designed for lamella

cutting.

(C) The first RCS is finished. The light grey halo around the trench are signs of rede-

posited material.

(D) The second RCS is completed. From the top down view it is clear the side walls of the

lamella are not perfectly parallel to each other but come together to form a slightly

trapezoidal cross section.

(E) The next step is the undercut, which defines the length and width of the lamella. For

this, the stage is tilted from +52◦ → -10±5◦, such that three rectangular cuts can be

placed on the face of the lamella. A bridge on either side at the top of the lamella is

left connected to the crystal for stability and to dissipate heat.

(F) The undercut has milled through the entire depth of the lamella, as indicated by the

U-shaped cut in the lower side wall of the trench. Importantly, the undercut was per-

formed before the polishing steps to avoid redeposition on the sides of the lamella.
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2.2. Transport device fabrication

(G) When polishing the sides of the lamella, the crystal is tilted back to +52◦, such that

the surface is parallel to the ion column. In order to remove the trapezoidal cross

section, the sample is in-fact over-tilted by 1–2 degrees. This so-called slope angle is

a characteristic feature of ion milling and depends on the target material as well as

the energies of the ions. For the material and beam conditions in this example, 1.5

degrees additional tilt angle was added (i.e. the stage is tilted to +53.5◦). A cleaning

cross section (CCS) cut is then used to polish the angled side wall. It can be helpful to

place amarker indicating the target thickness of the lamella (typically around 2–3 µm),

in order to avoid over-polishing.

(H) A common occurrence when polishing with the FIB is the appearance of so-called

curtaining, which describes irregular and 'streaky' side surfaces after ion irradiation.

Curtaining is the result of the spatial variation of the sample sputtering rate due to

rough or uneven top surfaces, which deflect the ion beam. Additionally, this effect

can be amplified in the event of ion channeling by the crystalline solid. Curtaining

can be reduced by using a CCS and gradually (and patiently) polishing the side wall

of the lamella from the bottom towards the top. Moreover, altering the beam current

or dwell time can aid the removal of curtaining. In some cases, it may be helpful to

eliminate the roughness of the top surface completely by milling it away in the same

manner as an undercut, c.f. panel E. A further strategy to minimise curtaining is to

deposit a protective layer (e.g. from platinum) on top of the crystal (i.e. prior to panel

A) before milling the initial trench, c.f. figure 2.4D. Additionally, the dense top layer

shields the top edge of lamella from beam tail rounding effects, in particular when

using the xenon FIB.

(I) Once polished from both sides, the surfaces of the lamella should look entirely even.

Any horizontal feature running across the side of the lamella indicates that the face is

not completely flat yet and requires further polishing.

(J) In the final step, the connections of the lamella to the crystal are reduced to one small

bridge, less than 1µm2 in cross section. The smaller the bridge, the easier it will be

to break when the lamella is transferred.
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Figure 2.10: The lamella excavating process showcased on a single crystal of LaIrIn5. The
picture series lays out the how initially a trench is cut (A–D) followed by the undercut of
the lamella (E–F). Subsequently the front and backside of the lamella are polished using
the FIB beam (G–I) and lastly only a thin bridge is left behind which holds the lamella in
the crystal (J). The yellow lines indicate the particular scan strategy (regular cross section
(RCS), rectangular cut, or cleaning cross section (CCS), which was used for the particular
pattern.
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Table 2.1 summarises the typical beam currents used during the lamella fabrication pro-

cess and subsequent structuring when using a gallium FIB or a xenon plasma FIB. These

parameters have proven to work well with numerous materials. However, as the interac-

tion of the ion beam with the sample varies depending on the ion source as well as target

material, these values are only intended as a first reference point when working with new

materials. In any case the beam currents should be optimised for every compound indi-

vidually. Note that the currents can vary greatly depending on the ion source (gallium or

xenon). This is due to the changing beam diameter and beam tail as a function of current,

as discussed in figure 2.3.

GFIB PFIB typical duration
trench cut 21–65nA 60–200nA 2–4 hours
undercut 21nA 15–60nA 15–30 min
lamella polishing 9–21nA 15–60nA 30–60 min per side
bridge cut 2.5 nA 4nA 5 min
lamella gold removal 8 kV, 5 nA 4nA 2 min
structuring 2.5 nA 4–15nA 1–3 hours
structure polishing 0.8 nA 4nA 1 hour
gold contact cutting 21nA 15nA 30min

total: 6–11 hours

Table 2.1: Ion beam current guideline for lamella fabrication. Unless otherwise specified
an acceleration voltageof 30 kVwas used andadwell timeof 1 µs formilling. Theseparam-
eters have proven towork well on awide range ofmaterials. However, as every compound
behaves differently under ion irradiation, the values quoted above are intended to be a
starting point when working on new materials and should then be adapted to achieve
maximal efficiency. The typical duration of the process steps are quoted for a standard
sized lamella with comparable milling properties to silicon.

In general, the most time efficient way of fabricating a microstructured device is to ex-

ploit the high sputtering rates of the xenon plasma FIB when excavating and polishing

the lamella and taking advantage of the superior performance of the gallium FIB at low

currents when structuring the transport device.
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2. Lamella transfer onto the substrate

After the lamella is polished and the bridge is cut, it is transferred onto an insulating sub-

strate (typically sapphire or Si/SiO2). This may require some practice and patience to

achieve optimal results. This undertaking can be divided into three main tasks

• breaking off the lamella and positioning it on the Kapton tip (without losing it),

• painting a layer of epoxy onto the substrate which is approximately the same thick-

ness as the lamella, and

• transferring the lamella into the epoxy.

A typical setup for transferring lamellae is shown in figure 2.11. I recommend crafting a

paper cone around the SEM stub on which the crystal is mounted and performing the

transfer process within the cone. This greatly reduces the time to retrieve a lamella should

it unintentionally be lost.

A B

Kapton loop

3-axis hydraulic
micromanipulator

magnetic foot

microscopesteel
plate

paper
cone

Figure 2.11: (A) Photograph of a transfer setup. A stainless steel plate on top of a firm
table create a robust, low vibration foundation. The 3-axis hydraulic micromanipulator
possesses a magnetic base which is fixed to the steel plate. (B) A Kapton loop is attached
to a wooden skewer using teflon tape. A clean paper cone envelopes the aluminium SEM
stub in order to capture unintentionally launched lamellae.

To facilitate the transfer process we utilise a three-axis hydraulic micromanipulator (Nar-

ishige Model MHW-3), which can be magnetically fixed to a stainless steel plate which is

placed on a steady table. This forms the foundation for a low-vibration environment for

precise transferring. Next, a long wooden skewer to which a small Kapton tip is attached,

is mounted into the micromanipulator. These Kapton loops (M2-L18SP-10) were origi-

nally designed for mounting X-ray samples, but are ideally suited for handling lamellae by

exploiting electrostatic forces.
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Figure 2.12: The lamella transferring process. (A) The finished lamella from figure 2.10J
displayed from a top-down view. (B) Using the tip of a Kapton loop the bridge of the
lamella is broken and the lamella should ideally electrostatically stay on the tip. (C) For a
successful transfer, the placement of the lamella on the loop should such that the lamella
is the lowest point. (D) After an epoxy droplet roughly equal to the thickness of the lamella
is applied to the substrate, the lamella can be gently lowered into the epoxy layer (E). (F)
Importantly, the epoxy should form a smooth transition from the sapphire substrate to the
top of the lamella, such that a ramp is formed for the gold layer deposition in the next step.

With these tools the lamella in the crystal (c.f. fig. 2.12A) can then be approached and

gently broken off. Depending on the cross section of the bridge, slight force may be

necessary to fracture it. This can be achieved by carefully pushing against the lamella with

the Kapton tip (c.f. fig. 2.12B). Once the lamella is detached from the crystal, it should be

placed on the loop such that the lamella forms the lowest point, as shown in panel 2.12C.

Subsequently, a thin layer of epoxy is spread in the centre of the substrate (we use the

two-component Araldite® rapid epoxy). For this task I recommend using a single haired

brush, which can bemade, for instance, by attaching an eyelash to a skewer. Alternatively,

a toothpick can be shaved down until only a single fibre remains at its end. Finally, the

lamella is slowly lowered into the epoxy using the micromanipulator. Once the lamella

comes in contact with the epoxy (c.f. fig. 2.12E), the surface tension will draw the lamella

onto the epoxy and self-align the surface of the lamella parallel to the substrate, while

forming a smooth transition from the substrate to the top of the lamella, c.f fig. 2.12F.

Lastly, the epoxy is cured at 100 ◦C for 1 hour to remove any remaining water.
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3. Electrical contacting

Electrical connection to the lamella is established by sputtering a thin layer of gold across

the entire device. For this purpose a shadowmask is created fromKapton tape, which cov-

ers the edges of the substrate, such that only the centre of the substrate is sputtered with

gold, c.f orange area in figure 2.13A. In an integrated sputter chamber system, the surface

of the lamella is first cleaned using low energy argon etching and subsequently contacted

with a 5nm sticking layer of titanium followed by a 150nm layer of gold. Subsequently,

silver wires are attached to the sapphire substrate using a two-component silver epoxy

(Epotek® EE129-4), which is cured at 100 ◦C for 1 hour. This step is intentionally performed

before the lamella is further processed in order to avoid heating up the microstructured

device, which could potentially cause internal strain leading to damage within the final

device, whose minimum lateral feature size may be microns or less.

B

epoxy

fiducial

A
sapphire
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sputtered Au
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Figure 2.13: (A) A finished microstructured device shows how the lamella (in the centre)
is electrically contacted. The sputtered gold layer (orange) contacts the top surface of the
lamella to the pre-made gold tracks (yellow) on the sapphire substrate. These are then
connected to silver wires using silver epoxy. (B) A closeup of a finished lamella shows how
the gold layer connects to the top surface of the lamella. The fiducial cross was used for
drift correction during the structuring of the lamella.

4. Microstructuring the device

Theprocess flowof the lamella structuringmethod is displayed in figure 2.14. The first step

is to design the milling pattern according to the size and shape of the lamella, c.f. black

rectangles in panel A. In this example, a 'U-structure' will be milled into the lamella. Gen-

erally the pattern should be composed of rectangle cuts (not lines) and should be roughly
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as wide as the lamella is thick (i.e. a 1:1 aspect ratio is ideal). Once the design of the pat-

tern is completed, the gold on top of the current path is removed using a polygon pattern

(c.f. panel B and beam current parameters in table 2.1). Subsequently, the pattern from

panel A is parallel-milled (to minimise redeposition!) through the lamella, until the epoxy

or sapphire substrate beneath the lamella are clearly visible, c.f. panel C. If the milling

duration exceeds ∼30 minutes utilisation of a FIB drift correction tool is recommended.

Thereafter, the side walls of the microstructure are polished (under consideration of the

slope angle) with a low current in the areas around the voltage contacts, c.f. panels D and

E. This ensures a clean finish, such that the size of the conductor and hence the resistivity

can accurately be determined. Lastly, the gold layer around the lamella is separated in

order to create individual electrical contacts to the lamella, c.f. panel F. Finally, the SEM

imaging tools can be used to directly determine the length l, width w and thickness t of

the 4-point bars, which are needed when converting the measured resistance R into the

resistivity ρ = w·h
l R.

B remove Au

pattern for polishing polished structure cut through Au contact

milled through crystalC

D E F

pattern for millingA

Figure 2.14: Process flow of the lamella microstructuring procedure. (A) The first step in
structuring a lamella is to design the FIB cuts (in black) based on the dimensions of the
lamella and the intended functionality of the device. (B) The top layer of Au is removed
using a polygon pattern in the places where current will be flowing, to avoid short circuit-
ing. (C) The design of panel A is milled into the lamella. (D+E) Cleaning cross sections
are used to polish the sides of structure and simultaneously narrow down the voltage con-
tacts. (F) Finally the top gold layer is removed in certain areas to create separated current
and voltage contacts to the lamella.
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The benefits of the 'U-structure' design are highlighted in figure 2.15. The area of the

lamella is optimally divided to accommodate three daisy-chained 4-point bars, yet leaving

space for the current to homogenise. Moreover, the enclosed loop area is small, such that

these structures are ideally suited for pulsed field measurements.

I+ I-

small loop area

50 µm

120 µm

current homogenisation regions

voltage
contact
pads

Figure 2.15: Starting from a rectangular lamella, a 'U'-shaped sample design offers an
optimised layout to determine the resistivity anisotropy of the lamella, including one re-
dundant voltage pair along the vertical axis. The white arrows indicate the path of the
current.

An alternative method for mounting a lamella on a sapphire substrate which relies on

FIB deposited platinum bonds (in blue) is displayed in figure 2.16. This strategy is em-

ployed in situations where epoxy can not be used, for instance, when fabricating samples

for transport measurements under applied hydrostatic pressure. For these experiments,

the samples are submersed in a liquid pressure transmitting medium (e.g. oil or alcohol

mixture) and subsequently pressurised. Under these conditions, the comparatively soft

epoxy starts to flow, which can fracture the contacts of the sample.

To this end, the lamella is not transferred into epoxy during the fabrication process, but

is instead placed on the bare sapphire substrate, to which it adheres electrostatically. It is

then coated with a layer of gold (∼ 100nm) for the first time. This is necessary to ground

the lamella during the subsequent deposition of the platinum bonds. Details of the plat-

inum deposition process are given in figure 2.8 on page 21. Thereafter, a second layer of

gold is deposited onto the device to reduce its two-point round-trip resistance to less than

5 Ω. Lastly, the lamella is structured as described in figure 2.14. In this fashion structures

have readily been measured in piston cylinder cells in pressures up to 2GPa without con-
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tact failure. However, as the lamella electrostatically adheres to the substrate, it is possible

that the pressure transmitting medium can not flow evenly beneath the lamella. Hence,

further development to improve the hydrostaticity of the measurements is required.

50µm

Pt weldslamella

Figure 2.16: Epoxy-free mounted sample. Alternatively to using epoxy for fixing the
lamella onto a substrate, FIB deposited platinum bonds (in blue) can be used to make
electrical connections and hold the lamella into place. This method can be beneficial in
situations where epoxy can not be used for sample mounting, for instance for transport
measurements under hydrostatic pressure conditions utilising piston cylinder or diamond
anvil cells.

2.2.2 Ballistic device preparation from delafossite crystals

When interested in the in-plane transport properties of a crystal that has grown naturally

in the shape of a thin platelet (≲ 20µm), the tedious process of lamella fabrication can

be bypassed by directly transferring the crystal platelet onto a substrate. This approach

is used to fabricate ballistic devices from the delafossite metal PdCoO2. The specific mi-

crostructure presented in figure 2.17 is designed around investigating transverse electron

focusing (TEF), described in detail in chapter 3.4 starting on page 81. A key feature of

TEF devices are the narrow (250nm) and closely spaced constrictions (1 µm), c.f. panel F,

which are fabricated by milling narrow trenches into the crystal. For this, the thickness t of

the crystal is ideally as wide as the trenches, to achieve a clean FIB cut and minimise the

risk of short-circuits due to redeposition. To this end, the crystal platelet is thinned down

in its centre to less than 1µm. In the following I will present fabrication details of such a

device, following panels A–H of figure 2.17. This device is exclusively fabricated using the
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gallium FIB, although the cuts of panel B can also be milled using a xenon plasma FIB.

(A) Care is taken to select a crystal with as few step edges as possible and with well-de-

fined growth edges, such that the crystallographic orientation can be directly deter-

mined (in PdCoO2). The crystal platelet is then transferred into a thin epoxy droplet

using the 3-axis micromanipulator shown in figure 2.11. A thin epoxy layer is essen-

tial to ensure that the crystal surface is perfectly parallel to the substrate. After the

epoxy is cured, the sample is masked, contacted with a sputtered gold layer and

connected with silver wires in exactly the same fashion as the lamellae described

above.

(B) Next, a large region in the centre of the crystal is thinned down to below 1µm thick-

ness. This is done using a current of 65nA in the GFIB using a rectangle pattern

and the 'dynamic all directions' scan option. Subsequently, ∼10µm wide rectangu-

lar cuts are made through the remaining (thick) parts of the crystal in order to define

current and voltage leads, again at a current of 65nA. A small gap is left to avoid

redeposition in the central area.

(C) The rectangular cuts in the central region of the crystal were milled with 2.5–9.3 nA

and define the 'active' measurement region. The sides of the central rectangle are

polished with 2.5 nA under an angle of +1 degree with respect to the normal milling

direction to correct for the slope angle and obtain flat and well-defined side walls.

(D) A concern in strongly anisotropic electronic systems is the homogenous flow of cur-

rent through the conductor. There are multiple strategies addressing this challenge

including, for instance, the commonly used long, current homogenising meanders.

However due to the finite size of the crystal and the highly multi-contact nature of

the TEF devices, this approach is not feasible. Instead, we decided to pattern holes

through the entire depth of the crystal with 47nA and 2ms dwell time, in order to

promote a homogenous current flow between the palladium layers. Similar 'roots'

were milled into the central area of the device using an ion beam current of 2.5 nA

and 2ms dwell time. The idea of this procedure is that the amorphous FIB-damage

layer and redeposition in the roots increases the interlayer coupling between the

highly conducting palladium layers and therefore homogenises the current over a

36



2.2. Transport device fabrication

shorter distance than in absence of the roots. Although we do not see signs of in-

homogeneous current flow, we have not yet performed a quantitative measurement

which determines the effectiveness of the roots.

(E) The channels leading up to the narrow constrictions are patterned at a current of

80pA. Milling long and thin channels is recommendable, as they act as flexures and

reduce the risk of mechanical failure (cracking) of the thin constrictions due to differ-

ential thermal contraction-induced strain at low temperatures.

(F) The constrictions are milled using an array of cleaning cross sections (CCS) and a

current of 40pA, while correcting for the slope angle of +1 degree.

(G) The final device. If the constrictions are thinner than 350nm, a layer of Araldite®rapid

epoxy is added on top of the finished device (not shown here) to avoid fracturing of

the constrictions due to differential thermal contraction induced substrate strain.

(H) An overview image of the sapphire chip displays the delafossite crystal in the centre,

connected by a top layer of gold and silver epoxy contacts to silver wires.

This concludes the description of the microstructure device making process.
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Figure 2.17: FIB fabrication strategy of a platelet crystal (≲ 20µm in thickness). Instead of
fabricating a lamella, the crystal can directly be mounted onto a substrate and top con-
tacted. The structure presented here is designed to measure transverse electron focusing
(TEF), which I discuss in chapter 3.4 starting on page 81.
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3 On the ballistic motion of electrons in PdCoO2

Electron transport through metals and semiconductors can directly be investigated on a

mesoscopic scale by fabricating a material into a microscopic device. In particular, if the

size of the conductor is well bellow the electron scattering length, the electron transport

is dominated by boundary interactions. This distinct, so-called ballistic transport regime

is well studied in ultra-pure two-dimensional semiconducting electrons systems, as well

as graphene and similar 2D materials. Using a FIB to microstructure as grown single crys-

tals, ballistic devices are no longer limited to ultra-optimised thin film materials, but can

be studied in compounds which cannot be manipulated by lithographic means. This ap-

proach opens exotic material classes for ballistic investigations that are only available as

single crystals.

During the course of my doctoral research I have discovered that the ultra-pure metal-

lic oxide PdCoO2, for instance, exhibits strongly anisotropic in-plane ballistic behaviour

governed by the underlying hexagonal Fermi surface. This restricts the electron motion

into mainly three directions and significantly influences the physics of ballistic electron

transport. In the following, I will demonstrate the consequences of directional ballistics

by studying the in-plane anisotropy induced entirely by electron-boundary interactions in

the ballistic regime. Moreover, the real space ballistic trajectories can directly be probed

by bending the electrons onto cyclotron orbits in a magnetic field, which is a technique

known as transverse electron focusing (TEF) and will subsequently be discussed in detail.

The example of PdCoO2 demonstrates how new electronic behaviour in exotic materials

arises form a non-trivial two-dimensional Fermi surface. Furthermore, the following chap-

ter showcases how microstructured devices can be tailored to suit the specific require-

ments of the underlying physical question.
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Chapter 3. On the ballistic motion of electrons in PdCoO2

3.1 The delafossite metal PdCoO2

One of the greatest technical challenges in the field of quantum materials lies in the ma-

terial refinement of single crystals and thin films. A great deal of effort and often years of

hard work go into achieving materials with ultimate purity and as little disorder as possi-

ble. In elemental metals, careful annealing can result in high quality crystals with electron

mean free paths of several millimetres [24]. The situation in complex materials is more

challenging, because macroscopic faults (e.g. flux inclusions, impurity phases, voids) and

microscopic defects (e.g. dislocations, vacancies, interstitial defects, stacking faults, grain

boundaries, twin boundaries) can lead to a high degree of disorder, much of which cannot

simply be annealed away.

It is therefore perhaps surprising to find the class of ternary compounds to include a re-

markable example of extreme crystalline purity. The metallic oxides PdCoO2 and PtCoO2

belong to the large family of delafossite oxides, first discovered in the formof the semicon-

ductingmineral CuFeO2 and named in honour of themineralogist Gabriel Delafosse. Like

many other layered oxide structural series, the delafossite structure, with a stoichiometry

of the general form ABO2, can host a large variety of elements. Only considering transi-

tion metals, the lattice sites can be occupied by A = Cu, Pd, Ag, Pt and B = Sc, Cr, Fe, Co,

Ni, Y and Rh respectively. Akin to most other layered oxides, which are typically insulators,

semiconductors, or badmetals, most of the transition metal delafossites have been found

to be semiconductors andmany of them have been investigated for possible applications

in the field of transparent conducting oxides (TCO) [25]. Moreover the delafossite fam-

ily also hosts the most conductive oxides known. Amongst the metals the non-magnetic

compounds PdCoO2 [26], [27], PtCoO2 [28], and PdRhO2 [29], as well as the frustrated

antiferromagnetic PdCrO2 [30], [31] (TN = 37.5K) can be found. Their commonality is the

two-dimensional sheets formed by the Pd or Pt layers, which gives rise to the remarkably

high conductivity. An exception is the nickel-based delafossite AgNiO2, which also shows

metallic character [32], which is, however, associated with the NiO2 layers. This fact is also

reflected in the room temperature resistivity value, which is ∼103 higher than that for the

aforementioned compounds [33], on which we will focus from here on.
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3.1. The delafossite metal PdCoO2

Many of the delafossites were first synthesized by Shannon, Prewitt, Rogers et al. who

published a series of three papers in 1971 describing nine newly discovered compounds

[34], [35], [36]. Although they reported the amazingly high in-plane conductivity values in

PdCoO2 and PtCoO2 at room temperature, corresponding to resistivities of a few µΩcm,

little subsequent work was published over the next 20 years. Only in the mid 1990s, when

Tanaka et al. [26], [37] reported the first strongly anisotropic temperature dependence of

the resistivity of PdCoO2, was the interest in the ultra-pure metallic delafossites renewed.

It took another 10 years until Takatsu et al. [27] grew PdCoO2 with substantially increased

residual resistance ratios of over 400, resulting in an ultra conductive metal. When com-

pared to the best metals known (fig. 3.1A) the delafossites are by far the least resistive

oxides and they outperform the alkali metals. They are only second to the 3D elemental

metals Ag, Cu and Au at room temperature, which however have a 3 times higher charge

carrier density than (Pd/Pt)CoO2. Since the revival of the delafossites by Takatsu et al.,

possibly as a result of its record length mean free path amongst all delafossites at low

temperatures, the non-magnetic compound PdCoO2 has been by far the most studied

metallic delafossite and the subject of this chapter. On the following pages, I will give a

brief overview of the crystal growth and physical properties of PdCoO2.
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Figure 3.1: (A) Comparison of the room temperature conductivities/resistivities of the
highest conductivity metals known, including many of the Alkali metals, some low resis-
tivity oxides and the well-known record holders copper and silver. Based on [38] and
references therein. Values for PdCoO2 and PtCoO2 from [22]. (B) The delafossite crystal
structure with the general formula ABO2. In the case of PdCoO2 palladium atoms form
ultra mobile electron layers (orange) which are separated by insulating CoO2 octahedral
blocks.
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Chapter 3. On the ballistic motion of electrons in PdCoO2

PdCoO2 crystallises in the trigonal space group R3̄m (166) (fig. 3.1B) with lattice constants

a = b = 2.83Å and c = 17.743 Å [27]. The layered structure consists of single sheets of

triangular coordinated palladium planes separated by insulating edge-shared CoO2 oc-

tahedra. This forms a natural heterostructure of highly conductive two dimensional metal

sheets separated by insulating layers. The unit cell contains 3 inequivalent Pd planes. The

cobalt oxide delafossites are also reminiscent of thewell known layered rock-salt NaCoO2,

which becomes superconducting when intercalated with water. PdCoO2, however, is not

superconducting (down to 15mK [27]) and attempts at intercalating water have so far not

been successful.

3.1.1 Crystal growth and characterisation

Astonishingly, the delafossite metals grow as ultra-pure single crystals without the neces-

sity of any further purification. The single crystals are grown in an evacuated quartz am-

poule with a mixture of the starting compounds following the metathetical reaction de-

scribed in [34], [27]:

PdCl2 + 2 · CoO → 2 · PdCoO2 + CoCl2.

The ampoule is heated to 1000 ◦C for 12 hours and kept at 700–750 ◦C for further 5 days.

Finally, to remove the excess CoCl2, the resultant product is washed with distilled water

a

b

1cm

3cm

200µmA CB

Figure 3.2: Growth of delafossite single crystals. (A) Single crystal platelets have grown
on the quartz wall slightly above the starting material at the bottom. (B) the CoCl2 by-
product (pink crystals) will be dissolved using distilled water and ethanol. No further pu-
rification techniques are needed. All delafossite crystals used in this work were grown by
Seunghyun Khim. (C) A nearly perfect hexagonal single crystal platelet of PdCoO2, about
500µm long and 20µm thick.
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3.1. The delafossite metal PdCoO2

and ethanol (figure 3.2). No further purification or refinement is necessary. For an ox-

ide, this is particularly incredible given the extremely high quality of the final product (the

mean free path at low temperatures is l ∼ 20µm)! In comparison, years of careful ma-

terial refinement have increased l to 1.5 µm in Sr2RuO4 [39] and only after encapsulating

graphene in hexagonal boron nitride (hBN) have mean free paths of 20 µm and higher

been achieved [40].

The result of the crystal synthesis is presented in figure 3.2. The high quality single crystals

can be extracted from the growth ampoule by hand. Laue X-ray reflection shows sharp

spots and determines the crystal axis to be perpendicular to the growth edges of the

crystal as indicated. Using quantitative energy dispersive spectrometry the stoichiometric

growth of the crystals is confirmed to within ±1% accuracy. (fig. 3.3A).
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Figure 3.3: (A) Quantitative energy dispersive spectrometry (EDS) analysis of the PdCoO2
single-crystal platelet shown in (B). The Oxford Instruments AZtec software platform was
used to determine the elemental composition, which confirms the stoichiometric growth
of the PdCoO2. The errors on the elemental composition are ±3 At%. (B) The growth
edges of the hexagonal platelets of PdCoO2 are perpendicular to the crystal axis (c points
out of the plane).

Successful synthesis of highly conductive PdCoO2 ultra-thin films was reported in early

2018 [41]. The simultaneous high values of electrical conductivity and optical transmit-

tance make PdCoO2 ultra-thin films promising transparent electrodes for technological

applications. Based on pulsed laser deposition (PLD) this result opens the door to large

scale industrial applications of delafossite oxides.
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Chapter 3. On the ballistic motion of electrons in PdCoO2

3.1.2 Physical properties

Already in their initial work, Shannon et al. [34] noted that the unusual monovalent valence

state of Pd leads to a linear coordination by anions (O2--Pd1+-O2-), which had not previ-

ously been observed for palladium. Subsequent magnetic susceptibility measurements

indicated that the cobalt was in a trivalent, low-spin state Co3+. This rare chemical envi-

ronment forms the basis of the electronic structure of PdCoO2.

Further insight was gained from early photoemission spectroscopy measurements (PES)

[42], [43], [44] and ab initio band structure calculations [45], which established that the

electronic density of states (DOS) at the Fermi level was dominated by Pd with very little

contribution of Co. Additionally, specific heat measurements suggested that the Pd states

are predominantly derived from s-d hybridised orbitals [46].

With the first angle resolved photoemission spectroscopy (ARPES) data, Noh et al. [47]

could directly visualise the Fermi surface. They found a fragile, spin-split surface state and

a nearly perfect hexagonal bulk FS, in good agreement with the bulk electronic structure

predicted by density functional theory (DFT) calculations [48]. The authors concluded that

the high electrical conductivity was due to a very dispersive s-d hybridised band, which

generated a long carrier lifetime and large carrier velocity on the large 2D Fermi surface.

The ARPES measurements stimulated new theoretical studies to calculate the electronic

structure. While previous DFT studies, such as those by Eyert et al. [49], agreed well with

the experimental findings of a single hexagonal band of 2D nature, the band was mainly

derived from Pd-4d orbitals. In 2010, however the DFT calculations by Ong et al. [50] for

the first time also found a small Pd-5s contribution, in agreement with the experiments.

In 2012, Hicks et al. [51] presented de-Haas van Alphen (dHvA) magnetisation oscilla-

tion measurements from magnetic torque measurements. Three dHvA frequencies were

found, corresponding to the extremal neck and belly orbits and their difference frequency.

By performing an extensive rotation study anddecomposing the Fermi surface into Fourier

harmonics the 3D warping in the kz direction was characterised. The corrugation of the
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3.1. The delafossite metal PdCoO2
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Figure 3.4: The Fermi surface of PdCoO2 from fitting a harmonic expansion to ARPES and
dHvA measurements. Parameters found in [47] and [51]. (A) The in-plane Fermi surface
consist of a single, half-filled band with nearly hexagonal cross-section. (B) The nearly
cylindrical FS has a small degree of warping, evident by the metallic c-axis behaviour.

FS suggests that the metallic out-of-plane transport stems from the overlap of extended

Pd-5s orbitals. Also the dHvA masses of ≈ 1.5me were too low to be originating from lo-

calised d-orbital bands, but could be well explained in the picture of s-orbital contribution

to the conduction band. In a DFT calculation Hicks et al. found that a U = 5 eV cobalt

on-site repulsion must be added to agree with the experimentally determined electron

masses and FS warping. However, as the conduction electron masses mainly originate

from the Pd-Pd bonds the involvement of cobalt layer came as a surprise. The authors

suggest that this reflects the extended Pd-5s orbitals which sense the charge distribution

in the CoO2 layer. This charge interplay between the CoO2 layer and the interstitial planes

is reminiscent of the research in the related layered rock-salt compound NaxCoO2, where

Coulomb interactions imprint a Na charge landscape onto the CoO2 layer [52].

The inspection of the large flat sections on the Fermi surface in figure 3.4 naturally leads

to the question of density wave formation — or rather absence thereof. No signatures of

density waves have been reported although the extended parallel sections of the nearly

perfect hexagonal FS at half-filling suggest ideal nesting conditions. The associated wave

vector, however, is incommensurate, and the nearly hexagonal FS is stable with no signs

of gapping down to 23mK.
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Chapter 3. On the ballistic motion of electrons in PdCoO2

Hicks et al. further performed high resolution resistivity measurements on bulk crystals.

They highlight the extremely low in-plane residual resistivity below 20K, ρab ≈ 8.6 nΩcm

and high residual resistivity ratio, RRR ≈ 400 of PdCoO2. This corresponds to a scattering

event one in every ∼105 lattice spacings at low temperatures, which suggests that either

the Pd layers are almost completely free of disorder or that an unusual mechanism which

reduces electron scattering by impurities might be at play. A recent theoretical study on

the closely related compound PtCoO2 [53] argues that strong orbital-momentum locking

around the Fermi surface suppresses the in-plane electron scattering rate τ by roughly

a factor 3. While this may explain the low value of the room temperature resistivity, the

underlying reason for exceptionally clean crystal growth, which leads to an unusually low

residual resistivity, remains an open question.
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Figure 3.5: Low temperature resisitivities in PdCoO2. While in (B) the out-of-plane trans-
port follows the standard Bloch-Grüneisen T 5 behaviour, the (A) in-plane resistivity does
not. Instead it can be fitted to an activated form (solid line) with T0 = 157K. Reproduced
from [51].

The low temperature measurements also reveal an unusual temperature dependence of

the in-plane resistivity ρab (figure 3.5A). It cannot be fitted to the standard ∝ T 5 Bloch-

Grüneisen dependence describing electron-phonon scattering. Instead an activated be-

haviour of the form a+be−T/T0 with T0 = 157K (solid line in figure 3.5A) describes the data

well. The out-of-plane transport can be fitted with the standard a+ bT 2 + cT 5 form, which

takes into account the standard electron-electron scattering Fermi liquid T 2 term, as well

as the T 5 term due to electron-phonon scattering.
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3.1. The delafossite metal PdCoO2

One explanation for the activated behaviour of the in-plane resistivity may be phonon

drag. If this is the case, the phonon population is pushed out of equilibrium by the elec-

tron flow and is unable to re-equilibrate. As a result normal electron-phonon scattering

transfers momentum between electrons and phonons but does not relax the momentum

of the combined system and therefore will not contribute to the resistance. The lowest or-

der electron–phonon processes that will relax momentum and affect the resistance will be

electron–phonon Umklapp processes in which a phonon scatters an electron to the next

Brillouin zone. In amaterial with a single, closed Fermi surface sheet, there is an associated

energy gap kBTU = 󰄁cskU, where kU is the minimum wave number for the Umklapp pro-

cess and cs is the sound velocity. Careful thermopower measurements by Daou et al. [54]

in 2015 support this hypothesis by reporting a dip in the Seebeck coefficient around 50K,

where phonon drag is the strongest.
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Figure 3.6: In-plane and out-of-plane resistivity of PdCoO2. (A) The in-plane resistivity ρab
from 2–300K was measured on a FIB microstructured crystal platelet cut into a 155µm
wide channel. Data kindly provided by N. Nandi. (B) The out-of-plane resistivity ρc over
the same temperature range also shows a metallic behaviour. The c-axis measurement
was performed on a microstructured lamella, which provides excellent control over the
current path, such that in-plane contributions are minimised.

High precision measurements on FIB microstructured samples across the entire temper-

ature range confirm the strongly two-dimensional electronic character, yielding a resis-

tive anisotropy of ρc/ρab > 500 above 50K and over 2500 below 20K. In simple met-

als, where the resistivity is governed by electron-acoustic phonon interactions, the Bloch-

Grüneisen law predicts a T -linear temperature scaling well above the Debye temperature.
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Chapter 3. On the ballistic motion of electrons in PdCoO2

In PdCoO2, the values ofΘD obtained from resistivity are slightly above room temperature,

ΘD = 340K for ρab andΘD = 310K for ρc [27]. This suggests that the observed super-linear

resistivity behaviour between ∼100K and 300K is because the system is in a crossover

regime.

3.1.3 The mean free path
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Figure 3.7: Extraction of the electron mean free path l in PdCoO2 using the standard 2D
expression ρab

−1 = e2

hdkFl. The resistivity (cf. fig.3.6A) was carefully measured in a 155µm
wide microstructured channel, which is assumed to be in the diffusive limit.

The elastic mean free path l of the electrons can be extracted from the in-plane resistivity

ρab using the standard 2D expression for circular Fermi surfaces

ρ−1
ab =

e2

hd
kFl, (3.1)

where d = 17.73Å/3 is the interlayer separation and kF is the average Fermi momentum

defined by k2F = 2πn. The derivation of this expression is given at the end of this section,

on page 52.

Usingmeasurements from aw = 155µmwide transport bar (figure 3.6A, from [22]) , which

is assumed to be in the diffusive transport regime we can then extract the mean free path

l over the entire temperature range, see figure 3.7. At room temperatures, the mean free

path is approximately 50nm and slowly increases to about 300nm at 100K. Around 50K

it dramatically rises and reaches a value of 17 µm. The temperature scale of the rapid
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3.1. The delafossite metal PdCoO2

increase of themean freepath coincideswith thedip in the Seebeck coefficient, associated

with strong phonon drag, which suggests an interdependence of these phenomena.
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Figure 3.8: Shubnikov de Haas oscillations measured at H||c and 1.9K in a FIB fabricated
device. (A) Bare SdH oscillations after a smooth background was subtracted. The high
frequency oscillations are well visible and correspond to the two bulk frequencies around
30 kT. (B) The fast Fourier transform (FFT) of the signal in A shows the twomain frequencies
F1 and F2 and their difference frequency, in agreement with dHvA measurements [51].

Quantum oscillations, which are the result of the Landau quantisation of charge carrier or-

bits in a magnetic field, are considered one of the most stringent tests of crystalline qual-

ity. The amplitude is moderated by e−πrc/lD, an exponential function depending on the

so-called Dingle mean free path lD and the cyclotron radius rc = 󰄁kF
eB which exponentially

damps the detectable oscillations. It therefore comes as no surprise that quantum oscilla-

tions are readily observable in the delafossites up to 2K (fig. 3.8). Surprisingly, in contrast

to the 20µm mean free path which is extracted from resistivity measurements, the Dingle

mean freepathwhich is extracted fromdHvA (600nm) [51] or SdHmeasurements (660nm)

is about a factor of 30 smaller than the resistive mean free path. An important difference

between these length scales is that the quantum oscillation based analysis is sensitive to

phase coherent processes, while the resistive mean free path is not. Another key differ-

ence is that a dHvA or SdH experiment samples the entire FS by forcing the electron to

revolve around it. The Drude analysis of the mean free path is performed in the absence

of magnetic fields and does not require the charge carriers to experience all parts of FS

equally. A scenario where some parts of the FS (for example the corners of the hexagons)

scatter electrons more strongly than others could lead to the observed phenomenology.

Finally I close this section by comparing the physical properties of PdCoO2 to an ultra-
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Chapter 3. On the ballistic motion of electrons in PdCoO2

mobile 2DEG hosted by a GaAs/AlGaAs heterostructure, on which a study of electron

hydrodynamics was recently reported [55]. Despite having comparable mean free paths

l and similar scattering times, these materials are very different. PdCoO2 is a monovalent

metal with a high electron density, has a large Fermi surface at half filling (large kF) and

very fast electrons. The 2DEG in GaAs/AlGaAs is a low density semiconductor with amuch

smaller FS andmuch lighter electrons. The low charge carrier density implies a large Fermi

wavelength, comparable to the smallest dimensions of the structure. One of the key ad-

vantages of the semiconductor is the large variability of the electron density whichmay be

tuned by means of an electric field (i.e. the gate voltage).

PdCoO2 GaAs (100) Units
effective mass m∗ 1.49 0.067 me = 9.1 · 10−31 kg

electron sheet density ns 1.45 ·1015 9.1 ·1011 cm−2

Fermi wave vector kF =
√
2πns

† 0.96 0.024 Å−1

Fermi wavelength λF = 2π/kF 6.5 260 Å
Fermi energy EF = (󰄁kF)2/2m∗ 27270 377 K
sheet resistivity ρ2D 0.126 2.7 Ω/sq
scattering time τ = m∗µe/e 29 95 ps
Fermi velocity vF = 󰄁kF/m∗ 7.5 4.1 107 cm/s
mean free path l = vFτ 21 40 µm

Table 3.1: Comparison of the electronic properties of PdCoO2 (data from [38] and ref-
erences therein) and the 2DEG in a GaAs/AlGaAs heterostructure (data from [55]). †In a
system with spin degeneracy gs = 2 and valley degeneracy gv = 1.

Although it is a blessing for reaching regimes of yet unexplored ultra-pure high-density

electron transport, the ultra-low, highly anisotropic resistivity of PdCoO2 poses a chal-

lenge for any experimentalist. Fortunately, the technology now exists to perform precise

and controlledmeasurements on it. By using FIB technology, well-defined channels which

are perfectly oriented along a specific crystalline direction can be fabricated. Moreover,

the capability of the FIB to precisely control the shape and size of a 3D crystals has led

to the investigation of viscous electronic flow [11] in PdCoO2. In the work presented in

this chapter, I used the FIB to reduce and confine the sample dimension to well below

the mean free path of the electrons to investigate the unusual ballistic effects. The rest of

the chapter is divided into 3 parts: I will first give an overview of ballistic transport phe-

nomena observed in clean elemental metals and high-mobility two-dimensional systems.
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3.1. The delafossite metal PdCoO2

This sets the framework for the remaining sections in which I present my ballistic transport

experiments in FIB defined PdCoO2 crystals.
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3.1.4 Derivation of the two-dimensional in-plane conductivity

Here I derive expression (3.1), which relates the in-plane conductivity σab = ρ−1
ab (in zero-

magnetic field) to the mean free path l.

ρ−1
ab =

e2

hd
kFl,

This form can be derived from the expression for the conductivity given in [56] for a single

band metal

σ =
e2

4π3󰄁

󰁝󰁝

SF

τ(󰂓k)v2t (
󰂓k)

|󰂓v(󰂓k)|
dS. (3.2)

In general, the electron relaxation time τ(󰂓k), the electron velocity along the transport di-

rection vt(󰂓k) and the electron velocity 󰂓v(󰂓k) = 1
󰄁∇󰂓k

E(󰂓k) are functions of the wave vector
󰂓k, which must be integrated over the Fermi surface SF. Using a constant mean free path

approximation, the carrier relaxation time becomes τ(󰂓k) = l/|󰂓v(󰂓k)| and the expression in

(3.2) can be written as

σ =
e2l

4π3󰄁

󰁝󰁝

SF

v2t (
󰂓k)

󰂓v2(󰂓k)
dS =

e2l

4π3󰄁k2F

󰁝󰁝

SF

k2x dS,

where in the second step the parabolic band approximation (v(󰂓k) = 󰄁
m*

󰂓k) was used to

simplify the integrand (v
2
t (
󰂓k)

󰂓v2(󰂓k)
= k2x

k2F
). Without loss of generality the direction of transport

can be chosen to be along the x-axis. To perform the surface integral I approximate the

Fermi surface of the two-dimensional system with a cylinder of height 2π
d (d = c

3 is the

palladium interlayer separation) and radius kF. A cylindrical coordinate transformation

yields kx = kF cos(θ), ky = kF sin(θ), kz = z, and dS = kF dθ dz, with 0 󰃑 θ 󰃑 2π and

0 󰃑 z 󰃑 2π/d, such that the surface integral can be easily evaluated

󰁝󰁝

SF

k2x dS =

󰁝 2π

0
k2F cos2(θ) · kF dθ

󰁝 2π/d

0
dz = k3F π

2π

d
.

Gathering all the terms we find the expression fo the conductivity

σ =
e2l

4π3󰄁k2F
k3F π

2π

d
=

e2

hd
kFl.
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3.2. Electron conduction in the ballistic transport regime

3.2 Electron conduction in the ballistic transport regime

3.2.1 Length scales and their significance

In general, there are multiple intrinsic length scales which characterise charge transport

through a conductor depending on their size relative to the sample size L. The following

table by Hashimoto et al. [57] classifies electronic transport into different regimes, de-

pending on the size of the Fermi wavelength λF, the phase coherence length lϕ and the

bulk mean free path l.

x L > x L < x

λF no dimensional restriction dimensional restriction
l diffusive ballistic
lϕ macroscopic (semi-classical) mesoscopic (quantum)

Table 3.2: Classification of electronic transport regimes according to their characteristic
length scales. λF is the Fermi wavelength, l is the bulk mean free path and lϕ is the length
over which the phase of the electron remains coherent. Table from [57].

In PdCoO2, λF is 0.65 nm, i.e. approximately 2 lattice constants. This is a consequence of

the fact that every Pd atom contributes one conduction electron, leading to a half-filled

band crossing the Fermi level. Confining the two-dimensional in-plane transport to only

1D is hence not feasible and so PdCoO2 falls into the dimensionally unrestricted category.

As emphasised above, the mean free path l reaches up to ∼20µm at low temperatures.

With the ability of the FIB to tune the sample dimensions from hundreds of microns down

to hundreds of nanometers, both diffusive and ballistic effects can be studied.

3.2.2 From diffusive to ballistic transport

Typically, electrons in metals undergo frequent collisions with impurities, phonons and

other electrons which limit the bulk mean free path l to well below the dimensions of the

sample L (l ≪ L). This limit is called the diffusive transport regime and is well described

by Ohm's law 󰂓J(󰂓r) = σ 󰂓E(󰂓r). It states that the local current density 󰂓J(󰂓r) can be related

to the generated electric field 󰂓E(󰂓r) at any given location 󰂓r, through the material-specific

conductivity tensor σ. In particular, σ is an intrinsic quantity, which describes the ability

of a material to conduct current independent of its geometry and dimensions. The num-
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ber of independent elements of the second rank conductivity tensor (i.e. a 3 x 3 matrix)

can be reduced according to the symmetries of a system. The individual components

of σ are determined experimentally via resistance measurements, R = V /I , which relate

the measured voltage drop V to the applied current I . For arbitrary sample geometries,

the determination of the relation between R and the resistivity ρ typically requires the use

of finite element analysis tools, however for very simple geometries the problem can be

greatly simplified. For instance, in the case of a long transport bar, the solution is given by

the well known expression σ−1 = ρ = R t·w
l (in absence of amagnetic field), where t,w and

l are the sample thickness, width and length respectively. This entire analysis breaks down

when the mean free path becomes comparable to, or larger than, the system dimension,

in which case the conductivity tensor σ is no longer a well-defined quantity.

The ballistic transport regime, in which the electronic mean free path is much longer than

the sample dimensions (l ≫ L), can be reached when a material is made either ultra pure

or very small. In the ballistic limit, boundary collisions are the main source of resistance,

while electron scattering from impurities, phonons and electrons canmostly be neglected.

The ballistic regime is subdivided into a quasi-ballistic regime, where only one dimension

of the system is smaller than the l and in to the fully ballistic regime, where the sample

dimensions are the only relevant length scales (fig. 3.9). According to this classification

most of the experiments I will discuss are performed in the quasi-ballistic regime, i.e. a

small but finite amount of bulk scattering is present. In the ballistic limit, the concept of

"conductivity", and equally "resistivity", lose their original meaning, as they no longer re-

flect an intrinsic material property but depend heavily on the geometry and dimensions

of the sample. So instead of solving the electrostatic problem, the analogy of electrons

and their trajectories as semiclassical "billiard balls" which move on the Fermi surface with

velocity vF and scatter from the boundaries is more appropriate [58].

On a side note, due to the ever decreasing size of integrated microelectronic circuits, bal-

listic aspects of electronic transport are probably more relevant today than ever before.

The copper nanowires which form the metallic interconnect structures in integrated cir-

cuits are sub-30nm in the current technology node and are expected to reach 10nm in

the next decade [60]. At these dimensions, surface and grain boundary scattering domi-
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w

w
l

l

w

diffusive
l,lφ << w, L

quasi-ballistic
w < l < L

ballistic
w, L << l l

L

Figure 3.9: Classification of transport regimes in a channel with perfectly specular reflect-
ing boundaries. In the diffusive transport regime the sample dimensions aremuch greater
than the electronic mean free path. If the scattering events are elastic, then the phase-
coherent mean free path lϕ can be longer than the mean free path l. The opposite limit,
where the sample dimensions aremuch smaller compared to themean free path, is called
the ballistic regime. The case where the mean free path of the electrons is larger than the
channel width, but shorter than the channel length is termed quasi-ballistic. Figure based
on [59].

nate over phonon scattering at room temperature, resulting in enhanced resistivity values

and accelerated deterioration of the interconnects due to electromigration. The resistivity

of a 10nm wide copper interconnect line is about an order of magnitude higher than that

of bulk copper [61], which presents a major challenge for metallic interconnect circuitry.

In 2013 the International Technology Roadmap for Semiconductors (ITRS) declared the in-

troduction of new materials that meet wire conductivity requirements to be their biggest

near term challenge for interconnects. This became even more explicit in their 2015 re-

port, which specifies the need to replace copper as interconnect material to limit the resis-

tance increase at reduced scale in order to minimise both power consumption and signal

delay. Ballistic effects are also of concern for related fields of technology which operate on

small length scales, such as transparent flexible conductors [62], spintronics devices [63]

or magnetic sensors [64].

In the remaining parts of this section I will review ballistic transport phenomena observed

in (i) clean metals and (ii) semiconductor heterostructures. Due to the small Fermi wave

length λF, the size effects in metals are classical, whereas in semiconductors both classi-
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cal and quantum size effects occur. This subdivision is also temporal, as most of the re-

search on metals was done between 1900–1990 and was nearly completely superseded

by the arrival of clean semiconductor two-dimensional electron gas systems (2DEGs) and,

most recently, by high-quality graphene, in which mean free paths of many microns have

been achieved [40]. As a complete overview of the countless ballistic effects observed in

semiconducting structures goes well beyond the scope of this thesis, I refer the interested

reader to an excellent review by Beenakker and van Houten [58] as well as two excellent

books on mesoscopic transport by Datta [65] and Ihn [66]. Instead I intend to give an

overview of the relevant ballistic phenomena and formalisms to set my work on PdCoO2

in context.

3.2.3 Classical size effects in metals

In 1901 J.J. Thompson [67] correctly proposed that the additional resistance reported in

thin films of silver compared to bulk samples [68] had its origin in collisions of conduc-

tion electrons with the boundary. The first and perhaps best known theoretical work to

quantify this phenomenonwas carried out by Fuchs [69] and Sondheimer [70] for plate ge-

ometries (thin films) and by Dingle [71] for cylindrical wires. Their calculations are based

on an extension of the Boltzmann equation, in which a boundary condition is imposed

on the electron distribution. By assuming a spherical Fermi surface and introducing a

phenomenological specularity parameter p, which quantifies the probability for electrons

being elastically reflected by the surface, they predict a resistivity of the form

ρ

ρbulk
= 1 +

3

8

l

L
(1− p) (3.3)

in the limit of l ≫ L. Although widely applied due to its simplicity, this model neglects

the variations in surface specularity due to surface roughness. Soffer [72] takes this into

account by introducing an angle dependence of the reflection probability in his calcula-

tions. Since then many more theories have been developed, notably by Chambers [73],

who uses a model based on kinetic equations and MacDonald [74], who calculates the

resistivity of thin films in transverse magnetic fields. For widely used polycrystalline films,

Mayades & Schatzkes investigated the effects of specular [75] and arbitrary [76] scattering

from grain boundaries.
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Providing reliable experimental values to compare to theoretical predictionswas problem-

atic at first, as producing samples over a wide range of thicknesses without influencing the

sample quality was experimentally challenging. For instance, while thick films were pro-

duced by rolling bulk metals into foils, thin films were fabricated by evaporation. In the

later case, interactions with a substrate could lead to cluster formation ('islandization') and

result in a much rougher surface [77], such that a direct comparison between results from

thick foils and thin films was problematic.

The quality of the experimental work improved significantly with the availability of low tem-

perature measurements. At cryogenic temperatures, the bulk mean free path l is greatly

enhanced compared to its room temperature value, which meant that boundary effects

could be studied in thicker, higher quality samples. This becomes apparent upon consid-

eration of Matthiessen's rule, which states that resistivities from independent scattering

events can be treated as a parallel resistor network [78]. The bulk mean free path is then

given by

1

l
=

1

le−e
+

1

le−ph
+

1

le−imp
,

where le−e is the electron-electron, le−ph is the electron-phonon and le−imp is the electron-

impurity scattering length respectively. At room temperature, the resistivity is typically

dominated by electron-phonon scattering, which limits l to below 100nm in most mate-

rials [79]. Upon cooling, electron-electron collisions fall off as ∝ T 2 and electron-phonon

scattering declines ∝ T 5 at low temperatures (Bloch-Grüneisen), such that eventually l is

dominated by the impurity concentration, which, for very pure metals, can yield a mean

free path of several millimetres [57].

No rule is without exception and in fact a great amount of effort, both theoretically and ex-

perimentally [80], has gone into studying deviations fromMatthiessen's rule in clean met-

als due to size dependent effects. One possible scenario worth mentioning can be quali-

tatively understood by considering the impact of small angle electron-phonon scattering.

At low temperatures in bulkmetals, these are the dominant form of electron-phonon inter-

action and hence many collisions are necessary to remove momentum from an electron.
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On the other hand, in thin samples, a few phonon collisions may be enough to guide an

electron originallymoving parallel to the sample boundary into the surfacewhere diffusive

scattering may occur. Hence phonons are particularly effective in reducing the mean free

path of electrons which contributed significantly to the conductivity and will hereby create

a stronger temperature dependence in thin samples than they do in thicker samples.

In conclusion, many theories have been formulated to explain the effects of size depend-

ing boundary scattering effects in clean metals. Although they qualitatively predict the

observed phenomena, none of them is in satisfactory quantitative agreement with a wide

range of experiments. This comes as no surprise, as we have discussed that microscopic

details of the boundaries are important in the ballistic regime. This includes the details

in the preparation of the boundaries (surface roughness, amount and angle dependence

of specularity) as well as details of underlying anisotropic phonon spectrum and electron

distribution. Many of these factors are better understood in semiconductor 2DEGs with

circular Fermi surfaces and well-defined boundary conditions.

Finally, as mentioned above, we have only considered semiclassical ballistic effects in

pure metals. If the phase coherence length lϕ becomes long enough, the electronic wave

function will become sensitive to interference phenomena, such as weak localisation [81],

which can be observed in disordered thin films [82], and universal conductance fluctua-

tions [83]. Ultimately when the sample size is restricted to the order of only a few nanome-

ters, for instance in metallic nanoparticles or very thin films (< 50nm), electron confine-

ment will result in the discretisation of energy levels, leading to observable quantum size

effects [84]. These effects will either be discussed in the following section or go beyond

the scope of this thesis.

3.2.4 Size effects in semiconductor heterostructures

Artificially created two-dimensional electron gases (2DEGs) have become the model sys-

tem of choice for studying mesoscopic physics due to their high crystalline purity and

their compatibility with lithographical fabrication techniques. Semiconductor 2DEGs are

commonly made frommodulation doped GaAs/AlGaAs heterostructures and consist of a

single, two-dimensional layer of highly mobile electrons on a circular Fermi surface. Elec-
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trostatic gates above the 2DEG can locally tune the electron density and partially or com-

pletely deplete or fill the electronic system. In this way the boundaries of a 2DEG are typ-

ically electrostatically defined. Due to their two-dimensionality, 2DEGs have some com-

monality with PdCoO2, which can be thought of as a natural heterostructure of many thou-

sands of two-dimensional palladium layers. However many properties of these systems

are very distinct, most notably the small Fermi temperature and large Fermi wavelength

λF in 2DEGs. A side-by-side comparison of the properties of PdCoO2 and a GaAs/AlGaAs

2DEG can be found in table 3.1 on page 50. In the following I will review some of the

mesoscopic phenomena occurring in semiconducting 2DEG systems and assess if we ex-

pect to see similar effects in PdCoO2.

Much like in three dimensional metals, the channel resistance of a 2DEG increases with

decreasing channel width w due to an increase in boundary collisions. Assuming diffusive

boundaries and a circular Fermi surface the Boltzmann equation can be used to calculate

the dependence of the resistivity enhancement ρ/ρbulk as a function of the ratio of the

momentum relaxing mean free path l and the channel width. The resulting expression

derived in [58] is

ρ

ρbulk
=

󰁫
1− 4l

πw

󰁕 1
0 ξ

󰁳
1− ξ2 (1− e−w/(lξ))dξ

󰁬−1
(3.4)

where the integral in equation (3.4) can be easily evaluated numerically. The correspond-

ing functional dependence for the resistivity enhancement ρ/ρbulk is plotted in figure 3.10

alongside the form for isotropic 3D thin films with diffusive (p = 0) and partially specular

boundaries (p = 1/3) given in equation (3.3).

As we will see in later sections, the hexagonal Fermi surface of PdCoO2 will give rise to

deviations from an isotropic system described by (3.4). Depending on the direction in

which ballistic transport is measured, the flat Fermi surface facets can cause an increase or

decrease of ρ/ρbulk in PdCoO2 (c.f. section 3.3.3 on page 75). Moreover, the effective sur-

face specularity measured in FIB defined PdCoO2 channels benefits from a geometrical

enhancement, again due to the nearly perfect hexagonal Fermi surface shape (c.f. section

3.4.7 on page 101), which leads to a suppression of the value of ρ/ρbulk as indicated in

figure 3.10. These subtleties should be kept in mind when discussing classical size effects
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Figure 3.10: Resistivity enhancement due to boundary scattering in two-dimensional sys-
tems with circular Fermi surfaces and diffusive boundaries based on equation (3.4). Addi-
tionally, the expression for thin 3D films (equation 3.3) with surface specularity parameters
p = 0 and p = 1/3 are displayed in purple.

in non-circular Fermi surface systems.

A further way of probing size effects in metals is by applying a magnetic field and thereby

introducing a further length scale, the cyclotron radius rc, which can be conveniently tuned

by adjusting the magnetic field strength rc ∝ 1/B. A typical experiment for measuring

magneto-size effects consists of a constricted channel of width w in an out-of-plane mag-

netic field, such that the electrons undergo cyclotron motion in the plane of the 2DEG.

Figure 3.11A displays the calculated resistivity increase ρ/ρbulk of a constricted, isotropic

2D system for diffusive and specular boundaries. The calculations are based on solving

the stationary Boltzmann equation in a magnetic field. In zero field, specular scattering

does not affect the resistivity because the projection of the motion of the electron into

the channel is not affected by the boundaries. It can be shown [59] more generally that

the longitudinal resistivity is independent of a magnetic field for a system with specular

boundaries. In the case of diffusive boundaries, the zero-field value (fig. 3.11B (i)) is given

by (3.4). Upon applying a magnetic field an initial increase of the resistivity is observed

due to the deflection of electrons towards the boundary with a velocity nearly parallel the

channel axis (fig. 3.11B (ii)). The resistance reaches a maximum when the electrons are

guided into the boundaries most efficiently, which is roughly at w ≈ 0.5l in a system with

circular Fermi surface (fig. 3.11B (iii)). Once the cyclotron diameter is smaller than the

width of the channel, diffusive boundary scattering cannot reverse the direction of motion
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along the channel as it could for smaller magnetic fields (fig. 3.11B (iv)). Beyond this point

the resistivity becomes essentially field independent.
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Figure 3.11: Magneto-transport through a narrow channel of an isotropic 2D system. (A)
The resistivity enhancement ρ/ρbulk for diffusive and specular boundaries is shown as a
function of magnetic field ∝ 1/rc. Figure adapted from [59]. (B) Evolution of the electron
orbit with increasing magnetic field. The resistivity response drastically changes above
w/rc = 2, when the cyclotron diameter is smaller than the channel width.

A different mechanism which can increase the resistivity value through back scattering in

a ballistic system is weak localisation. This effect can occur in large diffusive metals with

phase coherent lengths greater than the elastic mean free path lϕ > le, but smaller than

the system size lϕ < L. In brief, weak localisation can be traced back to the constructive

quantum interference of time-reversed paths of electrons. These lead to coherent back

scattering in a channel and give rise to an anomalous increase of the resistivity with de-

creasing temperature. Moreover weak localisation is suppressed by a magnetic field, as it

breaks time-reversal invariance. Themagnitudeof theweak localisation correction∆σwl to

the Drude σ conductivity for a two-dimensional system in zero-field is on the order of [66]

∆σwl

σ
≈ − 1

kFle
ln
󰀓 lϕ
le

󰀔
. (3.5)

For a half-filled metal with a large kF, such as the delafossites, the ratio of lϕ
le

would need

to be enormous to see any effect at all. Hence we do not expect to see corrections aris-

ing from weak localisation in PdCoO2. I mention this in particular in light of the tiny but

anomalous upturn in the resistivity sometimes observed in PdCoO2 at low temperatures,
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which therefore can not be explained by weak localisation.

Other interference phenomena occurring in ballistic systems with long phase coherence

lengths lϕ are aperiodic magneto-conductance fluctuations and, in ring geometries, pe-

riodic Aharnonov-Bohm (AB) oscillations [85], [86]. These effects are likewise based on

coherent backscattering of electrons which constructively interfere with themselves. In

the case of magneto-conductance fluctuations, the oscillations depend on the local im-

purity potential of a device and causes a sample to sample variation of the periodicity of

the oscillations. In contrast, the periodicity of AB oscillations is well-defined by an area

S, which is threaded by a flux Φ leading to periodic oscillation with frequency ∆B = h
e
1
S .

In practice, the first harmonic ∆B = h
2e

1
S frequency is more often observed, as so-called

Altshuler-Aronov-Spivak (AAS) oscillations. As these contain contributions from counter-

propagating time-reversed paths which lead to constructive interference, AAS oscillations

aremore robust against self-averaging as the fundamental AB periodicity. These phenom-

ena are in principle observable when the phase coherence length lϕ is larger or on the

order of the system size and hence we might expect to see quantum interference effects

in PdCoO2 under the right conditions.

In general, there are many more magneto-resistive anomalies which can occur in meso-

scopic systems. Many of these phenomena can be understood in the framework of Lan-

dauer-Büttiker theory, which is a description of the non-local electronic transport in amag-

netic field based on dissipationless 1D conducting edge channels. In the following I will

review the key ideas of quantised conductance introduced by Landauer, which were later

generalised by Büttiker for multi-terminal measurements.

3.2.5 Landauer-Büttiker formalism

As we have discussed in the beginning of this section, the conductivity (and equally re-

sistivity) in the ballistic regime is no longer a material-specific, intrinsic quantity. Instead

the non-local conductance G = I/V is the property which characterises a device. In the

ballistic regime, the conduction of electrons can be interpreted as the transmission proba-

bility of discrete modes between two contacts. In the simplest case of a narrow conductor

(c.f. figure 3.12A, top) in the linear response regime, the total conductance is given by the
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number of modesN , which each contribute a conductance quantumG0 =
2e2

h to the total

conductance, times the transmission probability T of the modes through the channel [87]

G =
2e2

h
NT. (3.6)

Here e is the elementary charge and h is Planck's constant and we have assumed that the

transmission probability of all modes is equal (
󰁓N

n=1 Tn = NT ). The Landauer formula

(3.6) can be rewritten in form of a resistance

G−1 =
h

2e2N󰁿 󰁾󰁽 󰂀
contact resistance

+
h

2e2N

1− T

T󰁿 󰁾󰁽 󰂀
residual scattering

.

This formally separates the resistance originating in the contacts from the resistance due

to residual scattering in the channel. In the absence of backscattering the transmission

through the channel becomes perfect and T → 1. In this case the resistance of the con-

ductor remains finite and is generated entirely in the contacts, as the transport through

the channel itself is dissipationless. This is one of the key notions of Landauer's theory. In

this formalism it is useful to describe the ohmic contacts of a device as electron reservoirs

at a electrochemical potential µ. By applying a voltage difference V across the channel,

an imbalance in the chemical potential, µi − µj = ∆µ = eV , transports an electron with

charge e fromone side to the other (c.f. figure 3.12A, bottom). The finite contact resistance

arrises from the non-equilibrium hole left behind at the contact i and the non-equilibrium

electron arriving at contact j, which both dissipate energy by relaxing to the respective

electrochemical potentials.

The description of a ballistic channel as an ideal conductor connecting two charge reser-

voirs was later generalised to multi-terminal systems by Büttiker [88], who realised that

the current and voltage contacts should be treated on equal footing, c.f. figure 3.12B. The

transport through a conductor of arbitrary shape with i leads can then be formulated in

terms of i charge reservoirs which are connected to the conductor via narrow leads with

finite transmission probability Tii = 1 − Rii. The net current Ii in contact i in the linear

regime is given by

Ii =
e

h

󰀗
(Ni −Rii)µi −

󰁛

j ∕=i

Tijµj

󰀘
. (3.7)
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Figure 3.12: A) Top: Conductionmodes through aballistic channel connecting two charge
reservoirs. Bottom: Electron transport across the channel leaves behind a non-equilibrium
hole and creates a non-equilibrium electron. B) Four-terminal setup according to Büttiker.

HereNi is the number of conducting channels in the contact i, µi is the chemical potential

of contact i, Rii is the coefficient for carriers in lead i to be reflected back into lead i, and

Tij is the transmission coefficient from contact j to i. Based on time-reversal symmetry

and current conservation, the transmission coefficients Tij have the symmetry Tij(B) =

Tji(−B). As a consequence, the conductance of a four terminal system Gij,kl =
Vij

Ikl
has

the reciprocal relation

Gij,kl(B) = Gkl,ij(−B), (3.8)

which is known as the generalised Onsager relation. In other words the conductance (and

equally resistance) of a ballistic system is symmetric under reversal of the magnetic field if

the current and voltage leads are reversed simultaneously. This symmetry is the non-local

analogue of the Onsager-Casimir reciprocal relation for the resistivity tensor in the diffu-

sive regime ρ(B) = ρT (−B), which is derived based onmicroscopic reversibility [89], [90].

As long as inelastic scattering events are absent and the charge reservoirs are strongly

coupled to the device, the Landauer-Büttiker formalism (3.12) can successfully describe

ballistic transport experiments. This includes for instance electron transport through bal-

listic junctions or electron focusing experiments, which I describe in detail in section 3.4.
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3.3 Directional ballistic motion in PdCoO2

Although the first materials in which ballistic effects were studied were purified elemental

metals and semi-metals with non-trivial, anisotropic Fermi surfaces, many of the theories

modelling the observed ballistic effects were based on the simplified assumption of a cir-

cular Fermi surface. In the 1950s and 60s it was realised that the electrical conductivity

may become anisotropic in the ballistic regime, reflecting the local geometry of the Fermi

surface. Several models based on ellipsoidal Fermi surfaces [91], [92], [93], [94] were

then developed, which predicted anisotropic resistivity responses for thin films and for

wires oriented along different crystallographic directions. Experimentally, the anisotropic

size effect was measured in thin aluminium films [95], [96] and aluminium single crystal

rods [97]. However, the results could not conclusively show if the observed anisotropy

was related to the underlying anisotropic shape of the Fermi surface or were due to an

anisotropic relaxation time of the conduction electrons. Another possible scenario envi-

sions electrons scattering anisotropically fromdifferent crystal facets. With the emergence

of semiconductor 2DEGs, which are described by an isotropic Fermi surface, these ques-

tions were no longer relevant when studying the effects of ballistic conduction electrons

and remained unanswered for many years. The phenomenon of anisotropic conduction

in size restricted metals has only recently seen a revival of interest as a result of the un-

desired resistivity increase occurring in nanoscale copper wires, which form the intercon-

nects in semiconductor devices. Realising that the crystallographic orientation is critical in

nanoscale metallic conduction, experimental and theoretical studies were performed to

investigate the anisotropic effect in tungsten nanowires [98], [99]. Based on ab initio elec-

tronic structure calculations of the Fermi surface it was shown that the primary reason for

observing an anisotropic size effect in epitaxial tungsten layers is due to the non-spherical

Fermi surface.

Unlike for aluminium or tungsten, which have a three-dimensional electronic structure

comprised of multiple bands forming the Fermi surface which complicate the analysis and

interpretation of the experimental results, PdCoO2 is a single bandmetal with a simple yet

non-circular Fermi surface shape. Understanding the implications of the nearly perfectly

hexagonal Fermi surface is crucial for describing the ballistic regime in PdCoO2, but is also
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Figure 3.13: The key concept of directional ballistics. (A) In the case of a circular Fermi sur-
face, the Fermi velocity vF is always parallel to the Fermimomentum kF. (B)On a hexagonal
Fermi surface, as in PdCo2, vF is restricted to 3 main directions as a result of the strongly
faceted Fermi surface.

of relevance when modelling possible hydrodynamic effects that are also thought to be

present in the delafossites [11], [22].

When directly comparing the Fermi surface of PdCoO2 with a circular Fermi surface re-

alised in 2DEGs we notice the following (see figure 3.13). The nearly free electrons (or

holes) in 2DEGs, moving on a circular Fermi surface, have a Fermi velocity which always

points parallel to the Fermi momentum and therefore the ballistic properties are isotropic

in all directions (fig. 3.13A). The situation in PdCoO2 is very different. The Fermi velocity

is restricted to mainly 3 directions and hence a forward moving electron predominantly

propagates along one of these orientations (fig. 3.13B). As a consequence the electronic

system is strongly anisotropic which leads to directionally restricted ballistic motion in the

ballistic regime and has some far reaching consequences which we will explore in the

following section. I will start by considering symmetry arguments which will expand on

the possibility of an anisotropic in-plane conductivity tensor. Thereafter I will present the

results of kinetic calculations performed by Thomas Scaffidi and measurements of the in-

plane longitudinal and transverse electrical transport, which are in good mutual agree-

ment.

3.3.1 Symmetry considerations

The conductivity tensor of a two-dimensional crystal lattice which has either 4 or 6-fold

rotational symmetry is isotropic and consequently can be expressed as a scalar times the

identity matrix. Therefore, when measuring the conductivity in a tetragonal (D4) or hexag-
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onal (D6) crystal system, the voltage response to an applied current in a 4-point transport

bar will be the same regardless of the direction in which the bar was cut. These statements

will be proven in the following. In the Cartesian basis, where êx and êy define the plane of

the 2D crystal and êz describes the out-of-plane direction, the generic conductivity tensor

C can be defined as

C =

󰀳

󰁃σxx σxy

σyx σyy

󰀴

󰁄 ,

where the z-component in a 2D system can be neglected without loss of generality. When

the symmetries of the crystal system are imposed onto C, the number of independent

components are reduced. We are concerned with the dihedral point groups Dn, with n=4,

6, which have ann-fold rotation axes and additionallyn two-fold reflection axes perpendic-

ular to the rotation axis. The symmetry operations describing rotation and reflection can

be conveniently represented in matrix form. The rotation matrix R(θ), which expresses a

counterclockwise rotation through an angle θ around the out-of-plane axis is given by

R(θ) =

󰀳

󰁃cos(θ) − sin(θ)

sin(θ) cos(θ)

󰀴

󰁄 .

The rotation matrix is orthogonal, i.e. it has the property R⊤R = RR⊤ = 1. The rotated

conductivity matrix C ′ is obtained by calculating C ′ = R(θ) · C ·R(θ)⊤.

The matrix describing reflection about the y-axis is given by

S =

󰀳

󰁃−1 0

0 1

󰀴

󰁄 ,

and the reflected conductivity matrix can be found by calculatingC ′ = S ·C ·S⊤. Imposing

this symmetry onto our generic conductivity tensor by requiring that C ′ = C we find

󰀳

󰁃σxx σxy

σyx σyy

󰀴

󰁄 = S ·

󰀳

󰁃σxx σxy

σyx σyy

󰀴

󰁄 · S⊤ =

󰀳

󰁃 σxx −σxy

−σyx σyy

󰀴

󰁄 ,

and therefore σxy = σyx = 0. We conclude that the generic conductivity tensor can be

simplified to exclude off-diagonal elements.
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In the case of a tetragonal crystal system, the square lattice is, by definition, invariant under

rotation about θ = π/2. When imposing the C4 symmetry on to the conductivity matrix C

we find

󰀳

󰁃σxx σxy

σyx σyy

󰀴

󰁄 = R(θ = π/2) ·

󰀳

󰁃σxx σxy

σyx σyy

󰀴

󰁄 ·R⊤(θ = π/2) =

󰀳

󰁃 σyy −σyx

−σxy σxx

󰀴

󰁄 .

We identify that σxx = σyy ≡ c and σxy = −σyx. With the reflection symmetry requiring

σxy = σyx = 0we find thatC = c·1, where c is a scalar quantity. This concludes the first part

of the proof, which shows that the conductivity on a square lattice can be characterised by

a single scalar.

A similar formalism can be applied in the case of a triangular or hexagonal lattice. PdCoO2

possesses D6 symmetry and is therefore invariant under rotation of θ = π/3. Again, im-

posing this symmetry on to the general conductivity matrix C we find

󰀳

󰁃σxx σxy

σyx σyy

󰀴

󰁄 = R(θ = π/3) ·

󰀳

󰁃σxx σxy

σyx σyy

󰀴

󰁄 ·R⊤(θ = π/3)

=
1

4

󰀳

󰁃σxx +
√
3(σxy + σyx) + 3σyy σxy +

√
3(σyy − σxx)− 3σyx

σyx +
√
3(σyy − σxx)− 3σxy σyy −

√
3(σxy + σyx) + 3σxx

󰀴

󰁄 .

The system of four equations that is obtained by requiring C ′ = C yields, after some rear-

ranging, σxx = σyy ≡ c and σxy = −σyx. The off-diagonal elements are again 0 as required

by the reflection symmetry. We conclude that also on a triangular lattice the conductivity

tensor can be written as C = c · 1.

In the case of D3 symmetry, this procedure can be repeated for C ′ = R(θ = 2π/3) · C ·

R⊤(θ = 2π/3) = C, which also restricts the conductivity matrix to a scalar C = c ·1. For C2

symmetry the reflection condition requires the off-diagonal elements to be zero, however

the diagonal components do not have to be equal. So in general the conductivity matrix

for a C2 symmetric system is
󰀓

σxx 0
0 σyy

󰀔
.

It is then straightforward to see that in any system, in which the conductivity matrix can be

expressed as a scalar times the identity matrix must have an isotropic conductivity.
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Importantly, the arguments above rely on the rotational and translational symmetries of

the crystal lattice. If either symmetry is broken, for instance by a lattice distortion which

breaks rotational symmetry or by introducingboundarieswhich violate global translational

symmetry, the electrical transport is no longer bound to be isotropic. For example, an

orthorhombic distortion to the square lattice lowers the symmetry from D4 to D2, which

results in generation of off-diagonal terms in the conductivity tensor whenmeasured away

from the high-symmetry directions. Using the same formalism as above we calculate the

conductivity tensor C ′ on an orthonormal basis rotated by an angle θ for a D2 symmetric

system.

C ′ =

󰀳

󰁃cos θ − sin θ

sin θ cos θ

󰀴

󰁄 ·

󰀳

󰁃σxx 0

0 σyy

󰀴

󰁄 ·

󰀳

󰁃 cos θ sin θ

− sin θ cos θ

󰀴

󰁄

=

󰀳

󰁃σxx cos2 θ + σyy sin2 θ (σxx − σyy) cos θ sin θ

(σxx − σyy) cos θ sin θ σxx sin2 θ + σyy cos2 θ

󰀴

󰁄 (3.9)

This shows howoff-diagonal elements which scalewith the strength of the lattice distortion

(σxx−σyy) are generated whenmeasuring away from θ = π
2n, n ∈ Z. Physically this means

that the electric field 󰂓E in the sample is no longer parallel to the applied current density
󰂓J . In the measurement of a transport bar in a Hall configuration these correspond to the

generation of transverse voltages in the absence of a magnetic field. This phenomenon

is used to measure conductivity anisotropy in materials which experience a tetragonal to

orthorhombic phase transition [100], [10]. A transport bar cut 45 degrees away from the

principal axes will show no transverse voltage in the tetragonal phase and the maximal

transverse signal (σxx − σyy)/2 in the orthorhombic phase.

In PdCoO2, the triangular lattice (C6 symmetry) shows no indications of a lattice distortion

down to lowest temperatures [38]. However, when the mean free path becomes compa-

rable to the width of the channel, the electronic transport is influenced by the presence of

the boundaries and the approximation of an infinitely extended crystal breaks down. By

breaking the translational symmetry, isotropic transport is no longer required andoff-diag-
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onal elements which scale with the sample width tomean free path ratiow/l are expected.

In the following I will present the results of kinetic calculations performed by Thomas Scaf-

fidi which predict the size of this effect depending on the orientation of the transport bar

with respect to the crystal lattice. The simulations are based on solving the Boltzmann

transport equation for a system with a perfectly hexagonal Fermi surface and assuming

diffusive scattering at the channel boundaries. Because the perfect hexagon describes

the flat facets of the experimentally determined Fermi surface well, but does not capture

the rounded corners, we may expect to see deviations in that direction (towards ± 30 de-

grees).
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Figure 3.14: Anisotropic longitudinal (blue) and transverse (red) resistivities at 2K nor-
malised to the bulk resistivity value ρ0. In (A) the momentum relaxing mean free path is
twice the width w of the channel, while in (B) they are equal. The ±30 degrees directions
point along the main crystallographic axes [100] and [010]. Accordingly the 0 degree di-
rection points in-between. (Calculation and figure from T. Scaffidi.)

In the longitudinal signal (blue trace) calculated by Scaffidi in figure 3.14A, a resistivemini-

mum is observed along the 0 degree direction which increases until it reaches amaximum

at ±30 degrees. A pictorial explanation is shown in figure 3.15. In the 30 degree direc-

tion, the Fermi surface is orientated such that 2 main electron beams are directed into the

channel walls and lead to a higher resistive state. Along the 0 degree direction, 3 main

electron beams pass through the sample. In the absence of bulk scattering, the electrons

travelling parallel to the bar do not interact with the side walls, hence the overall resistance

is lowered. From here on I will adapt the nomenclature "2-beam direction" and "3-beam
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direction" to refer to different orientations in the crystal.

30 degree / 2-beam direction 0 degree / 3-beam directionA B

Figure 3.15: Zero-field simulation of the electron trajectories through a transport bar in
the 30degree case (A) and in the 0 degree case (B). The orientation of the Fermi surface
with respect to the bar is indicated in the top sketches.

The transverse signal (red trace) in figure 3.14 is antisymmetric with respect to the angle

and has a sharp transition at 0 degrees. This is in agreement with our symmetry consider-

ations in the previous section which stated that ρxy is necessarily 0 along high-symmetry

directions (0 and 30 degrees in this case), but can be non-zero otherwise. The abrupt

sign change around 0 degrees can be understood by considering figure 3.16. The central

beam of electrons running parallel to the transport bar in the 3-beam direction in figure

3.15B is now directed into the side walls. The statistical imbalance of electrons across the

width of the sample leads to an observable voltage difference even in zero-field. From the

sketch in 3.16 it also intuitively clear that this effect scales with the w/B ratio, as scattering

in the bulk counteracts the electron imbalance.

3.3.2 In-plane anisotropy in PdCoO2

PdCoO2 crystals were confirmed by Laue X-ray diffraction to have growth edges that are

perpendicular to the crystal orientation. This permits us to directly infer the crystal orien-

tation from the shape of the crystal with sub-degree precision. Using the FIB, four consec-

utive ("daisy-chained") transport bars were defined into the crystal in steps of 10 degrees

with respect to the underlying Fermi surface. Performing this experiment on one single

crystal reduces systematic errors and ensures that the bulk defect concentration is as sim-
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+10 degree

-10 degree

Figure 3.16: Schematic explanation of the zero-field transverse voltage effect. The Fermi
surfaces (on the left hand side) have been rotated about ±10 degrees with respect to
the transport bars. In general, when transport bars in the quasi-ballistic regime of an
anisotropic system are cut along low-symmetry directions one expects an imbalance of
electrons and hence an observable voltage difference to occur across the width of the
sample.

ilar as possible across the transport bars. We also expect no difference in specularity be-

tween the sidewalls of the individual bars, as they were all cut under the same conditions

and same currents.

The in-plane resistivity as a function of temperature is presented in figure 3.18. Down to

∼ 50K the transport is isotropic, as expected on a triangular lattice in the diffusive regime.

At these temperatures the data are in good agreement with the values measured in bulk

samples. Once the mean free path becomes comparable to the width of the sample (w =

7μm), however, the finite size effect increases the resistivity value by roughly a factor 2 due

to increased boundary scattering. Moreover, the curves split up and show an anisotropy of

up to 50% as a result of the non-uniform Fermi velocity distribution. The data qualitatively

agree with Scaffidi's calculations, confirming a resistivity minimum along the 0 degree di-

rection which steadily increases and becomes maximal along the 30 degree direction.

A quantitative comparison is presented in figure 3.19. As the bulk resistivity value ρbulk was

never directly measured in this particular sample, we instead estimate the value by con-

sidering the resistivity at high magnetic fields, which is independent of the sample width

w. At 10 T (c.f. fig 3.20) we find ρ0 = 11.24nΩcm. FromNandi's work [22], we can estimate
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Figure 3.17: PdCoO2 device designed to measure in-plane transport anisotropy. 4 trans-
port bars were cut in 10 degrees steps (V0, V10, V20, V30), where V30 points along the crys-
tallographic direction. The overlaid schematic represents the orientation of the Brillouin
zone and the Fermi surface in this crystal. For fabrication details see section 2.2.2 on page
35.
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Figure 3.18: In-plane resistivity as a function of temperature in a 7 µm wide channel. (A)
The transport above 50K is isotropic while below 50K (B) there is an up to 50% difference
in the in-plane transport.

themagneto-resistance (∆ρ/ρbulk) to increase by about 12% from 0 to 10T at 2K, such that

our final estimate for the bulk resistivity is about ρbulk = 10nΩcm. The measurements are

roughly consistent with a momentum relaxing mean free path of lmr = 2w = 14µm. The

deviations around 0 degree might stem from an error in the estimation of ρbulk or from
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Fermi surface details, such as warping along the flat sections, which are not accounted for

in the simulations. The crystal device in fig. 3.17 was further thinned down to 2µm. The

result highlights the strong w/l dependency of the finite size effect, which also increases

the anisotropy V30/V0 to roughly 200%.
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Figure 3.19: Comparison of the measured in-plane anisotropy with the calculated resistiv-
ities. The data were obtained from one crystal device with width w = 7µm which was later
thinned down to w = 2µm. The coloured circles are the data points and the dashed line is
a guide to the eye connecting them. The grey lines are Scaffidi's simulations, which were
introduced in figure 3.14.

The effects of the in-plane anisotropy become even clearer when investigating the mag-

neto-transport in a size-restricted bar, shown in figure 3.20. Following the discussion in

figure 3.11, we recognise that the magnetic field scale can be divided into two regimes.

Beyond roughly ±2T the cyclotron diameter is smaller than the device width (2rc < w). In

this regime isotropic in-plane transport is recovered because the cyclotron radius is the

smallest length scale in the system and the local translational symmetry is restored. Inside

the ±2T region we discover the consequences of a classical size effect, which leads to an

anisotropic resistivity enhancement. Along the 3-beam direction (V0, purple), we find the

familiar behaviour of a positive magneto-resistance leading to a peak, which is followed

by a region of negative magneto-resistance. Along the 2-beam direction (V30, blue), how-

ever, there is an overall peak rather than a dip in zero-field. This is a consequence of

the two main beams of electrons in figure 3.15, which are already maximally directed into

the boundary at zero-field. The application of a magnetic field will cause the electrons
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to statistically hit the boundaries less often and hence the overall magneto-resistance is

decreasing. The tiny dip at zero-field is likely a result of the rounded corners of the nearly

perfectly hexagonal Fermi surface. The other cases, V10 and V20, can be understood as

cases intermediate between the 2-beam and 3-beam directions.
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Figure 3.20: In-plane resistivity as a function of magnetic field at 2K (symmetrised data).

As an additional test, we use the FIB to reduce the channel width from 7μm to 2μmwhich

more than triples the w/l ratio. Since this experiment is performed on the very same crys-

tal and hence only w is altered, while l is left unaltered, we can exclude any effects which

would stem from varying crystal quality. In figure 3.21 the data are plotted as a function

of the dimensionless parameters w/rc and ρ/ρ0, where ρ0 is the resistivity value taken at

16T. In the 2μm wide sample, the anisotropy in 0 field has increased to 200%. The fea-

tures in the low field region have more than doubled in magnitude and become more

pronounced, but the overall qualitative behaviour has remained the same.

3.3.3 Zero-field transverse voltage in PdCoO2

We now set out to investigate the zero-field transverse voltage (ZFTV) in an anisotropic

system as theoretically predicted by Scaffidi in figure 3.14. We expect this effect to be
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Figure 3.21: Comparison of the anisotropic magneto-transport between a 7μm (thick
lines) and 2μm wide (thin lines) device. For clarity only V0 and V30 are shown. The axes
have been converted to the dimensionless quantities w/l and ρ/ρ0, where ρ0 is the resis-
tivity value taken at 16T.

sensitive to the ratio of w/l which quantifies the degree of translational symmetry break-

ing, similar to ZFTVmeasurements in orthorhombic systems which are proportional to the

magnitude of lattice distortion (a− b).

The device shown in figure 3.22 was specifically designed to probe zero-field transverse

voltages. This is a challenging transport experiment for multiple reasons:

• The absolute signal sizes are small. The transverse resistance is given by the resis-

tivity of the sample divided by the thickness t of the sample. Using the calculations

in fig. 3.22A for an estimate and choosing a high excitations current (I = 5mA) , we

expect to measure a voltage difference

∆V = R · I =
ρ

t
· I =

0.5ρbulk
t

· I =
0.5 · 8nΩcm

8µm · 5mA = 25nV.

This of course can be improved by thinning the crystal and thereby reducing its thick-

ness or by reducing the channel width.
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Figure 3.22: PdCoO2 device designed for measuring a zero-field transverse voltage con-
tribution along low-symmetry directions. The outline of the crystal is traced by a dashed
line. The current path through the device from+I to−I incorporates meandered sections
in the beginning and at the end to homogenise the current, which injected via gold top
contacts. The device consists of 4 transport bars cut along ±10 (yellow) and ±20 (red)
direction each with 3 voltage contacts to probe the longitudinal and transverse voltage
simultaneously, c.f. schematic on the right. The crystal is 8 µm high and each of the trans-
port bars is about 6 µm wide and 100µm long. The overlaid schematic in the top left
corner shows the orientation of the Brillouin zone and the Fermi surface with respect to
this crystal.

• The signal from any transverse contact pair will always contain a longitudinal compo-

nent, because the contacts are never perfectly opposed, even when structured with

the FIB. In a Hall measurement the transverse component ρxy can be isolated from

the signal by exploiting the fact that it transforms antisymmetrically in field (ρxy(B) =

−ρxy(−B)), while the longitudinal component is symmetric (ρxy(B) = ρxy(−B)). For

a zero-field measurement this procedure is not possible. Instead, the longitudinal

component has to be measured simultaneously and subtracted from the transverse

signal by fitting the curves at room temperature.

• While in a typical diffusive transport experiment the width of the sample only influ-

ences the resistance linearly (ρ = Rw·t
l ), this is not the case in the ballistic regime.

Hence the transport barsmust have an equal width over their entire length of 100µm

and should also be equal in length to each other for a quantitative comparison of the
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results.
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Figure 3.23: Zero-field transverse voltage measurements as a function of temperature. 4
transport bars (cf fig.3.22) were measured along the low symmetry directions ±10 and
±20 degrees. The sample width w was 6µm except for V10, where it was 8 µm.

The data in figure 3.23 clearly show the onset of a ZFTV signal around 40K. As theoretically

predicted, the results are antisymmetric with respect to the angle they were measured at.

The reason for the asymmetry between V+10 and −V-10 lies in the varying widths w of the

samples and hence different w/l ratios. One curiosity that strikes the eye is the unusual

bump at 40K, which can be seen in many of the curves. This is unexpected as the mean

free path increases smoothly between 50 and 20K. One possible explanation could lie in

the finite width of the transverse voltage contacts themselves which locally increase the

sample width right at the point where the voltage is measured. A future measurement

of this sample with a thinned down width and slimmer voltage contacts should hopefully

bring clarity. Moreover the absence of ZFTV along the 0 and 30 degree direction will be

tested.

Comparing the measured transverse resistivity to the predictions by Scaffidi, we find that

this particular 6 µm wide sample agrees well with the predictions if it has a mean free path

somewhere between 6µm and 12µm. In agreement with the calculations, the ZFTV at ±20

degree is smaller than that at ±10 degrees. To precisely map out the overall angle depen-

dent shape, a sample with more transport bars orientated along various directions could

be fabricated.

78



3.3. Directional ballistic motion in PdCoO2

-1

0

1

ρ xy
/ ρ

bu
lk

angle (degree)
0-10 10 20 30-20-30

w = 6µm

w/l = 1

w/l = 0.5

w = 8µm

Figure 3.24: Comparison of the predicted zero-field transverse voltage (in grey) to the
measured values of a 6 µm wide sample (coloured circles). The data point from the 8µm
wide sample is indicated with a cross. The dashed line is a guide to the eye. A value of
ρbulk = 10nΩcm was assumed.

In conclusion, in this section I have explored the directional ballistic effects occurring in

PdCoO2, which are also expected to be present in the closely related delafossite com-

pounds PtCoO2 and PdRhO2. In the ballistic regime, the electronic motion is restricted

to mainly three directions due to the underlying nearly perfectly hexagonal Fermi sur-

face. The consequence of the nearly hexagonal Fermi surface shape is reflected in the

anisotropic size-effect which occurs in restricted channel experiments and is strongly de-

pendent on the w/l ratio. The effect is particularly pronounced in the angle-dependent

magneto-resistance. The qualitative shape, in absence but also in presence of a magnetic

field can be well understood in a simple semi-classical picture of "billiard-ball" electrons

moving on a hexagonal Fermi surface. The broken translational symmetry is further re-

flected in theoccurrenceof the theoretically predicted zero-field transverse voltages along

low-symmetry directions, which have been experimentally confirmed. These insights give

us an improved microscopic understanding of the directional ballistic effects in PdCoO2,

which lay the basis for exploring potential hydrodynamic effects. In particular, these re-

sults establish that a simple circular Fermi surface model is not sufficient and should be

replaced by a hexagonal Fermi surface. From an application point of view, the strongly

faceted Fermi surfaces bear advantages compared to the standard round Fermi surface.

In a ballistic device both the resistive anisotropy (0 degree vs. 30 degree) as well as the en-

hanced electron collimation can be exploited. The full potential of the induced anisotropy
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has not yet been experimentally explored; it is simply not known howbig it could bemade

if channels a few hundred nmwide could be aligned with the relevant crystal axis to better

than 0.1 degree precision. I will elaboratemore on the unusual electron collimation, which

eventually leads to the so called super-geometric focusing effect in the next section about

transverse electron focusing.
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3.4 Transverse electron focusing

Transverse electron focusing (TEF) experiments, otherwise known as transverse magnetic

focusing (TMF) or magnetic electron focusing, probe the conduction electrons (or holes)

of a ballistic system under the influence of a magnetic field 󰂓B. The field couples to the

charge carriers via the Lorentz force 󰂓FL = e( 󰂓E+ 󰂓vF× 󰂓B), which directs them onto cyclotron

orbits with a radius rc ∝ 1/B in a plane perpendicular to the magnetic field. The bal-

listic electrons, which propagate around the edge of the sample in skipping orbits, can

be probed by two narrow contacts which are placed side-by-side along the sample edge.

When themagnetic field is tuned such that the cyclotron diameter 2rc is equal to the spac-

ing L between the narrow contacts, the electrons can directly skip from one contact to the

next, under the condition that their mean free path l is larger or comparable to the con-

tact separation. This effect is called transverse electron focusing and is characterised by a

distinctive peak in the voltage signal as a function of the applied magnetic field. The peak

position depends on the nozzle spacing L and on the Fermi wave vector kF such that, in

principle, the shape of the Fermi surface can be investigated [101]. As the Lorentz force

depends on the charge of the quasi-particle, TEF is a powerful probe to detect and study

composite fermions [102], [103]. In recent years, TEF experiments were also performed

to investigate the Fermi surfaces in 2DEGs in which spin-orbit coupling combined with in-

version symmetry breaking leads to spin-split peaks [1], [104].

One key advantage of TEF over a transport experiment in a traditional bar shaped sample

is the possibility of identifying a subset of electrons which have directly propagated from

one nozzle to another without having interacted with the boundary. This is of particular

importance in ballistic systems, where boundary collisions play a significant or dominant

role, but are hard to treat theoretically because microscopic details matter, such as the

surface roughness and specularity. Having isolated the electrons that are not influenced

by the boundary, the bulk mean free path l can be extracted by varying the separation

L between the nozzles and thus increasing the possibility of bulk scattering events [105].

This is one of the aims of studying TEF in PdCoO2.

TEF experiments were first carried out in elemental metals (Bi [106], Sb [107], W [108],
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Cu [108], Ag [109], Zn [110], Al [111]) in the 1970s and 80s, where purification techniques

lead to extremely high quality single crystals with mean free paths reaching up to several

millimetres [57]. Themain interest at the time was the determination of the reflection coef-

ficient for various surface boundaries, by comparing the voltage signal contributions from

electrons which had interacted with the boundaries exactly once to those which did not

collide with the sample edge. Sharp needle-like micro-contacts, so called Sharvin probes,

were pressed into the crystal facets and much care had to be taken not to damage the

surface [110]. Numerous studies were published and even compared with surface mea-

surements by scanning-tunneling-microscopes (STM) [112]. However many of these anal-

yses remain questionable due to the simplifying assumptions made and possible surface

damage from the needle probes themselves.

In the late 1980s and 1990s the rise of high quality 2DEGs meant TEF could be studied in

a planar geometry [113]. The improved spatial resolution offered by lithographical fabri-

cation technologies led to well-controlled experiments. Moreover, the circular Fermi sur-

face simplified the theoretical treatment and led to a good understanding and description

of the ballistic electronic system in semiconductor 2DEGs. Most recently, when disorder

scattering in graphene was significantly reduced by encapsulating it in hexagonal Boron-

Nitride (hBN) in the late 2000s [114], the mean free path became long enough for TEF to

be detected even at room temperature [115], [116]. Unlike semiconductor 2DEGs, the 2D

electron system in graphene hosts chiral electrons [117]. These can give rise to unique

electron-optic effects, such as negative refraction across a p-n junction [118], which add

new opportunities for solid state electronic optics.

The two key differences between TEF in a two-dimensional semiconducting system and

the delafossite metal PdCoO2 are

• the Fermi surface shape: The circular Fermi surface of a 2DEG leads to an isotropic

in-plane transport and TEF spectrum, while the nearly hexagonal Fermi surface in

PdCoO2 gives rise to a direction dependent, non-trivial TEF signal.

• the Fermi wavelength and therefore the surface specularity: The small Fermi wave

vector kF in 2DEG systems gives rise to a comparatively large Fermi wavelength λF ≈

26nm in GaAs, for example, compared to λF ≈ 0.65 nm in PdCoO2 (c.f. table 3.1).
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3.4. Transverse electron focusing

Comparing these values to the average surface roughness, which is estimated to be

on the order of nanometers, we expect the surface specularity to be much greater in

the case of a 2DEG compared to the delafossite system.

3.4.1 The basic TEF setup

V
B

crystal

large electrodes

sharp constrictions: "nozzles"

L

I

Figure 3.25: Typical transverse electron focusing (TEF) measurement setup. The grey
shaded region represents the single crystal device. Two narrow constrictions resembling
"nozzles" are fabricated on the same edge of the device and two further large electrodes
are created on the opposite sample side. A current is driven between one of the nozzles
and one large electrode, while the voltage is measured between the remaining second
nozzle and large electrode. When the distance L between the nozzles is shorter than or
comparable to the mean free path l, ballistic electron effects are expected to contribute
to the voltage response.

A classical TEF setup is sketched in figure 3.25. Two very narrow (∼ 250 nm) constric-

tions resembling "nozzles" are carved into the single crystal with the FIB. The distance L

between the two nozzles should be smaller or comparable to the mean free path l. Two

further large electrodes are placed far away from the nozzles and complete the basic de-

vice setup. A current is sourced from one of the nozzles to a large electrode, while the

voltage difference between a second nozzle and the other large electrode is measured.

Applying a uniform, out-of-plane magnetic field B forces the electrons onto orbits with

cyclotron radius rc, which decreases with increasing magnetic field:

rc =
󰄁kF
eB

. (3.10)

Here 󰄁 is the reducedPlanck constant, kF is the Fermiwave vector, e is the elemental charge
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and B is the magnetic field strength. If the field is tuned such that the cyclotron diameter

2rc is equal to the nozzle spacing L, a distinctive voltage peak can be detected. Upon

increasing themagnetic field, the focusing condition ismet again when the nozzle spacing

is an integer multiple n of the cyclotron diameter, L = n·2rc. With that we expect a series

of peaks, spaced linearly in field at positions

Bn =
2n󰄁kF
eL

. (3.11)

3.4.2 TEF of a nearly hexagonal Fermi surface

So far we have implicitly assumed a system with an isotropic Fermi surface. This simplifi-

cation breaks down in the case of many materials, including PdCoO2. Electrons orbiting

non-circular Fermi surfaces in k-space will follow a non-circular path in real space accord-

ingly. In fact, any real space orbit is simply determined by the k-space orbit which is scaled

and rotated by 90 degrees around the magnetic field axis. This can be seen from consid-

ering the equation of motion of an electron in a solid, which is subject to a magnetic field
󰂓B. By equating the Lorentz force to the derivative of the crystal momentum, we arrive at

e(󰂓̇r × 󰂓B) = 󰄁󰂓̇k, (3.12)

where 󰂓̇r is the group velocity of the electron wave packet in real space. In the ballistic

regime, there is negligible electric field in the bulk, therefore I have set 󰂓E to 0. First we

note that the magnetic field does not change the energy of a charged particle, such that

it will move on a constant energy contour, i.e. the Fermi surface. This can be checked by

calculating the change in energy 󰂃 of the particle

∂󰂃

∂t
=

∂󰂃

∂k

∂k

∂t
= 󰄁󰂓̇r · e

󰄁
(󰂓̇r × 󰂓B) = 0.

Next, without loss of generality, we choose to apply the magnetic field along the ẑ direc-

tion, 󰂓B = (0, 0, B). By performing the time integration we can rewrite the expression in

equation (3.12) as

ry(t)− ry(0) =
󰄁
eB

[kx(t)− kx(0)]

−rx(t) + rx(0) =
󰄁
eB

[ky(t)− ky(0)]
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From this it is clear that the real space orbit (rx(t), ry(t)) is given by the k-space orbit

(kx(t), ky(t)) rotated by 90 degrees and scaled by a factor 󰄁
eB . For this reason the bal-

listic electrons in PdCoO2 trace a hexagonal path (c.f. figure 3.4) in a magnetic field. The

consequences of having hexagonal rather than circular cyclotron orbits are illustrated in

figure 3.26, which displays TEF simulations of both.

Simulations of semi-classical ballistic particles propagating on an arbitrarily shaped cy-

clotron orbit in a solid can be numerically implemented rather easily. We treat the elec-

tron wave as point particles with energy EF and velocity vF, that propagate on a path de-

termined by the underlying Fermi surface shape. Electron-electron and electron-impu-

rity scattering have been neglected. For the sake of simplicity, the particles are ejected

isotropically in all directions from the nozzle. The sample edges are modelled as flat

boundaries without surface roughness, which have the property of scattering an electron

specularly with a probability p and diffusively with probability (1-p). Here we have set p = 1.

Panel A of figure 3.26 displays the simulated electron trajectories of a system with a cir-

cular Fermi surface. The grey triangle represents the ejection nozzle from which the elec-

trons are emitted at an angle θ, where θ is defined to be 0 degrees when the electrons

are emitted perpendicular from the sample edge. The point of impact x of the electron

with the sample boundary directly depends on the ejection angle θ. Simple trigonome-

try determines the impact position to be x = 2rc cos(θ). The electrons which are emitted

perpendicular to the sample edge propagate the furthest x = 2rc and the impact points

of electrons which are emitted at an angle ±θ are closer to the nozzle the larger θ is. The

crucial point in understanding the phenomenon of electron focusing is to realise that the

density of electrons which arrive at x = 2rc diverges as θ → 0. In other words, only the

electrons which are ejected perpendicular or nearly perpendicular from the sample edge

are relevant for the transverse electron focusing peak. This is illustrated in panel 3.26C,

which shows the histogram of the simulated points of impact of 50000 particles moving

on circular cyclotron orbits. The electrons propagating inside the purple shaded region

in panel A form the focusing peak in panel C below. Of these electrons, the ones which

are specularly reflected form the higher harmonic focusing peaks at x = n·2rc. All other

electrons only contribute to the background.
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Figure 3.26: Simulation of cyclotron orbits in real space in the case of a A) nearly hexago-
nal and B) circular Fermi surface. The grey shaded triangles represent the current ejecting
nozzles. The ejection angle of an electron will determine the point of impact with the de-
vice boundary. Electrons ejected perpendicular or nearly perpendicular from the sample
edge are focused onto the same point on the boundary (shaded in orange or purple).
This leads to the characteristic focusing peak in panels C) and D), which show a histogram
of the electron distance x the electrons have moved along the sample edge. In the case
of PdCoO2, the flat sides of the Fermi surface boost this effect leading to a greatly en-
hanced focusing peak. This simulation was performed with 50000 electrons and setting
the boundary specularity to be perfect (p=1).

In general the Fermi surface shape and orientation shape influences the TEF peak shape.

In systemswith Fermi surfaceswith faceted edges, like the flat sides of hexagon in PdCoO2,

this can lead to a strong enhancement of the focusing peak. For the situation displayed in

panel C of figure 3.26, there is a macroscopic number of electrons exiting the nozzle at θ

= 0. All of these particles will naturally impact the sample edge at the same point, leading

to a geometric enhancement of the focusing peak, so called super-geometric focusing

(or 'sfocusing' for short). By comparing the simulated TEF spectra in C and D we expect

86



3.4. Transverse electron focusing

the sfocusing amplitude to be roughly twice the TEF amplitude of an isotropic system if

broadening effects by finite nozzle widths are neglected.

The importance of the orientation and detailed shape of the Fermi surface is emphasised

in figure 3.27. We consider the high-symmetry directions where the underlying hexago-

nal Fermi surface is orientated such that either a corner ('2-beam direction') or flat side

('3-beam direction') is aligned with the nozzle, c.f inset in panels A and B. This leads to

two distinct focusing spectra as we will see in the following. In the case of the 3-beam

direction, there are mainly three electron jets ejected from the nozzle. Recalling that only

the electrons which are emitted close to θ = 0 are of relevance for the peaks in the TEF

spectrum, we expect an enhanced amplitude of the focusing peak as a macroscopic num-

ber of electrons fulfil this condition. This is confirmed by the results of the simulation in

panel D, which show a large peak in the TEF spectrum. The super geometrical focusing

effect is even stronger in a perfect hexagon as indicated by the resulting sharp TEF peak

(in grey). On the other hand, in a perfect hexagon oriented in the 2-beam direction, there

are zero electrons which exit the nozzle at θ = 0 and hence we expect to find no focusing

(a direction we call 'nocusing'). This is verified by the results of the simulation in panel

C. Rather than a pronounced focusing peak, there is a broad distribution of electron im-

pact points. We note that in this particular case there is a minimal distance that the elec-

tron must travel before impacting the boundary, which corresponds to the length of one

edge of the hexagonal trajectory. For the imperfect hexagonal Fermi surface in PdCoO2,

however, the simulations reveal a focusing peak nonetheless. This is due to the rounded

corners of the hexagon which allow electrons to exist the nozzle at angles close to θ = 0.

The distinctive shape of the background which forms a side peak is determined by details

in the warping of the flat regions of the Fermi surface. For Fermi surface shapes which

are convex it is straightforward to derive the peak shape analytically. The calculation for

a circular Fermi surface is performed in the next paragraph. The resulting function (pur-

ple curve) is displayed in panel E and traces the simulated data perfectly (purple shaded

region). The divergence of the function as x → 2rc gives rise to the observed focusing

peak. The side-by-side comparison of the focusing peaks in panel F reveals an amplitude

enhancement of roughly 50% for the sfocusing orientation and an equal reduction for the

nocusing direction compared to an isotropic Fermi surface. In these simulations the angu-
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lar distribution of electrons ejected from the nozzle was assumed to be isotropic. In reality

the nozzle typically generates a directed beam of electrons, which depends on the shape

of the nozzles, the Fermi surface shape and boundary specularity. For a circular Fermi sur-

face the electron injection distribution is often approximated to vary as cos(θ) [119].

Finally I will analytically derive the TEF spectrum in the case of (i) an isotropic and (ii) a

directed injection in a circular Fermi surface system. Employing classical probability the-

ory, let X and Θ be continuous variables, where X = g(Θ) describes the distribution of

impact points x depending on the ejection angle θ. Further, let fΘ(θ) be the probability

density function (PDF) describing probability of θ falling within the infinitesimal interval

[θ, θ+dθ]. We are looking for the TEF peak shape which is given by the PDF of X , fX(x),

which describes the probability of x falling into an interval [x, x+dx]. The sought for PDF

transformation is given by

fX(x) = fΘ(g
−1(x)) · | d

dx
g−1(x)|, (3.13)

where we have x = g(θ) = 2rc cos(θ) for a circular Fermi surface.

(i) An isotropically injected beam of electrons is described by a uniform density in the

interval [−π
2 ,

π
2 ], such that the PDF is given by

fΘ(θ) =

󰀻
󰁁󰀿

󰁁󰀽

1
π , if θ ∈ [−π

2 ,
π
2 ].

0, otherwise.

Requiring the PDF to be normalised,
󰁕∞
−∞ fX(x) = 1, we find fX(x) = 2

π
1√

4rc2−x2 . This

corresponds to the curve plotted in 3.27E.

(ii) Similar for a beam that is injected in the form of a cosine, the probability density

function of θ is given by

fΘ(θ) =

󰀻
󰁁󰀿

󰁁󰀽

1
2 cos(θ), if θ ∈ [−π

2 ,
π
2 ].

0, otherwise.

With the transformation (3.13), the TEF spectrumcanbe calculated, fX(x) = x
2rc

1√
4rc2−x2 .

In general if the nozzle injects the electron beam in the form of a cosine, this will cause an

enhancement the focusing peak as more electrons are ejected close to θ = 0. In the case
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Figure 3.27: Focusing peak shape comparison for different Fermi surface shapes and ori-
entations. In (A) and (B) the real space electron trajectories (in colour) depending on the
Fermi surface orientation (inset) are compared. The real space trajectories based on per-
fect hexagon emphasise the difference between both directions. (C) and (D) show a his-
togram of the points of impact with the sample boundary for the perfect hexagon and the
nearly hexagonal Fermi surface in PdCoO2. The Fermi surfaces are orientated such that
either the corner (2-beam direction) or the flat sides (3-beam direction) are parallel to the
electron ejection nozzle. For a circular Fermi surface (E), the simulations match the ana-
lytically derived expression perfectly, which diverges as x → 2rc. (F) shows the difference
between the 3-beam (sfocusing) and 2-beam (nocusing) orientation on the same scale.
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of PdCoO2 it is not clear if the assumption of a cosine distribution, which was derived for

a circular Fermi surface, is valid. For instance in the 2-beam direction one might expect

a distribution which is peaked at θ = ±30 degrees, where the main electron beams are

ejected from the nozzle.

3.4.3 TEF in PdCoO2

Modern lithographical techniques which are well suited for processing two dimensional

systems are used for fabricating TEF devices in 2DEGs and graphene. These methods,

however, can often not be used for arbitrarily shaped three-dimensional crystals. Instead,

a convenient and straightforward way of fabricating a transverse electron focusing device

from a single crystal is by using focused ion beam (FIB). A step-by-step guide of the fab-

rication process is described in section 2.2.2 on page 35; here I will focus only on the key

features of PdCoO2 TEF structures. In general, the requirements for a TEF device are

• non-invasive, ohmic contacts, i.e. contacts which do not damage the crystal bulk or

its surface during fabrication or operation,

• narrow constrictions, ≪ l, which form the nozzles used to probe the electron skip-

ping orbits and

• closely spaced nozzles, smaller or comparable to l.

These demands can be met by using a FIB fabrication approach. To start, a PdCoO2 sin-

gle crystal is epoxied onto a substrate and top-contacted with a thin layer of gold (c.f.

figure 3.28A). This forms the ohmic contacts to the device. The single crystals grow as

roughly 10–20 µm thin platelets with the c-axis pointing of the plane, such that the palla-

dium planes, which host the quasi-two-dimensional ballistic electron system, are always

oriented parallel to the substrate. In attempt to sustain a homogenous current flow along

the planes, through-holes were FIB-milled through the crystal with the idea of improving

the interlayer coupling (c.f section 2.2.2). The central region of the crystal (darker grey

square, magnified in 3.28B) was thinned with the FIB from 20 to about 1.2 µm, which is

necessary to achieve the desired aspect ratios when milling the closely spaced constric-

tions in 3.28C. Each of the nozzles is roughly 250nm wide and the smallest spacing be-

tween them is 1 µm. A schematic diagram of the device is presented in 3.28D. There are

90



3.4. Transverse electron focusing

two sets of nozzles (1–8) and (A–D) which are arranged perpendicularly to each other. In

this way TEF is probed with different orientations relative to the underlying Fermi surface,

namely in the 2-beam and 3-beam directions. The sample boundaries in between the

nozzles and along the central part of the TEF devices were polished in the FIB with a low

current to minimise surface roughness. The two large electrodes are placed far away from

the nozzles so that they do not influence the TEF signal even when the cyclotron radius is

large (at low fields). The temperature dependent non-local voltage signals measured be-

180µm

500µm

1µm1.2µm

I
Vcom

A
B
C

D

1 2 ... 6 7 8

∆V

∆
V/

I(
m

Ω
)

Temperature (K)
0

10

1

102

10-1

10-2

100 200 300

VBVCVD

A

D

B C

E

Figure 3.28: TEF device and sample characterisation. (A) A PdCoO2 crystal which was
structured into a TEF geometry. Gold top contacts connect to large current and voltage
electrodes, which were carved from the pristine single crystal. (B) Magnified image of the
active part of the device. Two sets of nozzles (on the left and lower edge) emit the electrons
either along the flat side or corner of the hexagonal Fermi surface (overlaid). This central
region of the crystal was thinned down from 10µm to 1.2 µm. (C) Magnification of the
lower nozzle set. Each of the nozzles is approximately 250nm wide and they are spaced
about 1 µm apart. (D) Schematic diagram of the measurement setup. A current is applied
between the top left electrode and one of the nozzles while the voltage is measured be-
tween the top-right electrode and another nozzle. (E) Non-local resistance measurement
as a function of temperature of the setup in (D). The obtained voltage values are in good
agreement with the results of finite element simulations which assume bulk resistivity val-
ues and solve the Laplace equation in this geometry.
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tween Vcom and the contacts B, C and D in response to a current sourced from contact A,

are displayed in panel 3.28E. Because the device size is larger than the mean free path at

all temperatures, the non-local voltages can be compared to the results of finite element

analysis, which calculate the solution to the Laplace equation for this particular device ge-

ometry based on bulk resistivity measurements [22]. The results are in good agreement

with the measurements, indicating the high-quality of the single crystal.
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Figure 3.29: Comparison of TEF measurements and simulations. (A) and (B) are a direct
comparison of the TEF spectra obtained from nozzle pairs which are separated by 2µm
or 4 µm. While the 3-beam direction displays pronounced single peaks, the amplitude of
the 2-beam direction is lower and the peak is followed by a broad hump. (C) and (D) are
Monte Carlo based simulation results which are in excellent agreement with the data. The
Monte Carlo simulations were performed by Aaron Sharpe.

The transverse electron focusing spectra measured at 2K along the 2-beam and 3-beam

directions are presented in figure 3.29A and B. In the 2-beam configuration the current

was sourced from contact 1 and drained to the top left electrode, while for the 3-beam
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orientation contact A was used as the source. The voltages between Vcom and the remain-

ing contacts were measured as a function of magnetic field. For clarity only the voltages

measured at distances of 2 µm and 4µm are displayed. The 2-beam direction shows a dis-

tinctive side peak feature, while the 3-beam direction is characterised by a pronounced

single peak. The background signal, which is similar along both directions, is negative

over most of the field range. This voltage inversion is explained by the width difference

of the voltage contacts. Because the width of the nozzles is only 250nm, electron skip-

ping orbits can easily 'miss' a contact if the cyclotron diameter is much larger than the

nozzle width. The voltage electrode Vcom on the other hand is much larger, such that all

the electrons are counted, which is the reason for the negative voltage background. Fur-

ther, Monte Carlo simulations of 30000 ballistic electrons propagating in PdCoO2 were

performed by Aaron Sharpe and are displayed in figure 3.29C and D. His code is based

on the experimentally determined Fermi surface [51] and neglects bulk scattering. The

agreement between the simulations and the data is remarkable. The peak shapes and

background along both directions are reproduced including many details. The biggest

discrepancy between the experimental data and the simulation arguably lies in the differ-

ence of the relative signal sizes between the two orientations. For instance, for a nozzle

separation of 4 µm, the simulations predict a difference in peak height of around a factor 3,

while the experiment finds a difference of approximately 1.6. This may be a consequence

of the assumption that the electrons are ejected from the nozzle with a cos(θ) distribution,

which may not necessarily be the case, in particular along the 2-beam direction.

The temperature dependence of the mean free path l in PdCoO2 was shown in figure 3.6.

Around 50K themean free path suddenly increases and becomes as large as 20µmbelow

20K. A similar behaviour is observed for the temperature dependence of the TEF peak

amplitude displayed in figure 3.30. Panel A and B show the TEF signal in the 2-beam and

3-beam directions from pairs of nozzles which were separated by 2µm. The peak height

from the main focusing peak A1 normalised at 2K is plotted as a function of temperature

in panels C and D. Both directions have the same temperature dependence, reminiscent

of the temperature dependence of the mean free path. This indicates that the observed

TEF signal is directly connected to themean free path of the electrons, as expected. Lastly

we remark that the TEF signal is not sensitive to the electron phase and so no statement
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Figure 3.30: Temperature dependence of the 2-beam (A) and 3-beam (B) TEF spectra for
nozzle pairs spaced by 2µm in both cases. The temperature dependent zero-field voltage
was subtracted from all curves. Panels (C) and (D) show the normalised amplitudes of the
first peak. The grey line is a guide to the eye. Both directions show a nearly temperature
independent between behaviour 2K and 20K and then gradually decrease between 20K
and 70K; a temperature dependence which is reminiscent of that of the mean free path in
figure 3.7.

about the phase coherent mean free path can be made based on these measurements.

3.4.4 Extracting the mean free path

Rather than rely purely on analysis of the zero field resistivity, the mean free path can also

be deduced, with only a few assumptions, from the TEF data. The first peak in the TEF

spectrum is created from electrons which are directly focused from the current injection

nozzle in to the voltage probing nozzle without scattering from the boundary. When the

nozzle distance L is increased, the path length s through the samples increases accord-

ingly, such that the effect of bulk scattering on the TEF amplitude can be probed. With

this analysis the mean free path l can be extracted based on geometric arguments and
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3.4. Transverse electron focusing

quantities alone. Tsoi et al. [105] noted that the amplitude A1 of the first TEF peak is pro-

portional to es/l multiplied with a function f(b/L), which depends on the ratio of the nozzle

width b to the nozzle separation L. The function f accounts for the fact that, for equally

wide nozzles, fewer electrons hit a nozzle the further away it is from the injection point.

In other words, the maximal angle θ at which an electron can be ejected, such that it will

still hit the distant nozzle decreases the larger the separation L becomes. The functional

form of f(b/L) for a circular Fermi surface can be found quickly and is derived in the next

paragraph.

x

L

θ

binjection
nozzle

crystal
B

Figure 3.31: Geometrical model of TEF on a circular Fermi surface. The grey shaded re-
gion represent the single crystal device which is placed into a perpendicular magnetic
field B. In a simplified picture, the injection nozzle is assumed to be a point like emitter,
while the probing nozzle has a finite width b.

Assuming apoint-like injection source and a voltageprobing nozzlewithwidth b, c.f. figure

3.31, we find the minimal focusing distance x = b + L, where L is the maximum distance

an electron can travel at a fixed field (L = 2rc), . The angle θmax, which focuses an elec-

tron on to the point x can be determined by trigonometry and is x = 2rc cos(θmax). By

Taylor expanding cos(θ) ≈ 1− θ2

2 for small θ, and combining the above equations we find

b + L ≈ L (1 − θ2max
2 ) and hence ∆θ = 2θmax ≈ 2

󰁳
2b/L. With this we conclude that

in a system with a circular Fermi surface the amplitude of the first peak scales with nozzle

spacing as A1 ∝ es/l
󰁳

2b/L, where the path length s is given by half the circle circumfer-

ence s = πrc. Note that this analysis is only valid for small values of b
L , i.e. b ≪ L such that

the Taylor expansion around small values of θ is a good approximation. If the nozzle width

b becomes comparable to the nozzle separation L, the above analysis breaks down and
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Chapter 3. On the ballistic motion of electrons in PdCoO2

should no longer be expected to describe the amplitude decay dependence.

In the case of a hexagonal Fermi surface the amplitude A1 depends similarly on es/l, how-

ever the functional form f(b/L)will be modified. In order to fit the peak decay and extract

the mean free path l along the 2-beam and 3-beam directions in PdCoO2 from the results

in figure 3.32 I will use the form

A1(L) = Aes/l
󰁵

2b

L
+ t, (3.14)

with the nozzle width b=0.3 µm and s2beam = 3
2L, s3beam =

√
3L are the path lengths for the

2-beam and 3-beam directions respectively. Apart from l, the free variables are A, which

sets the overall amplitude and t, which takes into account the Fermi surface shape devia-

tions compared to the circular case. In the 3-beam direction the path length is ill-defined

due to the very nature of the super-geometric focusing effect. We choose the average

between the longest and shortest possible paths. The results of fitting equation (3.14) to

the experimental TEF data in figure 3.32A and B are summarised in table 3.3 and plotted

in figure 3.32C and D.

A [mΩ] t [-] l [µm]
2-beam direction 7.7 -0.0037 14
3-beam direction 11.24 0.06 15.7

Table 3.3: Summary of the fit parameters from fitting equation (3.14) to the TEF data in fig.
3.32 A and B. The fit curves are displayed as dashed lines in panels C and D of figure 3.32.

From the fit parameters in table 3.3, we can conclude that

• the super-geometric focusing effect does indeed increase the overall amplitudeA of

the focusing peaks along the 3-beam direction compared to the 2-beam direction.

• along the 2-beam direction the focusing amplitude decays similarly as for a circular

Fermi surface, as evidenced by the small, nearly zero value of t. This is not surpris-

ing, as the rounded corners of the hexagon can locally be approximated by a circle.

Hence the transverse focusing behaviour along the 2-beam direction is in essence

very similar to the situation in a circular Fermi surface system.
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Figure 3.32: Mean free path extraction from the amplitude decay of the TEF peaks as a
function of nozzle spacing. (A) and (B) show the TEF spectra of differently spaced nozzle
pairs scaled according to the position of their peaks. With increasing nozzle separation,
the path length of an electron trajectory through the sample grows and the chance of an
electrons being scattered away from their focusing orbit is enhanced exponentially. By
fitting the decay of the primary peak amplitude A1, a mean free path of l ∼ 15µm can be
extracted (C) and (D). The dashed line is a fit to the data based on equation (3.14). The fit
parameters are summarised in table 3.3.

• in the 3-beamdirection, the additional non-zero t term leads to a slower decay of the

peak amplitude compared to a system with a circular Fermi surface with the same

mean free path l (c.f. dashed curve in fig. 3.32D). This implies that the collimation of

the ballistic electrons caused by the flat Fermi surface facets leads to a boost of the

ballistic effects, such that TEF can be detected over a longer length scale along the

3-beam direction than in comparable devices with a circular Fermi surface.

• the mean free path l ≈ 15µm is essentially the same along the 2-beam and 3-beam

directions and is in good agreement with the value extracted from the in-plane re-

sistivity measurement discussed in figure 3.7.
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Chapter 3. On the ballistic motion of electrons in PdCoO2

By comparing the TEF spectrameasured between nozzles of varying separationL in figure

3.32A and B, we discover that the peak shapes are self-similar for the most part. However

as the separation L becomes smaller and approaches the size of the nozzle width b the

features in the peaks, especially along the 2-beam direction are broadened. This is a re-

sult of the fact that the maximum ejection angle that projects an electron onto the distant

nozzle ∆θ decreases as ∝
󰁴

b
L . Or put differently, if the nozzle width b were scaled with

the nozzle separation L the TEF peaks would recover self similarity.

In panel C and D of figure 3.32 the amplitude of the primary focusing peakA1 is plotted as

a function of the respective nozzle separation. The dashed line is a fit with the functional

form described in equation (3.14) with the fit parameters in table 3.3. The fit works well for

the data measured along the 2-beam direction but shows some deviations from the data

measured in the 3-beam orientation. This might be due to an invalid assumption about

the ill-defined path length s3beam or the functional form of f(b/L) in the super-geometric

orientation.

3.4.5 Maximal transverse electron focusing

As the name suggests, the mean free path l of a system describes the average distance an

electron can propagate between scattering events which modify its direction. Since this is

a stochastic process, a fraction of the electrons can propagate undisturbed for longer dis-

tance and lead to a TEF signal although the path length s through the sample exceeds the

mean-free path. Here I present measurements of the TEF signal where the path length s is

3.5 times longer than the mean free path l. The corresponding device andmeasurements

are shown in figure 3.33. The focusing device is the same as the one introduced in figure

3.28. The voltage probing nozzle is L = 35µm away from the injection nozzle, defining a

path length of s = 53µm in the 2-beam orientation. Although the signal size is reduced

by two orders of magnitude compared to the closely spaced nozzles in figure 3.29, the

voltage peaks are clearly resolvable and 8 focusing peaks are detected. For the closer

spaced nozzles the width to separation ratio was about b/L ∼ 250nm/2µm ∼ 12%, while

here it is less than 1%. This decreases the acceptance angle ∆θ ∝
󰁴

b
L of electrons which

are directly focused from one nozzle into the next. As a result the TEF spectrum shows

a pronounced and sharp primary TEF peak. As the TEF signal is still several times larger
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3.4. Transverse electron focusing

than the noise level it would be feasible to further increase the nozzle spacing. Moreover it

will be informative to study this effect in the super-geometric focusing orientation, where

we expect an even stronger response at these length scales.

180µm

s ≈ 53µm
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Figure 3.33: Maximummeasured TEF spectrum. (A) The nozzles are spaced by L = 35µm,
yielding a path length of s = 53µm through the device along the 2-beam orientation. (B)
Up to 8 focusing maxima are detectable when measured at T = 1.8K.

3.4.6 Influence of the nozzle width on the focusing peak amplitude

To systematically investigate the dependence of the TEF signal amplitude on the noz-

zle width, four sets of nozzles with constant separation L = 3.5 µm and nozzle widths b

= 270nm, 430nm, 500nm, and 700nm were fabricated side by side into the same crystal

device (fig. 3.34A and B). The TEF spectra, measured at 2K are presented in figure 3.34C.

As the nozzle width is reduced the amplitude of the TEF peaks grows and at the same

time their full width at half maximum (FWHM) decreases, as expected. If electron focus-

ing is measured between nozzles of different widths, their average value approximately

determines the height and FWHM of the focusing peak as evidenced by the grey trace

in panel (C). There TEF was measured between nozzles that are 270nm and 430nm wide

and the corresponding peak amplitude is consistent with a value for a≈350nm wide noz-

zle pair based on the fit to the amplitude decay in panel (D). Extracting the peak heights

and plotting them as a function of their average nozzle width b in panel (D), we find that

amplitude is approximately inversely proportional to the nozzle width, as indicated by the
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Figure 3.34: (A) Overview of the TEF device, which consists of four pairs of nozzles each
separated by 3.5 µm (centre to centre) oriented along the 3-beam direction. (B) The noz-
zles widths vary from 270nm to 770nm. The coloured traces represent the smallest and
largest cyclotron orbits which fulfil the focusing condition. (C) Comparison of the TEF
spectra measured at 2K. The grey curve was measured between two nozzles of different
widths (270nm and 430nm) and hence 350nmdenotes their average. The top electrodes
are spaced closely enough that focusing can be detected at -1 T. (D) The peak amplitudes
(measured from the background indicated by the dashed curve) of the first focusing peak
are plotted as a function of the nozzle width b (solid circles). The TEF amplitude of the top
electrodes (black circle) was multiplied by a factor of 3 to correct for the larger nozzle dis-
tance between the top electrodes (10.2 µm) compared to the nozzles (3.5 µm) based on
the analysis in figure 3.32D. A power law decay of the form A · bc can be used to describe
the decay of the TEF peak height as a function of increasing nozzle width b. The black dot
at b = 4.7 µm was not included in the fit.

dashed curve, which shows a power law fit. Upon close inspection of the data in panel (C)

we find that the top electrodes are spaced closely enough to yield a focusing peak around

-1 T, even though the nozzles are each approximately 5 µm wide. The electron orbits are

indicated in panel (A). Because the top electrodes are separated by ≈10µm rather than

≈3.5 µm, as is the case for the other nozzle pairs, we expect the peak amplitude to be sup-
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3.4. Transverse electron focusing

pressed by roughly a factor 3 based on the analysis in figure 3.32D and correct for this in

panel (D). The slow decay of the amplitude for large values of b, which may be surprising

at first, is likely to be a consequence of the super-geometric focusing effect.

3.4.7 Specularity of the boundaries

In the purely ballistic regime, where the only dominant scattering events are the interac-

tions of the electrons with the sample edge, themacroscopic transport properties depend

on the microscopic details of the boundaries. For a microscopic description, the electron

Fermi wave length λF and the surface roughness of the boundary are the relevant length

scales in the problem. An alternative, macroscopic description of the boundary is attained

by defining a parameter p, which describes the probability of an electron wave packet be-

ing reflected specularly from the boundary Consequently the probability of diffusive scat-

tering is then given by (1 - p). Based on this phenomenological parameter pmany theories

(c.f. section 3.2.3) have been developedwhich describe the electronic transport in the bal-

listic regime. Moreover the specularity coefficient p is often used to describe the quality

of a surface. A popular method of extracting the surface parameter p is by calculating the

ratio of subsequent TEF amplitudes q = An+1

An
and equating p with q. In the following I will

present simulations which show that equating p with q is an indication, but by no means

an exact quantification of the specular properties of the boundary, in particular along the

super-geometrical focusing orientation. Further, with the results of the simulations I will

attempt to quantify the specularity of the FIB fabricated boundaries of the PdCoO2 de-

vices presented here.

It is straightforward to extend the simulations of the TEF spectra presented in figure 3.26

to include a varying boundary specularity coefficient p between 0 and 1. One example of

such a spectrum, which was simulated for 100000 particles along the 3-beam direction for

p = 0.9 is displayed in figure 3.35A. As the distance x from the injection nozzle increases,

the peak amplitude decreases. Upon close inspection of the spectrum a double peak

substructure is observable. This is an artefact of the Fermi surface parametrisation based

on a harmonic expansion, which led to a slightly concave hexagonal facet. Neither the

ARPES [47] nor this TEF experiment have the necessary resolution to resolve the warping,

so I will treat it as a artefact of the simulation. Because of the divergence of the focusing
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Chapter 3. On the ballistic motion of electrons in PdCoO2

peak it is numerically difficult to define an absolute peak height, so instead the total num-

berNn of electrons which form the nth focusing peak are counted (orange shaded regions

in figure 3.35A). The ratio between two subsequent peaks Nn/Nn+1 as a function of peak

number is displayed in panel B. From this graph we can make two deductions:

• as evidenced by the peak number independence of the peak ratio q (i.e. because

the curves are constant), the amplitude of TEF peaks follow a power law decay:

Nn+1

Nn
= q ⇒ Nn = q ·Nn−1 = q · q ·Nn−2 = qn ·N0.

• the peak ratio q is not equal to boundary specularity p, especially for low values of p.
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Figure 3.35: (A) Simulated TEF spectrum for 100000 particles which were injected along
the 3-beam direction. The surface specularity coefficient was set to p=0.9, indicating that
90%of the electronswere specularly reflected. (B) The extracted peak ratios q as a function
of peak number n. (C) The extracted q-values from a power-law fit of the TEF peak decay
for the 3-beam and 2-beam orientation as well as for a circular Fermi surface.

Having established that the peak ratios follow a power law decay, this can be used for

fitting the peak decay and extracting the q-value. A function of the form N0 · qn + c was
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used to extract the q-values for the 3-beam and 2-beam orientation as well as for a circular

Fermi surface for values of p between 0 and 1. In this fit, N0 scales the overall ratio, q is

the extracted amplitude ratio and c accounts for the background offset. The results are

presented in figure 3.35C. The main conclusion is that the simple assumption of q = p is

not strictly applicable, even for a circular Fermi surface. The reason for this is two-fold.

Firstly, the TEF peak becomes wider as n increases, such that the measured voltage de-

creases if the nozzle width b is constant even in the case of perfectly specular boundaries.

Secondly, even for diffusive boundaries a macroscopic number of electrons will be sta-

tistically back-reflected into an angle ∆θ leading to a further focusing peak. This effect is

particularly pronounced in the super-geometrical focusing orientation, which leads to a

strong increase of the q values. Consider for instance the 3-beam direction in the case of
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Figure 3.36: (A) A typical TEF spectrummeasured along the 3-beam direction for a nozzle
pair with 4 µm nozzle separation. (B) Sketch of a set of TEF nozzles. At the position where
the electrons forming the second TEF peak impact the boundary there is another (floating)
nozzle. This does not change the TEF spectrum. (C) and (D) show the experimentally
extracted amplitude ratios q = An+1/An.
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completely diffusive boundaries (p = 0). The simulations in figure 3.35C yield a q-value

of approximately 0.33. This is due to the restriction of the ballistic motion on a hexagonal

Fermi surface, which causes approximately 1/3 of the electrons to propagate in the direc-

tion they would have if they were specularly reflected.

Based on the results of the simulations above and the TEF measurements presented in

figure 3.32, in this section I will attempt to quantify the specularity of the FIBed bound-

aries in PdCoO2. A typical TEF spectrum is displayed in figure 3.36A. In order to extract

the peak heights An, a background, indicated by the dashed line, is defined by connect-

ing neighbouring voltage minima. The resulting ratios of adjacent peak amplitudes along

the 2-beam and 3-beam directions are presented in panels (C) and (D) respectively. From

this the average q-value can be determined to be q = 0.6 ± 0.1 (grey shaded region).

Comparing this to the results of the simulations in 3.35C, we find the boundary specularity

coefficient p of FIB defined PdCoO2 edges is between 0.3 and 0.6.

Further we notice the open box symbols in panel 3.36C which clearly lie below the aver-

age amplitude ratio values. This occurs when the TEF peak amplitude was determined

in a field region where the cyclotron radius rc is on the order of the nozzle width b. In

PdCoO2 this occurs roughly above B = 󰄁kF
erc

= 󰄁 0.96Å−1

e 500 nm ≈ 12.6 T, i.e. when the cyclotron

radius rc = 500 nm. Remarkably the focusing peaks along the super-geometric focusing

direction do not seem to suffer from the same effect. Naturally once the cyclotron radius

is smaller than the nozzle width the electron skipping orbits will hit both voltage contacts

and a TEF peak will no longer be observable.

I will conclude the section on the specularity of the boundaries by discussing another fea-

ture of the focusing peaks, or rather lack thereof. As sketched in figure 3.36B the TEF

devices consist of a set of equidistant nozzles. This can lead to the situation that skipping

orbits, which lead to higher order focusing events, impact the boundary right at the po-

sition of another nozzle. This is the case, for instance, if transverse focusing is measured

between nozzles separated by 4µm in a device which has series of 2 µm spaced nozzles.

Naively onemight expect the secondA2 and fourth peakA4 to show a reduced amplitude,

which is not the case as evidenced by the data in figure 3.36A. The centre contact is elec-
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trically floating and hence an equal number of electrons are absorbed and emitted by the

charged centre nozzle once a steady state has been achieved. The fact that the presence

of the nozzle does not modify the TEF spectrum implies that the emission spectrum of the

nozzle is equivalent to the spectrum of back-reflected electrons by the sample boundary,

an observation which possibly calls into question the entire interpretational structure of

TEF as a probe of surface roughness.

3.4.8 Real space propagation of electrons in the ballistic regime

In this section my goal is to explore the real-space trajectories of ballistic electrons subject

to amagnetic field in a TEF device. How valid is the semi-classical picture of electrons skip-

ping around the sample edge on hexagonal orbits? The devices are in the quasi-ballistic

regime, meaning that the distance between the nozzles is less than the mean free path l,

such that ballistic effects become observable in a magnetic field; however the distance

between both voltage contacts is greater than l, such that a diffusive contribution to the

voltage signal is expected as well.

Taking a step back, let us consider the situation in the ohmic regime of a simple metal,

for instance copper. Imagine a transport bar in which the current is flowing parallel to the

axis of the bar, in a perpendicular magnetic field. The Lorentz force causes the electrons in

the system to propagate to one side of the sample causing a potential difference, the Hall

voltage, between opposite sample edges. The voltage creates an internal electric field

which opposes the Lorentz force. As a consequence, electrons experience no net force

when passing through the sample in the steady state.

So are the electrons in a TEF experiment actually propagating around the device edge

from nozzle to nozzle, or are we measuring the complicated voltage distribution created

inside the sample in order to create a no net force situation for the electrons? In fact, the

description fromabovebreaks down in a ballistic systemwhere themovement of electrons

can no longer be described by gradients in the electric field. When the elastic mean free

path is much larger than the sample, then a Landauer-Büttiker description becomes ap-

propriate, which describes the transport of charge carriers in an electric field free ( 󰂓E = 0)

sample in terms of skipping orbits along the sample edge.
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Figure 3.37: (A) A hole was milled into a TEF device after it was characterised in absence
of the hole. The hole is positioned such, that the ballistic electron paths which lead to
the first focusing peak (marked in yellow) are disrupted, while the trajectories for higher
order focusing events with smaller cyclotron radii can pass underneath. The device was
cut 9 degrees off axis and hence the cyclotron trajectories are slightly bent. (B) The TEF
spectrawith andwithout hole in comparison. While the amplitudeof the first peak is clearly
reduced, the higher order focusing events are completely unaffected by the presence of
the hole.

To address this question experimentally, I have fabricated a TEF device with a hole which

is designed to obstruct the path of the electrons between to focusing nozzles. The de-

vice is presented in figure 3.37A. The electron trajectories outlined in yellow are the ones

which lead to the first focusing peak. The position of the hole is such that the trajectories

which lead to higher order focusing peaks can pass underneath. The TEF spectrum of the

device with and without the hole are shown in figure 3.37B. Clearly the first focusing peak

amplitude has decreased, while the higher order peaks remain unaffected. The reason

why first the peak has not completely vanished is that the hole was not cut big enough. At

fields below B1 electron orbits such as the one indicated by dashed black line in panel A

still hit the second focusing nozzle. To test this hypothesis, the straightforward experiment

will be to enlarge the extent of the hole and repeat the measurement. Strictly speaking,

this experiment in which a voltage was measured under constant current bias of the sam-

ple, does not prove the point of circulating edge currents, because a measured potential

difference does not directly yield information about the spatial flow of current. The direct

way of demonstrating circulating edge currents would be to measure the current flow un-

der constant voltage bias of the sample.
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Figure 3.38: (A) Instead of a polished device boundary, a trough was left in between two
focusing nozzles. The device was cut 9 degrees off axis. The yellow traces represent the
electron orbits which should back-reflect at themissing device boundary and form the sec-
ond focusing peak. (B) Comparison of a conventional TEF signal to TEF spectrum where
a trough was carved in between the focusing nozzles. For a direct comparison of the am-
plitudes the TEF spectrum from the device containing a trough was scaled by a factor of
1.65 (red dashed curve).

A similar focusing device which challenges our understanding of the electron-boundary

interaction is displayed in figure 3.38A. Instead of a polished boundary between the noz-

zles, there is a trough which is electrically floating. The idea of this setup is to probe the

influenceof the troughon the second focusingpeak. Naively onemight expect the second

peak to vanish completely, as there is no boundary to back-reflect from. Remarkably how-

ever, the second peak is still clearly detectable as shown in panel B. Perhaps even more

surprising is the fact that the amplitude ratioA2/A1 is identical with and in the absence of a

trough between the nozzles as evidenced by the dashed red trace. This result is seemingly

at odds with the common interpretation of the amplitude ratio as the boundary specularity

coefficient p, c.f. discussion about figure 3.35. Further experiments with troughs between

nozzles are definitely required to gain further insight into this phenomenon.
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3.4.9 A Landauer-Büttiker description of TEF

In section 3.2.5 (on page 62) we saw that a Landauer description of the ballistic transport

becomes appropriate if the elastic mean free path of the electrons in a system is larger

than the system size. The central idea of this formalism is to describe the transport of elec-

trons through a device by dissipationless edge channels which connect adjacent ohmic

contacts. In the linear response regime a four-terminal system with current contacts i and

j and voltage probes k and l is characterised by

󰀳

󰁅󰁅󰁅󰁅󰁅󰁅󰁃

Ii

Ij

Ik = 0

Il = 0

󰀴

󰁆󰁆󰁆󰁆󰁆󰁆󰁄
= G ·

󰀳

󰁅󰁅󰁅󰁅󰁅󰁅󰁃

Vi

Vj

Vk

Vl

󰀴

󰁆󰁆󰁆󰁆󰁆󰁆󰁄
, (3.15)

where the conductance G is a 4x4 matrix which is independent of the contacts i, j, k, l.

Based on time-reversal invariance and current conservation, Büttiker [88] derived the re-

ciprocal relation for the conductance

Gij,kl(B) = Gkl,ij(−B), (3.16)

which is known as the generalised Onsager relation. In other words, the conductance of a

system is invariant under reversal of the magnetic field direction if the current and voltage

leads are exchanged simultaneously. Another property of a four-terminal device in the

linear regime is that the voltage response is odd under current reversal

Vkl(Iij) = −Vkl(−Iij). (3.17)

This is a direct consequence of the linearity of equation (3.15), which is directly shown

by multiplying both sides with
󰀃−1 0

0 −1

󰀄
. A convenient consequence of the fact that the

voltage response is odd under current reversal, is that ballistic transport measurements

in the linear regime can be performed with a standard ac lock-in technique. I emphasise

that the relations (3.16) and (3.17) only strictly hold in the limit of linear response. Non-

linearities which violate (3.17) may occur due to quantum interference effects or inelastic

scattering processes [120], [121], [122]. Therefore, when measuring with an ac transport
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3.4. Transverse electron focusing

setup it is important to check that the voltage response does not contain higher-harmonic

contributions generated by non-linear processes. In particular the loss of current reversal

symmetry will generate second harmonics and hence a convenient way of confirming the

linear regime is by simultaneously measuring the second-harmonic response of the sys-

tem during a transport measurement.

In PdCoO2 inelastic electron-phonon or electron-electron collisions are rare at low tem-

peratures such that the requirement of a long elastic mean free path > L is fulfilled. First,

I will confirm the validity of the equations (3.16) and (3.17) by presenting the results of

a dc TEF transport experiment. Thereafter I will discuss transverse electron focusing in a

Landauer-Büttiker framework.
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Figure 3.39: (A) In a dc transport experiment the conventional TEF setup ➁ is modified by
➀ reversing the direction of the current (+I → −I) and by ➂ exchanging the current and
voltage contacts (+I → +V ;−I → −V ). (B) The resulting TEF spectra of the 3 variations.
(C) A Landauer-Büttiker picture of the electronic conduction in the quantum Hall limit.
One-dimensional edge modes connect adjacent ohmic contacts (zig-zag lines).

The standard TEF setup ➁ alongside twomodified situations are sketched in figure 3.39A.

By reversing the polarity of the current (➁ → ➀), we expect to find an equal but negative
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Chapter 3. On the ballistic motion of electrons in PdCoO2

voltage response, if the system is in the linear regime according to equation (3.17). Fur-

ther, the generalised Onsager relation is probed by exchanging the voltage and current

leads (➁ → ➂). The results of the dc transport measurements are displayed in panel B. All

three curves are congruent with each other, which confirms that the system is in the linear

response regime and can be measured with an ac technique. The dc measurements were

performed with a Keithley 6221 current source and a 2182A nanovolt meter. The delta

option, which sources current in form of a rectangular function was used to avoid unde-

sired voltages from thermal gradients. The applied current was switched between 0 and

+I or 0 and −I respectively. Note that in this case the response of the Keithley must be

multiplied by a factor 2 to obtain the correct voltage signal size.

In the language of Landauer-Büttiker, transverse electron focusing describes an increased

transmission probability between two adjacent contacts. At first glance the validity of

equation (3.17)may seemcounter intuitive. Why does it notmatter if the current is sourced

from i → j or from j → i if the voltage contacts are only on one side? The reason is that the

unidirectional channels are dissipationless and circulate the entire edge of the sample, as

sketched in figure 3.39C. The modes only depend on the magnetic field strength and po-

larity, as well as the geometry of the device. Hence the situations sketched in ➀ and ➁ of

figure 3.39A actually belong to the same Landauer-Büttiker picture, with reversed electro-

chemical potentials in the leads. Therefore, upon current reversal the voltage response is

identical up to a sign change. In contrast, reversing the magnetic field direction changes

the quantisation condition which determines the shape of the electron trajectories. Be-

cause the contact leads and hence the transmission probabilities of the contacts are not

symmetric, the TEF signal is only symmetric under field reversal if the current and voltage

contacts are exchanged, just as the generalised relations dictate. Lastly I remark that un-

like in semiconducting 2DEGs where the number of edge modes can be reduced to only

few, typically of order 1–10, the number of edge modes in a metal such as PdCoO2 con-

tributing to the TEF signal is on the order of 103 per palladium layer. This was estimated

through the first focusing peak A1 displayed in figure 3.36A of a device with thickness t

= 1.2 µm. The amplitude of A1 is ∆R = 2.8mΩ and the sample has n = 1.2 µm
17.73Å/3 = 2032

conducting palladium layers in parallel, such that the resistance contribution per Pd layer

is RPd = n · ∆R = 5.69Ω. The associated conductance GPd = R−1
Pd ≈ 2300 G0 reveals
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3.4. Transverse electron focusing

the number of modes, which each contribute a conductance quantum G0 to the focusing

peak.

3.4.10 The effect of small device dimensions

So far we have investigated TEF devices in which the distance between the nozzles and the

top electrodes was much larger than the mean free path l. The voltage difference in the

absence of a magnetic field (rc = ∞) is determined by the solution of the Laplace equa-

tion. By reducing the spacing between the current injection contact (I−) and the voltage

electrode (V +) to below the mean free path l a diffusive description of the situation is no

longer valid and ballistic effects can influence the measured voltage difference.

In the following I will present an experiment where the FIB was used to reduce the area of

a TEF device from 35x50µm2 ("big") to 10x20µm2 ("small"). Performing this comparison

on the same single crystal ensures that the bulk mean free path is identical between the

devices. By decreasing the contact separation from above (35 µm > l) to below (10 µm <

l) the mean free path, we expect to see a qualitative change of the voltage signal in a field

region where rc is not the smallest length scale (10 µm < rc ⇒ B < 󰄁kF
e10 µm = ± 0.65 T.)

The PdCoO2 device before and after its size reduction is presented in figure 3.40 A and

B. The TEF spectra of both show characteristic peaks in positive fields from intra-nozzle

focusing events, as well as from focusing between the top electrodes at negative fields.

In the 'big' device the zero-field potential difference is positive as a result of the finite re-

sistance due to bulk scattering processes. The 'small' device, on the other hand, shows

a voltage inversion around zero-field. This is a ballistic effect which was well-studied and

understood in four-probe junctions in semiconductor 2DEGs [58], [123]. Essentially elec-

trons are ballistically projected from the current sourcing nozzle I− to the voltage probing

contact V +. As more charge carriers arrive at V + than at the V − nozzle, the observed volt-

age is negative.

I mention this experiment in particular in view of the voltage inversion recently observed

in graphene [124]. The observed negative voltage in PdCoO2 presented above shows

that great care needs to be taken in order to exclude ballistic effects when discussing the

often subtle features of hydrodynamic transport.
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Figure 3.40: Size dependent voltage inversion in zero-field. (A) and (B) show the same
focusing device before and after its dimensions were reduced from 35x50µm2 ("big") to
10x20µm2 ("small"). (C) and (D) display the corresponding TEF measurements. The con-
ventional focusing peaks between the nozzles are detected at positive fields and focusing
between the top electrodes lead to peaks at negative fields. The "big" device shows no
anomaly in zero-field, while the "small" device shows a pronounced negative peak.

The transverse electron focusing experiments presented in this section showcase how rich

and often counter-intuitive ballistic effects can be. We have discussed how the faceted

Fermi surface of PdCoO2 induces directional ballistic transport which can lead to a super-

geometric enhancement of the ballistic properties. Moreover these experiments chal-

lenge our current microscopic understanding of ballistic electron transport and descrip-

tion of surface scattering. At the same time we have learned that in the purely ballistic

regime, where l ≫ L, simple ballistic models capture the qualitative and, for most parts,

also quantitative behaviour of the TEF devices. With that, these experiments and simula-

tions set the basis for future investigations.
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4 Spatially modulated heavy fermion superconductivity

in CeIrIn5

In stark contrast to the nearly free electron system of PdCoO2, strong electron interactions

in CeIrIn5 give rise to heavily renormalised quasiparticles at low temperatures. Moreover,

CeIrIn5 exhibits heavy fermion superconductivity below Tc = 0.4K. Due to the relatively

low energy scale set by the hybridisation of the cerium 4f moments with the conduction

electrons, the low temperature properties of CeIrIn5 can readily be tuned by non-thermal

parameters. In particular, the superconductivity is exceptionally sensitive to the applica-

tion of uniaxial pressure, such that Tc can be increased by 100% with only 7 kbar.

Here I will demonstrate how the pressure sensitivity can be exploited to locally manipulate

the electronic potential landscape and thereby spatially modulate the superconducting

properties of CeIrIn5. Only a few approaches have been attempted to gain control over

the local ground state in strongly correlated metals, although electrons in engineered po-

tentials are readily studied in low-dimensional semiconductor heterostructures and led to

landmark discoveries. Encouraged by this, we have found a route to locally manipulate

the strain within microstructured CeIrIn5 devices. The approach is based on taking advan-

tage of the biaxial strain induced by differential thermal contraction and spatially tailoring

it by defined FIB cuts. In this manner, the local Tc within the lamella is controlled via the

spatial strain distribution. This result presents a generic route to manipulate electronic or-

der on micrometer length scales in strongly correlated matter.

The chapter begins with an overview of the basic concepts of heavy fermion physics, fol-

lowed by an introduction to the intermetallic compound CeIrIn5. Thereafter I will present

my transportmeasurements ofmicrostructuredCeIrIn5 devices, which led to the discovery

of spatially modulated superconductivity. This observation puzzled us for a long time and

led me to building up a body of evidence against a fully intrinsic mechanism explaining

the data. Finally, finite element simulations and SQUID microscopy images of my lamel-

lae, obtained by Katja Nowack's group at Cornell University, enabled us to clearly identify

strain as the underlying cause for the spatially anisotropic superconductivity.
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Chapter 4. Spatially modulated heavy fermion superconductivity in CeIrIn5

4.1 Introduction to the heavy fermion compound CeIrIn5

This introduction begins with the concept of renormalised quasiparticles in the frame-

work of Landau's Fermi liquid theory, which will clarify what exactly is 'heavy' about heavy

fermion compounds. Thereafter I will present a general introduction to the heavy Fermion

problem, leading to the discussion of Doniach's phase diagram, which summarises the es-

sential physics of heavy fermion systems. And lastly I will introduce CeIrIn5 and the closely

related cerium-based heavy fermion compounds CeCoIn5 and CeRhIn5.

4.1.1 Interacting electrons in Landau's Fermi liquid theory

In order to understandwhat is 'heavy' about CeIrIn5, wemust take a closer look at the elec-

tron-electron interactions in a metal. Unlike in a non-interacting Fermi gas, the electrons

in metals interact with each other, which gives rise to electronic correlations. Mathemati-

cally, the description of the interacting system is straightforward to write down, however

due to the large number of interacting particles (N ∼ 1023), the exact solution of the many

body problem in a solid is impossible to calculate exactly. However, in the limiting case

of low-energy excitations, the interacting electron problemwas successfully addressed by

Landau [125]. In his phenomenological theory, a system of interacting electrons, called

the Fermi liquid, is described in terms of a Fermi gas of weakly interacting quasiparticles .

interacting Fermi gas of electrons Landau's theory−−−−−−−−−→ weakly interacting 'Fermi gas'

≡ Fermi liquid of quasiparticles

In the transformed, weakly interacting system, the charge, spin, and momentum of the

fermions remain unchanged, while the dynamical properties of the quasiparticles, such

as their effective mass m∗, spin susceptibility, or compressibility, absorb the interactions

of the system. Crucially, the transformation is performed adiabatically, such that there is

a one-to-one correspondence between the single-particle excitations of the Fermi liquid

and the quasiparticles (for sufficiently low energies). Consequently the discontinuity of

the electron distribution function at the Fermi level EF withstands the transformation and

therefore, the adiabatic mapping retains the notion of particle-hole excitations across a

well-defined Fermi surface. However, since the quasiparticles are not eigenstates of the

interacting system, they are short lived and decay due to scattering processes. In fact,
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4.1. Introduction to the heavy fermion compound CeIrIn5

the concept of quasiparticles is only meaningful close to the Fermi surface EF, where their

lifetime τ is sufficiently long, as it decays as

1

τ
∝ (E − EF)

2. (4.1)

This implies that Fermi liquid theory is most powerful at low temperatures, since with en-

hanced temperatures, the quasiparticles' energies with respect to the Fermi level increase,

E −EF ∝ kBT , which shortens their lifetimes. Another key property of Fermi liquids and a

direct consequence of (4.1) is a quadratic temperature dependence of the electron-elec-

tron scattering rate, which leads to the characteristic low-temperature resistivity behaviour

of Fermi liquids in the case where Umklapp scattering is efficient

ρ(T ) = ρ0 +AT 2, (4.2)

where ρ0 is the residual resistivity fromdefect scattering. Equation (4.1) and conversely the

T 2 behaviour of the resistivity can be qualitatively understood from a simple phase space

argument: At a given temperature T , the phase space for the initial and final state of an

electron to scatter from and into, scales with ∼ kBT , thus the total available phase space

for the scattering event is proportional to T · T .

Formally, the electron-electron interactions can be expressed by a phenomenological set

of parameters known as the Landau parameters Fα
n , where α ∈ {a, s} denotes if F is sym-

metric or antisymmetric and n is a positive integer. The effective massm∗ of the quasipar-

ticle, which is renormalised as it absorbs the electron interactions, can then be expressed

in terms of the non-interacting band electron mass mband and the symmetric Landau pa-

rameter F s
1 ,

m∗

mband
= 1 +

F s
1

3
. (4.3)

Note that the effective mass m∗ is defined as 󰄁k/vg, where vg is the group velocity of the

quasiparticle wave packets, vg = 󰄁−1∂E/∂k and the band mass mband only includes the

renormalisation due to the periodic lattice of the system and can be found by band-struc-

ture calculations. The effective mass in turn renormalises the density of states at the Fermi

level, N(EF), and consequently all dependent properties, for instance the electronic spe-
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cific heat C,

N(EF) =
m∗kF
π2󰄁2

⇒ C

T
=

m∗kF
3󰄁2

k2BT =
m∗

mband

Cgas
T

≡ γ, (4.4)

where kB is the Boltzmann constant and Cgas is the electronic specific heat of the non-in-

teracting Fermi gas, which is linear in temperature. Since the renormalised Sommerfeld

coefficient γ and the effectivemassm∗ quantify the strength of the electron interaction and

are experimentally accessible, they are often used as benchmark values to characterise the

renormalisation effects in heavy fermion compounds. This clarifies that the 'heaviness' of

heavy fermions is due to strong electron interactions, which lead to a large enhancement

of the effective mass m∗ of the quasiparticles. The question of why the electron interac-

tions in heavy fermion compounds are so strong in the first place is the subject of the next

section.

Landau's theory of Fermi liquids describesmost correlated electron liquids with great suc-

cess, even in cases of extremely strong interactions, for instance in heavy fermion systems

with Sommerfeld coefficients as large as 8 J/molK2 (in YbBiPt) [126], which is about 103

times higher than in non-interacting systems. This is a consequence of the fact that Fermi

liquid theory is not a perturbative theory, which would be valid only for weak interactions.

The relatively rare failure of Landau's theory, found in so-called non-Fermi liquids, is not

thought to be associated with the strength of the electronic interaction, but rather with its

range.

4.1.2 Heavy fermion systems and Kondo physics

As mentioned above, an extreme situation showcasing the success of Landau's Fermi liq-

uid theory can be observed in heavy fermion systems. These are found in intermetallic

compounds containing either lanthanide (Ce, Yb) or actinide (U, Np) elements, and are

characterised by partially filled 4f or 5f orbitals, which lead to the presence of localised

magnetic moments. For instance, a trivalent cerium ion Ce3+ (4f1), which can be found in

CeIrIn5, has a total angular momentum of J = |L − S| = |3 − 1
2 | =

5
2 according to Hund's

rules, and due to the small radius of the f -shells, which suppresses f -f orbital overlap,

localised magnetic moments are expected [127].
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Indeed, the high-temperature, paramagnetic properties of heavy fermion systems are typ-

ically well-described by localised 4f moments on the rare-earth sites whichweakly interact

with the surrounding sea of conduction electrons [128]. However, as the temperature is

lowered, the local moments progressively interact with the conduction electron system,

which eventually leads to the formation of a non-magnetic singlet state. In this process,

the f -electrons hybridise with the conduction electrons and become part of the Fermi sea,

which enhances the density of states at the Fermi level accordingly. The increased itiner-

ancy of the f -electrons is also evidenced by a cross-over fromCurie-Weiss (local) to a Pauli

(itinerant) behaviour of the susceptibility. It is this many-body entanglement between the

f -electrons and the conduction electrons which leads to strong electron-electron interac-

tions and gives rise to large effective masses.

The scenario described above is commonly known as the Kondo effect and was first de-

scribed experimentally in the context of metals containing dilute magnetic impurities, for

instance Au or Ag with traces of Fe, in the 1930s [129]. These alloys display an anomalous

upturn in their low temperature resistivity, indicating the presence of an unconventional

scattering mechanism at low temperatures. The phenomenon went unexplained until the

1960s, when Kondo understood that the anomalous scattering was linked the hybridis-

ation of the localised impurity state with the conduction electrons. He investigated this

scenario by studying the interaction between a localised impurity spin 󰂓S coupled to a sea

of conduction electrons via an exchange interaction J [130]. This led to the development

of the so-called sd exchange model

Hsd ∝ J 󰂓s(0) · 󰂓S (4.5)

where 󰂓s(0) is the spin density of the conduction electrons at the position of the impurity. In

this scenario a conduction electron can either interact with the localised spin 󰂓S via ordinary

potential scattering or through exchange, i.e. spin-flip scattering, in which a conduction

electron exchanges its spin with the impurity. Using a perturbative approach in J for anti-

ferromagnetic coupling (J<0), Kondo found that in the lowest order of perturbation theory

nothing special happens, however in second (and higher) order spin-flip processes add
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a logarithmically diverging term to the scattering amplitude and as a result the resistance

exhibits a characteristic increase as the temperature is lowered

R(T ) = R0(T ) +RK
󰀓
1 + 2|J |N(EF) ln

EF
T

󰀔
. (4.6)

This form however diverges as a function of temperature, c.f. figure 4.1B. Taking all higher

order spin-flip scattering terms into account, the critical temperature scale of the diver-

gence is estimated to be

TK ∝ EF e
−1/|J |N(EF). (4.7)

Below TK Kondo's perturbative model of strong spin-flip scattering is no longer valid. In-

stead, the localised spins are progressively screened by the conduction electrons, which

reduces the overall scattering rate. In the case of antiferromagnetic coupling the con-

duction electrons with opposite spin to the impurity form a screening cloud and thereby

create an overall non-magnetic ground state, c.f. 4.1A.
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Figure 4.1: (A) Schematic model of the Kondo screening. Below the TK, the conduction
electrons effectively screen the magnetic moment, which leads to a non-magnetic singlet
ground state. (B) Characteristic temperature dependent resistance of a heavy fermion
'Kondo lattice' system. At elevated temperature the resistance increases as a function of
temperature due to spin-flip scattering processes, while below a characteristic tempera-
ture TK a non-magnetic Kondo singlet are formed.

In a crystal such as CeIrIn5, however, the magnetic impurities are densely spaced and

hence the system can not be treated in the samedilute limit as originally studied by Kondo.
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Instead, Doniach advanced the idea of the so-called Kondo lattice, in which an array of

weakly interacting magnetic moments are located periodically on sites of the lattice [131].

This transforms the sd Hamiltonian (4.5) into a form J
󰁓

i 󰂓si(0) · 󰂓Si, which sums over the

lattice sites i.

In a Kondo lattice, there are two physical effects which influence the interaction between

the conduction electrons and a lattice of localised moments. As discussed above, Kondo

screening favours a non-magnetic Kondo-singlet ground state. Due to the strong hybridi-

sation of the localised moments with the conduction electrons, the density of states at

the Fermi level is increased and the Fermi liquid parameters are strongly renormalised,

leading to a heavy fermion state. On the other hand, a magnetic moment immersed in

a sea of conduction electrons can also polarise the local spin density, which results in a

local modulation of the charge density ρ(r). These so-called Friedel oscillations decay in

an oscillatory fashion ρ(r) ∼ cos(2kF r)
|kF r|3

as a function of distance r away from the magnetic

moment. This allows even strongly localised moments to interact with each other and

promote a magnetically ordered ground state. This is known as the RKKY (Ruderman-Kit-

tel-Kasuya-Yosida) interaction and favours antiferromagnetic or ferromagnetic coupling

depending on the distance between the magnetic moments, c.f. figure 4.2A. The RKKY

interaction leads to magnetic ordering below a characteristic temperature

TRKKY ∝ N(EF)J
2, (4.8)

which, for typical interatomic distances relevant in heavy fermion materials (the in-plane

Ce-Ce spacing in CeIrIn5) favour antiferromagnetic coupling.

In summary, the physics of the heavy-fermion state is governed by the complex inter-

play between the non-magnetic Kondo singlet state and the long-range RKKY interac-

tion favouring a magnetic ground state. This is commonly summarised in the Doniach

phase diagram [131], shown in figure 4.2B. For small couplings |J |, the RKKY energy scale

is dominant and consequently a system in this regime orders magnetically below the

Néel temperature TN. As the hybridisation increases, the Kondo energy scale starts to

increase. Consequently TN is suppressed because the magnetic moments themselves are
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Chapter 4. Spatially modulated heavy fermion superconductivity in CeIrIn5

reduced due to Kondo screening, and eventually at large enough |J |, a paramagnetic

heavy fermion liquid becomes the new ground state of the system. In Doniach's diagram,

the ground states are separated by a quantum critical point, at which the magnetic or-

der is suppressed to zero. At this point, quantum rather than thermal fluctuations govern

the physical properties, which can lead to unusual phenomena such as non-Fermi liquid

behaviour of exotic superconductivity, which I will discussion in the next section.
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Figure 4.2: (A) The magnitude of the RKKY interaction oscillates as a function of the di-
mensionless distance kF r away from the magnetic moment. Depending on the sign of
the JRKKY, the interaction can either be ferromagnetic (FM) for JRKKY >0 or antiferromag-
netic (AF) for JRKKY <0. (B) The Doniach phase diagram explores the relative strengths of
the RKKY and Kondo interaction as a function of JN(EF), which determines if the ground
state of a heavy fermion system is magnetically ordered.

4.1.3 Superconductivity in heavy fermion systems

Not long after the first heavy fermion compound CeAl3 was found in 1975 [132], the first

occurrence of superconductivity in the heavy fermion compound UBe13 was reported

[133]. However, the measurement results of UBe13 left room for the possibility of non-in-

trinsic, filamentary superconductivity and were deemed inconclusive. The intrinsic nature

of superconductivity in a heavy fermion compound was only convincingly shown in 1979,

in measurements on CeCu2Si2 [134]. The discovery of superconductivity in the vicinity of

strong magnetic interactions was unexpected and received a great deal of scientific inter-

est as this presented the first possibility or exotic, magnetically-driven superconductivity.

To put this into context, I will discuss the key results of themicroscopic theory of supercon-
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4.1. Introduction to the heavy fermion compound CeIrIn5

ductivity introducedby Bardeen, Cooper and Schrieffer (BCS) in the following paragraphs.

Intending not to drown in a sea of formulae, this brief review focuses on a qualitative de-

scription of conventional superconductivity and the comparison to other, exotic forms of

superconducting behaviour. A detailedmathematical derivation can for instance be found

in [135], which was used as a basis for this section.

The BCS theory of conventional superconductivity [136] is based on an instability of a

Fermi gas against the formation of bound pairs of quasiparticles, so-called Cooper pairs.

Cooper had shown that this instability can overcome the screened Coulomb repulsion be-

tween electrons and persist at sufficiently low temperatures if an arbitrarily weak attractive

potential V between the electrons exists regardless of its origin [137]. Under these cir-

cumstances the binding energy of a Cooper pair is negative, i.e. the energy of a bound

pair is lower than the combined energies of the non-interacting quasiparticles at the Fermi

level [135].

The microscopic theory of BCS considers the special case of electron-phonon coupling,

which causes a net electron-electron attraction via the excitation of a phonon and the as-

sociated lattice deformation, which locally creates a positive charge density. Under these

conditions, a simple model can be constructed in which an attractive interaction potential

Vk,k′ between two electrons with momentum 󰂓k and 󰂓k′ exists in a small energy shell 󰄁ωc

around the Fermi surface. Here ωc defines the cut-off frequency, beyond which the elec-

tron interaction becomes repulsive. In the case of phonon mediated electron attraction,

BCS equates ωc with the Debye frequency ωD, which characterises the phonon spectrum.

With this simple model the excitation spectrum of a superconductor can be calculated

and one finds that the ground state energy of the Cooper pair condensate is separated

by an energy gap 2∆ from the energy levels of the unpaired electrons. The temperature-

dependent energy gap ∆(T ) is a key aspect in the description of superconductivity and

is ultimately the reason for the observed low temperature properties of a superconductor

and accordingly dictates the superconducting critical temperature kBTc ∼ ∆(0). The gap

can be calculated self-consistently using the so-called gap equation, which in the limiting

case T → 0 yields
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∆(0) ≈ 2󰄁ωD e
− 1

N(EF)V . (4.9)

In the limit of weak coupling λ ≡ N(EF)V ≪1, where N(EF) is the density of states at the

Fermi level and V is the attractive pairing potential. The expression (4.9) highlights the re-

lation between the three key factors N(EF), V , and ωD, which determine the energy scale

∆ of the superconducting condensate. The exponential factor depends on the inverse

strength of the coupling and therefore exponentially suppresses the size of the gap for

small values of λ ≪1. In the limit of strong coupling λ ≫ 1 on the other hand, the function

e−1/λ saturates at the value of 1 and can therefore never diverge, even for diverging val-

ues ofN(EF) or V . Attention should also be paid to the value of the Debye frequency ωD,

which directly influences the magnitude of the energy gap, as evidenced by isotope sub-

stitution experiments [138], which display Tc ∝ ωD ∝
󰁳

1/Mion. These considerations led

to the prediction of high temperature superconductivity in metallic hydrogen or hydrides,

stimulating an experimental search which recently culminated in the demonstration of su-

perconductivity at 203K at high pressures in H2S [139].

For the phonon-mediated case of BCS superconductivity, the simple functional form as-

sumed for the attractive potential V implies a complete gap around the Fermi surface,

which gives rise to the observed activated behaviour of the specific heat below the su-

perconducting transition. However, electron-phonon interaction is not the only possible

pairing mechanism and in general the energy gap ∆ need not be isotropic. This can be

the case if the pairing potential Vk,k′ is anisotropic to begin with, which may occur in non-

phonon mediated superconductors. As the symmetry of the gap function ∆(󰂓k) is related

to the symmetry of the superconducting wave function [140], it is instructive to investigate

its possible symmetries.

The combined wave function of a Cooper pair consisting of two electrons with momen-

tum k and k′ and spin σ and σ′ can be expressed as Ψ(k, k′,σ,σ′). In the absence of

spin-orbit coupling, Ψ can be separated into orbital Φ and spin χ degrees of freedom,

Ψ(k, k′,σ,σ′) = Φ(k, k′)χ(σ,σ′), which allows us to classify the superconducting conden-

sate in terms of the orbital and spin symmetry. Due to Pauli's requirement of overall anti-

symmetry under the exchange of fermionic particles, Ψ(k, k′,σ,σ′) = −Ψ(k′, k,σ′,σ) , we
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find that the possible combinations of Φ and χ are limited. For a symmetric, spin-singlet

(S = 0) pairing, the orbital part is required to be antisymmetric and thus only allows for

even orbital angular momenta l = 0, 2, . . .= s, d, . . . and conversely for a spin-triplet state

(S=1), the orbital part is necessarily odd l = 1, 3, . . .= p, f, . . .

The consequences of the above analysis can be seen for instance in the high-temper-

ature superconducting cuprates, which are nowadays widely believed to exhibit l=2 (d-

wave) pairing symmetry [141]. Additionally, some heavy fermion superconductors, such

as CeCoIn5 show strong evidence of d-wave pairing as well [142]. On the other hand,

spin-triplet pairing (p-wave) is extremely rare. In most of these cases, the gap function

vanishes along specific nodal directions and leads to power law dependencies of certain

low-temperature properties such as the thermal conductivity or the specific heat, which,

if persisting to sufficiently low temperatures, are a hallmark of unconventional supercon-

ductivity.

As heavy fermion systems are characterised by a large effective mass m∗ and a high den-

sity of states at the Fermi level N(EF), superconducting heavy fermion systems are typ-

ically no longer in the weak, but rather in the strong coupling limit (N(EF)V ≫1). This

suggests that the description of superconductivity in these systems may need to take into

account effects beyond those of BCS, for instance exotic pairing mechanisms. Moreover,

the large effective mass further implies that the Fermi temperature TF is anomalously low

(as TF ∝ EF =
󰄁2k2F
2m∗ ) and hence the energy scale Tc/TF is comparable to that found in high

temperature superconductors (HTSC). Adding to similarity with the HTSC, the supercon-

ducting dome in heavy fermion systems is often found in close proximity to a quantum crit-

ical point (QCP), where large quantum fluctuations are present [143]. This has provoked

the idea of quantum critical fluctuations being the source of the attractive electron interac-

tion; commonly discussed for instance is spin-fluctuation mediated superconductivity in

the vicinity of a magnetic quantum critical point. In summary, the often close proximity of

magnetism, quantum criticality and unconventional superconductivity in superconducting

heavy fermion systemspresents an excellent opportunity to study exotic superconductivity

fromwhich parallelsmay be drawn to the high temperature superconducting compounds.
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4.1.4 CeIrIn5 and its Ce-based '115' relatives CeCoIn5 and CeRhIn5

CeIrIn5

(2001)

Tc = 2.3K (relatively high HF SC,
likely d-wave SC mediated
by spin fluctuations)

paramagnetic

4f0 counterpart

"clean" form of the cuprate problem

non-magnetic

(2001)

(2000)

115 family

LaIrIn5basic structural
building block (cubic)
SC under pressure

CeIn3

Tc = 2.2K at 2.35GPa
γ = 430mJ/molK2

γ = 250mJ/molK2

TN = 3.8K, incomm. AFM
CeRhIn5

CeCoIn5

superconductivity
Tc = 0.4K

four-fold modulation of specific heat
(gap nodes)

likely unconventional

HoCoGa5 type

two inequivalent
In sites

nearly compensated metal
multi sheet FS dominated by quasi 2D warped
cylinders

tetragonal
space group 123
P4/mmm

a = 4.67 Å
c = 7.52 Å

band structure and Fermi surface

stoichiometrically
clean

In self-flux method

growth

structure

doping with Cd/Hg on In site
induces magnetic order

close to an AFM
quantum critical point

magnetism

heavy
fermions
γ = 750mJ/molK2

m*≈ 30me

Ce 4f states

above 200K:

low temperatures:

CEF
(crystal electric
field splitting)

relatively strong f - p,d hyrbridisation
itinerant 4f electrons

TKondo ≈ 50K

localised 4f electrons on Ce3+ sites

4f1 states close to EF

no evidence for magnetism
in CeIrIn5

Figure 4.3: Visual summary of the physical properties of CeIrIn5. This mind map is in-
tended as an overview and reminder of the characteristics of the 115 family. Abbrevia-
tions, detailed explanations, and references are provided in the main text.

The CeM In5 (M = Co, Rh, Ir) compounds, which are sometimes referred to as the cerium-

based '115' family, were discovered in the early 2000s [144], [145], [146] and form a se-

ries of rare-earth intermetallic heavy-fermion systems. The electrons in these materials

display a variety of correlated phenomena, such as antiferromagnetism, unconventional

superconductivity, heavy Fermi liquid or non-Fermi liquid behaviour. At the root of this

behaviour are the 4f1 electrons of cerium, which exhibit aspects of both local and itiner-

ant electron character. On the one hand, when sufficiently localised, the 4f state can lead

to local moment magnetism with often complex magnetic order [147]. Alternatively, the

4f electrons can hybridise with the conduction electrons leading to strongly renormalised

quasiparticles with a large mass enhancement, forming the so-called heavy fermion state.

As the Kondo and RKKY interaction energy scales are comparable in magnitude, small

perturbations induced for instance by moderate pressure, chemical doping or magnetic

fields can readily favour one electronic state over another, c.f. figure 4.4. Moreover, the
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4.1. Introduction to the heavy fermion compound CeIrIn5

ground states are separated by quantum critical points, accompanied by quantum critical

fluctuations, which in turn can give rise to correlated electronic states, such as unconven-

tional superconductivity. Due to the close proximity of magnetism, quantum criticality and

unconventional superconductivity in the 115 compounds, they are often regarded as pro-

totypical materials for exploring the interplay of correlated states.
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Figure 4.4: The phase diagrams of CeCoIn5 (A), CeRhIn5 (B), and CeIrIn5 (C) as a func-
tion of hydrostatic pressure are displayed on the same scale for a direct comparison.
While CeIrIn5 and CeCoIn5 are ambient pressure superconductors, CeRhIn5 can be tuned
from an antiferromagnetic ground state to an unconventional superconductor by applying
moderate hydrostatic pressures. Diagrams adapted from [148], [149], and [150] respec-
tively.

In the following I will present an overview of the physical properties of CeIrIn5, which will

elaborate on the mind map presented in figure 4.3. For the sake of clarity, I will focus

on hydrostatic and uniaxial pressure as the non-thermal tuning parameters and will omit

results from high field and chemical substitutions experiments for most parts. A recent

review including these aspects can be found for instance in [151].

Beginning with the crystal structure, CeIrIn5 is a member of the isostructural series LM In5
(L = La, Ce; M = Co, Rh, Ir), which crystallise in the tetragonal HoCoGa5 form [152], dis-

played in figure 4.5B. The cerium (or lanthanum) atoms form a layered stack of square lat-

tices, which are separated by iridium and indium atoms, giving rise to two inequivalent in-

dium sites, one in the plane of the cerium atoms, In(2), and one in between the cerium lay-

ers, In(1). Occasionally the crystal structure is also described in terms of stacked layers of

cubic CeIn3 building blocks, separated by layers of IrIn2. This is done in view of the theme
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Figure 4.5: (A) CeIrIn5 crystallises as a tetragonal structure with lattice constants a = b =
4.67Å and c = 7.5Å. The layered structure hosts to inequivalent indium sites. (B) Single
crystals of CeIrIn5 prepared using an indium flux method. The sides of the as-grown crys-
tals are parallel to the principal axes, such that an alignment of the crystal in the FIB is
straightforward when cutting a lamella.

of reduced dimensionality, which (incorrectly) hypothesises that higher superconducting

transition temperatures are enabled in systems with lower dimensionality. In this scenario

CeIrIn5 is portrayed as the quasi two-dimensional relative of the three-dimensional, cubic

compound CeIn3, which becomes superconducting under pressure with a maximal Tc of

190mK [143]. However, the next compounds in the general CenMmIn3n+2m series do not

confirm this trend [151]. This discussion aside, the lanthanum containing compounds are

the non-magnetic and non-superconducting 4f0 counterparts of the cerium-based 115s,

and serve as a reference from which to infer the effect of the 4f moments, c.f. 4.7A for

example.

As the 115 crystals contain indium, they can conveniently be grown using an indium self-

flux technique [153]. Two examples of CeIrIn5 crystals from batches used in this study are

shown in figure 4.5A. They exhibit the commonly observed columnar growth along the

tetragonal c axis and furthermore the principal axes of the in-plane direction are parallel

to the growth edges, as verified by Laue X-ray diffraction. This morphology greatly sim-

plifies FIB microstructuring, as the orientation of the crystal can easily be re-identified in

the FIB chamber. The crystal on the left shows some remaining indium flux on the bottom

right corner of the top surface, which can be avoided when cutting lamellae. Lastly, the

cerium-based 115 compounds are all stable in air, unlike CeIn3, which further simplifies
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their handling during fabrication and subsequent measurements.

Band-structure calculations [154], presented in figure 4.6, provide a rough idea of the elec-

tronic structure of CeIrIn5. The Fermi surface is comprised of multiple sheets, which give

rise to a rich quantum oscillation spectrum (c.f. figure 4.15 on page 145). While the ef-

fective electron masses associated with the relatively small and three-dimensional sheets

from band 13 are comparatively light ∼6m0, the warped cylinders from the calculated

bands 14 and 15 give rise to heavy quasi particles with masses up to 30m0.

Additionally, the size and topology of the Fermi surface are related to the hybridisation of

the f electrons with the conduction band and are therefore indicative of the itinerancy of

the 4f states. Haga et al. [154] conclude from their dHvA measurements that Fermi sur-

face of CeIrIn5 can be explained by largely itinerant 4f electrons. This is in line with the

large value of the Sommerfeld coefficient γ determined from specific heat measurements,

which yields γCeIrIn5 = 750mJ/molK2 [145]. Moreover, the hybridisation of the 4f states in

CeIrIn5 is notably stronger than in the related 115 compounds with respective coefficients

γCeCoIn5 = 250mJ/molK2 [146] and γCeRhIn5 = 430mJ/molK2 [144].

B band 14 (hole) C band 15 (hole)A band 13 (hole)

Figure 4.6: Calculated Fermi surface sheets of CeIrIn5. The orbits attributed to the mea-
sured dHvA frequencies are labeled with greek letters. While band 13 gives rise to fairly
three-dimensional hole pockets, bands 14 and 15 bring about large, two-dimensional
cylinders with large effective electron masses. Note that the calculated bands 1–12 do
not cross the Fermi level as they lie lower in energy and hence do not contribute to the
electronic properties of CeIrIn5. Reprinted figure with permission from [154], Copyright
(2001) by the American Physical Society.
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Next, I will review the transport properties of CeIrIn5 by examining the temperature depen-

dent resistivity. The direct comparison between a microstructured CeIrIn5 device (solid

curves) and a LaIrIn5 structure (dashed curves) in figure 4.7A clearly shows the magnetic

contribution of the 4f moments. Characteristic for a cerium-based heavy fermion com-

pound, the resistivity of CeIrIn5 at high temperatures is dominated by strong, incoherent

scattering of the conduction electrons with the localised 4f moments. The local character

of the f states at high temperature is further evidenced by the value of the effective mag-

netic moment, which is close to the Hund's rule value for Ce3+ [145]. As the temperature

decreases, the conduction electrons progressively screen the magnetic moment, leading

to a resistivity maximum around 50K, referred to as the Kondo coherence peak. Themaxi-

mum is associatedwith the development of correlated bands as the 4f electrons hybridise

with the conduction electrons and gain coherence, which leads to a substantial reduction

of the resistivity. The residual resistivity ratio (RRR) obtained in themicrostructures devices

is around 40, evidencing the high quality single crystal growth of CeIrIn5.
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Figure 4.7: (A) The temperature dependent resistivity of a CeIrIn5 microstructure yields
a resistivity anisotropy of approximately two at high temperatures and reveals a Kondo
coherence peak around TK = 50K. The difference with the correspondingmeasurement of
amicrostructured LaIrIn5 device emphasises the effect of the 4f1 moment from the cerium.
(B) Measurements of thermodynamic quantities such as the specific heat C and the ac
susceptibility χac demonstrate that CeIrIn5 undergoes a superconducting transition at Tc
= 0.38K. At the same time the resistivity shows an anomalously high temperature transition
into a zero-resistance state at approximately 1.2 K. Figure reproduced from [145].

At low temperatures, CeIrIn5 undergoes a superconducting transition, c.f. figure 4.7B.

Intriguingly, however, the transition into a zero-resistance state around 1.2K does not co-
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incide with the superconducting transition temperature Tc = 0.38K determined by mea-

surements of thermodynamic quantities such as the specific heat or the magnetic sus-

ceptibility. This anomaly has been subject to numerous experimental investigations and

is commonly attributed to either an intrinsic form of filamentary superconductivity [155]

or a competing precursor state to unconventional superconductivity [156]. In fact, the

anomalous zero-resistance transition plays a significant role in this thesis as well, and will

be shown to originate from surface damage-induced strain due to wire sawing.

The superconducting state in the cerium-based 115 compounds has been most exten-

sively investigated in CeCoIn5, as it displays the highest Tc amongst the three compounds,

c.f. figure 4.4. There is convincing evidence that the superconducting energy gap in

CeCoIn5 has line nodes, as demonstrated by the power-law (rather than exponential) tem-

perature dependence of the thermal conductivity, specific heat [157], [158] and spin re-

laxation rate [159] below Tc. Moreover, scanning tunnelling microscopy further evidences

the dx2−y2 symmetry of the gap in CeCoIn5 [160], [161]. Comparable power laws are ob-

served in CeIrIn5 [162], [163] and CeRhIn5 [164], which suggests the presence of a simi-

lar unconventional superconducting state. Further, the emergence of superconductivity

near TN in CeRhIn5 promotes the idea of magnetic fluctuation mediated Cooper-pairing

in these systems [143], [165].

Moreover, by applying a hydrostatic pressure, the superconducting transition in CeIrIn5
can be increased to 1.2K, c.f. figure 4.8B. The change of Tc is even more dramatic if the

system is subject to uniaxial stress as displayed in figure 4.8A. This high sensitivity can be

understood in the context of the hybridisation of the 4f electrons, which is sensitive to

the in-plane Ce-Ce interatomic distance. By compressing the sample along the c axis, the

Ce-Ce distance increases proportionally to Poisson's ratio, which causes a linear decrease

of Tc. Conversely compression along the a axis causes an almost equal enhancement of

the superconducting transition temperature temperature. The application of a uniform

compression also decreases the Ce-Ce distance and therefore the 4f hybridisation, albeit

not as efficiently uniaxial strains do, as demonstrated with the slower increase of Tc under

hydrostatic pressure. The high sensitivity and anisotropic response of CeIrIn5 to uniax-

ial strain make the material an ideal model system to examine the effects of biaxial strain
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and investigate the possibility of spatially modulating the 4f hybridisation across a device.
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Figure 4.8: (A) Dependence of the superconducting transition temperature Tc on uniaxial
strain along the a and c-axis respectively. Figure reproduced from [166]. (B) Hydrostatic
(isotropic) pressure dependence of Tc in CeIrIn5. Reproduced from [150]. The uniaxial
results from panel (A) are overlaid for a direct comparison.

In summary, CeIrIn5 is a characteristic cerium-based heavy fermion superconductor. The

hybridisation of the 4f1 electrons with the conduction band is comparatively strong as

evidenced by large Sommerfeld coefficient and heavy effective electron masses of up to

30m0. Further, dHvA measurements demonstrate that the heavy quasiparticles originate

from large, quasi two-dimensional Fermi surface sheets. Finally, the superconductivity

observed at ambient pressures is dependent on the hybridisation of the 4f electrons and

is thus highly sensitive to applied strains.
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4.2 Electrical transport investigations

Often electrical transport measurements are one of the first experiments performed to

probe the temperature, magnetic field or pressure dependent properties of a material.

Compared tomany other techniques, a resistivity measurement is set up relatively quickly,

but canbe less straightforward to interpret. This is partly because the electrical resistivity of

a material does not directly relate to the thermodynamic state of system, but is a transport

property instead. As such, the resistivity describes the response of a conductor to an ex-

ternal electric field, which is balanced against internal scattering effects of the charge car-

riers. In addition to this, a standard resistivity measurement determines the macroscopic

average of a bulk sample. Microscopic details, for instance inclusions, crystal imperfec-

tions, domain boundaries, or local chemical potential variations influence and contribute

to the resistivity but can be hard to identify using transport probes alone. Hence resistivity

data should be interpreted with care and considerable attention should be paid to details.

With the above in mind I will present a series of resistivity measurements of microstruc-

tured CeIrIn5 lamellae in the following section. Much to our surprise, we found that the

superconducting transition into a zero-resistance state, when sourcing the current along

the a or c axis respectively varied up to a factor T c
c

T c
a

= 1.2 K
0.25 K ≈ 5. Using a combination

of zero-field and in-field transport measurements, innovative sample designs, and critical

current and quantum oscillation measurements, we could identify the underlying reason

for the split superconducting transition to be the result of biaxial substrate strain, which

induces a highly non-trivial strain pattern in the microstructured samples. This finding led

us to re-examine the long-standing mystery of the anomalously high resistive transition

in macroscopic samples at T ∗
c ≈ 1.2K [145], which is about three times higher than the

reported bulk superconducting transition at Tbulk
c ≈ 0.4K (c.f. figure 4.4A). Our investi-

gations demonstrate that surface damage induced strain is the reason for the observed

resistive behaviour. Finally, and with the newly gained insights, we have produced bulk

samples that show a resistive transition at Tbulk
c = 0.38K for the first time reported.
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4.2.1 Superconducting transition in zero field

In microstructured samples of CeIrIn5, the superconducting transition temperature along

the c axis is consistently higher than the thermodynamic bulk value of Tbulk
c = 0.38K, and

does not occur simultaneously with the transition along the a axis. This behaviour is highly

unusual, as the superconducting state is a macroscopically coherent phenomenon, which

affects the entire sample at once and hence should occur isotropically. In figures 4.9 and

4.10, I compile a series of zero-field measurements of numerous samples, which provides

a first insight into this unexpected observation.

Most of the microstructured devices were milled into 'U' shaped structures (c.f. inset in

4.9A), which permit the measurement of two c axis bars and one a axis bar simultaneously

(or alternatively two a bars and one c bar, as shown in E). Additionally, the structure shown

in panel F was milled into a 'crossbar' device. Here, beams along the a and c pass through

each other, such that the central region of the cross can be simultaneously probed along

both directions. Based on the measurement of the microstructured devices presented in

figures 4.9 and 4.10 we conclude that

• the superconducting transition temperature along c is always higher than along a,

strongly indicating a systematic underlying cause.

• T a
c and T c

c vary between samples, but are consistent within one lamella, even when

the voltage probes are separated by over 220µm, such as in (D). This suggests that

T a
c and T c

c are in some way externally influenced, for instance by the chosen geom-

etry, and not solely set by the internal composition of the crystal.

• the residual resistivity ratio R(300K)
R(2K) = 17 is in quantitative agreement with measure-

ments on macroscopic crystals [167], indicating that no significant crystal defects

were introduced during the fabrication process.

• panel B: to rule out any crystal dependence, we have used samples from multiple

batches. The device shown in panel B was fabricated from a crystal grown over ten

years ago, and stored since then in air. Its transport characteristics are consistent

with three newly grown crystals from two different growth batches.
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Figure 4.9: (A) The temperature dependent resistivity along of a microstructured CeIrIn5
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allows us to simultaneously measure transport along two crystallographic directions. (B)
A lamella cut from a different crystal reproduces the result of a split superconducting tran-
sition. (C) A lamella cut and structured exclusively in the xenon plasma FIB demonstrates
that the split transition is not a result of gallium implantation.

• panel C: microstructures fabricated exclusively with a xenon FIB show no qualitative

difference in their superconducting behaviour. Thus, gallium doping or a chemical

reaction at the sample surface forming a gallium alloy, which can occasionally in-
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Figure 4.10: (D) An extremely long lamella was fabricated in order to measure with low
current density. Remarkably the two c axis bars, which are separated by over 200µm,
show the exact same temperature behaviour rendering a scenario evolving local defects
an unlikely cause of the elevated transition temperature. (E) To exclude systematic effects
from microstructuring, a sample was fabricated with its c axis parallel to the long edge of
the lamella. (F) In order to probe the exact same region of a device a cross-bar structure
was sculpted (see inset), to enable simultaneous measurement of the resistivity along the
a and c axis.

duce surface superconductivity [9], can be excluded as the origin of the increased

transition temperature.

• panel D: typically, the current density used tomeasuremicrostructures is higher than
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that used formacroscopic samples as a result of the vastly different cross sections. To

exclude a scenario in which T a
c is suppressed due to the use of a current density j ex-

ceeding the critical current density jac , a 'low current density' device was fabricated.

It consists of a 220µm long transport bar along the a direction, which generates a

high device resistance and hence a lower current can be sourced while maintaining

a reasonable signal-to-noise ratio. In this device the current density was reduced to

less than 0.5A/cm2, four times lower than that used for bulk measurements [168].

The zero-resistance transition along a, however, remains much lower than along the

c direction.

• panel E: devices A-D were all carved from a face orthogonal to the c direction, which

therefore is always parallel to the short edge of the lamella. This opens the possibility

of systematic fabrication artefacts. To this end, the device in panel E was cut from a

face orthogonal to the a axis, thus reversing the direction of all fabrication steps and

of the axis in the microstructure. Yet the transport results remain unchanged and we

can conclude that the transport phenomenology perfectly follows the crystal axes

and not the device orientation.

• panel F: finally, the crossbar device displayed in panel F indicates that, surprisingly,

the resistivity along the a direction is only marginally influenced by the simultane-

ously existing zero-resistance state along the c direction.

In summary, the observed behaviour is unlikely to be due to FIB damage or fabrication and

is reproducible inmany devices from numerous crystals. To further investigate this curious

phenomenon of split zero-resistance transitions, I fabricated two additional devices, which

directly probe the resistivity anisotropy. The first consists of a traditional Montgomery ge-

ometry, while the second takes the form of a semi-circle, which both will be presented in

the next section.

4.2.2 Transport geometries for anisotropic conductors

Before the advent of modern fabrication techniques, electrical transport measurements of

three-dimensional samples were primarily performed on rectangular prism shaped trans-

port bars [169]. For anisotropic compounds, where the resistivity takes the form of a sym-

metric rank 2 tensor, one could either cut up to three transport bars oriented along the
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respective principal directions of the crystal, or use Montgomery's method [170] to di-

rectly determine the resistivity anisotropy in a single, rectangular sample. While the latter

has the drawback of commonly yielding small voltage response signals, it bears the key

advantage that the resistivity tensor can be determined within one well-defined volume

of a crystal. This guarantees that the microscopic details between the axes are identical

when determining the resistivity anisotropy. For this reason, I performed a measurement

of the resistivity anisotropy in CeIrIn5 in a Montgomery geometry, which I will present in

the following section.

TheMontgomerymethod, which is the generalised anisotropic version of the isotropic van

der Pauw set-up [171], is based on a rectangular prism sample geometry with point-like

contacts at the corners. Without loss of generality, I will discuss the case of a tetragonal

crystal system (i.e. CeIrIn5), in which the resistivity components ρa and ρc are sought. Cru-

cially, for theMontgomerymethod to be treated as a two-dimensional problem, we ensure

that the current is injected homogeneously in the out-of-plane direction and therefore only

flowswithin theplaneof the sample. With thegeometry presented in figure 4.11A, one can

then perform two independent resistance measurements by sourcing a current between

two adjacent contacts and measuring the voltage drop between the remaining pair. This

yields two resistance curves as a function of temperature, R1(T ) and R2(T ), which both

depend on the value of ρa(T ) and ρc(T ), c.f. 4.11B. The task is now to find the two func-

tions f1 and f2, which map the resistances in the known geometry onto the resistivities.

Formally, this can be expressed as

ρa = f1(R1, R2, l, w, t)

ρc = f2(R1, R2, l, w, t),
(4.10)

where l, w, and t are the length, width, and thickness of the device respectively. Mont-

gomery [170] and laterDos Santos et al. [172] havegivengraphical and analytical solutions

for this problem for selected sample geometries. However, in general these functions are

determined by the solution of Laplace's equation in the specific geometry of the sample.

The sample in figure 4.11 has contacts of finite width and has rounded corners despite the

high precision FIB machining, such that I chose to conduct a finite element calculation to

136



4.2. Electrical transport investigations

solve the Laplace problem in the true sample geometry. For that I used theAC/DCmodule

of the commercial finite-element software packageCOMSOL [173] to calculate the electric

potential distribution shown in panel 4.11C. As the current and voltage contacts run along

the entire thickness of the crystal, an out-of-plane current flow can be ignored and it is

sufficient to study a stationary, 2D model within the 'Electric Currents (ec)' interface. The

only further necessary assumption is homogeneity of the material, i.e. that the device can

described by a global resistivity tensor ρ =
󰀓

ρa 0
0 ρc

󰀔
. (Note that, as mentioned above, we

have restricted the problem to a 2D treatment and can omit the out-of-plane components.)

With this and knowing the geometry of the sample, it is straightforward to solve the inverse

problem of (4.11), i.e. to find the mapping

R1 = f̃1(ρa, ρc, l, w, t)

R2 = f̃2(ρa, ρc, l, w, t).
(4.11)

This can directly be implemented in COMSOL for a dense array of realistic parameters

of ρa and ρc, and the measured values for l, w and t. The result is a discrete mapping of

(ρa,ρc) → (R1,R2). Lastly, the resistivities of the sample are found by numerically inverting

the mapping function to find (R1,R2)→ (ρa,ρc). In practice this can be implemented as an

optimisation problem which finds the simulated pair (ρa,ρc) that yields the closest value

of (R1,R2). On a final note, the results obtained in this numerical fashion are excellently

reproduced by directly solving two-dimensional Montgomery problem for a square ge-

ometry [170].

The resulting resistivities are presented in panel 4.11D. Above 0.7K the resistivity repro-

duces the reported anisotropy of ρc/ρa ≈ 4. At approximately 0.7 K, the c axis shows a

sharp transition into a low resistance state (numerical artefacts cause c to remain finite),

while the resistivity along a remains mostly unchanged (the dip at 0.7 K is again due to

a numerical artefact). Only once the temperature drops below Tc = 0.4K is an isotropic

zero-resistance state revealed. In essence, this result confirms the measurement of the

crossbar device presented in 4.10F, which once more raises the issue: How can a device

seemingly superconduct in one, but not the other direction?

To address this question, one may ask how Tc evolves as a function of angle θ away from
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of magnitude difference of the Montgomery resistance due to the of the normal state re-
sistance anisotropy of approximately a factor 4. (D) From the data in B, the a and c axis
resistivity can be extracted based on a numerical solution of the Laplace equation for the
geometry in A.

the c axis, towards the a axis. This can be determined by performing a resistancemeasure-

ment away from the principal axes of the lamella. For a current flowing at an angle θ away

from the c axis, we expect the total measured resistivity to as ρtot = ρa sin2 θ + ρc cos2 θ in

the normal state, according to equation (3.9) on page 69. This decomposition allows us

think about an off-axis resistance measurement as two resistors in series with respective

resistivities ρa and ρc. If there were a distinct mechanism leading to an enhancement of Tc

exclusively along the c axis, one might qualitatively expect a partial transition at T c
c , short-

ing out the ρc serial resistor contribution, followed by a transition into a zero-resistance

state at T a
c , as sketched in figure 4.12A. The situation, however, is not quite as straight-
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forward, since the conductivity matrix in equation (3.9) becomes non-invertible as σc di-

verges. Nevertheless, in a scenario with only two intrinsic values of Tc, one may still not

expect any intermediate values to occur.

To this end, the angular dependence of the superconducting transition is directly probed

along a semi-circular current path within one microstructure, displayed in panel 4.12B (in

purple). This sample demonstrates that FIB microstructuring not only facilitates the fabri-

cation of complex device designs onmicroscopic length scales — it renders the fabrication

of semi-circular samples possible in the first place, as it is impracticable to produce curved

current paths with traditional fabrication techniques, such as wire-sawing, spark-cutting or
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Figure 4.12: (A) Sketch of the speculative superconducting transition along the θ = 45 de-
gree direction, which could show two distinct transitions at T c

c and T a
c . (B) A semi-circular

transport bar was cut into an a-c CeIrIn5 lamella. (C) and (D) the temperature dependent
voltage drop between adjacent contacts reveals a monotonic decrease of the supercon-
ducting transition temperature as the current is directed from parallel to the c axis toward
the a.
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polishing. In this microstructure, the central gold top contacts (large yellow pads) are the

current source and sink, while the outward facing contacts form voltage pairs. The device

is designed symmetrically around the central vertical axis, which allows for a systematic

comparison of the voltage pairs between both sides. The resulting resistances are dis-

played in panel C. It is apparent that the superconducting transition does not occur at two

district steps defined by T a
c and T c

c , but instead decreases monotonically as the current

path is directed towards the a axis. This suggests that the underlying mechanism which

causes the enhancement of the superconducting transition can continuously tune Tc and

is not restricted to only the c axis.

As discussed above in section 4.1.4, one of the hypotheses that has been made in the lit-

erature for the origin of the higher temperature resistive transition in CeIrIn5 is filamentary

or surface superconductivity. At the end of this chapter (c.f. figure 4.30), however, I will

show that the observed anomaly in macroscopic samples is in fact the result of surface

damage during the fabrication process. To examine whether similar effects may need to

be considered for microstructured samples, I will report on measurements of the super-

conductivity in microstructured CeIrIn5 devices and probe their robustness against high

current densities and in amagnetic field in the next sections. Due to the small volume frac-

tion, superconducting surfaces or filaments can typically carry less supercurrent and have

a dissimilar magnetic field dependence compared to the bulk superconducting material.

4.2.3 Critical current

Critical current measurements of a microstructured CeIrIn5 device are presented in figure

4.13. Remarkably, the superconducting state in CeIrIn5 can sustain comparatively high

currents before the zero-resistance state is destroyed. Tominimise self-heating of the sam-

ple, rectangular current pulses of 83 µs were applied, followed by a 100ms cool down

time between pulses. Panel A shows a typical current-voltage (I − V ) characteristic of a

bar aligned along the c direction at 500mK. The current was increased until an observable

voltage signalled the breakdown of the zero-resistance state. A robust superconducting

state is detected up to a critical current density of jcc ≈ 12.5 kA/cm2. Upon cooling, c.f.

panel B, jc increases up to 18–20 kA/cm2. Because the critical current decreases mono-

tonically with increasing temperature, the obtained values represent a lower bound of
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their magnitude in the absence of heating. High critical current densities are common

for heavy fermion superconductors as seen for instance in UPt3 (≈3.8 kA/cm2), in URu2Si2
(≈24 kA/cm2) [174], or in CeCu2Si2 (≈1–5 kA/cm2) [175]. In conclusion, the observation of

robust, high jc superconductivity, supports a scenario of a bulk-like superconductivity over

the formation of sparse superconducting filaments or surface superconductivity induced

by FIB fabrication.

4.2.4 Superconducting transition in a magnetic field

The upper critical field of macroscopic CeIrIn5 samples has been characterised by sev-

eral experimental probes including electrical resistivity, ac magnetic susceptibility χac and

specific heat C measurements [145]. Although the values of Tc and Hc2 extracted from

the resistivity are notably higher than the values extracted from thermodynamic measure-

ments, the respective anisotropies between the H||a and H||c directions are remarkably

similar. As it is unlikely that a secondary phase embedded in the crystal exhibits the same

anisotropy as the bulk, this suggests that both transitions arise from a common underlying

electronic structure. A similar observation was made by Shishido et al. [176], who sug-

gested that the enhanced Tc may be the result of a compressed surface layer.

Moreover, Shishido et al. reported the full angular dependence of Hc2 and found that it
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could be well explained by an effective mass model [177] for an ellipsoidal Fermi surface,

similar to what was found for CeCoIn5 [178]. Using the expression

Hc2(θ) =
Hc2(θ = 90°)󰁴

sin2 θ + m∗
c

m∗
a
cos2 θ

, (4.12)

where θ = 90° corresponds to H||a, an effective mass ratio of m∗
c

m∗
a
= 4.8 can be extracted.

A similar picture unfolds for microstructured CeIrIn5 devices. The resistivity as a function

of magnetic field for temperatures between 100mK and 800mK is presented in figure

4.14A. The arrows indicate the position at which the values of Hc2 were extracted. Panel
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B displays the normalised field-temperature evolution of the superconducting transition.

Evidently, the behaviour ofHc2 with the field applied alongH||b (crosses) orH||c (circles) is

independent of the direction in which the current is flowing. As for the macroscopic sam-

ples, this suggests that the superconducting transition along the a and c axis is caused by

the intrinsic electronic structure. This is further corroborated by the nearly identical angle

dependence of the upper critical field, shown in panel C. The absolute values can be sim-

ply scaled by a factor 2.5 to lie on top of each other. A fit to the data according to equation

(4.12) yields m∗
c

m∗
a
= 3.8 in both cases, similar to the previously reported value.

With a strongmagnetic field and at dilution refrigerator temperatures, we can gain further

insight into the electronic properties of microstructured CeIrIn5 devices by investigating

their Shubnikov-de Haas oscillations. These are presented in the next section, following a

brief introduction to quantum oscillations.

4.2.5 Quantum oscillations

Fundamentally, quantum oscillations arise due to the quantisation of quasiparticle cy-

clotron motion in a magnetic field B [179]. As a result, the quasiparticles occupy highly

degenerate energy states, so-called Landau levels. This in turn causes the density of states

at the Fermi energy to vary periodically in 1
B , as an increasingmagnetic field decreases the

number of occupied Landau levels. Onsager [180] showed that, in the semiclassical limit

that applies to the measurements I present, the quantum oscillation frequency F is re-

lated to the extremal cross section of the Fermi surface Ak in the plane perpendicular to

the applied magnetic field

F =
󰄁Ak

2πe
. (4.13)

This connection hasmade the study of quantum oscillation frequencies an extremely pow-

erful tool for investigating Fermi surface topologies. However, for oscillations to occur in

the first place, the sample must be pure enough. This is intuitively understandable, as

the charge carriers have to revolve around the Fermi surface without losing phase infor-

mation, i.e. without scattering, before interference can occur. This requires the phase

coherent mean free path lϕ to be on the order of the circumference Lc of the cyclotron

orbit. Formally, the impurity damping of the oscillation amplitude is described with the
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Dingle factor RD, which can be expressed as

RD = e−
pπ
ωcτ , (4.14)

where p indicates the harmonic number. Using ωc =
eB
m∗ and 󰄁kF = m∗vF, as well as vFτ ≡

lϕ, expression (4.14) can be written as

RD = e
− pLc

2lϕ , (4.15)

where Lc =
2π󰄁kF
eB is the circumference of a circular cyclotron orbit. Since Lc is proportional

to the square root of the Fermi surface area and hence the square root of the quantum

oscillation frequency, Lc ∝
√
Ak ∝

√
F , we conclude that, for a given mean free path,

high frequency oscillations are much harder to observe than low frequencies from small

Fermi surfaces. Moreover, finite temperatures and finite quasiparticle lifetimes, or local

variations in the chemical potential, lead to phase smearing effects. This describes the

broadening of the oscillation frequency distribution, which leads to a damping and ulti-

mately complete suppression of the oscillation amplitude.

In summary, the exponential suppression of the oscillation amplitude with decreasing

mean free path imply that quantum oscillations are delicate and a stringent test for sample

purity and homogeneity.

Quantum oscillations can, in principle, be detected in any property that depends on the

oscillating density of states at the Fermi level. For instance, the oscillations in the mag-

netisation M = −∂F/∂B, called de Haas-van Alphen (dHvA) oscillations, occur due to

oscillations in the free energy F of the system. Alternatively, Shubnikov-de Haas (SdH)

oscillations, which are oscillations of the resistivity, have their origin in the fact that the

quasiparticle scattering rate depends on the density of states at the Fermi level. Due to

high conductivity and hence low resistance of macroscopic samples, these are often chal-

lenging to measure. It can happen that the currents needed to achieve the necessary sig-

nal-to-noise ratio are incompatible with dilution refrigerator measurements. Microstruc-

tured devices, however, typically have a much larger total device resistance due to the

large geometrical factors achievable in micro-bars and thus provide ideal conditions for
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the observation of quantum oscillations.
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Figure 4.15: (A) The magnetoresistance measured at 125mK reveals Shubnikov-de Haas
oscillations after a 4th order polynomial background was subtracted. (B) The fast Fourier
transform shows the frequency components of the data displayed in A. (C) The angu-
lar dependence of the quantum oscillations in a microstructured sample of CeIrIn5 are
compared with the results of a dHvA measurement of a macroscopic sample by Haga
et al. [154]. The identified Fermi surface sections αi, βi, γ and δi are labeled and their
effective masses, determined by dHvA, are indicated next to them.

In figure 4.15 I present Shubnikov-de Haas oscillations of microstructured CeIrIn5, which

are the first ones to be reported (at all) to the best of our knowledge. Below 125mK and

above 8T the oscillations are clearly detectable for currents parallel to both the a and c

directions, as indicated by the background subtracted resistivity signal shown in panel A.

The fast Fourier transform reveals clear peaks in the FFT spectrum, presented in panel B,

corresponding to the extremal Fermi surface orbits, according to equation (4.13). Clearly,

large Fermi surface sections of up to 6–7 kT are observed, evidencing the high quality of

the microstructure. The full angular dependence of the frequency spectrum is displayed

in panel C (red and blue data points) and is compared to the previously reported dHvA fre-
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quencies (grey line and annotation) [154]. A low frequency band disperses from 270T for

H||c to 460T forH||b, corresponding to the γ-branch observed in dHvA, hosting the light-

est quasiparticles in CeIrIn5. Moreover, the large, heavy orbits and their fine structure are

readily observed and are in agreement with the dHvA data. This suggests that CeIrIn5 can

be microstructured without deterioration of its crystal quality and that the cross sectional

Fermi surface area remains unchanged.

4.2.6 Differential thermal contraction mismatch

So far we have seen that the enhanced T c
c transition into a zero-resistance state consistently

occurs in every microstructured device and cannot be explained by systematic fabrication

artefacts. The presence of superconducting filaments, originally suggested to occur in

macroscopic samples [155], is at odds with the high critical current densities as well as

the angle dependence of Hc2 observed in microstructures. Moreover, the observation of

SdH oscillations, which are in good agreement with dHvA oscillations measured in macro-

scopic crystals, clearly indicates that the high quality and stoichiometry of the microstruc-

tured CeIrIn5 devices.

One aspect that we have not considered so far is that microstructures are typically in firm

contact with their substrate. The thermal expansion∆L/L between sapphire and a typical

metal such as CeIrIn5 can be reasonably large, as shown in figure 4.16A. The differential

thermal contraction mismatch can lead to a significant strain at the interface of the materi-

als, which may effect their electronic properties. In our case, CeIrIn5 contracts much more

than sapphire and hence the lamella will effectively experience biaxial tensile strain at low

temperatures, c.f. 4.16B. This effect is well-known in epitaxial multilayers and is exploited

in strained silicon technology, in which transistors based on strained Si experience a more

than 100% increase of the electron mobility [181].

In the following, I will explore the possibility of biaxial strain as the source of the enhanced

T c
c in CeIrIn5 lamellae by fabricating strain free devices. Note that this is consistent with

the observed quantum oscillation frequency spectrum, which was shown to remain com-

pletely unchanged as a function of pressure up to the quantum critical point [185].

146



4.2. Electrical transport investigations

00
Temperature (K)

sapphire substrate

CeIrIn5 [100]

CeIrIn5 [001]

sapphire [100]

silicon

-4

-3

-2

-1

0

100 200 300

Δ
L/

L
(x

10
-3

)

BA

c a

Figure 4.16: (A) Temperature dependence of the thermal expansion of CeIrIn5 [182] and
two typical substrate materials, sapphire [183] and silicon [184]. (B) As a result of differen-
tial thermal contraction between the CeIrIn5 and the sapphire substrate, the lamella will
experience a biaxial tensile strain at low temperatures.

4.2.7 Strain-free microstructures

To investigate the role of substrate strain on amicrostructured sample, I fabricated a strain-

free structure. This, however, is not a straightforward problem to solve. In order to per-

form an electrical transport measurement at cryogenic temperatures, at least four leads

must make a low resistance connection to the sample for a four-point measurement and

for thermal anchoring. Even the thinnest metallic wires commonly available (10–12 µm di-

ameter) are still a factor of 3–4 thicker than the lamella, such that undesired torque or stress

effects can not be excluded.

An elegant solution is presented in figure 4.17A. A standard CeIrIn5 lamella was can-

tilevered off the edge of a sapphire substrate. It is held in place by a small amount of

Araldite epoxy, which additionally creates a smooth transition from the substrate to the

top of the lamella. Crucially, during fabrication, the epoxy is first dried completely for 24

hours before it is cured, to avoid capillary drag of the lamella onto the substrate during

epoxy reflow. The sample is top-contacted using gold sputter deposition (overlaid in yel-

low). The final step is to pattern long thin flexures into the lamella to relieve the thermal

expansion mismatch induced strain. For this device we have chosen to pattern a Mont-

gomery square (purple) into the far end of the lamella. This permits determination of the

a and c axis resistivity using only four contacts. The temperature dependent resistivity is is
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Figure 4.17: (A) In order to completely eliminate strain from differential thermal contrac-
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relief flexures and connect a Montgomery square to the contact pads. (B) The tempera-
ture dependent resistivity along the a and c axis of a strain-free CeIrIn5 sample shows an
isotropic superconducting transition at exactly Tc = T bulk

c = 0.38K.

displayed in figure 4.17B. To the best of my knowledge, this is the first and so far only time

when the transition into a zero-resistance state in CeIrIn5 has beenmeasured at exactly the

thermodynamic value of T bulk
c = 0.38K. Samples prepared in this fashion are well suited

for cryogenic measurements in DC fields and, if the epoxy is replaced by platinum leads,

could potentially also work under hydrostatic pressure environments. In pulsed magnetic

fields, on the other hand, the vibrations and experienced torque of the sample during the

pulse will presumably induce a significant amount of noise in the voltage channel, render-

ing resistivity measurement challenging at best.

This measurement clearly demonstrates the significance of substrate strain to observed

shifts in Tc inmicrostructured samples. As a bulk probe, however, resistivitymeasurements

are not sensitive to the underlying details of the strain distribution, and hence we have col-

laborated with the groups of K. Nowack and B. J. Ramshaw at Cornell University, who have

performed finite element simulations and scanning SQUID microscopy measurements,

whichpresent a detailedpicture of the underlying strain variation inmicrostructured lamel-

lae. Their results will be presented in sections 4.3 and 4.4.
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4.2.8 Microstructures of related '115' compounds

We have seen that CeIrIn5 is sensitive to anisotropic strain introduced in microstructures

by a thermal expansion mismatch. Based on the highest measured T c
c ≈ 1.1K (c.f fig.

4.9B) in a microstructure and the uniaxial pressure study discussed in figure 4.8A, we can

infer that a micron sized device can locally experience up to an equivalent of 10 kbar of

local pressure. A natural concern is then the strain sensitivity of CeRhIn5 and CeCoIn5 in

microstructured devices. The low-temperature resistivity data of these compounds mea-

sured in microstructured samples were kindly provided by P. Moll (CeRhIn5) and C. Putzke

(CeCoIn5) and are displayed in figure 4.18A and B.
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Figure 4.18: Low temperature resistivity data of microstructured (A) CeRhIn5 and (B)
CeCoIn5 lamellae, with similar dimensions and fabricated identically as the devices in fig-
ure 4.9. The data presented in these figures were measured by P. Moll and C. Putzke.

ThemicrostructuredCeRhIn5 device showsno superconducting transitiondown to100mK,

in figure 4.18A. This is in line with the measurements of Knebel et al. [186], which show

that over 8 kbar of hydrostatic pressure are necessary to induce superconductivity. This,

however, challenges the findings of Paglione et al. [187], which report ambient pressure

superconductivity below 110mK. Wire saw induced internal strain would offer a natural

explanation for their results.

Microstructured CeCoIn5, in figure 4.18B, does not show an anisotropic Tc behaviour.

The reason for this is that the uniaxial pressure dependence of Tc in the Co compound

is smaller and positive regardless of the strain direction, c.f. table 4.1. This means that
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strain will affect the superconducting transition less and can only cause it to increase, but

not decrease, in contrast to the Ir compound. Additionally, it was shown [188] that the uni-

axial pressure dependence is non-linear in CeCoIn5, such that the value of Tc is roughly

the same at 0 and at 4 kbar. This further decreases the effect of local anisotropic strain on

the transition temperature.

Tc (mK) ∂Tc/∂pa ( mK
kbar ) ∂Tc/∂pc ( mK

kbar ) ∂Tc/∂phydro ( mK
kbar ) references

CeIrIn5 380 +56 -66 +25 [166], [189],
CeCoIn5 2230 +29 +7.5∗ +50 [188], [165], [190]

Table 4.1: Comparison of the uniaxial pressure dependence of the superconducting tran-
sition temperatures in CeIrIn5 and CeCoIn5. ∗ denotes the non-linear behaviour of Tc with
respect to uniaxial strain.

In summary, we have seen that the Ce-based 115 family is sensitive to strain, such that

great care should be taken in the preparation of these samples. In order to investigate the

role of substrate strain on lamellae and hence on the value of Tc of CeIrIn5, we have collab-

orated with the scanning SQUIDmicroscopy group led by K. Nowack at Cornell University.

With the ability to locally measure Meissner screening, they can create a microscopic Tc

map of a CeIrIn5 lamella. Additionally, a local strain map can be calculated using a finite

element software package. The results can be compared by converting the local strain

into a simulated Tc map, by using the results of Dix et al. [166], who measured the super-

conducting transition as a function of uniaxial strain.

In the following I will first discuss the implementation and results of the finite element

simulations to gain insight and an understanding of the local strain of a biaxially tensioned

lamella. I will then compare the simulated results with the measured Tc maps acquired by

scanning SQUID microscopy.
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4.3 Finite element simulations

The following section is based on the work of F. Theuss at Cornell University, whose finite

element calculations form the basis of the results presented here. Moreover S. Ghosh has

determined the elastic moduli of CeIrIn5 by conducting a resonant ultrasound experiment

under the supervision of B. J. Ramshaw at Cornell University.

The aim of the calculation is to obtain a map of the local superconducting transition tem-

perature Tc(󰂓r) of a CeIrIn5 lamella, which is epoxy bonded to a sapphire substrate and

cooled down to cryogenic temperatures. The differential thermal contraction mismatch

between the substrate and the samplewill generate a biaxial strain, which in turnwill cause

local variations of Tc across the lamella. In a first step, the strain field ε(󰂓r) in the lamella

is calculated using finite element simulations with realistic input parameters for the elastic

moduli Cij and the thermal expansion coefficients αi(T ). In a second step, the strain field

ε(󰂓r) can directly be converted into the local c/a ratio, which can then be transformed into

a Tc map, based on the measurements of Dix et al. [166] (c.f. figure 4.22). This procedure

is graphically summarised in figure 4.19.

COMSOL strain map:
(εa(r), εb(r), εc(r))

(c/a) map: (c/a)(r)

direct
conversion

σ = C ε
ε = εmech + εtherm

εtherm = ∫α(T)dT

Dix et al.

Tc map: Tc(r)

stress-strain relation:

· geometry
· boundary conditions
· material properties

(elastic moduli C,
thermal expansion
coefficient α(T))

∇σ = 0

equation of motion:

Figure 4.19: Graphical summary of the calculation strategy. With appropriate material
properties and boundary conditions, finite element software will determine the strain field
ε(󰂓r) of a system. This can then be converted into a local map of Tc if the uniaxial pressure
dependence of the material under investigation is known.

Eventually the calculated dependence of the superconducting transitionwill be compared

to the measured Tc map determined by local susceptibility measurements (c.f. section

4.4). If the calculations are indeed validated by the experiment, this then permits further
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numerical investigation of the influence of experimental parameters, such as epoxy prop-

erties (e.g. thickness, stiffness) or alternative substrate materials. In particular, numerical

simulations enable an examination of tailored strain in diverse device geometries, which

can guide the fabrication of strain modulated structures.

The remainder of this section will begin with a brief introduction to strain and stress in

elastic media. Following this, I will give an overview of the thermoelastic strain simulations

performed using the finite element analysis software, COMSOL, and show how the local

strain tensor can be converted into a local Tc map. Finally, the results of the thermoelastic

simulations on CeIrIn5 are presented at the end of this section.

4.3.1 Strain and stress in elastic media

When two materials with distinct thermal expansion coefficients α1 and α2 are bonded to-

gether and then subject to a temperature change, they will in general expand or contract

by different amounts. This so-called differential thermal contraction (or expansion) leads

to a strain at the interface of the materials. This is a commonly known effect exploited

for instance in bimetallic thermostats, sketched in figure 4.20A. In this one-dimensional

model example, a change in temperature ∆T = T ′ − T causes the top and bottom layer

to contract by different amounts and cause the system to be strained internally. Whilst the

individual components would freely contract by a length ℓi − ℓ′i = ∆ℓi = αi∆T in linear

response, the composite system experiences a strain, which is strongest at the interface.

The misfit strain can be estimated by ε = (α1 − α2)∆T . In two dimensions, biaxial strain

r r'

u(r)

A B
T

T'

α1

α2

l1

l'1 l'1 < l' < l'2

l'2

l2

l'

Figure 4.20: (A) Two connected materials with different thermal expansion coefficients
α1 and α2 will experience a misfit strain at their interface, when subject to a temperature
change. (B) In general the deformation of an object can be described via a displacement
field u(󰂓r).
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effects are commonly studied in epitaxially strained thin films [191], [192], [193] and exfo-

liated 2D materials [194], [195] but rarely in bulk materials [196].

Regardless of the dimensionality, any deformation of an object can be described in terms

of a displacement field 󰂓u(󰂓r) = 󰂓r′ − 󰂓r, which is a three component vector expressing the

local displacement as the difference of the position vectors 󰂓r and 󰂓r′, c.f. figure 4.20B. By

decomposing the displacement field into its three spatial coordinates i = x, y, z, it follows

that

ui(r) = r′i − ri. (4.16)

In general, within a strained solid, the distance between two coordinate points is changed,

i.e. if two closely spaced points were separated by dri, their distance will be modified to

dr′i = dri + dui following the deformation. If the distance between two points prior to

deformation is defined as dl =
󰁳

dr21 + dr22 + dr23, then the distance dl′ after the distortion

can be calculated

dl′2 =
󰁛

i

dr′2i =
󰁛

i

(dri + dui)
2

= dl2 + 2
󰁛

i,j

∂ui
∂rj

dridrj +
󰁛

i,j,k

∂ui
∂rj

∂ui
∂rk

drjdrk

󰁿 󰁾󰁽 󰂀
neglect for small deformations

⇒ dl′2 − dl2 = 2εijdridrj , εij ≡
1

2

󰀓∂ui
∂rj

+
∂uj
∂ri

󰀔
, (4.17)

where the last step makes use of the fact that indices in the double sum
󰁓

ij can be ex-

changed. The second rank tensor εij introduced in (4.17) is called the strain tensor. Be-

cause it is symmetric, εij = εji, the strain tensor is locally diagonalisable at every point (but

not necessarily at all points simultaneously). In other words, at any given point the coordi-

nate system can be chosen in a way such that the off-diagonal components are zero and

only the diagonal elements εii remain. Around such a point equation (4.17) simplifies to

dl′2 = (1 + 2εxx)dr
2
x + (1 + 2εyy)dr

2
y + (1 + 2εzz)dr

2
z .

It is then straightforward to decompose this into the individual coordinate components

and find the relative change along the ith axis
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dr′i =
√
1 + 2εii dri

⇒ dr′i
dri

=
√
1 + 2εii ≈ 1 + εii, (4.18)

where in the last step quadratic terms in ε can be omitted for small deformations. We will

later make use of this expression, when converting the calculated strain field ε(󰂓r) into the

local c/a ratio.

The stress tensor σ(󰂓r) describes how the forces F acting on a system are internally dis-

tributed. Individual elements σij express the stress acting along the direction j on the

plane normal to i. Hence the diagonal components σii describe normal stresses, whereas

off-diagonal components are responsible for shear stress. In the case where differential

thermal contraction is solely responsible for the strain in the system and there are no exter-

nal forces applied, the total force F integrated over the volume of a systemmust equate to

zero. Within the theory of linear elasticity the equation of motion which we want to solve

is then given by

∇ · σ + F󰁿󰁾󰁽󰂀
=0

= ρ ü(󰂓r)󰁿󰁾󰁽󰂀
=0

⇒ ∇ · σ = 0. (4.19)

As we are dealing with a static problem, we can set ü(󰂓r) = 0. The strain and stress tensors

of a system are related by the material-dependent rank four elasticity tensor C,

σij = Cijkl εkl, (4.20)

where the components Cijkl are called the elastic moduli. The number of independent

elastic moduli is reduced by the underlying symmetry of the crystal lattice, such that in a

tetragonal system, for instance, equation (4.20) can be expressed by only six independent
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parameters. In matrix form equation (4.20) reads

󰀳

󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁃

σxx

σyy

σzz

σyz

σzx

σxy

󰀴

󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁄

=

󰀳

󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁃

C11 C12 C13 0 0 0

C12 C11 C13 0 0 0

C13 C13 C33 0 0 0

0 0 0 C44 0 0

0 0 0 0 C44 0

0 0 0 0 0 C66

󰀴

󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁄

󰀳

󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁃

εxx

εyy

εzz

εyz

εzx

εxy

󰀴

󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁄

. (4.21)

Here, I have used the contracted Voigt notation, summarised in table 4.2, which simplifies

the labelling of the tensor components Cijkl by reducing the number of indices. The elas-

tic properties of a tetragonal material, such as CeIrIn5 are therefore fully described by the

normal modes C11, C33, C44, C66 and the shear modes C12 and C13. These can be deter-

mined for instance in pulsed echo or resonant ultrasound experiments.

tensor 11 22 33 23, 32 13, 31 66
Voigt 1 2 3 4 5 6

Table 4.2: Definition of the contracted Voigt notation for labelling the components of a
symmetric tensor.

The last element we need is to include into our discussion is the thermal expansion of the

individual subsystems. This is achieved by adding the strain due to thermal expansion

εtherm to the total strain of the system

ε = εmech + εtherm, (4.22)

where the thermal strain of a subsystem is determined by its temperature-dependent ther-

mal expansion coefficient α(T )

εtherm =

󰁝 T ′

T0

α(T )dT. (4.23)

155



Chapter 4. Spatially modulated heavy fermion superconductivity in CeIrIn5

With this the constitutive equation (4.20) is then given by

σ = C
󰀓
ε−

󰁝 T ′

T0

α(T )dT
󰀔

and we are now fully set to calculate the strain field in a CeIrIn5 lamella induced by thermal

contraction mismatch to the sapphire substrate.

4.3.2 Thermoelastic strain simulation using COMSOL

The following section is intended to give detailed information on the modelling parame-

ters and settings used within the structural mechanics module of the commercially avail-

able finite element software COMSOL. A reader purely interested in the outcome of the

calculations may wish to skip forward to section 4.3.4 on page 160, where the results of

the simulation are presented.

The elastic moduli of CeIrIn5 were determined in a resonant ultrasound experiment in

which the resonance frequencies of the crystal are measured. Each frequency is uniquely

determined by the sample dimensions, density, and elastic moduli, and can be calculated

by solving the 3Delastic equation [197]. Conversely, the elasticmoduli can bedetermined

from the resonances by solving the inverse problem following the procedure described

in [198]. The results of the measurement are summarised in table 4.3.

elastic modulus C11 C33 C12 C13 C44 C66

value (GPa) 153.1 138.8 41.3 53.1 46.2 42.0

Table 4.3: The six elastic moduli of CeIrIn5 at 295K were determined by S. Ghosh and B.
J. Ramshaw through a resonant ultrasound (RUS) measurement.

Given the six independent elastic moduli of a tetragonal crystal, the six independent com-

ponents of Young'smodulusE, the shearmodulusG andPoisson's ratio ν (or an equivalent

set of moduli) can directly be determined. In a tetragonal system with in-plane lattice di-

rection a and out-of-plane direction c, the relation between the elasticity tensorC (defined

in equation (4.21)) and the moduli Ei, νij , Gij is given by [199], [200]
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C−1 =

󰀳

󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁅󰁃

1/Ea −νaa/Ea −νca/Ec 0 0 0

−νaa/Ea 1/Ea −νca/Ec 0 0

−νac/Ea −νac/Ea 1/Ec 0 0 0

0 0 0 1/Gac 0 0

0 0 0 0 1/Gac 0

0 0 0 0 0 2(1 + νaa)/Ea

󰀴

󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁆󰁄

. (4.24)

With this the COMSOL input parameters (E,ν,G) can directly be determined and are listed

in table 4.4 alongside the elastic properties of sapphire and epoxy resin. For simplicity, we

approximate the sapphire as mechanically isotropic. As the normal of the sapphire sub-

strate is oriented along the (0001) direction, this approximation is justified since we are

mainly concerned about the in-plane, bi-axial tension exerted on the lamella and neglect

the anisotropic contraction of the sapphire along the c direction.

CeIrIn5 sapphire (Al2O3) [184] epoxy [201] Units
Young's modulus E Ea = 129; Ec = 109 470 7.2 GPa
Poisson's ratio ν νaa = 0.16; νac = 0.32; 0.24 0.33 -

νca = 0.27
Shear modulus G Gac = 46.2 147.4 3.7 GPa

density ρ 2800 3970 1800 kg/m3

Table 4.4: Summary of the anisotropic elastic properties and density of CeIrIn5, sapphire
and epoxy resin. For simplicity, the mechanical properties of sapphire are approximated
as isotropic.

The remaining input parameters needed for the simulation are the thermal contraction

coefficients α(T ) of the constituent materials. For CeIrIn5 and sapphire, the temperature-

dependent thermal contraction∆L(T0 − T ′)/LT0 =
󰁕 T ′

T0
α(T )dT is displayed in figure 4.16

on page 147. The temperature-dependent values for a typical epoxy resin can be found

in [184]. For a direct comparison the values of the total thermal contraction ε0 between be-

tween room temperature and 4K are summarised in table 4.5. The contraction of sapphire

is approximately an order of magnitude less than that of CeIrIn5, which in turn contracts

much less than the epoxy. The epoxy, however, is much softer (i.e. has a smaller Young's
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modulus) than CeIrIn5 and sapphire, such that the strain generated by contracting epoxy

can essentially be neglected.

total thermal contraction (∆L/L293K)

CeIrIn5 εa0 = -3.2 x 10-3, εc0 = -3.5 x 10-3 [182]
sapphire ε0 = -8 x 10-4 [183]
epoxy ε0 = -1.16 x 10-2 [184]

Table 4.5: Summary of the total thermal contraction of CeIrIn5, sapphire and epoxy resin
between room temperature and 4K.

The COMSOL simulations are set up such that the composite CeIrIn5/epoxy/sapphire sys-

tem is unstrained at room temperature, i.e. a zero-stress boundary condition at 293K is

enforced. The boundary between the materials is modelled by requiring the strain field

to be continuous at each interface. Further, we have investigated the role of the epoxy

shape and height by studying two distinct geometries, displayed in figure 4.21. The first

model shown in figure 4.21A omits the epoxy at the side of the lamella and only considers

a thin layer (t ∼ 200nm), which bonds the lamella to the substrate. In contrast, the edges

of the lamella shown in figure 4.21B are fully embedded in epoxy. We find that increas-

ing the thickness t of the epoxy gradually attenuates the strain field in the microstructure,

sapphire substrate

sapphire substrate

c
[0001]

c a

epoxy disc

BA

lamella
epoxy

substrate

Figure 4.21: The role of epoxy was numerically investigated in two different geometries.
(A) The microstructure is held in place by a 200nm thin layer of epoxy underneath the
lamella. (B) The microstructure is embedded in a disc of epoxy, such that the strain field
along the edges is modified.
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but does not alter the spatial strain distribution. Adding epoxy to the sides of the mi-

crostructured devices slightly modifies the strain field along the edges but does not affect

its overall qualitative shape. Moreover, as the exact mechanical properties of the specific

epoxy (Araldite 5 minute rapid) used in this experiment have not been experimentally

determined, we have instead used a range of values for its Young's modulus E in the sim-

ulation. We found, that by varying E between 1.6 and 9.2GPa the predicted values of Tc

vary less than 10mK, which is not surprising, as the total thermal contraction of the epoxy

is much smaller than that of the sapphire or the lamella. In summary, because the strain

in the lamella predominantly stems from the thermal mismatch to the sapphire substrate,

the precise geometry and properties of the epoxy play a minor role in the qualitative form

of the strain modulation in the lamella. The main role of the epoxy is to act as soft film

providing a spacer layer to relax some of the internal strain.

4.3.3 Strain to Tc map conversion

Given the three-component strain field ε(󰂓r) of the lamella, it is then straightforward to

calculate the local c/a ratio by applying the result of equation (4.18). The strained (c/a)'

ratio can then be simply approximated in terms of the unstrained (c/a) ratio by

󰀓 c

a

󰀔′
≈ 1 + εc

1 + εa

󰀓 c

a

󰀔
. (4.25)

Finally, the local value of Tc can be determined by using the empirical formula

Tc

󰀓 c

a

󰀔
= 35K ·

󰀓 c

a

󰀔
− 55.98K, (4.26)

based on combining (4.25) with the analysis of Dix et al. [166] presented in figure 4.22.

Note that when a biaxial pressure is applied in the plane of CeIrIn5, the basal plane under-

goes a tetragonal to orthorhombic distortion and the two principal in-plane directions, a

and b, are no longer equivalent.
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Tc (c/a) = 35K·(c/a) - 55.98K

Figure 4.22: The dependence of Tc as a function of the c/a ratio was determined by Dix
et al. [166]. Note that by applying uniaxial pressure in the in-plane direction, the tetragonal
symmetry of the crystal is reduced to an orthorhombic symmetry, wherewedenote shorter
axis as a and the longer axis as b. Figure reproduced from [166].

4.3.4 Results from finite element simulations

Duringour investigationswehavenumerically studied, and subsequently performed scan-

ning SQUIDmicroscopymeasurements (c.f. section 4.4), on threemicrostructured CeIrIn5
devices. In the following I will present and discuss the result of the strain calculations per-

formedusingCOMSOL. The correspondingTcmaps aredisplayed alongside the scanning

SQUID data in the next section. The three devices are (1) an unstructured lamella (c.f. fig.

4.23), which serves as an instructive model case fromwhich one can learn how the strain is

distributed in a comparatively simple device without further complications. Remarkably,

even in this basic geometry we find that the superconducting transition temperature is

modulated in a complex manner across the lamella. This sets the basis for the remaining

structured devices, which are (2) a lamella patterned into a Montgomery geometry (c.f.

fig. 4.24) and (3) a modified Montgomery device with contacts in the middle, rather than

at the corners of the central square (c.f. fig. 4.25). Note that in the following I will only be

presenting the top surface of the devices as these will later be investigated by scanning

SQUID microscopy.

Examining the strain field in a plain lamella displayed in figure 4.23, we recognise that the

largest strain in the a-c plane of the lamella is generated along the edges of the device

and relaxes towards the centre over a characteristic distance of δ ∼6µm.
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Figure 4.23: (A) The lamella is cut along the three principal directions of the crystal and
anchored to a sapphire substrate (not shown) by a 200nm layer of epoxy. (B) and (C) show
the diagonal components of the simulated strain fields εa, and εc respectively on the top
surface of an unstructured CeIrIn5 lamella at 0.35K. The simulation results presented in
this figure are based on work performed by F. Theuss.

Recalling that tensile strain along the c direction increases Tc and conversely Tc is de-

creased when tensile strain is applied along the crystallographic a direction, the strain

patterns in 4.23B and D straight away elucidate the transport results from the last section.

In this example, a current running parallel to the c axis can flow along a high Tc region,

while a current sourced parallel to the a axis can only flow as supercurrent at lower tem-

peratures (c.f. figure 4.27 in the next section).

Our understanding of the local strain pattern is further expanded by examining the strain

simulations of theMontgomery device, shown in figure 4.24A. As before, the bright yellow

areas indicate the regions of highest tensile strain. Unlike in the plain lamella, the cuts in

the Montgomery device, which define the structure, lead to regions of overall compres-

sive strain along the a axis at the corners of the central square (dark regions in 4.24B). In

general, the cuts have a large effect on the local strain pattern. In the immediate vicinity

of a cut, including the outer edges of the device, the strain values are extremal and relax

towards the centre. For the Montgomery device presented here, this results in spatially

separated paths of high and low Tc, leading to the observed anisotropic superconducting

behaviour. Hence, in principle, well-defined cuts could be used to tailor the local strain in

a lamella such that complex strain landscapes can be fabricated within one lamella.
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Figure 4.24: (A) A lamella is cut such that the edges align roughly with the three principal
directions of the crystal. Importantly, the epoxy layer underneath the lamella does not fill
the channels that were milled with the FIB. (B) and (C) show the diagonal components of
the simulated strain fields, εa and εc respectively, at the top surface of a CeIrIn5 lamella
in a Montgomery geometry, which is anchored to a sapphire substrate by a 200nm layer
of epoxy, at 0.35K. The simulation results presented in this figure are based on work per-
formed by F. Theuss.

Another example of a complex strain pattern in a structured lamella is presented in figure

4.25. In this geometry the contacts to the central square connect to themiddle rather than

to the corners, which greatly influences the local strain pattern of the device. In particu-

lar, the areas where the outer contacts connect to the central square experience a strong

tensile strain along one direction and simultaneously a compressive strain along the or-

thogonal direction. This demonstrates the versatility of the induced strain and hence Tc

patterns, which develop at low temperatures due to differential thermal contraction.

This concludes the discussion of thermo-elastically induced strain in CeIrIn5 lamellae. The

next section will directly compare the simulated distribution of Tc with measured maps of

the local susceptibility.
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Figure 4.25: (A) A lamella is cut such that the edges align roughly with the three principal
directions of the crystal. Importantly, the epoxy layer underneath the lamella does not fill
the channels thatweremilledwith the FIB. (B) and (C) show the threediagonal components
of the simulated strain fields, εa and εc respectively, at the top surface of a CeIrIn5 lamella in
amodifiedMontgomery geometry, which is anchored to a sapphire substrate by a 200nm
layer of epoxy, at 0.35K. The simulation results presented in this figure are based on work
performed by F. Theuss.
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4.4 Scanning SQUID microscopy investigations

This section will begin with a brief introduction to scanning SQUID microscopy and sub-

sequently the scanning SQUID measurements of the local susceptibility of the three mi-

crostructures presented in the last section will be discussed. The devices were designed

and fabricated byme, and the scanning SQUIDmeasurements and data analysis were per-

formed by G. Ferguson in the group of K. Nowack at Cornell University.

The operating principle of a scanning SQUID microscope relies on closely rastering a

highly sensitive magnetometer across the surface of a sample. As the name suggests,

the magnetic field sensor is based on a Superconducting QUantum Interference Device

(SQUID). It essentially consists of two superconductors forming a loop, separated by two

thin insulating layers, creating a pair of Josephson junctions (JJ). An external flux Φext

threading through the loop will induce an opposing, circulating screening current Is in

the superconducting ring and due to the quantisation of the magnetic flux, the voltage

response of the SQUID will vary periodically as a function of flux. Therefore, in principle, a

basic SQUID can directly be used as a periodically varying flux-to-voltage converter [202].

In practice however, the voltage-flux characteristic of a SQUID is commonly linearised by

operating in a flux locked loopmode [203]. This increases themeasurement sensitivity and

reduces noise, as one can operate the SQUID at the steepest part of the V -Φ response.

To this end, an additional feedback coil (called a modulation coil) couples to the SQUID

and compensates the external magnetic flux in the loop based on the induced screening

current [204], ensuring that total flux in the superconducting loop remains constant.

Furthermore, a SQUID can be utilised as a micron-scale ac susceptometer. To do so, a lo-

cal magnetic field is generated close to the sample surface by applying a low frequency ac

current to the so-called field coil (c.f. figure 4.26A). In response to the magnetic field, the

sample locally generates flux, which is detected by the SQUID pick-up loop. In the case of

a superconducting sample, the perfect diamagnetic response due to Meissner screening

will lead to a strong expulsion of the external field and consequently a substantial nega-

tive susceptibility signal can be detected. This forms the basis of observing the spatially

varying superconductivity in microstructured CeIrIn5 lamellae.
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Lastly, a further complication typically found in scanning SQUID sensors is the counter

wound SQUID design, which features a mirror symmetric SQUID loop with a twist in its

centre (c.f. figure 4.26A). The counter winding ensures that the net flux coupling into the

SQUID loop is dominated by the flux of the sample Φsample. Since only one pick-up loop

(primary side) is in close proximity with the sample, while the second pick-up loop is lo-

cated approximately 1mm away and, at the same time, any global background flux vari-

ationΦbackground will couple equally but oppositely into both pick-up loopsdue to the twist.

field coil 24µm

pick-up
loop

Nb shield

secondary
field coil

primary
field coil

modulation
coil

secondary
pick-up loop

primary
pick-up loop

A

CB

CeIrIn 5
lamella

B sample Field coil

IFC

Nb shield

JJ JJ

Figure 4.26: (A) A schematic diagram of a scanning SQUID sensor. The pick-up loop and
field coil depicted on the left are mirror symmetric to their counter wound copies on the
opposite side of the sensor. The red trace indicates the superconducting loop, containing
two Josephson junctions (JJ) marked with 'x'. The majority of the SQUID loop, however,
is shielded by a superconducting niobium film (yellow), such that only flux threading the
pick-up loops or stemming from the modulation coil (black) couples into the SQUID. The
blue trace represents the field coil used for local susceptibility measurements. (B) An im-
age of the primary side of the SQUID sensor. (C) Schematic view of the SQUID scanning
operation across the surface of a CeIrIn5 lamella.

The primary pick-up loop (red) and field coil (blue) of the SQUID sensor used in this investi-

gation are shown in figure 4.26B. The respective inner/outer diameters are 1.5 µm/1.6 µm
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for the pick-up loop and 6µm/12µm for the field coil, respectively. The superconducting

niobium layer (yellow) shields most of the SQUID loop, such that flux from the sample can

only permeate the area of the primary pick-up loop, enabling the detection of the local

susceptibility response of the sample. To construct a spatially resolved image of the su-

perconducting regions of a lamella, the SQUID sensor is scanned parallel to the sample

surface at a height of approximately 1–3 µm (c.f. 4.26C), while the local susceptibility sig-

nal is recorded with a standard lock-in amplifier. By repeating this process at several fixed

temperatures, a map of the superconducting temperature distribution can be created.

This concludes the basic review of scanning SQUID microscopy. An extensive review can

for instance be found at [205]. I will now turn to the discussion of the spatially modulated

superconductivity in microstructured CeIrIn5 devices by starting with the model case of

the unstructured lamella.
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Figure 4.27: (A) The top row shows themeasured susceptibility of an unstructured lamella
at 200, 450 and 475mK respectively. A strong negative susceptibility response (yellow)
indicates the regions of superconductivity. (B) The middle row displays the calculated
regions of superconductivity (in white) at the same temperatures. (C) The Tc maps of an a-c
CeIrIn5 based on COMSOL simulations. The data presented in this figure were measured
and analysed by G. Ferguson.
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4.4. Scanning SQUID microscopy investigations

The local susceptibility of an unstructured CeIrIn5 lamella bonded on a sapphire substrate

is displayed in figure 4.27A. A large negative susceptibility demonstrates strong Meissner

shielding and indicates the regions of superconductivity in yellow. Below 200mK the ma-

jority of the lamella is superconducting. As the temperature is increased, the suppressed

Tc along the strained 'a edges' is exceeded prior to the enhanced Tc along the strained

'c edges' of the lamella. As a result, a distinct bow tie shaped superconducting pattern

develops. As the temperature is further increased, only the areas with the largest strain

along the c-direction and hence highest Tc support Meissner shielding. Hence, because

a side-to-side connecting superconducting path along the c axis is established at higher

temperatures than along the a direction ('T c
c ' > 'T a

c '), this explains the split superconduct-

ing transition observed in our electrical transport measurements. The numerically sim-

ulated superconducting regions (in white) at the corresponding temperatures, shown in
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Figure 4.28: (A) Local susceptibility of a Montgomery device, measured at three temper-
atures by scanning SQUID microcopy. (B) The results of the COMSOL simulation clearly
show how the areas calculated to exhibit superconductivity at the corresponding temper-
atures (in white) are in remarkable agreement with the measurements. (C) The simulated
Tc map of the Montgomery device. The data presented in this figure were measured and
analysed by G. Ferguson.
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panel 4.27B, are in remarkable agreement with the susceptibility measurements, consid-

ering that the calculations are performed completely ab initio and do not involve any free

tuning parameters. Clearly, the characteristic bow tie shape is recognisable as well. The

calculated Tc map presented in panel 4.27C further validates our understanding of the re-

lation between the superconducting behaviour observed in transport and themicroscopic

strain situation.

Next, let us discuss the lamella structured in a Montgomery geometry, displayed in figure

4.28. A similar bow tie shaped modulation of the superconducting temperature can be

observed as the temperature of the lamella is increased, both in the susceptibility mea-

surement as well as in the simulations. The strain along the edges of the central square of

the device is evidently the strongest, as it is strained outwardly at its corners by the outer

contacts. The agreement between the measurements and calculations is again astonish-

ing and gives us confidence in the qualitative results of the COMSOL simulations.

Last but not least, the lamella in the modified Montgomery geometry in which the outer

contacts connect to themiddle rather than to the corners of the central square is displayed

in figure 4.29. The placement of the contact joints drastically changes the strain situation

for the central square, as evidenced by the local susceptibility response (c.f. figure 4.29A).

Superconductivity initially develops around 550mK in local regions where the strain along

the c axis is the highest. Upon decreasing the temperature, a peculiar spatial variation of Tc

develops, characterised by two crescent shaped regions of suppressed superconductivity

in the contact pads. This demonstrates how variable themodulation of Tc can be, depend-

ing on the design details of the microstructure. A direct comparison of the susceptibility

data with the COMSOL simulations (fig. 4.29B) reveals that the overall temperature scale

of theparameter free calculations is distorted relative to the SQUIDmeasurements. In prin-

ciple, this could be addressed by introducing a phenomenological scaling function which

maps T calc
c → T ′

c. However, in practicewemay not just be concerned about the absolute Tc

values, but also are interested in the relative evolution of the spatial Tc modulation, which

indeed is qualitatively well reproduced as evidenced by the Tc map (fig. 4.29C). Hence,

by appropriately microstructuring a lamella, the potential energy landscape of a sample

can be tuned accordingly via the biaxial differential strain of the substrate. For instance, in
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Figure 4.29: (A) Local susceptibility of a modified Montgomery device, measured at three
temperatures by scanning SQUID microcopy. (B) The results of the COMSOL simulation
show how the areas calculated to exhibit superconductivity at the corresponding tem-
peratures (in white) are in good qualitative agreement with the measurements. (C) The
simulated Tc map of the modified Montgomery device. The data presented in this figure
were measured and analysed by G. Ferguson.

the modified Montgomery sample, the enclosed region of suppressed superconductivity

acts as a vortex trap, as that is the position of the locally lowest superfluid density.

In conclusion, we have seen that the differential thermal contraction mismatch between

an a-c CeIrIn5 microstructured lamella and a sapphire substrate bonded together leads to

an intricate spatial strain modulation within the lamella. Due to the strain sensitivity of Tc,

this in turn results in the development of complex spatial variation of the superconducting

transition temperature, which can be locally suppressed or enhanced depending on the

c/a ratio.
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4.5 Conclusion

The results of the scanning SQUID investigations in corroboration with finite element sim-

lulations clearly identify substrate strain as the underlying cause for anisotropic supercon-

ductivity in microstructured samples. This, however, raises the question of the origin of

the anomalously high transition to a zero-resistance state observed in CeIrIn5 bulk sam-

ples. Superconductivity is typically observed below T res
c ≈ 1.2K [145], [168],i.e. about

three times higher than the bulk transition observed with thermodynamic probes Tbulk
c ≈

0.38K. To unravel this long-standing mystery, we have investigated the superconducting

transition in bulk samples of the samehigh-quality single crystals, which did not show signs

of filamentary superconductivity when microstructured.

4.5.1 Macroscopic samples

We have prepared four transport samples from high-quality single crystals, by wire sawing

them into rectangular transport bars along the a or c direction. Typical dimensions are 300

x 300 x 1500µm3. The samples were contacted by a combination of argon etching and

gold sputter deposition (100nm) onto the contact areas. Silver wires with 25 µm diameter

were attached using silver epoxy. To prevent any extrinsic stress, the samples were held

in place by the four silver wires alone and not glued onto a substrate.

The zero-resistance transitions are displayed in figure 4.30A. Clearly, the Tc values are en-

hanced, with T c
c ≈ 0.9K and T a

c ≈ 1.4K. In a next step, the samples were dipped into

11% hydrochloric acid (HCl) for 10 – 15 minutes until a change in surface colour / reflec-

tivity was clearly visible by eye, c.f. panel 4.30B. This leaves the normal state resistivity

unchanged, but the superconducting transition drops close to the thermodynamically ex-

pected value. Our observation is consistent with the interpretation that the enhanced Tc

in the non-etched samples are a result of surface strain induced by the sample preparation

with a wire saw. Upon etching, the strained layer is removed and Tc decreases to its bulk

value. This excludes intrinsic strain [155], for instance around defects similar to Ru-inclu-

sions found in Sr2RuO4 [206], as the origin of the enhanced transition temperature.

Furthermore, we have taken one of the etched samples and further polished its surface in
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Figure 4.30: (A) Four macroscopic samples of CeIrIn5 (shown in D) were cut into transport
bars by means of a wire saw. All bars showed an elevated Tc. In particular, bars cut along
the a direction show the highest Tc observable in CeIrIn5. (B) Upon etching away the dam-
aged surface of the macroscopic samples with HCl, all samples showed a transition into a
zero-resistance state close to the thermodynamically expected value. (Sample a1 was not
measured post-etching, because the contacts detached in the process). The grey curves
show the data from A in order to compare the normal state resistivity values. (C) The sur-
face of sample a2 was polished in the xenon plasma FIB after etching. The decrease of Tc

to the correct bulk value evidences that the FIB itself does not damage the surface during
the milling process. (D) Macroscopic samples, approximately 1.5mm long, are shown be-
fore and after HCl etching. The surface reflectivity has clearly changed. The bottom image
displays a SEM image after one side of the sample was polished in the xenon plasma FIB.

the xenon plasma FIB, c.f. bottom image in panel 4.30D. The superconducting transition

further decreases towards its bulk value (panel 4.30C), indicating that even more of the

damaged layer is being removed.

These etching experiments clearly demonstrate that surface strain induced by wire sawing

or polishing is the reason for the anomalously high resistive transitions. In contrast, FIB

171



Chapter 4. Spatially modulated heavy fermion superconductivity in CeIrIn5

machining is a much gentler technique compared to wire-sawing, in terms of inducing

strain during sample preparation.

4.5.2 Summary

Our results on microstructured devices as well as macroscopic samples finally resolve the

mystery of the anomalous resistive transition in CeIrIn5. We conclude that the supercon-

ducting transition in this compound is comparatively sensitive to strain and thus suscep-

tible to differential thermal contraction mismatch or surface induced strain as a result of

sample preparation. These experiments demonstrate how involuntary local pressure on

the order of 10 kbar can readily be created, even in materials where the response to strain

is less dramatic.

In general, the strain accessible using our fabrication route is sufficient to substantially

alter the electronic properties of many strongly correlated materials, owing to the small

energy scales defining their physics. Having demonstrated the predictive power of our

strain simulations based on finite element analysis, we can now begin to envision and

simulate future devices exploiting the newly found spatial strain tunability. Strain control

of the local correlation length, for instance, is expected to be a viable route to spatially

modulate properties beyond superconductivity. In CeRhIn5, for example, controlled strain

fields could be used to spatially modulate the magnetic order and enable the conditions

for quantum criticality to be introduced locally. Other possibilities include spatial variation

in spin and charge density wave systems. On a technological side, strain engineeringmay

offer alternative ways to generate superconducting circuitry in a homogenous metallic

device without any physical junctions.
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5 Summary and Outlook

The first chapter of this thesis provided thorough guidelines and instructions on how to

fabricate FIB devices, in the hope that microstructuring will gain in popularity over the

years to come and set the new standard for electrical transport measurements.

By investigating the ultra-pure metal PdCoO2, I found that even extended FIB irradiation

does not deteriorate the crystalline quality of the bulk, such that ballistic transport devices

can readily be fabricated. Ballistic measurements are of particular interest in this material,

as the underlying hexagonal Fermi surface imposes a simple yet non-trivial complication

compared to the commonly studied ballistic electron systems in circular Fermi surface

materials. In fact, the flat sections of the hexagonal Fermi surface in PdCoO2 lead to a

super-geometrical ballistic effect, which restricts the propagation of the ballistic electrons

into threemain directions. This has far reaching consequences, as I have demonstrated by

measuring the in-plane anisotropy in the ballistic regime as well as by . These experiments

form the basis of our microscopic understanding of electron transport in the ultra-clean

conductor PdCoO2. In particular in view of the proposed hydrodynamic contributions to

the flow of electrons at elevated temperatures, it is necessary to have a solid fundamental

description of the ballistic transport, to ground future calculations and experiments.

In the heavy fermion superconductor CeIrIn5, microstructured samples have been found

to exhibit spatially modulated superconductivity as a result of the inhomogeneous strain

profile induced by differential thermal contraction with respect to the substrate. While

puzzling at first, the anisotropic superconducting behaviour of CeIrIn5 led to a fruitful col-

laboration with K. Nowack's group for scanning SQUID microscopy at Cornell University.

By combining resistivity and SQUID microscopy measurements with finite element sim-

ulations, we demonstrate that controlled microscopic strain offers a new route towards

engineering potential landscapes in strongly correlated matter.

I hope that over the course of this thesis, I have conveyed a dual message, namely that FIB

microstructuring has considerable utility for quantum materials applications, but that, as
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with any technique, it also has drawbacks. In particular, its applicability to any newmaterial

class has to be carefully investigated on a case-by-case basis. The inevitable surface or

edge damage layer from FIB processing is typically only tens of nanometers thick, but if it

involves a chemical change it can lead tomisleading results. In a large number ofmaterials

for which this is not a problem, I believe that the technique has almost limitless potential,

and I hope that I have transmitted my enthusiasm for seeing that potential explored!

174



A Multichannel AC transport measurements

With the ability to fabricate devices with multiple voltage probes along a single current

path comes the need for a multichannel transport measurement setup. To this end we ei-

ther use a cluster of Zurich Instruments MFLI digital lock-in amplifiers or a Signal Recovery

multichannel lock-in amplifier model 9210with 5 dual channel signal processingmodules.

For a setup using Zurich lock-in amplifiers (LIA), we use home built voltage-to-current con-

verters [207] as well as pre-amplifiers at room temperature to enhance the signal. The

Signal Recovery LIA have the capability of measuring their source current across a built-in

10Ω resistor, such that it is sufficient to use a simple pre-resistor as a voltage-to-current

converter, while monitoring the current flow. Additionally, due to the low voltage noise of

the analog inputs (1.8 nV/
√
Hz) the pre-amplifier stage can be omitted. We these setups a

noise level of less than 4nV/
√
Hz can be readily achieved.

For a standard 4-point resistance measurement of a metallic microstructure, the typical

measurement currents used are on the order of 10 µA. In this case, a 20 µm long bar with a

cross section of 3x3 µm2 and a low temperature resistivity value of 1 µΩcm, yields a voltage

drop of 220nV, which is well above the noise-level. A common measurement frequency

that I use is 177Hz.

For the ultra-high conductivitymetal PdCoO2, which has a low temperature resistivity value

of only 10nΩcm, a current of only 10 µA is not sufficient to exceed the noise-treshold, in

particular in the non-local measurement geometry of a transverse electron focusing de-

vice. Therefore, for the TEF devices ameasurement current between 100µA and 5mAwas

used. In all cases I verified that that the voltage response of the device was in the linear

regime.
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