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Abstract

We consider the Assouad dimension analogues of two important problems in
geometric measure theory. These problems are tied together by the common theme
of ‘passing to weak tangents’. First, we solve the analogue of Falconer’s distance set
problem for Assouad dimension in the plane: if a planar set has Assouad dimension
greater than 1, then its distance set has Assouad dimension 1. We also obtain
partial results in higher dimensions. Second, we consider how Assouad dimension
behaves under orthogonal projection. We extend the planar projection theorem of
Fraser and Orponen to higher dimensions, provide estimates on the (Hausdorff)
dimension of the exceptional set of projections, and provide a recipe for obtaining
results about restricted families of projections. We provide several illustrative
examples throughout.
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1 Introduction

1.1 Weak tangents and Assouad dimension

The Assouad dimension is a fundamental notion in metric geometry, which goes back
to Bouligand’s 1928 paper [B]. It also played a role in Furstenberg’s seminal work
on galleries, which began in the 1960s, where it is referred to as the star dimension
[Fu1, Fu2]. The notion rose to prominence again in the 1970s through the work of
Assouad which established powerful connections between the Assoaud dimension and
embedding theory [A].

We begin by recalling the definition, but refer the reader to [Fr, L, R] for more details.
We consider subsets of d-dimensional Euclidean space Rd (d ∈ N), but some of what we
say holds in more general spaces. For a non-empty bounded set E ⊂ Rd and r > 0,
let Nr(E) be the smallest number of open sets with diameter less than or equal to r
required to cover E. The Assouad dimension of a non-empty set F ⊆ Rd is defined by

dimA F = inf

{
s > 0 : (∃C > 0) (∀R > 0) (∀ r ∈ (0, R)) (∀x ∈ F )

Nr

(
B(x,R) ∩ F

)
6 C

(
R

r

)s }
where B(x,R) denotes the closed ball centred at x with radius R. It is well-known that
the Assouad dimension is always an upper bound for the Hausdorff dimension and (for
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bounded sets) the upper box dimension. We write dimH for the Hausdorff dimension,
Hs for the s-dimensional Hausdorff (outer) measure, dimB for the upper box dimension,
and dimP for the packing dimension. For precise definitions and basic properties of these
concepts, we refer the reader to [F2].

One of the most effective ways to bound the Assouad dimension of a set from below
is to use weak tangents; an approach pioneered by Mackay and Tyson [MT]. Weak
tangents are tools for capturing the extremal local structure of a set. Let K(Rd) denote
the set of all non-empty compact subsets of Rd. This is a complete metric space when
equipped with the Hausdorff metric dH defined by

dH(A,B) = inf{δ > 0 : A ⊆ Bδ and B ⊆ Aδ}

where, for any C ∈ K(Rd),

Cδ = {x ∈ Rd : |x− y| < δ for some y ∈ C}

denotes the open δ-neighbourhood of C. We will also consider the space K(X) for a
fixed non-empty compact set X ⊆ Rd. This is the set of all non-empty compact subsets
of X and, importantly, this is a compact subset of K(Rd).

Definition 1.1. Let X ∈ K(Rd) be a fixed reference set (usually the closed unit ball or
square) and let E,F ⊆ Rd be closed sets with E ⊆ X. Suppose there exists a sequence
of similarity maps Tk : Rd → Rd such that dH(E, Tk(F ) ∩X) → 0 as k → ∞. Then E
is called a weak tangent to F .

Recall that a similarity map T : Rd → Rd is a map of the form x 7→ cO(x) + t where
c > 0 is a scalar (called the similarity ratio), O ∈ O(R, d) is a real orthogonal matrix
and t ∈ Rd is a translation. In most instances in this paper O will be the identity matrix
and c will be large. The following important result of Mackay and Tyson will be used
throughout the paper without being mentioned explicitly.

Proposition 1.2. [MT, Proposition 6.1.5]. Let F ⊆ Rd be closed, E ⊆ Rd be compact,
and suppose E is a weak tangent to F . Then dimA F > dimAE.

It turns out that one can actually achieve the Assouad dimension as the Hausdorff
dimension of a weak tangent. This beautiful fact, which is essentially due to Furstenberg,
will be the key technical tool in this paper and will allow us to pass various geometrical
problems to weak tangents. This approach provides a mechanism for finding ‘Assouad
dimension analogues’ of known results concerning the Hausdorff dimension (and other
dimensions) as well as proving stronger results, not known for other dimensions. Thus
we will obtain some fundamental results about the Assouad dimension via simple direct
arguments.

Theorem 1.3 (Furstenberg, Käenmäki-Ojala-Rossi). Let F ⊆ Rd be closed and non-
empty with dimA F = s ∈ [0, d]. Then there exists a compact set E ⊆ Rd with Hs(E) > 0
which is a weak tangent to F . In particular, dimHE = dimAE = s.

This result essentially appears in [Fu2, Section 5], without the conclusion that the
weak tangent has positive Hs measure and using different terminology: weak tangents
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are replaced by ‘microsets’ and Assouad dimension by ‘star dimension’, dim∗. In fact the
ideas go back further to Furstenberg’s work in the 1960s, see [Fu1]. For an explicit ex-
planation of the equivalence of Furstenberg’s setting and our setting, see [KR, Corollary
5.2]. The theorem also appears using our terminology in [KOR, Propositions 5.7-5.8].
Käenmäki-Ojala-Rossi give a direct and transparent proof that if d = 2, then there ex-
ists a weak tangent E with dimHE = s and an inspection of their proof in fact yields
Hs(E) > 0. Moreover, their proof easily extends to the case of general d. The argument
presented in the proof of [KOR, Propositions 5.7] is a development of an argument of
Bishop-Peres [BP, Lemma 2.4.4] which showed that in the case d = 1 there exists a weak
tangent with Hausdorff dimension equal to the upper box dimension of the original set.
Also, [FY, Theorem 2.4] contains the above result in the case when s = d, i.e. for sets
with full Assouad dimension. In this case one can actually find a weak tangent with
non-empty interior (which is stronger than positive Hd measure).

The term weak tangent is used in place of tangent for two reasons: there is no special
point in F at which we ‘zoom-in’, and the similarity ratios c associated with the maps Tk
need not ‘blow-up’. We reserve the word ‘tangent’ for weak tangents obtained by actually
zooming in at a fixed point in the set. More precisely, we call E from the above definition
a tangent to F if the following additional assumptions are satisfied: X = B(0, 1) (the
closed unit ball); the sequence of similarity maps Tk satisfies Tk(x0) = 0 for all k and
a fixed point x0 ∈ F (i.e. we zoom-in to the point x0 ∈ F ); and ck ↗ ∞ as k → ∞
(i.e. we actually zoom-in). We end this section with the observation that weak tangents
are really needed to effectively study the Assouad dimension and that the more direct
notion of tangent is not sufficient.

Example 1.4. There exists a compact set F ⊂ [0, 1] with dimA F = 1, but such that all
tangents to F have Assouad dimension equal to 0.

We will provide the details of this example in Section 3.1.

Remark 1.5. We recently learned that a similar example appears in [LR, Example 2.20].

2 Results

2.1 Distance sets

Given a set F ⊆ Rd, the distance set of F is defined by

D(F ) = {|x− y| : x, y ∈ F}.

The distance set problem, which stems from the seminal paper of Falconer [F1], is
to relate the dimensions of F with the dimensions of D(F ). Falconer’s distance set
conjecture refers to several related conjectures, one version of which is as follows:

Conjecture 2.1 (Falconer). Let d > 2 and F ⊆ Rd be an analytic set. If dimH F > d/2,
then D(F ) has positive Lebesgue measure (or even non-empty interior). In particular,
it also has full Hausdorff dimension.
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There are numerous partial results in support of this conjecture, but the problem
is still wide open, even in the plane. One may replace the Hausdorff dimension with a
different notion of dimension, such as the packing, box-counting or Assouad, and obtain
a different conjecture.

Conjecture 2.2. Let dim denote the Hausdorff, packing, upper or lower box or Assouad
dimension, let d > 2 and F ⊆ Rd be a bounded analytic set. If dimF > d/2, then
dimD(F ) = 1.

To the best of our knowledge, the different versions of this conjecture are all open for
all values of d > 2. See [Ma4, Conjecture 4.5] and the subsequent discussion related to
the Hausdorff dimension version. An important recent result of Orponen [O3] is that an
AD-regular set in the plane with dimension at least 1 has a distance set with full packing
dimension. Shmerkin later proved that a Borel set in the plane with equal Hausdorff
and packing dimensions strictly greater than 1 has a distance set with full Hausdorff
dimension, see [S1, S2]. Since these results require assumptions about more than one
dimension, they do not resolve Conjecture 2.2 for any particular dimension in isolation.
Our main result resolves Conjecture 2.2 for the Assouad dimension in the case d = 2.
Note that the analyticity assumption is not needed.

Theorem 2.3. If F ⊆ R2 is any set with dimA F > 1, then dimAD(F ) = 1.

We will prove Theorem 2.3 in Section 3.2.1. Clearly, dimA F > 1 does not guarantee
that D(F ) has non-empty interior, but our result combined with [FY, Theorem 2.4]
shows that it does guarantee the existence of a weak tangent to D(F ) with non-empty
interior. Moreover, in the setting of Conjecture 2.1 we obtain the following result on the
level of weak tangents.

Corollary 2.4. If F ⊆ R2 is any set with dimH F > 1, then D(F ) has a weak tangent
with non-empty interior.

In the higher dimensional case we obtain partial results. In particular, we show
that the Falconer-Erdoğan-Wolff bounds for Hausdorff dimension also hold for Assouad
dimension (without any measureability assumptions), see [Ma4] for a recent survey of the
state of the art. It appears that the appropriate analogues of these bounds are not known
to hold for other notions of dimension, such as box-counting or packing dimension.

Theorem 2.5. Let d > 2 be an integer and F ⊆ Rd be any non-empty set. Then

dimAD(F ) > inf
E ∈K(Rd):

dimH E= dimA F

dimAD(E).

In particular, if dimA F < d/2 + 1/3, then

dimAD(F ) > max

{
6 dimA F + 2− 3d

4
, dimA F −

d− 1

2

}
and, if dimA F > d/2 + 1/3, then dimAD(F ) = 1.
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We will prove Theorem 2.5 in Section 3.2.2. The non-quantitative part of Theorem
2.5 provides a recipe for directly transferring any bounds concerning the Hausdorff (or
box) dimension version of the distance set problem into analogous bounds concerning
the Assouad dimension version. In particular, this shows that the Hausdorff dimension
version of Conjecture 2.2 implies the Assouad dimension version.

Using an elementary ‘product and project’ argument, it is easily seen (and well-
known) that dimBD(F ) 6 2dimBF for any bounded F ⊆ Rd. The same bound holds for
packing dimension, dimP. However, there exists a compact set in Rd (for any d) with
Hausdorff dimension 0, but whose distance set contains an interval, see [KNS, DMT]. In
particular, [KNS, Proposition 3.1] provides a compact set A with Hausdorff dimension
0 but for which A ∩ (A + t) 6= ∅ for all t ∈ [0, 1]d, for example. This proves that
D(A) contains the interval [0,

√
d]. Despite these examples, there is still some control

on the Hausdorff dimension of the distance sets of small sets in that one always has
dimHD(F ) 6 dimH F +dimP F . The situation for Assouad dimension is rather different
in that arbitrarily small sets from a dimension point of view can have distance sets with
full Assouad dimension.

Example 2.6. There exists a non-empty compact set F ⊆ [0, 1] with dimA F = 0 and
dimAD(F ) = 1.

We will provide the details of this example in Section 3.2.3. If one allows F to have
positive dimension, then the examples can be very simple and are also quite prevalent.
In particular, for every s ∈ (0, 1), there exists an AD-regular set with dimension s but
dimAD(F ) = 1. The following theorem readily yields such examples since self-similar
sets satisfying the open set condition are AD-regular. Recall that a set is self-similar if
it is the unique non-empty compact set F satisfying

F =
⋃
i

Si(F )

for a finite collection of similarity maps Si whose similarity ratios are all strictly less
than 1. Such a collection of maps is called an iterated function system (IFS), and we
refer the reader to [F2, Chapter 9] for more details, including the definition of the open
set condition. Roughly speaking, the open set condition is satisfied if the ‘pieces’ Si(F )
do not overlap too much.

Theorem 2.7. Let F ⊆ Rd be a self-similar set which is not a single point and suppose
that two of the defining similarity ratios are given by a, b ∈ (0, 1) satisfying log a/ log b /∈
Q. Then dimAD(F ) = 1.

We will prove Theorem 2.7 in Section 3.2.3. The distance set problem for self-similar
sets was considered by Orponen [O1]. He proved that if a self-similar set in the plane has
positive H1 measure, then the corresponding distance set has Hausdorff dimension one.
Despite the previous examples, Theorem 2.3 is still sharp in the sense that one cannot
guarantee that the distance set has full Assouad dimension for sets F with dimA F > s
for any s < 1.

Example 2.8. For every s ∈ [0, 1), there exists a compact set F ⊆ [0, 1] with dimA F > s
but dimAD(F ) < 1.

We will provide the details of this example in Section 3.2.4.
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2.2 Projections

How dimension behaves under orthogonal projection is a classical problem in geomet-
ric measure theory. It was first considered by Besicovitch and later by Marstrand; see
Marstrand’s seminal 1954 paper [M]. For integers k, d with 1 6 k < d, one considers pro-
jections of Rd onto k-dimensional subspaces. The k-dimensional subspaces of Rd come
with a natural k(d − k) dimensional manifold structure, and so come equipped with
a k(d − k) dimensional analogue of Lebesgue measure. We identify each k-dimensional
subspace V with the orthogonal projection π : Rd → V and denote the set of all such pro-
jections as Gd,k. We can thus make statements about almost all orthogonal projections
π ∈ Gd,k. The manifold Gd,k is usually called the Grassmannian manifold and we refer
the reader to [Ma2, Chapter 3] for more information on this manifold and its natural
measure. The classical result for Hausdorff dimension, often referred to as Marstrand’s
projection theorem, is that for a fixed Borel set F ⊆ Rd, almost all π ∈ Gd,k satisfy

dimH πF = min{k, dimH F}.

This was first proved by Marstrand in the case d = 2 [M] and later by Mattila [Ma1] in
the general case. Similar results exist for upper and lower box dimension and packing
dimension in the sense that for almost all π ∈ Gd,k the dimension of πF is equal to a
constant. We refer the reader to the recent survey articles [FFJ, Ma3] for an overview
of the rich and interesting theory of dimensions of projections. A striking difference
in the case of Assouad dimension, is that the dimension of πF need not be almost
surely constant. In particular, [FrO, Theorem 2.5] provided an example of a set in the
plane which projects to sets with two different Assouad dimensions in positively many
directions π ∈ G2,1. Our main result on projections shows that one can at least give an
almost sure lower bound on the Assouad dimension of πF .

Theorem 2.9. Let F ⊆ Rd be any non-empty set and 1 6 k < d be an integer. Then

dimA πF > min{k,dimA F}

for almost all π ∈ Gd,k.

We will prove this theorem in Section 3.3.1. The case when k = 1 and d = 2 was
proved by Fraser and Orponen, see [FrO, Theorem 2.1], but our proof is completely
different. Recall that Fraser and Orponen proved that one cannot replace the almost
sure lower bound with an almost sure equality. Our result is also sharp: for example, if
F ⊆ Rd is contained in a k-dimensional subspace, then it is easy to see that for almost
all π ∈ Gd,k we have dimA πF = dimA F .

Interestingly, Theorem 2.9 is false if one replaces Assouad dimension by packing or
upper box dimension. The packing/upper box dimension of πF is almost surely constant,
but this constant can be strictly smaller than the minimum of k and the packing/upper
box dimension of F , see [FFJ, Ma3].

We are also able to estimate the size of the exceptional set in the above theorem,
i.e. the zero measure subset of Gd,k where the lower bound from the theorem fails.
In general, the exceptional set can be somewhere dense in Gd,k and so considering the
Assouad dimension of this set is the wrong approach (since the Assouad dimension of
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any somewhere dense set is equal to the dimension of the ambient space). We therefore
compute the Hausdorff dimension of the exceptional set. Note that Gd,k is a smooth
manifold of dimension k(d − k) and so our results are formulated to allow comparison
with the dimension of the ambient space.

Theorem 2.10. Let F ⊆ Rd be any non-empty set and 1 6 k < d be an integer. For
any s > 0 we have

dimH {π ∈ Gd,k : dimA πF < s} 6 sup
E ∈K(Rd):

dimH E= dimA F

dimH {π ∈ Gd,k : dimA πE < s} .

In particular, if 0 < s 6 min{k, dimA F}, then

dimH {π ∈ Gd,k : dimA πF < s} 6 k(d− k) + s−min{k, dimA F}.

We will prove this theorem in Section 3.3.2. Again, there does not appear to be a
direct analogue of this exceptional set result for packing dimension or box dimension.
See [O2] for some results in this direction and for an indication of why such analogues
are difficult (or even impossible) to obtain. Similar to Theorem 2.5, the non-quantitative
part of Theorem 2.10 provides a recipe for directly transferring any bounds concerning
the Hausdorff dimension of the exceptional set in the projection theorem for Hausdorff
dimension into analogous bounds concerning the projection theorem for Assouad di-
mension. For example, the quantitative bounds in Theorem 2.10 can be improved in
the plane by using the non-quantitative part together with [O4, Theorem 1.13] or [Bo,
Theorem 4]. We leave precise formulations to the reader.

Finally, we present some general results concerning restricted families of projections.
Let P ⊆ Rn be a Borel set with positive n-dimensional Lebesgue measure which pa-
rameterises a family of projections {πt ∈ Gd,k : t ∈ P} (we only assume that the map
t 7→ πt is a bijection, but in practise it will usually have strong additional regularity
properties). One now wants to make statements about the dimensions of πtF for almost
all t ∈ P in situations where {πt : t ∈ P} is a null set in Gd,k, i.e. a genuinely restricted
family of projections where Marstrand’s theorem yields no information directly. There
are numerous results along these lines, most focusing on Hausdorff dimension, and we
refer the reader to [FFJ, FO] for a survey of recent results. Rather than present several
different Assouad dimension analogues, we give one ‘meta theorem’, which can apply in
many cases.

Theorem 2.11. Let F ⊆ Rd be any non-empty set and 1 6 k < d be an integer. Let
P ⊆ Rn be a positive measure set which parameterises a family of projections {πt ∈
Gd,k : t ∈ P} as above. Then for almost all t ∈ P we have

dimA πtF > inf
E ∈K(Rd):

dimH E= dimA F

essinf
s∈P

dimA πsE.

We will prove this theorem in Section 3.3.3. This result gives a recipe for transforming
results on the Hausdorff dimension into results on the Assouad dimension. To motivate
this approach, we give one such example, which follows from a result of Fässler and
Orponen [FO] concerning projections of R3 onto lines in a ‘non-degenerate’ family of
directions.
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Corollary 2.12. Let F ⊆ R3 be any set and φ : (0, 1)→ S2 be a C3 bijection such that
for all t ∈ (0, 1) the vectors {φ(t), φ′(t), φ′′(t)} span R3 and let πt denote projection onto
the line in direction φ(t).

1. If dimA F = s > 1/2, then there exists a constant σ(s) > 1/2 such that for almost
all t ∈ (0, 1)

dimA πtF > σ(s).

2. If dimA F 6 1/2, then for almost all t ∈ (0, 1)

dimA πtF > dimA F.

Proof. This follows immediately from Theorem 2.11 and results from [FO]. For case 1.,
Fässler and Orponen proved that if an analytic set E ⊆ R3 has Hausdorff dimension
s > 1/2, then the packing dimension (and thus the Assouad dimension) of πtE is almost
surely bigger than a constant σ(s) > 1/2, see [FO, Theorem 1.7]. For case 2., see [FO,
Proposition 1.5].

3 Remaining proofs

3.1 Details of Example 1.4: tangents are not enough

Let F ⊆ [0, 1] be given by

F = {0} ∪
∞⋃
k=1

k⋃
l=0

{
2−k + l4−k

}
.

For each k let Tk be the similarity defined by Tk(x) = k−14k(x− 2−k) and observe that

Tk(F ) ∩ [0, 1] =

k⋃
l=0

{l/k} → [0, 1]

in dH as k → ∞. Therefore [0, 1] is a weak tangent to F and we may conclude that
dimA F = 1. Since F only has one accumulation point (at the origin) we only have to
consider tangents at this point. Indeed, any tangent to F at an isolated point is clearly
a singleton and has Assouad dimension equal to zero. As such, suppose E is a tangent
to F at 0. That is, there exists a sequence of similarity maps Sn (n > 1) of the form
Sn = cnx where 1 < cn ↗∞ as n→∞ such that

Sn(F ) ∩B(0, 1)→ E

in dH as n → ∞. Here we have assumed without loss of generality that the Sn are
orientation preserving, which we may do by considering a subsequence and introducing
a reflection if necessary. Let

F0 = {0} ∪
∞⋃
k=1

{
2−k
}
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and observe that dimA F0 = 0. We claim that E is also a tangent to F0, which completes
the proof since any (weak) tangent to F0 necessarily has Assouad dimension 0. For each
n let

m(n) = min{k > 1 : cn2−k 6 1}

and note that m(n)→∞ as n→∞. Observe that

Sn(F ) ∩B(0, 1) ⊆ {0} ∪
∞⋃

k=m(n)

[
cn2−k, cn2−k + cnk4−k

]
and

Sn(F0) ∩B(0, 1) = {0} ∪
∞⋃

k=m(n)

{
cn2−k

}
and therefore

dH

(
Sn(F ) ∩B(0, 1), Sn(F0) ∩B(0, 1)

)
6 sup

k>m(n)
cnk4−k

= cnm(n)4−m(n)

6 m(n)2−m(n) → 0.

We conclude that Sn(F0) ∩B(0, 1)→ E in dH as n→∞, as required.

3.2 Distance sets

3.2.1 Proof of Theorem 2.3

The key technical lemma in proving our results on distance sets is the following. It states
that one can pass questions on distance sets to weak tangents.

Lemma 3.1. Let F ⊆ Rd be a non-empty closed set and suppose E is a weak tangent
to F . Then

dimAD(F ) > dimAD(E).

Proof. Since E is a weak tangent to F , we may find a non-empty compact set X ⊆ Rd
and a sequence of similarity maps Tk : Rd → Rd such that

Tk(F ) ∩X → E (3.1)

in dH as k → ∞. We may clearly assume that X is not a single point and we write
|X| ∈ (0,∞) for the diameter of X. Also, for each k, write ck ∈ (0,∞) for the similarity
ratio of Tk. Consider the sequence of compact sets given by

ckD(F ) ∩ [0, |X|]

where ckD(F ) = {ckz : z ∈ D(F )} and take a strictly increasing infinite sequence of
integers (kn)n>0 such that cknD(F ) ∩ [0, |X|] converges in dH to a compact set B. We
may do this since (K([0, |X|]), dH) is compact. In particular, B is a weak tangent to
D(F ) and so

dimAD(F ) > dimAB.
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Thus to complete the proof it suffices to show that D(E) ⊆ B. Let z = |x− y| ∈ D(E)
for some x, y ∈ E. It follows from (3.1) that we can find a sequence of pairs xk, yk ∈
Tk(F )∩X such that xk → x and yk → y. For each k we have T−1

k (xk), T
−1
k (yk) ∈ F and

so
c−1
k |xk − yk| = |T

−1
k (xk)− T−1

k (yk)| ∈ D(F ).

Moreover, |xk − yk| 6 |X| and therefore

|xk − yk| ∈ ckD(F ) ∩ [0, |X|].

It follows that

z = |x− y| = lim
k→∞

|xk − yk| = lim
n→∞

|xkn − ykn | ∈ B

which completes the proof.

We are now ready to prove Theorem 2.3. Let F ⊆ R2 be a closed set with dimA F =
s > 1. We will deal with the non-closed case at the end of the proof.

It follows from Theorem 1.3 that F has a weak tangent E such that Hs(E) > 0.
We may take a compact subset E′ ⊆ E with positive and finite Hs measure, see [F2,
Theorem 4.10], and define

ν =
1

Hs(E′)
Hs|E′

to be the normalised restriction of Hs to E′. Thus ν is a Borel probability measure
supported on a compact set E′ of positive Hs measure. Without loss of generality we
may assume that E′ is contained in [0, 1]2 and note that the ν measure of the boundary
of [0, 1]2 (or any square) is zero. We will now employ the theory of CP-chains, which
were introduced by Furstenberg in the seminal paper [Fu2] building on his earlier work
from the 1960s, see [Fu1]. The theory has recently been developed by Hochman [H] and
Hochman-Shmerkin [HS] and has proved a powerful tool in studying many geometric
problems. The idea is to apply ideas from ergodic theory to the measure valued process
generated by zooming in at a point in the support of a fractal measure.

Let M denote the collection of all Borel probability measure supported on [0, 1]2,
endowed with the topology of weak convergence. Let E be the collection of all half open
dyadic boxes contained in [0, 1)2 oriented with the coordinate axes. By half open dyadic
box we mean a set of the form [a, b)×[c, d) where both [a, b) and [c, d) are dyadic intervals
of the same length. For x ∈ [0, 1)2, write ∆k(x) to denote the unique kth generation box
in E containing x (where ‘kth generation’ refers to those boxes of sidelength 2−k in the
dyadic filtration E). For B ∈ E , let TB : R2 → R2 be the unique rotation and reflection
free similarity that maps B onto [0, 1)d. For µ ∈ M and B ∈ E such that µ(B) > 0, we
write

µB =
1

µ(B)
µ|B ◦ T−1

B ∈ M.

The measures µ∆k(x) are called (dyadic) minimeasures (at x) and weak limits of se-
quences of minimeasures where the level k → ∞ are called (dyadic) micromeasures (at
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x). We denote the set of all micromeasures of µ by Micro(µ). A CP-chain is a stationary
Markov process (µn, xn)∞n=1 on the state space

{(µ, x) : µ ∈M, x ∈ [0, 1)2, and for all k ∈ N, µ(∆k(x)) > 0}

where the transition probability is given by

(µ, x)→
(
µ∆1(x), T∆1(x)(x)

)
with probability µ(∆1(x)). There is a minor technical issue here if µ gives positive
measure to the boundary of the dyadic boxes in E , but we can omit discussion of this
since we will apply the theory to ν which does not have this property. For convenience
we assume from now on that µ gives zero measure to the boundary of all dyadic boxes.
The measure component of the stationary distribution for the process described above
is a measure Q supported on M and is called a CP-distribution. A CP-chain is said to
be ergodic if Q is ergodic. We say a measure µ ∈M generates a CP-chain with measure
component Q if at µ almost every x ∈ [0, 1]2, the scenery distributions

1

N

N∑
k=1

δ
µ∆k(x)

converge weakly to Q as N →∞ and for every q ∈ N, there exists a distribution Qq on
M such that at µ almost every x ∈ [0, 1]2, the q-sparse scenery distributions

1

N

N∑
k=1

δ
µ∆qk(x)

converge weakly to Qq as N → ∞. Here the distributions Q and Qq are necessarily
supported on the micromeasures Micro(µ). We refer the reader to [HS, Section 7] for
more details on CP-chains. They have proved to be of central importance in several
problems on geometric measure theory in the last few years and, in particular, measures
which generate ergodic CP-chains have many useful properties. We will use the follow-
ing result of Ferguson-Fraser-Sahlsten [FFS, Theorem 1.7] which relates CP-chains to
distance sets. Recall that the (lower) Hausdorff dimension of a measure is defined by
dimH µ = inf{dimH F : µ(F ) > 0} and note that dimH ν = s.

Theorem 3.2 (Ferguson-Fraser-Sahlsten). Let µ ∈M be a measure which generates an
ergodic CP-chain and is supported on a set X of positive length, i.e. H1(X) > 0. Then

dimHD(X) > min{1, dimH µ}.

The dimension of a CP-chain is the average of the dimensions of micromeasures with
respect to the measure component of the chain, i.e.∫

dimH ν dQ(ν),
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but for an ergodic CP-chain the micromeasures are almost surely exact dimensional with
a common ‘exact dimension’, [HS, Lemma 7.9]. Recall that a measure µ is called exact
dimensional if the local dimension

lim
r→0

logµ(B(x, r))

log r

exists and equals some constant α at almost every point in the support. In this case, we
also have dimH µ = α.

Hochman and Shmerkin proved that for any µ ∈ M, there exists an ergodic CP-
chain whose measure component Q is supported on Micro(µ) and has dimension at
least dimH µ, see [HS, Theorem 7.10]. Moreover, [HS, Theorem 7.7] tells us that Q-
almost all micromeasures generate this CP-chain. In particular, for ν defined above
we can guarantee the existence of a micromeasure ν ′ ∈ Micro(ν) which generates an
ergodic CP-chain of dimension at least s and satisfies dimH ν

′ > s > 1. This guarantees
that the support of ν ′ has positive length. Putting these facts together, there exists a
micromeasure ν ′ of ν which generates an ergodic CP-chain and is supported on a set X
of positive length. We now require the following simple general lemma.

Lemma 3.3. Let Z ⊆ Rd be a fixed compact set and µk be a sequence of Borel probability
measures with supports denoted by Yk ⊆ Z such that µk weakly converges to µ and Yk
converges to Y in the Hausdorff metric. Then the support of µ is a subset of Y .

Proof. For A,B ∈ K(Z), let

ρH(A,B) = inf{δ > 0 : A ⊆ Bδ}.

Write supp(µ) for the support of µ. We claim that ρH(supp(µ), Yk) → 0 as k → ∞.
Suppose not, in which case there exists ε > 0 and x ∈ supp(µ) such that there exist
arbitrarily large k such that

Yk ∩B(x, ε) = ∅

where B(x, ε) denotes the open ball centred at x with radius ε. Therefore

µ(B(x, ε)) 6 lim inf
k→∞

µk(B(x, ε)) = 0

which is a contradiction. We conclude that

ρH(supp(µ), Y ) 6 ρH(supp(µ), Yk) + dH(Yk, Y )→ 0

and the desired result follows.

Note that in the above lemma, one may not conclude that the support of µ is equal
to Y . The sequence µk = (1/k)H1|[0,1] + (1− 1/k)δ0 provides a counter example, where
δ0 denotes a point mass at 0.

Since ν ′ is a micromeasure of ν, it is the weak limit of a sequence of minimeasures
νBk (where Bk is a dyadic square) which are supported on TBk

(E′)∩ [0, 1]2 ∈ K([0, 1]2).
Since K([0, 1]2) is compact we can assume the sequence TBk

(E′)∩ [0, 1]2 converges in dH
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to a non-empty compact set E′′ ⊆ [0, 1]2, which is therefore a weak tangent to E′. It
follows from Lemma 3.3 that X = supp(ν ′) ⊆ E′′.

The desired result now follows by piecing together the above:

dimAD(F ) > dimAD(E) by Lemma 3.1 since E is a weak tangent to F

> dimAD(E′) since E′ ⊆ E
> dimAD(E′′) by Lemma 3.1 since E′′ is a weak tangent to E′

> dimAD(X) since X ⊆ E′′

> dimHD(X)

> min{1, dimH ν
′} by Theorem 3.2

= 1

which completes the proof.
All that remains is the case when F is not closed. However, dimA F = dimA F > 1

and D(F ) ⊇ D(F ). Therefore, using the result in the closed case, we have

dimAD(F ) = dimAD(F ) > dimAD(F ) = 1

as required.

3.2.2 Proof of Theorem 2.5

This theorem follows immediately by combining Theorem 1.3, Lemma 3.1 and the results
of Falconer and Erdoğan on Hausdorff dimension. Let F ⊆ Rd be any non-empty set.
Using Theorem 1.3 we can find a compact (and therefore Borel) set E ⊆ Rd which is a
weak tangent to F with dimHE = dimA F = dimA F . The desired result then follows
from Lemma 3.1 since

dimAD(F ) = dimAD(F ) > dimAD(F ) > dimAD(E) > inf
E′ ∈K(Rd):

dimH E
′= dimA F

dimAD(E′),

as required. For the quantitative result, the well-known results of Falconer and Erdoğan,
see [Ma4, Chapter 15], yield

dimAD(F ) > dimAD(E) > dimHD(E) > max

{
6 dimA F + 2− 3d

4
, dimA F −

d− 1

2

}
provided dimHE = dimA F < d/2 + 1/3 and dimHD(E) = 1 otherwise.

3.2.3 Details of Example 2.6 and proof of Theorem 2.7

We begin by proving Theorem 2.7 and then we will adapt the construction of a self-
similar set to satisfy the conditions of Example 2.6. Let F ⊂ Rd be a self-similar set
which is not a single point. Let x, y ∈ F be distinct points and let ∆ := |x− y| > 0. Let
Sa be one of the defining similarity maps with contraction ratio a and Sb be one of the
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defining similarity maps with contraction ratio b. For all integers m,n > 0 we have that
Sma ◦ Snb (x), Sma ◦ Snb (y) ∈ F and therefore

|Sma ◦ Snb (x)− Sma ◦ Snb (y)| = ambn∆ ∈ D(F ).

The proof of Theorem 2.7 is now similar to the example in [Fr, Section 3.1], but we
include the details for completeness. We will show that [0, 1] is a weak tangent to D(F )
which proves the theorem. For each integer k > 1 let Tk : [0, 1] → [0, 1] be defined by
Tk(x) = ∆−1b−kx and, using compactness of K([0, 1]), extract a convergent subsequence
of Tk(D(F )) ∩ [0, 1] in the Hausdorff metric, the limit of which is a weak tangent to
D(F ). Since{

ambn : m,n ∈ Z, m > 0, n > −k
}
∩ [0, 1] ⊂ Tk(D(F )) ∩ [0, 1]

for all k > 1 and the sequence of sets on the left is nested, the weak tangent must contain
the set

{ambn : m ∈ N, n ∈ Z} ∩ [0, 1].

However, it follows almost immediately from the assumption on a and b that this set is
simply [0, 1]. We will prove the equivalent statement that {m log a+n log b : m ∈ N, n ∈
Z} is dense in (−∞, 0). Indeed

m log a+ n log b = n log a

(
m

n
+

log b

log a

)
and by Dirichlet’s theorem on Diophantine approximation combined with the irrational-
ity of log b/ log a we can find infinitely many integers n > 1 such that

0 <
∣∣∣m
n

+
log b

log a

∣∣∣ < 1/n2

for some integer m. Therefore for any ε > 0 we can choose m,n such that

0 < |m log a+ n log b| < ε

and by scaling m,n by each positive integer in turn we can find infinite (one sided)
arithmetic progressions with arbitrarily small gap length inside {m log a+ n log b : m ∈
N, n ∈ Z} which completes the proof.

We will now show how to build an example with Assouad dimension 0 since the
examples provided by Theorem 2.7 all have strictly positive Assouad dimension. This
is the content of Example 2.6. Fix a, b ∈ (0, 1) with log a/ log b /∈ Q as above. For each
integer k > 1, consider the IFS I(k) consisting of the two maps

S1
k : x 7→ a2kx and S2

k : x 7→ b2
k
x+ (1− b2k)

and let N(k) be a large positive integer which we will specify later. Let θ = (θ1, θ2, . . . ) ∈
NN be the infinite integer sequence defined by beginning with N(1) 1s, and following
with N(2) 2s, and so on. In other words, θ is the unique word with non-decreasing
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entries such that for all integers k there are precisely N(k) occurrences of the integer k.
Also let Φk : K([0, 1])→ K([0, 1]) be defined by the action of the IFS I(k), i.e.

Φk(X) = S1
k(X) ∪ S2

k(X).

Finally, let

E =
∞⋂
n=1

Φθn ◦ · · · ◦ Φθ1([0, 1])

and observe that E is a non-empty compact subset of [0, 1]. For every integer k > 1 we
can decompose E into finitely many pieces, each of which is a subset of the attractor
of I(k). We can do this because the maps in I(k′) are iterates of maps from I(k) for
any 1 6 k < k′. Since the Assouad dimension is finitely stable, this means that we can
bound the Assouad dimension of E by the similarity dimension of the attractor of I(k)
for all k, see [F2, Chapter 9] and [Fr]. In particular, the similarity dimension associated
with I(k) is the unique real solution s(k) of

as(k)2k + bs(k)2k = 1

and so
dimAE 6 inf

k>1
s(k) = 0.

All remains is to prove that we may choose the integers N(k) such that the key feature
of the systems we use is preserved, i.e. dimAD(E) = 1.

By construction, for all k > 1 we have

D(E) ⊇

(
k−1∏
l=1

a2(l−1)N(l−1)

){
a2kmb2

kn : m,n ∈ Z, 0 6 m,n 6 N(k)
}
.

These points are found similar to above, but by looking at the left most interval at level
N(1) + · · ·+N(k − 1) in the construction, which has length(

k−1∏
l=1

a2(l−1)N(l−1)

)
,

and then looking at end points of intervals within this interval for the next N(k) levels.
For each k > 1, let Tk be defined by

Tk(x) =

(
k−1∏
l=1

a2(l−1)N(l−1)

)−1

b−2kN(k)/2(x)

and assume for convenience that N(k) is even. It follows that

Tk(D(E)) ∩ [0, 1]

⊇
{
a2kmb2

kn : m,n ∈ Z, 0 6 m 6 N(k), −N(k)/2 6 n 6 N(k)/2
}
∩ [0, 1].
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Now choose N(k) sufficiently large (and even) such that the Hausdorff distance between
the set above and the closure of the set

I :=
{
a2kmb2

kn : m,n ∈ Z, 0 6 m <∞, −∞ < n <∞
}
∩ [0, 1]

is less than 1/k. However, since

log a2k

log b2k
=

log a

log b
/∈ Q,

we have already seen that the closure of I is simply the unit interval [0, 1]. It follows
that Tk(D(E)) ∩ [0, 1]→ [0, 1] in the Hausdorff distance as k →∞. In particular, [0, 1]
is a weak tangent to D(E) and we conclude that dimAD(E) = 1 as required.

3.2.4 Details of Example 2.8: sharpness of Theorem 2.3

Let s ∈ [0, 1) and let N > 2 be an integer satisfying (N + 1)/2 −N s > 1 and K be an
integer satisfying N s 6 K < (N + 1)/2. For all i ∈ {0, . . . ,K − 1} let Si : [0, 1]→ [0, 1]
be defined by

Si(x) = (x+ 2i)/N

and F ⊆ [0, 1] be the self-similar set associated with the IFS {Si}K−1
i=0 . Since the defining

IFS satisfies the open set condition, it follows that

dimA F = dimH F =
logK

logN
> s.

Consider the set π(F × F ) where π is orthogonal projection onto the subspace of R2

spanned by (1,−1) identified with R. This is a self-similar set defined by 2K−1 equicon-
tractive similarities with common contraction ratio 1/N . Moreover, by our choice of
indexing, a simple geometric argument shows that the open set condition is satisfied for
this system. The map φ defined by φ(x) = |x| is bi-Lipschitz on (−∞, 0) and [0,∞) and
so cannot increase Assouad dimension (the fact that it is Lipschitz on the whole of R
is not enough to guarantee this, see [L, Example A.6 2] or [Fr, Section 3.1]). Moreover,
φ(π(F × F )) = D(F ) and therefore

dimAD(F ) 6 dimA π(F × F ) 6
log 2K − 1

logN
< 1

as required.

3.3 Projections

3.3.1 Proof of Theorem 2.9: orthogonal projections

Let F ⊆ Rd be any non-empty set, and let k ∈ [1, d) be an integer. Since for any π ∈ Gd,k
we have π(F ) ⊆ π(F ) and the Assouad dimension is stable under taking closure, we may
assume that F is closed to begin with. It follows from Theorem 1.3 that there exists
a compact set E ⊆ Rd which is a weak tangent to F such that dimHE = dimA F . In
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particular, there exists a sequence of similarity maps Tk on Rd and a compact set X ⊆ Rd
such that

Tk(F ) ∩X → E (3.2)

in dH as k →∞. Moreover, we may assume that the Tk are homothetic, i.e. of the form
Tk(x) = ckx+ tk for a real constant ck > 0 and a translation tk ∈ Rd. In fact the proof of
Theorem 1.3 given in [KOR] yields homothetic maps directly, but it is also easy to prove
from the statement of Theorem 1.3 in this paper. Suppose Tk(x) = ckOkx + tk where
Ok ∈ O(R, d) is a not necessarily trivial orthogonal component and O(R, d) is the real
orthogonal group. Since O(R, d) is compact in the topology of uniform convergence, we
may assume that Ok → O uniformly for some fixed O ∈ O(R, d) by taking a subsequence
if necessary. Using continuity of O−1 and (3.2) it is easily verified that

(ck(F ) +O−1(tk)) ∩O−1(X)→ O−1(E)

and therefore O−1(E) is a weak tangent to F with all the desired properties.
In what follows it is convenient to identify π(Rd) with Rk in the natural way. Define

a map π ◦ Tk ◦ π−1 from π(Rd) to itself by

{π ◦ Tk ◦ π−1(x)} = {π(Tk(y)) : π(y) = x}

and observe that since Tk is assumed to be homothetic this is well-defined, i.e. the set
{π(Tk(y)) : π(y) = x} is a singleton. Moreover, writing Tk(x) = ckx + tk, we have for
x ∈ π(Rd) that

π ◦ Tk ◦ π−1(x) = π(ckπ
−1(x) + tk) = ckx+ π(tk)

and so π ◦ Tk ◦ π−1 is itself a (homothetic) similarity. Since π : K(Rd) → K(Rk) is
continuous, it follows from (3.2) that(

π ◦ Tk ◦ π−1
)

(π(F )) ∩ π(X) = π(Tk(F )) ∩ π(X) ⊇ π (TkF ∩X) → π(E) (3.3)

in dH as k →∞. Note that π(X) is a compact subset of π(Rd) and K(π(X)) is compact
and so we may assume, by taking a subsequence if necessary, that (π ◦Tk ◦π−1)(π(F ))∩
π(X) converges to a compact set E′ ⊆ π(X) in dH as k → ∞. In particular, E′ is a
weak tangent to π(F ) and it follows from (3.3) that E′ ⊇ π(E).

Theorem 2.9 now follows immediately. We demonstrated above that for all π ∈ Gd,k,
the set π(E) is a subset of a weak tangent to π(F ). It therefore follows from Marstrand’s
classical projection theorem for Hausdorff dimension that for almost all π ∈ Gd,k we have

dimA π(F ) > dimA π(E) > dimH π(E) = min{k,dimHE} = min{k, dimA F}

as required.

3.3.2 Proof of Theorem 2.10: dimension of exceptions

Theorem 2.10 follows by combining the argument of the previous section with known es-
timates for the Hausdorff dimension of the set of exceptions to Marstrand’s classical pro-
jection theorem for Hausdorff dimension. In particular, let E be as before and recall that
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dimHE = dimA F and for all π ∈ Gd,k we have dimA π(F ) > dimA π(E) > dimH π(E).
Therefore, for any s > 0, we have

dimH {π ∈ Gd,k : dimA π(F ) < s} 6 dimH {π ∈ Gd,k : dimA π(E) < s}
6 sup

E′ ∈K(Rd):
dimH E

′= dimA F

dimH

{
π ∈ Gd,k : dimA π(E′) < s

}
as required. Turning attention to the quantitative statement, suppose 0 < s 6
min{k,dimA F} = min{k, dimHE}. Applying known bounds, which can be found in
[Ma4, Corollary 5.12] for example, yields

dimH {π ∈ Gd,k : dimA π(F ) < s} 6 dimH {π ∈ Gd,k : dimH π(E) < s}
6 k(d− k)− (min{k,dimHE} − s)
= k(d− k)− (min{k,dimA F} − s)

as required.

3.3.3 Proof of Theorem 2.11: restricted families of projections

This theorem is proved in a similar way to Theorem 2.9. Let E be as before and recall
that dimHE = dimA F and for all t ∈ P we have dimA πt(F ) > dimA πt(E). It follows
that for almost all t ∈ P we have

dimA πt(F ) > dimA πt(E) > essinf
s∈P

dimA πsE > inf
E ∈K(Rd):

dimH E= dimA F

essinf
s∈P

dimA πsE

which completes the proof.
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