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Abstract

Integrated data analyses are becoming increasingly popular in studies of wild animal populations where two or more separate sources of data contain information about common parameters. Here we develop an integrated population model using abundance and demographic data from a study of common guillemots *Uria aalge* on the Isle of May, southeast Scotland. A state-space model for the count data is supplemented by three demographic time series (productivity and two mark-recapture-recovery (MRR)), enabling the estimation of prebreeder emigration rate—a parameter for which there is no direct observational data, and which is unidentifiable in the separate analysis of MRR data. A Bayesian approach using MCMC provides a flexible and powerful analysis framework.

This model is extended to provide predictions of future population trajectories. Adopting random effects models for the survival and productivity parameters, we implement the MCMC algorithm to obtain a posterior sample of the underlying process means and variances (and population sizes) within the study period. Given this sample, we predict future demographic parameters, which in turn allows us to predict future population sizes and obtain the corresponding posterior distribution. Under the assumption that recent, unfavourable conditions persist in the future, we obtain a posterior probability of 70% that there is a population decline of > 25% over a 10-year period.

Lastly, using MRR data we test for spatial, temporal and age-related correlations in guillemot survival among three widely separated Scottish colonies that have varying overlap in nonbreeding distribution. We show that survival is highly correlated over time for colonies/age classes sharing wintering areas, and essentially uncorrelated for those with separate wintering areas. These results strongly suggest that one or more aspects of winter environment are responsible for spatiotemporal variation in survival of British guillemots, and provide insight into the factors driving multi-population dynamics of the species.
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Chapter 1

Introduction

1.1 Justification

How and why populations change over time are two of the central questions in population ecology (Turchin 2003). The ‘how’ concerns the quantification of changes in population size in terms of the key demographic parameters of productivity, survival and movement. The ‘why’ attempts to identify the factors driving changes in these primary population processes. Knowledge of population ecology can help us understand why some populations are decreasing rapidly while others are increasing and expanding their range; why some species’ populations cycle or crash and others do not; and whether changes in demographic rates and/or population size are related to intrinsic factors (e.g. density dependence), extrinsic factors (e.g. weather variables, habitat changes), or both.

In this time of dramatic losses of global biodiversity and ever greater demands placed on wild living resources by an increasing human population, such knowledge is essential for conservation biologists, wildlife managers, and resource biologists alike (Rockwood 2006). Therefore, as King et al. (2009) note, ‘it is clearly a very important time for the study of population ecology, for the precise estimation of demographic rates, and application of the best methods for statistical inference and forecasting’. Two important recent advances that help to fulfil these criteria are the development of integrated population modelling, and the growth of Bayesian methods for statistical ecology. These topics are the focus of this thesis.

In this introductory chapter, we give a brief overview of some of the models encountered in population ecology, along with the essentials of Bayesian inference, before applying the methods to real data in the remainder of the thesis.
1.2 Models for population data

Long-term monitoring schemes for wildlife populations may generate numerous types of data, each containing information on different aspects of the population, for example its size, survival rates, productivity parameters, movement rates, measurements of the size/weight of individuals, behavioural observations, etc. In this section, we provide a brief introduction to some of the data types encountered in the remainder of the thesis, including discussion of the associated models that are typically fitted to these data. We note here that all the modelling approaches used in the thesis are based on a discrete time-scale with yearly intervals, which is highly appropriate for annually reproducing organisms in a seasonal environment, such as seabirds.

1.2.1 Modelling survival

Survival is an important driver of population growth rate (Heppell et al. 2000, Sæther & Bakke 2000, Oli & Dobson 2003), and is thus a key parameter of population dynamics models. Estimates of survival are most commonly obtained using mark-recapture and/or ring-recovery data, known collectively as mark-recapture-recovery (MRR) data. We first outline separately the two types of data and their associated models, before considering how they may analysed simultaneously.

Mark-recapture data

The collection of mark-recapture data for survival estimation begins with marking a sample of animals using unique individual marks—these are commonly either man-made marks such as rings or tags, or natural physical features of the animal such as pelage colouration or fin shape—and these ‘marked’ animals may then be identified at subsequent recapture occasions. Identification may be through physical recapture or, if the mark is identifiable from a distance, through resighting; however, due to the nature of wild animals, it is rare for them to be seen on every occasion. It is also typical for there to be additional releases of newly-marked animals at each occasion. This process results in a unique capture history for each animal, consisting of a series of ones and zeros indicating whether that individual was caught or not caught, respectively, at each recapture occasion; see Section 2.3.2 for an example capture history and further explanation.

Modelling the recapture process requires two sets of parameters: survival
1.2 Models for population data

rates, commonly denoted by $\phi$, give the probability of survival for an individual from one capture occasion to the next, and recapture probabilities, denoted $p$, give the probability that an individual, alive during a particular capture occasion, is recaptured or resighted at that time (Lebreton et al. 1992). With these parameters, the probability of the various possible capture histories can be calculated and the likelihood formed as the product of the probabilities associated with each capture history, conditional on first release, resulting in a product-multinomial likelihood (see King et al. 2009, section 2.3.2). It is important to note that the survival parameter $\phi$ estimated using mark-recapture data is actually a product of two biologically interpretable parameters: the probability of surviving between capture occasions, and the probability of remaining in the study area (fidelity). Because these two parameters are confounded, $\phi$ essentially represents ‘apparent survival’ (Burnham 1993). We return to this issue below.

The standard model for analysing mark-recapture data is the Cormack-Jolly-Seber (CJS) model (Cormack 1964, Jolly 1965, Seber 1965), which considers time-dependent survival and recapture rates, denoted $\phi_t$ and $p_t$, respectively. Reduced forms of the CJS model exist, allowing $\phi$, $p$, or both, to be constant over time (Lebreton et al. 1992). These models are often too simplistic to realistically capture biological processes, and thus a number of extensions have been proposed over the years. Lebreton et al. (1992) considered modelling of survival and capture rates as functions of time, age, environmental covariates and categorical variables characterising the individuals (e.g. gender, location), as well as accounting for previous capture history effects (e.g. trap dependence). Individual fixed covariates (e.g. size or weight at birth) can also be handled (e.g. Skalski et al. 1993), and more recent developments allow for the modelling of time-varying individual covariates (Bonner & Schwarz 2004, King et al. 2006, 2008a). Random effects can be introduced to allow for additional variability not accounted for by any of the covariates (King et al. 2009) and may provide a parsimonious compromise between constant and completely time-dependent models (Royle & Link 2002). Data from several populations can be analysed simultaneously to gain further insight into spatiotemporal patterns of variation in survival (e.g. Harris et al. 2005, Schaub et al. 2005, Grosbois et al. 2006). Numerous other approaches and applications are discussed in reviews by Schwarz & Seber (1999) and Grosbois et al. (2008), for example. A comprehensive coverage of the topic is provided by Williams et al. (2002, chapter 17), and King et al. (2009) give many up-to-date examples featuring use of the latest methodology.
**Ring-recovery data**

The structure of ring-recovery data is very similar to that of mark-recapture data, as are the statistical methods involved. The major difference is that, instead of animals being recaptured/resighted on multiple recapture occasions, they may only be recorded once (after initial capture and marking) and that is upon their death. Thus, instead of a recapture probability we have a recovery probability, commonly denoted by \( \lambda \), which is the combined probability that a dead animal is found and has its mark reported. The full likelihood is again the product of separate multinomial likelihoods, one for each cohort of marked animals (see King et al. 2009, section 2.3.1).

A classic reference for recovery data is Brownie et al. (1985), in which the basic modelling framework is summarised, including models to allow for dependence of survival and recovery on time, age, sex and geographic area. Many of the same extensions applied to mark-recapture data are possible, for example the effects of covariates (Catchpole et al. 1999), and the inclusion of random effects (Royle & Link 2002, Barry et al. 2003). See Schwarz & Seber (1999) and Williams et al. (2002, chapter 16) for further details and alternative models.

**Combining mark-recapture and ring-recovery data**

Many studies generate both live recaptures and ring recoveries for the same individuals, and in such cases it is natural to consider a fusion of the two modelling approaches. Burnham (1993) developed a theory for the combined analysis of ‘mark-recapture-recovery’ data for the time-dependent case and showed that this enables the separate estimation of survival and fidelity, which are confounded in the standard mark-recapture model. Catchpole et al. (1998) generalised this approach to allow both age- and time-dependence of the model parameters, and showed that it allows more realistic models to be fitted and increases precision of parameter estimates compared with separate analyses. Further details, including Catchpole et al.’s efficient form for the likelihood and the associated sufficient statistics required, are provided in Sections 3.2.2 and 3.2.3.

**1.2.2 State-space models for abundance data**

Abundance data, or count data, come in many forms, from complete national censuses to site-specific indices of abundance. These estimates of abundance are rarely without error, and state-space models provide a means to account for this ‘observation error’ separately to the noise in the underlying demographic
Figure 1.1 Schematic diagram of a state-space model. The process model describes the evolution of the true but unknown state of the population over time, which may involve intermediate subprocesses. The observations are connected to the states by an observation model.


In essence, a state-space model describes the evolution of two time series running in parallel, referred to as the observations and the states: for count data, the observations correspond to estimates of population size, whereas the state(s) correspond to the true, underlying number of animals in one or more age/size classes, regions, etc. These time series are linked by an observation model, while the population dynamics model, or process model, describes the transition of the underlying states between consecutive time points (Figure 1.1). It is possible in the state-space approach to obtain estimates of the number of individuals in each state without having observed them all directly (Thomas et al. 2005).

The process model may be parameterised by, for example, growth rates and density dependence structures (e.g. Jamieson & Brooks 2004), or birth, survival and movement rates (e.g. Buckland et al. 2004). The state-space framework readily incorporates additional information relating to these population processes: this may be in the form of prior distributions in a Bayesian analysis, reflecting expert opinion (Thomas et al. 2005) or the results of previous analyses (Harrison et al. 2006); alternatively, additional datasets may be incorporated, to be analysed simultaneously in an integrated population model.

1.2.3 Integrated population modelling

Abundance and demographic data are often collected on the same population of animals, and the integration of these data within a single, consistent framework has been the focus of a number of recent studies (e.g. Besbeas et al. 2002, Brooks
et al. 2004, Schaub et al. 2007, Borysiewicz et al. 2008). This methodology is termed ‘integrated population modelling’ and it underlies much of the work in this thesis. The backbone of the approach is a state-space model describing the population counts, and additional likelihoods for other datasets may be simply ‘bolted on’; more formally, assuming independence between datasets, a joint likelihood may be formed by multiplying the likelihood resulting from the count data and the likelihoods for the demographic data. (In cases where the separate likelihoods are not independent, it may be possible to split the data into two (or more) subsets that are independent and use each one to derive a different likelihood; see Cave et al. 2009.)

By combining data from different sources, we obtain more robust (and self-consistent) parameter estimates that fully reflect the information available (King et al. 2009). The approach also has great potential for estimating parameters that were not originally monitored in the field and cannot be estimated from the individual data alone. These are termed ‘hidden’ parameters by Tavecchia et al. (2009), and an example is the estimation of productivity using abundance and ring-recovery data (Besbeas et al. 2002). Integrated population modelling may be especially relevant in conservation biology, where the available data for a particular species of concern are often sparse or incomplete. Here, the improved population estimates and demographic rates from an integrated population model may be crucial for assessing a species’ endangered status and devising conservation actions (Schaub et al. 2007, Véran & Lebreton 2008).

Previous studies have considered the integration of abundance data with various types of demographic data, including ring-recoveries (Besbeas et al. 2002, Brooks et al. 2004, Besbeas & Freeman 2006), mark-recaptures (Goodman 2004, Schaub et al. 2007), mark-recapture and productivity data (Gauthier et al. 2007) and multi-site mark-recapture-recovery data (Borysiewicz et al. 2008). But in theory it is possible to combine and analyse simultaneously any two (or more) sources of data containing information about the same parameters.

### 1.3 Bayesian inference

The use of Bayesian techniques for the statistical analysis of ecological data has become increasingly common in recent years, with a wide variety of applications especially in population and community ecology (Wade 2000, Ellison 2004, Royle & Dorazio 2008, King et al. 2009, Link & Barker 2009). There are a number of reasons for this, not least that the Bayesian approach pro-
vides ‘a far more powerful and flexible framework for the analysis of complex stochastic processes than the corresponding [classical approach]’ (King et al. 2009). We leave discussion of the differences between Bayesian and classical statistical inference, along with their respective advantages and disadvantages for population data analysis, to later chapters, and we also refer the reader to the references given above (also Ellison 1996) for more detailed comparisons. In the following sections, we provide a brief overview of some of the important concepts in Bayesian inference that are relevant to the material in this thesis.

1.3.1 Bayes’ Theorem

Bayesian inference is based upon what is known as Bayes’ Theorem: a simple mathematical formula used for calculating conditional probabilities, first proposed by the Rev. Thomas Bayes (Bayes 1763). Suppose we have a set of parameters \( \theta = \{\theta_1, \ldots, \theta_m\} \) on which we wish to make inference. We then observe data \( x = \{x_1, \ldots, x_n\} \) from some known probability density function \( f(x|\theta) \), which determines the probability of observing different data under different parameter values. Then, by Bayes’ Theorem, the (joint) posterior distribution for \( \theta \) is given by

\[
\pi(\theta|x) = \frac{f(x|\theta)p(\theta)}{f(x)}.
\] (1.1)

Here the term \( p(\theta) \) is referred to as the prior distribution and \( \pi(\theta|x) \) the posterior distribution: the prior represents the initial beliefs about the parameters prior to observing any data; the posterior represents an update of these beliefs, following the data \( x \) being observed. The denominator \( f(x) \) is independent of the parameters \( \theta \), being a function only of the observed data, and is simply equal to some constant; it is typically omitted from the calculation, and Bayes’ Theorem is more often quoted in the form

\[
\pi(\theta|x) \propto f(x|\theta)p(\theta).
\] (1.2)

The resulting posterior distribution is multi-dimensional and often complex, but in most cases we are interested in the marginal posterior distributions of individual parameters. For example, suppose we are only interested in \( \theta_1 \), then

\[
\pi(\theta_1|x) = \int \pi(\theta|x)d\theta_2, \ldots, d\theta_m.
\] (1.3)

Alternatively, we might be interested in summary inferences such as point estimates and uncertainty intervals, which, as Gimenez et al. (2008) note, are often
more interpretable (see King et al. 2009, section 4.4, for an overview of different ways to summarise the posterior). The integrals involved in calculating marginal distributions or summary statistics are typically too complex to calculate analytically. However, the Markov chain Monte Carlo (MCMC) algorithm provides an alternative approach, whereby we sample from the posterior and obtain sample estimates of the quantities of interest (Brooks 1998). Before we present details of the MCMC algorithm, we first discuss the issue of prior specification.

1.3.2 Prior distributions

As noted above, the prior distribution represents an analyst’s beliefs about the parameter values before observing any data. In ecological applications, the prior is a useful means of incorporating expert opinion or information from previous studies, particularly in situations where the data are sparse and inference on certain parameters would otherwise be impossible (King et al. 2009). Conversely, the subjectivity involved in specifying priors is one of the criticisms that Bayesian methods often face (Dennis 1996). In general throughout this thesis we have highly detailed data and little useful prior information. Therefore, to ‘let the data speak for themselves’ we specify vague, or noninformative, prior distributions that essentially contain little or no information about the parameters (Gelman et al. 2003).

A uniform prior is the obvious choice for a completely flat prior density that assigns equal probability to all possible parameter values. This prior is well suited to probability parameters—as found in many applications in population ecology (e.g. survival rates, recapture probabilities, etc.)—because there are predefined bounds on the parameter space (i.e., they are contained in the interval [0,1]). However, when no bounds are imposed the uniform prior is an improper distribution, which can lead to an improper posterior and, in turn, the possible non-existence of a posterior mean (King et al. 2009). Another problem with specifying a flat prior arises under reparameterisations of the model, because a density that is flat or uniform in one parameterisation will not be in another (Gelman et al. 2003). For example, when considering logistic regression on probability parameters, placing a flat or noninformative prior on the logit-scale regression parameters induces a far from flat prior on the back-transformed probabilities (see King & Brooks 2008, with further clarification in King et al. 2009). A further difficulty with the use of vague priors, though not applicable to this thesis, is highlighted by Link & Barker (2006) in the context of multimodel inference and model selection: they note that Bayes factors (a
statistic used to compare competing models) are unstable in the presence of noninformative priors for model parameters, especially when there are varying numbers of parameters in the different models under consideration. Link and Barker’s suggested approach to deal with this sensitivity, in the context of model selection for logistic regression, is to partition an estimated total prior variance of regression coefficients, thus fixing the total prior uncertainty in the linear predictor.

Some models require specifying a prior on the variance parameter of a normal distribution, two examples encountered in this thesis being the observation error for a state-space model and the variance of random effects models. A noninformative prior that has commonly been used for normal variance parameters is the inverse-gamma distribution, which in this case is a conjugate prior, that is, it is from the same distributional family as the posterior. Although not necessary in modern Bayesian analyses, conjugate priors can have advantages in terms of improving efficiency of computational algorithms (King et al. 2009). However, Gelman (2006) showed that the inverse-gamma distribution may not be suitable as a prior for variance parameters in hierarchical models (multilevel, or nested, models in which the prior parameters are themselves given prior distributions, called hyperpriors): he found that, when the variance is small, posterior inference is very sensitive to the choice of prior parameters. Instead, Gelman recommends the use of a noninformative uniform prior density, or a distribution from the half-\(t\) family, such as the half-Cauchy distribution, specified on the standard deviation parameter.

Regardless of the choice of prior distribution, its influence on the posterior should always be checked via a prior sensitivity analysis, even in the case of informative priors. See King et al. (2009), section 4.3, for details and examples; Millar (2004) describes a useful automated method for assessing sensitivity to informative priors. Given the priors specified on the parameters, we can write down the posterior distribution up to proportionality. Direct inference is typically not possible, but we can use MCMC to sample from the posterior.

### 1.3.3 Markov chain Monte Carlo

Recall that the derivation of marginal distributions or calculation of posterior summary statistics often involves complex, multi-dimensional integrals. However, instead of trying to integrate the joint posterior distribution analytically, we can employ simulation procedures to obtain samples from the posterior. One such procedure is Markov chain Monte Carlo (MCMC).
MCMC methods perform Monte Carlo integration using a Markov chain to generate observations from the posterior, $\pi$. Essentially, a Markov chain is constructed whose stationary distribution is the posterior distribution. If we run the chain for long enough until it has converged to the stationary distribution, subsequent simulated values can be treated as a sample from $\pi$ and used to obtain empirical (Monte Carlo) estimates of posterior summary statistics of interest (see, e.g., Brooks 1998 for further details). Constructing a Markov chain requires an updating scheme in order to move from one state of the chain to the next, and there are a number of different approaches to achieve this. One is the Gibbs sampler (Casella & George 1992), which is often highly efficient but requires knowing the posterior conditional distribution of each parameter and being able to sample from this distribution directly. An alternative, more general updating scheme, and the one used exclusively in this work, is the Metropolis-Hastings algorithm (Chib & Greenberg 1995).

**Metropolis-Hastings algorithm (single-update)**

The Metropolis-Hastings algorithm is an extension of the Metropolis algorithm introduced by Metropolis et al. (1953), adapted and generalised by Hastings (1970) to focus on statistical problems. It is a form of generalised rejection sampler. The method begins with a density for generating candidate observations (the proposal distribution), which typically depends on the current state of the chain and, for single-update Metropolis-Hastings, is different for each parameter. Suppose that the Markov chain is currently at $\theta^t = \{\theta^t_1, \ldots, \theta^t_m\}$, having been initialised with some starting parameter values $\theta^0 = \{\theta^0_1, \ldots, \theta^0_m\}$ and updated through $\theta^1, \ldots, \theta^t$. Then at iteration $t + 1$, a candidate value for $\theta_j^{t+1}$ ($1 \leq j \leq m$), denoted $\phi_j$, is generated from the proposal distribution $q_j(\phi_j|\theta_j^t)$.

The second step is to accept or reject the candidate value $\phi_j$. Defining $\phi_j = \{\theta_{j-1}^{t+1}, \ldots, \theta_{j-1}^t, \phi_j, \theta_j^t, \ldots, \theta_m^t\}$ and $\theta_j^t = \{\theta_{j-1}^{t+1}, \ldots, \theta_{j-1}^t, \theta_j^t, \theta_{j+1}^t, \ldots, \theta_m^t\}$, we accept the candidate observation with probability $\alpha(\theta_j^t, \phi_j)$, given by

$$\alpha(\theta_j^t, \phi_j) = \min \left(1, \frac{\pi(\phi_j|x)q_j(\theta_j^t|\phi_j)}{\pi(\theta_j^t|x)q_j(\phi_j|\theta_j^t)} \right).$$

(1.4)

To actually implement this, we generate a $U(0, 1)$ random variable, $U$, and if $U < \alpha(\theta_j^t, \phi_j)$ we accept the proposed move and set $\theta_{j}^{t+1} = \phi_j$; otherwise we set $\theta_j^{t+1} = \theta_j^t$ (i.e., we reject the proposed move and the parameter remains at its current value).
We then move on and propose to update $\theta_{j+1}^{t+1}$, and so on. Once all $m$ parameters in $\theta^t$ have been updated, the transition from $\theta^t$ to $\theta^{t+1}$ is complete and we move on to the next iteration, $t + 2$.

Random walk updates

Where the proposal distribution for a parameter is centred around the current value, this is known as a random walk, and when the candidate generating function is symmetric (i.e., $q_j(\phi_j|\theta^t_j) = q_j(\theta^t_j|\phi_j)$, as for the uniform, normal or $t$-distribution), the acceptance probability reduces to

$$\alpha(\theta^t_j, \phi_j) = \min \left( 1, \frac{\pi(\phi_j|x)}{\pi(\theta_j^t|x)} \right).$$

(1.5)

In the analyses contained herein, we use a Metropolis-Hastings random walk algorithm with uniform proposal density. In particular, suppose we are interested in updating a parameter $\theta^t$, then we propose a new value $\phi$ such that $\phi \sim U(\theta^t - \delta, \theta^t + \delta)$. Values for $\delta$ are tuned to achieve reasonable acceptance rates of 20–40% for proposed moves (Gelman et al. 1996).

Convergence/run length

Two practical considerations when determining how many MCMC iterations to run are (1) the time required for convergence, and (2) the post-convergence sample size required for suitably small Monte Carlo errors (King et al. 2009).

We are only interested in observations taken from the Markov chain once it has converged to the stationary distribution. Therefore, we discard observations within an initial transient phase, or burn-in period. There are a variety of methods for determining a suitable length for the burn-in, ranging from simply looking at MCMC trace plots (plots of iterations versus sampled values for each variable in the chain), to elaborate methods including eigenvalue estimation techniques and diagnostics based on analysis of variance (see Brooks 1998, King et al. 2009, and references therein). Within this thesis we use the Brooks-Gelman-Rubin (BGR) statistic, $\hat{R}_{\text{interval}}$ (Brooks & Gelman 1998). The basic idea is to run multiple chains, initiated from overdispersed starting points, and assess convergence by comparing within- and between-chain variability over the second half of those chains. The width of the 80% credible interval for the parameter of interest is taken as the measure of variability, and $\hat{R}_{\text{interval}}$ is
calculated as the ratio of pooled to average interval widths, i.e.,

\[ \hat{R}_{\text{interval}} = \frac{\text{width of 80\% credible interval of all chains combined}}{\text{average width of 80\% credible intervals of individual chains}}. \]

This tends to 1.0 as convergence is approached; for practical purposes convergence may be assumed when \( \hat{R}_{\text{interval}} < 1.05 \) (Spiegelhalter et al. 2007), although generally it is preferable to use a more conservative burn-in if possible (King et al. 2009).

After the burn-in period, we need to take enough samples from the posterior to allow reliable inference to be made, but within the constraints of time and computational storage limits. Again, there are a number of formal techniques to determine how long the simulations need to be run (see Brooks 1998). In practice, it is common to run the chain for 2–10 times the burn-in length, and an adequate number of samples may generally be assumed if posterior summary statistics from multiple runs of the chain are identical to 2 or 3 significant figures, depending on the level of accuracy required.

### 1.3.4 Bayesian state-space model

We now consider the application of Bayesian methods to the fitting of state-space models. We are typically interested in obtaining estimates of the parameters within the process model (e.g. survival and productivity rates) and the observation error variance. The true underlying population sizes are essentially nuisance parameters which we wish to integrate out to form only the likelihood of the model parameters—although we are often interested in the population estimates as well—but this integration is impossible to do analytically. Classical analyses of state-space models typically employ numerical techniques such as the Kalman filter (Kalman 1960; see also Besbeas et al. 2002) to obtain estimates. However, use of the standard Kalman filter relies on assumptions of linearity and normality of the observation and process models, which in practice are often violated (King et al. 2009; but see Besbeas et al. 2008). It may be possible to use normal approximations to discrete distributions, for example for binomial or poisson models (e.g. Besbeas et al. 2002), but this approach will not be valid for small sample sizes (Brooks et al. 2004). Furthermore, while the Kalman filter can be extended to cope with non-normal or nonlinear models, it can be prohibitively complex to apply in these situations (Jamieson & Brooks 2004, King et al. 2009) and only provides approximate answers.

From the Bayesian perspective, we treat the true underlying population
sizes as auxiliary variables and form the joint posterior distribution over both the parameters and unknown population sizes. We can then use MCMC to sample from the posterior distribution, whereby we update the parameters and the auxiliary variables at each iteration of the MCMC algorithm and thus obtain marginal posterior distributions for both. It is then straightforward to obtain estimates of the true population sizes in the form of marginal posterior means or medians. It is equally simple to calculate error bands, in the form of posterior credible intervals, whereas this can be difficult or time consuming in the classical paradigm (Brooks et al. 2004). Further mathematical and implementational details of the Bayesian approach are provided for specific applications in later chapters (see, in particular, Sections 2.2.2 and 2.2.3), and see also King et al. (2009) for some additional, more general information.

1.4 Application: common guillemots in the UK

The UK is host to internationally important numbers of breeding seabirds— including around 12% of the world common guillemot *Uria aalge* population (Harris & Wanless 2004)—making them an important component of the nation’s biodiversity. Furthermore, the position of seabirds at the top of the marine food chain makes them useful indicators of both the state of the marine environment and the effects of human activities upon it (Parsons et al. 2008). Thus, there is an incentive to collect and analyse data on seabird populations, both to assess their conservation status, and to monitor aspects of the health of the wider marine environment. In this thesis we focus on the integrated analysis of data collected on several UK populations of common guillemot. Our primary aim is the integration of multiple sources of data from a single colony, but we also consider how this may be beneficially combined with similar data from other populations.

1.4.1 Guillemot biology

The common guillemot (hereafter guillemot) is a medium-sized marine bird of the auk (Alcidae) family. The guillemot is one of the most abundant seabirds in temperate and colder parts of the northern hemisphere, with very large populations in the Atlantic, Pacific and Arctic Oceans (Harris & Wanless 2004). It is primarily a pelagic species, but during the breeding season (April–September) birds return to land, forming large, dense colonies on coastal cliffs and rocky offshore islands. At this time they are highly visible and accessible, making
monitoring and data collection relatively straightforward and inexpensive compared to some terrestrial mammals, for example. Adult guillemots are highly territorial and site-faithful, returning to the same small area of cliff ledge year upon year (Harris et al. 1996b)—a characteristic that makes them particularly suitable for long-term, individual-based studies such as mark-recapture. Young guillemots also have a tendency to return to their natal areas during their pre-breeding years and many subsequently recruit nearby (Harris et al. 1996a), although a proportion of birds are known to recruit to other colonies (Halley & Harris 1993).

The guillemot is a typical ‘K-selected’ species (MacArthur & Wilson 1967), its life history being characterised by a long lifespan (expected 24 years: Robinson 2005), low reproductive rate (maximum clutch size 1 egg: Robinson 2005) and delayed maturity (median age of first breeding 5–7 years: Harris et al. 1994). Consequently, guillemots have low annual recruitment rates so populations tend to change slowly over time. In common with other species at the ‘slow’ end of the life-history continuum (Sæther & Bakke 2000), adult survival has a high contribution to the population growth rate.

### 1.4.2 Status and trends

The guillemot is Britain and Ireland’s most abundant breeding seabird with one million pairs estimated in the Seabird 2000 census, the main concentrations of these being in the north and west (Harris & Wanless 2004). The total population increased substantially between 1969–70 and 1998–2002, although the rate of increase slowed from 4–5% per annum during the 1970s and ‘80s, to 2% during the 1990s (Harris & Wanless 2004). More recently, the population has levelled off or even started to decline (2% decline 2000–2008: JNCC 2009).

A greater cause for concern has been the recent decline in breeding performance of many UK seabird populations—the common guillemot included—which has made national headlines and featured prominently in high-profile publications (e.g. Eaton et al. 2005, 2007). Guillemot productivity in 2004 was by far the worst on record for many colonies in the North Sea and Northern Isles, with no chicks fledged at all from the large colony on Fair Isle (Mavor et al. 2005). In 2005 there was some improvement, although productivity was still markedly below the long-term mean and breeding failures were observed for the first time along the west coast of Scotland (Swann 2005, Mavor et al. 2006). The trend continued in 2006, with low levels of breeding success recorded throughout Britain: guillemots on Handa (northwest Scotland) experienced al-
most complete breeding failure, and record lows were observed at colonies as far apart as the Isle of May (southeast Scotland) and Skomer (Wales) (Mavor et al. 2008). Further decreases in mean UK guillemot productivity were recorded in 2007 and 2008 (JNCC 2009). Overall, annual productivity in guillemots declined by nearly 50% during the period 1989–2007, with most of that fall occurring since 2002 (Eaton et al. 2009).

The main reason for the poor breeding success appears to have been low availability and poor quality of the guillemot’s main prey species, especially the lesser sandeel *Ammodytes marinus* (Mavor et al. 2005, Wanless et al. 2005); this, in turn, is thought to be linked through complex mechanisms to climate change (MCCIP 2009). Sea surface temperatures in UK coastal waters have been rising since the early 1980s by around 0.2–0.9°C per decade (Holliday et al. 2008), and warmer sea temperature has been correlated with poorer than average sandeel recruitment (Arnott & Ruxton 2002). This is presumed to be the mechanism linking high winter sea surface temperature to poor breeding success (and survival) in another seabird species, the black-legged kittiwake *Rissa tridactyla*, during the last two decades (Frederiksen et al. 2004b). Until recently the guillemot appears to have been largely buffered against these changes, possibly because it dives and thus may gain access to a wider variety of prey than surface feeders such as kittiwakes. The fact that guillemot breeding success is also now being affected thus points towards more severe food shortages in 2004 and subsequent years (Mavor et al. 2005).

Due to the low annual recruitment rate of most seabirds, even dramatic changes in productivity may take a number of years to manifest themselves as changes in population growth rates (Eaton et al. 2007). Changes in adult survival, on the other hand, have a more direct and immediate effect on breeding population size, and because population growth of long-lived species is most sensitive to variation in adult survival (Lebreton & Clobert 1991, Sæther & Bakke 2000) even small reductions can have large effects on population trends. A strong negative relationship has been identified between autumn sea surface temperature in the North Sea and adult survival of common guillemots from the colony of Hornøya, northern Norway, which are known to winter in the North Sea (Sandvik et al. 2005). Although no such relationship has yet been found among any UK guillemot populations, predictions from climate change scenarios of further increases in sea surface temperature (Lowe et al. 2009) must inevitably raise serious concerns about the future of common guillemots and other UK seabird populations.
### 1.4.3 Data collection

The Joint Nature Conservation Committee (JNCC)'s Seabird Monitoring Programme coordinates seabird monitoring on a UK-wide basis (Mavor et al. 2006). Under the Seabird Monitoring Programme, a variety of species have been routinely assessed for breeding numbers and breeding success at a representative sample of UK colonies since 1986. More intensive, individual-based monitoring schemes, providing information on survival rates, for example, have been conducted at a few geographically dispersed ‘key sites’: Isle of May (southeast Scotland), Fair Isle (Shetland), Canna (west Scotland), Colonsay (west Scotland), and Skomer (Wales). It is these detailed data that we are interested in here.

The Isle of May long-term study (IMLOTS; Centre for Ecology and Hydrology 2009) has provided a particularly rich dataset for common guillemots, including: annual counts, productivity estimates, mark-recapture and ring-recovery time series, data on chick diet and growth rates, laying dates, colony attendance patterns, etc. As a result this colony has been extensively studied (see, for example, references above and in later chapters), but most analyses have focused on a single aspect of guillemot biology and, until now, no attempts have been made to integrate the different data sources and model the complex dynamics of the population.

### 1.5 Thesis aims and outline

The theme of this thesis is the Bayesian analysis of integrated data, with particular application to seabird populations. The primary focus is the combined analysis, using an integrated population model, of several long-term datasets relating to the Isle of May guillemot colony. A general outline of the thesis is as follows.

In Chapter 2 we set the scene for the more advanced models to follow in later chapters by introducing the four key Isle of May guillemot datasets that describe the dynamics of the colony, namely, count data, two mark-recapture time series (from birds ringed as chicks and birds ringed as adults), and productivity data. Each dataset is presented separately, with corresponding preliminary model structures and Bayesian analyses.

The four sources of Isle of May guillemot data described in Chapter 2 contain information on common parameters. Therefore, to obtain full advantage from the data it is worthwhile to perform an integrated data analysis, in which
data from all sources are analysed simultaneously within a single, consistent framework. This approach pools the information on shared parameters to provide more robust parameter estimates that fully reflect all available information, and may permit the estimation of additional parameters that would be unidentifiable in a separate analysis. An integrated analysis of the Isle of May data is the focus of Chapter 3, in which the strength of the combined abundance and demographic data is utilised to gain a greater understanding of guillemot population dynamics.

The severe declines in demographic performance of many UK seabirds in recent years has heightened the need for models that can reliably predict population dynamics, including proper quantification of uncertainty and the ability to incorporate various modelling assumptions. Such models will form an essential part of the planning of effective conservation or management strategies. In Chapter 4, we use the integrated population model developed in Chapter 3 as a basis for predicting 10-year future population trajectories of the Isle of May guillemot colony under a range of assumptions about future demographic rates. The Bayesian approach provides probability distributions of future population sizes, which are easy to understand and communicate, provide clear indication of uncertainty, and can be queried for any number of relevant statistics.

Studies of wild populations often attempt to explain variation in survival using environmental covariates, but no suitable variables have previously been identified for the Isle of May guillemots; therefore, we do not try to incorporate covariates in the analyses of Chapters 2, 3 and 4. To at least gain some insight into the spatial scale(s) over which the drivers of variability in UK guillemot survival operate, in Chapter 5 we extend the Isle of May mark-recapture-recovery analysis to incorporate data from two west coast Scottish colonies. We look for spatial, temporal and age-related correlations in survival among the three colonies, and assess whether any pairwise correlations are associated with the degree of overlap in nonbreeding distribution. The consequences of spatiotemporal variation in survival for multi-population dynamics are discussed in the context of possible future climate change.

We finish with a general discussion in Chapter 6, in which we draw together the material presented in the thesis and suggest some potential directions for future research.
Chapter 2

Isle of May guillemot data and preliminary models

2.1 Overview

Located in the outer Firth of Forth, southeast Scotland, the Isle of May (56°11′N, 2°33′W) is one of the most important seabird breeding colonies on the British North Sea coast, with approximately 250,000 seabirds attending the island each year (Scottish Natural Heritage 2006). The Centre for Ecology & Hydrology has been carrying out research on the Isle of May’s seabirds since 1973, monitoring many aspects of the biology of five key species, both to assess the status of their breeding populations, and to monitor the state of the marine environment. The Isle of May long-term study (IMLOTS; Centre for Ecology and Hydrology 2009) is currently the most data-rich and comprehensive study of its type in Europe.

In this thesis, we focus mainly on data collected on the Isle of May common guillemot *Uria aalge* population—although many of the analyses are also applicable to other seabird species—and particularly on several key datasets that provide information relevant to guillemot population dynamics. These data are: (1) abundance data in the form of annual colony counts (in latter years these have been made by Scottish Natural Heritage staff); (2) mark-recapture data from birds ringed as breeding adults; (3) mark-recapture and ring-recovery data from birds ringed as chicks; and (4) productivity data in the form of annual records of breeding success. In later chapters we consider combining these data to develop an integrated population model, and compare them with data from other UK colonies, but here we simply focus on introducing the individual Isle of May datasets, along with preliminary modelling approaches and corresponding Bayesian analyses.
In Section 2.2 we present an analysis of the count data. A state-space approach is used to model the underlying population dynamics generated by the counts alone, or additionally by point estimates of demographic rates derived independently from productivity and mark-recapture data. A combined analysis of the adult and chick mark-recapture data is described in Section 2.3, in which we attempt to explain the discrepancy in adult survival rates obtained from separate analyses of these two datasets. In Section 2.4 we present a Bayesian analysis of the productivity data, and we finish with some brief conclusions in Section 2.5.

2.2 Count data

2.2.1 Introduction

Abundance data are generally relatively easy to collect—particularly compared to detailed, individual-based demographic data—and are, therefore, often the only information available for a particular population of interest. However, abundance data provide relatively little information on the underlying demographic rates. Sometimes there may also be available estimates of demographic parameters, but no access to the raw data from which they were obtained. Here, we attempt to model the dynamics of the Isle of May guillemot colony without using the raw demographic data, that is, based only on the abundance data, or additionally on point estimates of the demographic parameters.

2.2.2 Data and model

We have abundance and demographic data from the Isle of May spanning 22 years, from 1983 to 2004, which we denote by \( t = 1, \ldots, T \). The abundance data, hereafter referred to as count data, are annual estimates of the number of breeding pairs, derived from field counts of full-grown birds present in the colony during the first ten days of June. The field counts included one or two adults per breeding pair, plus a variable number of failed breeders (that continue to visit the colony), nonbreeders and prebreeders. Few guillemots occur outside the visible area and these were ignored. Each complete count took several days, so immediately before or after each partial count, which took approximately 3 hours, a count was made of guillemots present in smaller parts of the colony with a known number of breeding pairs (Harris 1989). This time-specific correction factor was used to correct the partial colony count to the
Table 2.1  Count data ($N_t$), productivity rates ($\rho_t$), and prebreeder ($\phi_{j,t}$) and adult ($\phi_{a,t}$) survival estimates for the Isle of May guillemot population from 1983 to 2004 ($t = 1, \ldots, T$). Corresponding estimates of combined female productivity–survival to adulthood are also provided ($\phi_{\rho,t} = \rho_t \phi_{j,t}/2$).

<table>
<thead>
<tr>
<th>$t$</th>
<th>$N_t$</th>
<th>$\rho_t$</th>
<th>$\phi_{j,t}$</th>
<th>$\phi_{p,t}$</th>
<th>$\phi_{a,t}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14750</td>
<td>0.771</td>
<td>0.313</td>
<td>0.121</td>
<td>0.957</td>
</tr>
<tr>
<td>2</td>
<td>13000</td>
<td>0.691</td>
<td>0.243</td>
<td>0.084</td>
<td>0.940</td>
</tr>
<tr>
<td>3</td>
<td>13000</td>
<td>0.825</td>
<td>0.366</td>
<td>0.151</td>
<td>0.936</td>
</tr>
<tr>
<td>4</td>
<td>13700</td>
<td>0.808</td>
<td>0.524</td>
<td>0.212</td>
<td>0.994</td>
</tr>
<tr>
<td>5</td>
<td>11680</td>
<td>0.795</td>
<td>0.167</td>
<td>0.066</td>
<td>0.931</td>
</tr>
<tr>
<td>6</td>
<td>11223</td>
<td>0.851</td>
<td>0.346</td>
<td>0.147</td>
<td>0.966</td>
</tr>
<tr>
<td>7</td>
<td>12736</td>
<td>0.849</td>
<td>0.215</td>
<td>0.091</td>
<td>0.965</td>
</tr>
<tr>
<td>8</td>
<td>12632</td>
<td>0.804</td>
<td>0.204</td>
<td>0.082</td>
<td>0.923</td>
</tr>
<tr>
<td>9</td>
<td>11440</td>
<td>0.832</td>
<td>0.497</td>
<td>0.207</td>
<td>0.955</td>
</tr>
<tr>
<td>10</td>
<td>11511</td>
<td>0.843</td>
<td>0.578</td>
<td>0.244</td>
<td>0.975</td>
</tr>
<tr>
<td>11</td>
<td>12418</td>
<td>0.769</td>
<td>0.437</td>
<td>0.168</td>
<td>0.947</td>
</tr>
<tr>
<td>12</td>
<td>13843</td>
<td>0.780</td>
<td>0.473</td>
<td>0.184</td>
<td>0.952</td>
</tr>
<tr>
<td>13</td>
<td>15326</td>
<td>0.802</td>
<td>0.323</td>
<td>0.130</td>
<td>0.920</td>
</tr>
<tr>
<td>14</td>
<td>14500</td>
<td>0.830</td>
<td>0.473</td>
<td>0.196</td>
<td>0.964</td>
</tr>
<tr>
<td>15</td>
<td>17152</td>
<td>0.783</td>
<td>0.455</td>
<td>0.178</td>
<td>0.944</td>
</tr>
<tr>
<td>16</td>
<td>17384</td>
<td>0.741</td>
<td>0.409</td>
<td>0.152</td>
<td>0.917</td>
</tr>
<tr>
<td>17</td>
<td>16933</td>
<td>0.668</td>
<td>0.350</td>
<td>0.117</td>
<td>0.956</td>
</tr>
<tr>
<td>18</td>
<td>17979</td>
<td>0.743</td>
<td>0.220</td>
<td>0.082</td>
<td>0.928</td>
</tr>
<tr>
<td>19</td>
<td>18442</td>
<td>0.638</td>
<td>–</td>
<td>–</td>
<td>0.936</td>
</tr>
<tr>
<td>20</td>
<td>20185</td>
<td>0.698</td>
<td>–</td>
<td>–</td>
<td>0.922</td>
</tr>
<tr>
<td>21</td>
<td>19162</td>
<td>0.702</td>
<td>–</td>
<td>–</td>
<td>0.942</td>
</tr>
<tr>
<td>22</td>
<td>19833</td>
<td>0.510</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Mean</td>
<td>14947</td>
<td>0.761</td>
<td>0.366</td>
<td>0.145</td>
<td>0.942</td>
</tr>
<tr>
<td>SD</td>
<td>2938</td>
<td>0.083</td>
<td>0.123</td>
<td>0.052</td>
<td>0.027</td>
</tr>
</tbody>
</table>

Note: Data/estimates provided by M. Frederiksen; see text for further details.

number of pairs, and the corrected partial counts were then summed to give an annual estimate of the total breeding population. For simplicity, we focus on the number of breeding females, which we denote by $N_t$ for $t = 1, \ldots, T$ (these are provided in Table 2.1).

The demographic data used in this analysis are time-specific estimates of breeding success and prebreeder and adult survival probabilities, denoted by $\rho_t$, $\phi_{j,t}$ and $\phi_{a,t}$, respectively (also provided in Table 2.1). These data were provided by M. Frederiksen as estimates with associated sample sizes (breeding success) or standard errors (survival rates). Breeding success, hereafter productivity, is defined as the mean number of chicks fledged per breeding pair; estimates for $t = 1, \ldots, T$ were derived from intensive monitoring of breeding guillemots in several study plots on the Isle of May (see Section 2.4 for further methodological details). Survival probabilities were estimated from mark-recapture data using
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Program MARK (see Section 2.3 for a Bayesian analysis of these data using similar model structures). Prebreeder survival was derived from a dataset of chicks colour-ringed just prior to fledging, and is defined here as the probability of a bird fledged at time $t$ surviving to time $t+4$ (i.e., the probability of surviving the first four years of life). From age 4 onwards, guillemots are assumed to have reached adulthood and survive with annual survival rate $\phi_{a,t}$, defined as the probability of an adult bird, alive at time $t$, surviving to time $t+1$; estimates of adult survival were derived from a separate dataset of birds ringed as breeders of unknown age. Estimates of $\phi_{a,t}$ are available for $t = 1, \ldots, T−1$, and estimates of $\phi_{j,t}$ for $t = 1, \ldots, T−4$ only.

The counts, $N_t$, are only estimates of the true population size and are therefore subject to error, both in the raw data collection process and in the subsequent estimation of the number of breeding pairs. This observation error is in addition to the noise in the underlying demographic process (de Valpine & Hastings 2002). To fit a model to the count data that simultaneously includes both types of noise, we consider a state-space approach (e.g. Newman 1998, Millar & Meyer 2000, de Valpine & Hastings 2002, Buckland et al. 2004, Jamieson & Brooks 2004, King et al. 2008b), which models observation error and process uncertainty separately so that the demographic model is fitted to the true underlying population sizes.

The observation model relates the observed annual counts to the true (but unknown) underlying population sizes. We assume that

$$N_t \sim N(X_t, \sigma_N^2),$$

(2.1)

where $X_t$ denotes the true underlying number of breeding females in year $t$ and $\sigma_N^2$ is the observation error variance.

The process model describes changes in the true population size over time and represents the underlying biological system. For the adult population, we assume that the number of breeding females in year $t$ is derived from the number surviving from year $t−1$, plus the number of new females recruiting into the breeding population. Although we assume guillemots reach adulthood at age 4, few (~5%) start breeding at this age on the Isle of May, and most start breeding at ages 5–7 years (Harris et al. 1994). For simplicity, we assume here that all birds recruit at age 5; thus, a simple model for the underlying number of breeding females is

$$X_t \sim \text{Bin}(X_{t−1} + J_{t−5}, \phi_{a,t−1}),$$

(2.2)
where $J_t$ denotes the number of female prebreeders that are fledged in year $t$ and survive to age 4. A female guillemot lays a single egg per year (except that it may replace this if lost); therefore, each breeding pair can produce only a single chick per year. Assuming all adults breed every year, a similar model for the number of female prebreeders is

$$J_t \sim \text{Bin}(X_t, \rho_t \phi_{j,t}/2).$$

The term of $1/2$ corresponds to the probability of a chick being female.

For notational convenience, we let $\phi_{\rho,t} = \rho_t \phi_{j,t}/2$ (the probability that a breeding attempt results in a female chick that survives to adulthood) and we define $\phi_{\rho} = \{\phi_{\rho,t} : t = 1, \ldots, T-4\}$, with similar notation and appropriate time intervals for $\phi_a$, $N$, $J$ and $X$. The approximate likelihood for the observation model is then given by

$$L_{\text{obs}}(N \mid X, \sigma^2_N) = \prod_{t=6}^{T} \left[ \frac{1}{\sqrt{2\pi \sigma^2_N}} \exp \left( -\frac{(N_t - X_t)^2}{2\sigma^2_N} \right) \right].$$

(2.4)

Similarly, the approximate likelihood for the process model is

$$L_{\text{sys}}(J, X \mid \phi_{\rho}, \phi_a) = \prod_{t=1}^{T-4} \left( \frac{X_t}{J_t} \right)^{J_t} (1 - \phi_{\rho,t})^{X_t - J_t}$$

$$\times \prod_{t=6}^{T} \left[ \left( \frac{X_{t-1} + J_{t-5}}{X_t} \right)^{X_t} (1 - \phi_{a,t-1})^{X_t - 1 + J_{t-5} - X_t} \right].$$

(2.5)

and the joint likelihood for the count data is given by

$$L_N(N, J, X \mid \phi_{\rho}, \phi_a, \sigma^2_N) = L_{\text{obs}}(N \mid X, \sigma^2_N) L_{\text{sys}}(J, X \mid \phi_{\rho}, \phi_a).$$

(2.6)

Note that $t$ starts at 6 in both the observation likelihood (equation (2.4)) and adult breeder portion of the process likelihood (line 2 of equation (2.5)); these run in parallel, and because $X_1, \ldots, X_5$ depend on $J_{-4}, \ldots, J_0$ (i.e., birds hatched before the study began) they do not feature in either likelihood. Instead, we place priors on these initial population sizes (see Section 2.2.3). The portion of the process likelihood relating to prebreeders (line 1 of equation (2.5)) ends at $T-4$ because estimates of $\phi_{\rho,t}$ are not available after this time.

We consider fitting three models to the count data, denoted M1, M2 and M3, which vary by their use of the available productivity and survival estimates.
These models are described in turn below.

**M1 Constant $\phi_p$ and $\phi_a$**

In M1 we use only the count data, so productivity and survival are parameters to be estimated. Clearly, there are not enough data points to estimate time-specific rates for $\rho_t$, $\phi_{j,t}$ and $\phi_{a,t}$, so we assume them to take the constant values $\rho$, $\phi_j$ and $\phi_a$. Furthermore, the parameters $\rho$ and $\phi_j$ only appear in the process model as a product (see equation (2.3)) and are thus confounded; therefore, we estimate the combined productivity–survival parameter $\phi_{\rho}$, as defined above.

**M2 Time-specific $\phi_{\rho,t}$, constant $\phi_a$**

A model with constant productivity and survival is not very realistic because the only possible outcomes are exponential growth or exponential decline. In addition, there is a large amount of year-to-year variability in the Isle of May demographic data, particularly prebreeder survival (see Table 2.1). To incorporate this variability, in M2 we fix $\phi_{\rho,t}$ to the values provided in Table 2.1, but keep $\phi_a$ as a constant parameter to be estimated.

**M3 Time-specific $\phi_{\rho,t}$ and $\phi_{a,t}$**

In M3 we incorporate the time-specific estimates of both $\phi_{\rho,t}$ and $\phi_{a,t}$, so that the only thing the model has to estimate is the initial age structure of the population, to see if this completely explains the year-to-year variability in the counts.

### 2.2.3 Bayesian analysis

We undertake a Bayesian analysis of the data, in which the joint probability distribution for the count data is combined with prior distributions (where applicable) for the model parameters to obtain a posterior distribution for the parameters. A Bayesian approach avoids reliance on the assumptions of normality and linearity inherent to the classical approach (Millar & Meyer 2000, Jamieson & Brooks 2004) and provides a more flexible framework for obtaining parameter estimates than the Kalman filter (see, e.g., Besbeas et al. 2002). In addition, Bayesian methods provide a framework for using valuable prior information we may have about the model parameters (Hilborn & Mangel 1997).
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**Priors**

In this analysis, we assume that we have no prior information; therefore, we specify vague priors containing essentially no information about the parameters. For the demographic parameters $\phi_\rho$ and $\phi_a$, where estimated, we take Beta(1, 1) priors (equivalent to a U(0, 1) distribution) which restrict these probability parameters to lie within the limits of zero and one. For the observation error variance, we take the commonly used noninformative inverse-gamma prior $\sigma^2_N \sim \Gamma^{-1}(10^{-3}, 10^{-3})$, which has a point mass at zero but is otherwise essentially uniform, particularly for high values such as we expect for $\sigma^2_N$.

Because of the way the process model is constructed, we also need to specify priors on the initial population levels $X_1, \ldots, X_5$, which depend on prebreeders fledged in years $t = -4, \ldots, 0$ (see equation (2.2)), about which we have no information. We make use of the observed counts $N_1, \ldots, N_5$ as prior information with the normal prior $X_t \sim N(N_t, \sigma^2_N)$, where $\sigma^2_N$ is the estimated observation error variance. This choice of prior reflects our belief that the initial population levels should be related to the counts in the same way as those in the observation model (equation (2.1)).

**Posterior distribution**

The model depends on the demographic parameters $\phi_\rho$ and $\phi_a$, and observation error variance $\sigma^2_N$—which we combine for notational convenience into the single parameter vector $\theta$—and the underlying population levels $J$ and $X$. These are all values to be estimated using our observed data $N$. Using Bayes’ Theorem, the posterior distribution is given by

$$\pi(J, X, \theta \mid N) \propto L_N(N, J, X \mid \theta) \cdot p(\theta),$$

(2.7)

where $p(\theta)$ denotes the prior distribution for the parameters. We fit the model using Markov chain Monte Carlo (MCMC; Brooks 1998) with Metropolis-Hastings sampling to obtain a sample from $\pi$, which we use to obtain posterior summary statistics (e.g. means, standard deviations, 95% credible intervals) for the parameters and population sizes. For each model M1–M3, the MCMC algorithm was run for 10 million iterations, with the first 5 million discarded as burn-in and the remaining output thinned to every thousandth iteration to save storage space. Simulations were implemented in Fortran and took approximately 5 hours on a 1.8 GHz personal computer. We initially tried to use the specialist Bayesian analysis software WinBUGS (Spiegelhalter et al. 2007), and
then wrote our own code in [R] (R Development Core Team 2008), but in both cases found that computational efficiency was poor, requiring unfeasibly long running times to calculate the necessary number of iterations (e.g. \(~\sim\) 60 hours for 100,000 iterations in WinBUGS!). Thus, while Fortran programs generally take longer to write, the pay-off can be significant, particularly when many runs need to be performed, for example when checking convergence or prior sensitivity. Further advantages of writing bespoke code to implement MCMC algorithms are discussed by Brooks et al. (2004) and include the option to select and tune the MCMC proposals, and the ability to extend the code to incorporate reversible jump MCMC updates to allow for Bayesian model discrimination (though note that limited reversible jump MCMC may be achieved in WinBUGS by installing the Jump extension; see Gimenez et al. 2008).

Convergence issues

Three independent MCMC chains with overdispersed starting points were run for each model to check convergence. Standard convergence diagnostics and plots (the Brooks-Gelman-Rubin (BGR) statistic \(\hat{R}_{\text{interval}}\), with \(\alpha = 0.2\); Brooks & Gelman 1998, Spiegelhalter et al. 2007) suggested rapid convergence for M2 and M3, so run lengths and burn-in periods were very conservative. However, M1 had failed to converge by the end of the burn-in period (e.g. \(\hat{R}_{\text{interval}}\) of 1.25 and 1.21 for \(\phi_p\) and \(\phi_a\), respectively; convergence if \(\hat{R}_{\text{interval}} < 1.05\)), and posterior inference varied drastically between runs. MCMC trace plots of the individual parameters indicated very slow mixing of the chain, despite reasonable acceptance rates, and they also highlighted a significant amount of codependence between \(\phi_p\) and \(\phi_a\) (see Section 2.2.4 for plots and summary statistics).

2.2.4 Results

Posterior means and 95% symmetric credible intervals (CIs) for the true underlying population sizes \(J\) and \(X\) for each of the three models are provided in Figure 2.1, and corresponding parameter estimates in Table 2.2. M1 provided a remarkably good fit to the data (Figure 2.1a), considering the constant productivity and survival rates, although this was largely facilitated by the relatively constant population growth indicated by the counts during the majority of the study period. Estimates of demographic rates \(\phi_p\) and \(\phi_a\) under M1 are provided in Table 2.2, separately for each of the three independent runs of the MCMC chain, denoted M1a, M1b and M1c. Run M1a was initiated using realistic parameter values and population sizes, based on means of the provided demo-
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Figure 2.1 Posterior means and corresponding 95% symmetric CIs for the true underlying population levels of female prebreeders $J$ (▼) and breeding females $X$ (▲) over time under models M1 (run M1a) (a), M2 (b) and M3 (c). The Isle of May counts $N$ (□) are plotted for comparison.

The Isle of May counts are plotted for comparison.

Table 2.2 Posterior means (SDs) for the parameters in M1 (a–c: three independent runs from different starting points), M2 and M3. Means (SDs) of the supplied time series of parameter estimates (Data) are included for comparison.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Data</th>
<th>M1a</th>
<th>M1b</th>
<th>M1c</th>
<th>M2</th>
<th>M3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi_p$</td>
<td>0.15 (0.05)</td>
<td>0.15 (0.12)</td>
<td>0.41 (0.39)</td>
<td>0.29 (0.31)</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$\phi_a$</td>
<td>0.94 (0.03)</td>
<td>0.92 (0.07)</td>
<td>0.81 (0.19)</td>
<td>0.86 (0.15)</td>
<td>0.91 (0.004)</td>
<td>–</td>
</tr>
<tr>
<td>$\sigma_N^2$ ($\times 10^6$)</td>
<td>–</td>
<td>1.35 (0.60)</td>
<td>1.65 (0.91)</td>
<td>1.55 (0.79)</td>
<td>1.47 (0.60)</td>
<td>5.98 (0.23)</td>
</tr>
</tbody>
</table>
Figure 2.2 MCMC sample paths for $\phi_\rho$ (a) and $\phi_a$ (b), taken from run M1a and thinned to every 1000th iteration. Note the strong symmetry between the plots, indicating high codependence between these parameters.

MCMC trace plots for $\phi_\rho$ and $\phi_a$ are provided from run M1a in Figure 2.2 and clearly display very poor mixing of the chain and possible nonconvergence to the stationary distribution, even after the full 10 million iterations (a much longer burn-in would be needed before we could be certain about convergence). The plots also highlight very high codependence between the two survival parameters (when $\phi_\rho$ was high, $\phi_a$ was low, and vice versa; Spearman’s rank correlation: $r_s = -0.995$).

The effect of incorporating the time-specific estimates of $\phi_{\rho,t}$ in M2 is clearly demonstrated in the pattern of variability in the prebreeder population sizes $J_t$ and, with a 5-year time lag, in the adult population sizes $X_{t+5}$ (Figure 2.1b). This model also provided a good fit to the count data, although the year-to-year fluctuations in the underlying adult population estimates do not precisely match those in the counts. To achieve this fit, constant adult survival was estimated to be lower than the Isle of May time series mean and with a very high degree of precision (see Table 2.2).

M3 also incorporated the time-specific estimates of $\phi_{a,t}$, to see if these helped to explain the variability in the counts. Together, the two time series of demographic estimates appear to have generated an expected population growth rate somewhat higher than that observed (Figure 2.1c). Note also the much larger observation error variance than either M1 or M2 (Table 2.2), which is probably
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a consequence of the poor fit rather than a genuine reflection of the observation error.

2.2.5 Discussion

The analysis of count data alone provides very little information about the underlying demographic rates, as demonstrated by model M1. First, due to there being only a single data value per year, it was only possible to obtain constant estimates of the demographic rates. Second, productivity and prebreeder survival were confounded in our process model, so that it was only possible to estimate their product $\phi \rho$. Finally, there was too little information to even obtain reliable estimates of $\phi$ and adult survival $\phi_a$: an increasing population, as indicated by the counts, could equally be the result of high productivity and prebreeder survival, or high adult survival, or moderate increases in both of the above rates. Nevertheless, it does not appear that these rates were completely confounded; in fact, the parameter trace plots (Figure 2.2) suggest that there was little overlap in their respective posteriors (assuming convergence), so there does appear to be some information in the count data to estimate the two parameters separately. However, there was still a problem of high codependence observed among the MCMC samples of $\phi$ and $\phi_a$ under M1, which in turn necessitated very narrow Metropolis-Hastings proposals, leading to slow mixing and possible lack of convergence after 10 million iterations of the MCMC chain. One possible solution to this last problem is to use block updates to update highly correlated parameters simultaneously (see, e.g., King et al. 2009, section 5.4.4).

Adding some rigidity to the model in M2 by fixing $\phi_{\rho,t}$ to the time-specific estimates significantly improved mixing and convergence, and constrained adult survival to a very narrow range of possibilities. However, to achieve the best fit to the count data, $\phi_a$ was estimated to be somewhat lower than the Isle of May time series mean (0.91 compared to 0.94, representing approximately a 50% increase in mortality). Furthermore, fixing both $\phi_{\rho,t}$ and $\phi_{a,t}$ to the time-specific estimates in M3 resulted in a very poor fit to the counts by producing an expected population growth rate considerably higher than the observed growth rate. These two results point towards an inconsistency between the count data and the estimates of survival derived from mark-recapture analyses; more specifically, they suggest that factors other than productivity and survival influence the dynamics of the Isle of May guillemot colony, for example, migration into or out of the system.
Halley & Harris (1993) showed that intercolony movement of prebreeding Isle of May guillemots does occur, and that birds may recruit to colonies other than their natal colony. Immigration would typically be inferred if survival rates from mark-recapture data predicted a population growth rate lower than that observed, or if survival estimated using count data was higher than the mark-recapture estimates. We found the opposite for the Isle of May data, suggesting substantial net emigration of prebreeders to recruit at other colonies. But emigration is essentially included in the survival estimates, because in the analysis of mark-recapture data death and permanent emigration are inseparable, both contributing to the ‘apparent survival’ rate. However, the process model did not account for the potential dispersal of prebreeders in the year immediately prior to recruitment: age 4 birds were assumed to recruit to the colony with the survival rate $\phi_{a,t}$ of established breeders, which rarely (if ever) change colony. Therefore, reconfiguring equation (2.2) to allow a proportion of new recruits to emigrate could be what is required to ‘balance the books’, so that the model fits the counts. We consider this approach in Chapter 3.

Another unrealistic feature of the count model was the use of point estimates for the time-specific productivity and survival rates, which, like the count data, are also subject to sampling error. Standard errors were provided with the estimates and could be used to sample productivity and survival rates at each iteration from beta distributions, for example. A preferable approach would be to fit the model simultaneously to the time series of counts and the raw productivity and mark-recapture data in a so-called ‘integrated data analysis’ (see, e.g., Besbeas et al. 2002, Brooks et al. 2004, King et al. 2008b). This approach is also described in Chapter 3. Along the same lines, the annual number of breeding pairs were not counted directly but were calculated from the total colony count using a time-specific correction factor (refer back to Section 2.2.2 for details). To better account for the way the data on population size were collected and analysed, it may be more realistic to fit the observation model to the raw colony counts, assuming observation error to come from a binomial sampling process (the $n$ being the count and the $p$ being the proportion of breeding pairs observed on the intensively monitored plots). Although we do not implement such an approach in the analyses contained herein, it may be worth considering in future studies.
2.3 Mark-recapture data

2.3.1 Introduction

Mark-recapture data from Isle of May guillemots ringed as chicks and from a separate set of birds ringed as breeding adults have previously been analysed independently to obtain estimates of, respectively, juvenile (Crespin et al. 2006a) and adult (Harris & Wanless 1995, Crespin et al. 2006b) survival rates. (Note that we refer to the data corresponding to birds ringed as chicks as ‘chick data’ and to birds ringed as adults as ‘adult data’.) In addition, Harris et al. (2007b) provide an analysis of combined chick mark-recapture and ring-recovery data. In this section we focus on combining the adult and chick mark-recapture data and for the time being ignore the chick ring-recoveries, which are incorporated in the integrated model described in Chapter 3.

In combining the adult and chick mark-recapture data, a major assumption is that ‘adult’ (i.e., age 4 years and older) survival rate is a shared parameter between the two datasets. However, among the previously published estimates of adult survival there is a large discrepancy between estimates based on the adult data (0.90–0.99; Crespin et al. 2006b) and those based on the chick data (0.70; Crespin et al. 2006a). A proportion of birds emigrate prior to first breeding (Halley & Harris 1993) and those that remain tend to disperse through the breeding ledges of the colony and start losing their colour-rings. The combination of these factors result in the lower adult survival estimates from the chick data, which are in fact estimates of apparent survival. In addition, recaptures of birds aged 5-and-older that were ringed as chicks are sparse, so it is not possible to estimate year-specific survival rates for these birds. The adult data, on the other hand, contain many recaptures and are thus highly informative. Thus, by combining the two datasets, the adult data provide most of the information on adult survival rates, while the additional, alternative information provided by the chick data allows the estimation of a pre-recruitment dispersal rate.

2.3.2 Data and notation

The raw data for this analysis are the individual capture histories from which the survival point estimates used in the state-space model in Section 2.2 were derived. The capture histories consist of a series of ones and zeros, denoting for each capture occasion from year \( t = 1, \ldots, T \) whether an individual was seen alive (recaptured or resighted) or not seen, respectively. The first ‘1’ indicates the year (or cohort) in which the bird was ringed, and the last ‘1’ the year
the bird was last seen, though not necessarily the year in which it died. For
example, the capture history

\[0 0 0 1 0 0 1 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0\]

describes a bird (in this case a guillemot chick ringed on the Isle of May) ringed
and released in the fourth year (1986) of a 23-year study, recaptured during
1989–1992, and again in 1994, after which it was not seen again. A total of 6396
guillemot capture histories are used in this analysis, consisting of 802 breeding
adults captured and marked during 1982–2004, and 5594 chicks captured during
1983–2003, with resightings of both groups up to 2005. Thus, we have \(T = 24\)
capture/recapture occasions.

Modelling the recapture process requires two sets of parameters: survival
rates and recapture probabilities. We let \(R = \{0, 1, 2, 3, 4, 5^+, a\}\) denote the set
of ages at which birds may be recorded, with \(a\) denoting the adult age-class.
For \(r \in R\) and \(t = 1, \ldots, T - 1\), we define

\[\phi_{r,t} = \Pr(\text{a bird of age } r, \text{ alive at time } t, \text{ survives until time } t + 1);\]
\[p_{r,t+1} = \Pr(\text{a bird of age } r, \text{ alive at time } t + 1, \text{ is resighted at that time}).\]

For notational convenience, we also define \(\phi = \{\phi_{r,t} : r \in R; \ t = 1, \ldots, T - 1\}\)
and \(p = \{p_{r,t} : r \in R; \ t = 2, \ldots, T\}\) to denote the set of all survival and
resighting probabilities, respectively, and \(\theta = \{\phi, p\}\) to denote the full set of
model parameters.

### 2.3.3 Analysis and results

We take a Bayesian approach to the analysis, using noninformative \(U(0, 1)\) priors
on all probability parameters. MCMC, with updates by a Metropolis-Hastings
random walk algorithm with uniform proposal density, is used to obtain a sam-
ple from the posterior distribution \(\pi\), from which posterior summary statistics
are extracted. The MCMC algorithms for the following models were all run for
100,000 iterations, with the first half of the chain discarded as burn-in. Standard
convergence diagnostics and plots (BGR statistic; see Section 1.3.3) suggested
that this burn-in period was very conservative, with rapid convergence indicated
for all models. Simulations were implemented in Fortran and took from a few
minutes to 10 hours (according to the model; see individual model descriptions,
below) to run on a 1.8 GHz personal computer.
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**M1 Simple combined analysis**

We begin with a straightforward combined analysis, where time-specific adult survival probabilities are assumed to be equal for the adult and chick data. This assumption is not made for adult resighting probabilities because resighting data for the two groups was collected by different methods. The model to describe the other chick survival parameters (i.e., for juvenile and immature birds) and the model for resighting parameters are based on biological reasoning and the amount of information in the data. One-year-old birds were never observed at the colony, so resighting probabilities for this age group are fixed to zero \( (p_{1,t} = 0 \ \forall \ t) \) and juvenile survival is therefore restricted to a composite estimate over the first two years of life, denoted by \( \phi_{0-1,t} \). Survival of juvenile birds is allowed to vary annually, but for ages 2 and 3 it is constrained to be constant with time as there is not enough information in the data to permit time-specific estimates. Once birds reach age 4, they are assumed to survive with a time-dependent adult survival rate, in common with birds from the adult dataset \( (\phi_{4,t} = \phi_{5+},t = \phi_{a,t}) \). Therefore, we have survival parameters \( \phi_{0-1,t}, \phi_{2}, \phi_{3} \) and \( \phi_{a,t} \). Resighting probability is assumed to be age-dependent up to 5 years because immature guillemots visit the colony with increasing frequency until they start breeding (Halley et al. 1995); it is also fully time-dependent for all age classes of birds ringed as chicks, and for birds ringed as adults. This gives the resighting parameters \( p_{2,t}, p_{3,t}, p_{4,t}, p_{5+},t \) and \( p_{a,t} \), where \( p_{5+},t \neq p_{a,t} \).

Catchpole et al. (1998) derived an efficient form for the likelihood of joint mark-recapture and ring-recovery data that allows age- and time-dependence. Instead of using the individual capture histories, their approach requires summarising these raw data into four upper-triangular matrices, which form sufficient statistics for estimation of the parameters. Using a similar, but simplified approach for the mark-recapture data, we define the following three matrices:

\[
\begin{align*}
    v_{r,t} &= \text{the number of birds of age } r \text{ captured or resighted at time } t \text{ and not seen again during the course of the study;} \\
    w_{r,t} &= \text{the number of birds of age } r \text{ at time } t, \text{ resighted at time } t + 1; \\
    z_{r,t} &= \text{the number of age } r \text{ birds at time } t \text{ not resighted at time } t + 1 \text{ but seen alive later.}
\end{align*}
\]

Two sets of these statistics are required: \( x_j = \{v_j, w_j, z_j\} \) for the capture histories of birds ringed as chicks; and \( x_a = \{v_a, w_a, z_a\} \) for those of birds ringed as breeding adults. The likelihood for the chick data is then expressed...
in the form

$$L_j(x_j \mid \theta) = \prod_{r \in R} \prod_{t=1}^{T-1} (\phi_{r,t})^{w_{r,t} \chi_{r,t}} \chi_{r,t}^{r_{r,t} + z_{r,t}} (1 - p_{r,t+1})^{v_{r,t}} \prod_{t=1}^{T} (\chi_{r,t})^{v_{r,t}},$$

(2.8)

where $\chi_{r,t}$ denotes the probability that a guillemot of age $r$, alive at time $t = 1, \ldots, T$, is not observed after this time. For $t = 1, \ldots, T - 1$, $\chi_{r,t}$ is given by the recursion

$$\chi_{r,t} = (1 - \phi_{r,t}) + \phi_{r,t} (1 - p_{r,t+1}) \chi_{r+1,t+1},$$

(2.9)

with $\chi_{r,T} = 1$. The likelihood for the adult data, $L_a(x_a \mid \theta)$, is a similar expression with $r = a$, and the joint likelihood for the combined data is formed by multiplying the adult and chick expressions together.

The MCMC iterations for this model took $\sim 7$ minutes of computing time (for 100,000 iterations), which is a reflection of the efficiency of the above method for calculating the likelihood.

Posterior means and associated 95% CIs for time-specific survival rates are provided in Figure 2.3. Survival from fledging to age 2 was highly variable between years, with posterior means during 1983–2001 ranging from 0.210 to 0.642 (Figure 2.3a). The large uncertainties in 2002/2003 reflect the fact that few chicks ringed in these years were resighted before the end of the study; furthermore, the 2003 estimate is confounded with age 2 resighting probability in 2005 (note the correspondingly large CI on the final $p_{2,T}$ in Figure 2.4a). Adult survival also varied significantly from year to year (0.812–0.991; Figure 2.3b), but over a much smaller range than juvenile survival (note that the magnitudes of the two survival rates are not directly comparable as juvenile survival covers
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\caption{(a) Juvenile survival (from fledging to age 2) of birds ringed as chicks, $\phi_{0-1,t}$; (b) combined adult survival of age 4+ birds ringed as chicks and birds ringed as breeding adults, $\phi_{a,t}$. (Note the different $y$-scales.)}
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a two-year period, whereas adult survival is only over a single year of life). The main detail to note is the steady decrease in adult survival after 1989 to a new, apparent lower level, and the associated increase in uncertainty of the estimates, the possible reasons for which will be discussed later. Constant survival estimates for immature birds were 0.915 (95% CI: 0.839, 0.979) for $\phi_2$, and 0.813 (0.777, 0.849) for $\phi_3$.

Resighting probabilities of birds ringed as chicks increased with age up to 4 years old (Figure 2.4a–c). Birds aged 5-and-older were resighted with lower
probability than age 4 birds (Figure 2.4d). This can be explained as these are birds of breeding age that would have dispersed throughout the densely packed breeding ledges of the colony making them harder to resight, and the wear and loss of colour-rings would also have started to occur. Resighting probabilities of birds ringed as breeding adults \( p_{a,t} \) were very high throughout the study (Figure 2.4e), due to a combination of the intensity of observations on these birds and their site-faithfulness. The disparity between the estimates from birds ringed as adults and those ringed as chicks shows that it would be unrealistic to assume the same resighting probability for all breeding-age guillemots.

With the exception of \( \phi_3 \) and \( \phi_{a,t} \), all parameter estimates were essentially the same as those obtained from independent analyses of the adult and chick data (where applicable) using identical model structures. The posterior mean for third-year survival derived from the combined data (0.813) was 0.078 lower than the posterior mean from the chick data (0.891) with minimal overlap in the CIs. Combined adult survival estimates during 1982–1989 were very similar to those from the adult data only, but from 1990 onwards these estimates also diverged, with those from the combined analysis being consistently lower and with larger CIs; however, they were higher than the estimates of adult survival from the chick data (Figure 2.5). The combined estimates thus appear to reflect a compromise between the information about adult survival contained in the two datasets: in the early years there was little information (none before 1987) coming from the chick data as few marked birds had reached adulthood, so the estimates mostly reflect the information in the adult data; as time progresses,
however, more cohorts of birds ringed as chicks enter the adult age-class, giving
the chick data greater weight (note the smaller CIs on the chick estimates in
later years in Figure 2.5) and thus pulling the combined estimates away from
what we assume to be the ‘true’ adult survival rates.

M2 Incorporating pre-recruitment emigration

The estimates of adult survival obtained from the chick data are clearly anom-
ously low when compared to what we believe to be the more realistic estimates
from the adult data (see Figure 2.5). Because mark-recapture models are un-
able to distinguish permanent emigration from death (both result in zero future
recaptures), emigration produces negatively biased survival estimates; indeed,
Crespin et al. (2006a) attribute the discrepancy in adult survival on the Isle of
May primarily to the permanent emigration of ‘as many as 25%’ of prebreeding
guillemots to other colonies. Emigration is not an issue for the breeding adult
mark-recapture data, as breeding guillemots rarely (if ever) change colonies.
Therefore, if we assume that the difference between the two sets of adult sur-
vival estimates is due to permant pre-recruitment emigration, then accounting
for this in the combined model should produce improved estimates of adult
survival, plus an estimate of the rate of emigration.

On the Isle of May most guillemots start breeding at ages 5–7 years (Harris
et al. 1994), but for simplicity we assume that all birds recruit at age 5 and,
as already noted, that they survive with adult survival rate \( \phi_{a,t} \) from age 4.
Most chicks return to the Isle of May during their prebreeding years (Crespin
et al. 2006a), so that we assume that all emigration takes place in the year
immediately prior to first breeding, that is, at age 4. Using \( \psi \) to denote the
emigration rate, survival for age 4 birds is now given by \( \phi_{4,t} = (1 - \psi)\phi_{a,t} \), while
for birds aged 5-and-older we still have that \( \phi_{5+,t} = \phi_{a,t} \).

Parameter estimates from this model were generally very similar to those
from M1, notable exceptions being \( \phi_3 \), which at 0.864 (95% CI: 0.821, 0.905)
was somewhat higher than the M1 estimate of 0.813, and adult survival \( \phi_{a,t} \),
which although still not as high as the estimates from the adult-only analysis,
were a slight improvement over the model without emigration (Figure 2.6). The
emigration parameter \( \psi \) was estimated to be 0.202 (0.158, 0.244); this implies
a permanent pre-recruitment emigration rate of about 20% from each cohort,
which is not too dissimilar to the 25% estimated by Crespin et al. (2006a).
Computation time for the MCMC iterations was essentially the same as for M1
(\(~7\) minutes; only one additional parameter was updated at each iteration).
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Year | Survival probability
--- | ---
1985 | 0.80
1990 | 0.85
1995 | 0.90
2000 | 0.95

![Figure 2.6](image)

**Figure 2.6** A comparison of adult survival estimates (posterior means) obtained under the following combined survival models: M1 (○; simple combined analysis); M2 (□; extended analysis incorporating pre-recruitment emigration); M3.1 and M3.2 (×; attempts to account for heterogeneity in age $5^+$ resighting probabilities with, respectively, a mixture-distribution and random effects—results were essentially identical). The ‘true’ estimates given by the adult data are also plotted for comparison (△).

**M3.1 Modelling heterogeneity in $p_{5^+}$: two-component mixture-distribution**

The fact that incorporating emigration in the combined model did not contribute significantly to improving estimates of adult survival suggests that we are still missing an important aspect of the system. We therefore hypothesise that, while part of the discrepancy between adult survival estimates from the independent chick and adult analyses may be explained by permanent emigration, unmodelled heterogeneity in age $5^+$ resighting probabilities of birds ringed as chicks may also have an effect.

There are a number of factors that may affect the probability of resighting breeding-age guillemots that were ringed as chicks, making the assumption that all age $5^+$ birds share the same resighting probability potentially unreasonable. According to our assumptions, guillemots recruit to the breeding population at 5 years of age. From then on, they are most likely to be resighted at the location of their breeding site, which generally remains the same from year to year (Harris et al. 1996b), so resighting probability is highly dependent on whether an individual recruits to a high- or low-visibility nest site: those recruiting to high-visibility sites are likely to be resighted with high frequency, whereas individuals recruiting to low-visibility sites will only be seen sporadically, if at all. A further potential source of heterogeneity is caused by wear and loss of colour-rings, which takes place once birds start breeding and spend much more

---
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time ashore on the drier, more abrasive rock of the breeding ledges. Marked birds that have a missing or unreadable colour-ring can only be identified by means of their numbered metal ring, which are much more difficult to find during searches and are also harder to positively identify once discovered.

To model these two sources of heterogeneity we use a similar approach to Pledger et al. (2003), splitting $p_{5+}$ into two separate parameters: the probability of resighting a bird given it is in a high-visibility location, denoted $p^h_{5+}$, and the probability of resighting a bird given it is in a low-visibility location, $p^l_{5+}$. The resulting posterior distribution for $p_{5+}$ is a mixture of the two component distributions.

For this approach, we consider an individual-based approach to formulating the likelihood for the chick data. We let $x_j = \{x_{i,t} : i = 1, \ldots, n; t = 1, \ldots, T\}$ denote the full set of $n = 5594$ chick capture histories, where each row $i$ gives the capture history of a single individual and each column $t$ represents a single capture occasion, containing a ‘1’ if an individual was captured or resighted on that occasion and ‘0’ otherwise. For each individual $i$, we denote the year of its first capture by $t_{ci}$, the year of its last capture by $t_{ki}$ and its age at last capture by $r_{ki}$. At any time $t$, the age of an individual is given by $r = \min(t - t_{ci} + 1, G)$, where $G = 6$ is the total number of age classes. Then, for each individual we let

$$\delta^h_i = \begin{cases} 1, & t_{ki} = t_{ci}, \\ \prod_{t = t_{ci}}^{t_{ki} - 1} \phi_{r,t} (p^h_{r,t+1})^{x_{i,t+1}} (1 - p^h_{r,t+1})^{1 - x_{i,t+1}}, & t_{ci} < t_{ki} \leq T, \end{cases}$$

be the probability of observing that individual’s capture history from first capture until its last recapture occasion, given that it is in a high-visibility location, with an analogous definition for $\delta^l_i$ by replacing $p^h_{r,t}$ with $p^l_{r,t}$. To complete the individual likelihood, we also need to define the probability that an individual is not observed after its last recapture occasion. In general, for an individual of age $r$, last seen at time $t$, this is given by the recursion

$$\chi^h_{r,t} = (1 - \phi_{r,t}) + \phi_{r,t} (1 - p^h_{r,t+1}) \chi^h_{r+1,t+1}, \quad t = 1, \ldots, T - 1,$$

with $\chi^h_{r,T} = 1$, given that the individual is in a high-visibility location, with an analogous definition for $\chi^l_{r,t}$. Then for $r \leq 4$ (i.e., prebreeders) we simply let $p_{r,t} = p^h_{r,t} = p^l_{r,t}$, while for breeders we specify that $p^h_{5+} > p^l_{5+}$, and so $p_{5+} = \pi^h p^h_{5+} + (1 - \pi^h) p^l_{5+}$, where $\pi^h$ is the probability of being in a high-visibility location.
site. The full likelihood is calculated as the product of the probabilities of the individual capture histories and is given by

$$ L_j(\mathbf{x}_j \mid \theta) = \prod_i \left( \pi^h \delta^h_t \chi_{t_{ki}^h} + (1 - \pi^h) \delta^l_t \chi_{t_{ki}^l} \right), \quad (2.12) $$

where $\theta = \{\phi, p\}$ is a vector of model parameters, as defined in Section 2.3.2.

Computation time for this individual-based analysis was $\sim 5$ hours, which is more than 40 times longer than for M1 or M2. This further highlights the considerable advantage of using Catchpole et al.’s (1998) approach based on the sufficient statistics, where possible, when implementing computationally intensive likelihood-based simulations such as MCMC.

Posterior means for the resighting probabilities $p_{5+}^h$ and $p_{5+}^l$ were 0.762 (95% CI: 0.708, 0.817) and 0.188 (0.145, 0.234), respectively, with the probability of being in a high-visibility site $\pi^h$ being 0.386 (0.322, 0.451). This result clearly suggests that adult guillemots that were ringed as chicks are divided into (at least) two distinct groups with very different resighting probabilities, as we expected. However, while estimates of adult survival were improved further over the previous estimates from the emigration model, the difference was very small (Figure 2.6; also note the slightly different trend of survival estimates, which is most likely the result of $p_{5+}$ no longer being time-specific, due to insufficient information in the data). In addition, the posterior estimate of the emigration rate $\psi$ was drastically reduced in this model to 0.081 (0.012, 0.147). It is probable that this model is still not adequate to capture all the heterogeneity in $p_{5+}$, so with the following model we consider a random effects model.

### M3.2 Modelling heterogeneity in $p_{5+}$: random effects

The most general option for modelling heterogeneity in $p_{5+}$ is to model the parameter using random effects—essentially a form of continuous mixture model (Coull & Agresti 1999, Dorazio & Royle 2003)—which assumes that each guillemot has its own individual resighting probability derived from an underlying distribution. We denote the age 5+ resighting probability of individual $i$ by $p_{5+}^i$, which takes the form

$$ \text{logit}(p_{5+}^i) = \mu + \epsilon_i, \quad (2.13) $$

where $\mu$ denotes the underlying resighting probability and $\epsilon_i$ denotes random effects, such that

$$ \epsilon_i \sim N(0, \sigma^2_\epsilon). \quad (2.14) $$
The random effects variance $\sigma^2_\epsilon$ is a parameter to be estimated. As with Model 3.1, this calls for a likelihood based on the individual capture histories. We define

$$\delta_i = \begin{cases} 
1, & t_{ki} = t_{ci}, \\
\prod_{t=t_{ci}}^{t_k-1} \phi_{r,t}(p_{r,t+1})^{x_{i,t+1}}(1 - p_{r,t+1})^{1-x_{i,t+1}}, & t_{ci} < t_{ki} \leq T,
\end{cases}$$  

(2.15)

to be the probability of observing the capture history of individual $i$ from first until last capture, and

$$\chi_{r,t}^i = (1 - \phi_{r,t}) + \phi_{r,t}(1 - p_{r,t+1})\chi_{r+1,t+1}^i, \quad t \leq T - 1,$$

(2.16)

with $r = r_{ki}$, $t = t_{ki}$, and $\chi_{r,T}^i = 1$, to be the probability that individual $i$ is not observed after its last recapture occasion. For $r \leq 4$ we let $p_{r,t}^i = p_{r,t} \forall i$, and $p_{5+}^i$ is given by equation (2.13). The full likelihood is simply given by

$$L_j(x_j | \theta) = \prod_i \delta_i \chi_{r_{ki},t_{ki}}^i,$$

(2.17)

where $\theta = \{\phi, p, \mu, \epsilon_i, \sigma^2_\epsilon\}$ is a vector of survival rates, resighting probabilities and random effects parameters.

The underlying resighting probability $\mu$ and random effects variance $\sigma^2_\epsilon$ for the model on $p_{5+}^i$ require some attention regarding prior specification because, unlike all the other parameters specified in Section 2.3, they do not come under the umbrella of ‘probability parameters’ with the corresponding U(0, 1) prior. Following King & Brooks (2008), the prior for $\mu$ is specified to have probability density function

$$f(\mu) = \frac{\exp(\mu)}{(1 + \exp(\mu))^2},$$

(2.18)

which exactly induces a U(0, 1) prior on the resighting probability in the absence of random effects. Regarding $\sigma^2_\epsilon$, we specify a prior of the form

$$\sigma^2_\epsilon \sim \Gamma^{-1}(b_1, b_2),$$

(2.19)

for which we require the parameters $b_1$ and $b_2$ such that the corresponding prior distribution of $\epsilon_i$ approximately induces a U(0, 1) prior on the resighting probability $p_{5+}^i$. Ignoring the $\mu$ term in the logistic regression, this is closely achieved by setting $b_1 = 3$ and $b_2 = 7$ (see Appendix A for a full discussion of the derivation of these parameters).
The estimate of the underlying resighting probability $\mu$, on the logit scale, was $-0.745$ (95% CI: $-0.960$, $-0.523$), with a corresponding back-transformed estimate for $p_{5+}$ of 0.322 (0.277, 0.372). The random effects variance $\sigma^2_\epsilon$, also on the logit scale, was 3.34 (2.54, 4.27), which is rather large and reflects the great individual variation in resighting probabilities. Even so, this approach gave essentially identical estimates of adult survival to those from M3.1 (see Figure 2.6) and the emigration parameter $\psi$ was reduced even further to 0.022 (0.001, 0.073). Computation time was $\sim 10$ hours, more than 80 times longer than M1 or M2, which demonstrates the considerable computational demand of implementing individual random effects in an MCMC simulation.

### 2.3.4 Discussion

The results from the models presented in this section suggest that modelling emigration and heterogeneity in $p_{5+}$ are of limited benefit in achieving improved estimates of adult survival from the combined adult-chick mark-recapture model. Even allowing for individual variation in age 5+ resighting probabilities, posterior means for $\phi_{a,t}$ remained well below those obtained from the breeding adult-only data. However, none of the above models account for the individuals that truly become invisible to future live detections, through dispersing to an ‘invisible’ location in the colony (where identification is impossible) and/or losing their colour-ring. Accounting for these individuals requires a way of knowing that they are still alive without the need for live resightings, and dead recoveries provide the answer: a bird may be recovered dead and identified via its numbered metal ring regardless of whether it is in an ‘invisible’ location, has lost its colour-ring, or even if it has emigrated and recruited to another colony.

Fortunately, information on recoveries is available for guillemots ringed as chicks on the Isle of May, and the combined analysis of mark-recapture and ring-recovery data for these birds provides a realistic estimate of adult survival (95%: Harris et al. 2007b), even without the additional information in the adult data. The inclusion of recoveries is considered in Chapter 3, as part of a fully integrated approach to analysing the Isle of May data.
2.4 Productivity data

2.4.1 Data and model

The productivity data analysed in this section are derived from daily monitoring of breeding guillemots in several study plots located in the main part of the Isle of May colony. Each year from 1983 to 2005 (denoted by \( t = 1, \ldots, T \)), 607–1014 pairs (representing on average 5.5% of the total colony) laid an egg in the study areas. The fates of these eggs were then followed through the breeding season, resulting in a known number of successfully ‘fledged’ chicks (fledging here being defined as a chick having left the colony, which usually occurs at around 3 weeks of age).

For \( t = 1, \ldots, T \), we denote the number of observed breeding attempts in year \( t \) by \( n_{e,t} \), and the number of successfully fledged chicks by \( n_{f,t} \). Because a female guillemot only lays a single egg per year, each breeding attempt is an independent Bernoulli trial with probability \( \rho_t \) (the productivity rate at time \( t \)) and so we have that

\[
n_{f,t} \mid \rho_t \sim \text{Bin}(n_{e,t}, \rho_t). \tag{2.20}
\]

2.4.2 Analysis and results

We perform a Bayesian analysis of the data, and because the posterior distribution is of a simple form, we are able to derive it analytically in our case. Placing a Beta(\( \alpha, \beta \)) prior on \( \rho_t \), by Bayes’ Theorem the posterior distribution for the productivity rate in year \( t \) is given by

\[
\pi(\rho_t \mid n_{f,t}) \propto f(n_{f,t} \mid \rho_t) p(\rho_t)
\]

\[
\propto (\rho_t)^{n_{f,t}}(1-\rho_t)^{n_{e,t}-n_{f,t}}(\rho_t)^{\alpha-1}(1-\rho_t)^{\beta-1}
\]

\[
= (\rho_t)^{n_{f,t}+\alpha-1}(1-\rho_t)^{n_{e,t}-n_{f,t}+\beta-1}. \tag{2.21}
\]

Then, by inspection, we have that

\[
\rho_t \mid n_{f,t} \sim \text{Beta}(n_{f,t} + \alpha, n_{e,t} - n_{f,t} + \beta). \tag{2.22}
\]

Therefore, the expected value (posterior mean) for \( \rho_t \) is given by

\[
E_\pi(\rho_t) = \frac{n_{f,t} + \alpha}{n_{e,t} + \alpha + \beta}. \tag{2.23}
\]
and the standard deviation by

\[
\sigma_\pi(\rho_t) = \sqrt{\frac{(n_{e,t} + \alpha)(n_{e,t} - n_{f,t} + \beta)}{(n_{e,t} + \alpha + \beta)^2(n_{e,t} + \alpha + \beta + 1)}}.
\] (2.24)

The symmetric 100(1 - \alpha_c)% credible interval (a, b) is defined such that

\[
\int_0^a \pi(\rho_t | n_{f,t})d\rho_t = \frac{\alpha_c}{2} = \int_b^1 \pi(\rho_t | n_{f,t})d\rho_t,
\]

i.e.,

\[
\int_0^a (\rho_t)^{n_{f,t} + \alpha - 1}(1 - \rho_t)^{n_{e,t} - n_{f,t} + \beta - 1}d\rho_t
\]

\[
= \frac{\alpha_c}{2} = \int_b^1 (\rho_t)^{n_{f,t} + \alpha - 1}(1 - \rho_t)^{n_{e,t} - n_{f,t} + \beta - 1}d\rho_t. \quad (2.25)
\]

The integration for the credible interval is not possible analytically; however, the necessary quantiles of the beta distribution may be obtained using computer routines such as the \texttt{qbeta} function in [R].

We have no prior information regarding the productivity rates, so we specify the prior parameters \(\alpha = \beta = 1\), giving a prior equivalent to a \text{U}(0, 1) distribution. Resulting posterior means and corresponding symmetric 95% CIs are plotted in Figure 2.7. The CIs were quite small, due to the large sample sizes, and clearly there was a significant degree of year-to-year variation in productivity. This was particularly true during the later years of the study, when there appears to have been a significant decline in mean productivity and an increase.

**Figure 2.7** Posterior means and 95% symmetric CIs for productivity rates, \(\rho_t\).
in interannual variability, both of which are likely to have a negative impact on the colony growth rate.

It is straightforward to incorporate the productivity data and model into an integrated analysis, and we do so in Chapter 3.

2.5 Conclusions

In this chapter, we have considered each of the Isle of May guillemot datasets separately. However, some of the parameters are common to more than one dataset, and treating the analyses separately can provide inconsistent results; in particular, we note the different survival rates generated by the count and mark-recapture data in Section 2.2, and the difference in adult survival estimated by separate analyses of the chick and adult mark-recapture datasets, as mentioned in Section 2.3. Furthermore, approaches that simply compare parameter estimates from separate analyses, to see whether they are compatible, are piecemeal and generally not statistically rigorous (Besbeas et al. 2002).

We want a robust analysis and, therefore, in the following chapter consider an integrated approach in order to ‘borrow’ information across the different data. For example, mark-recapture and ring-recovery data both contain information on survival rates, and may be analysed simultaneously to share this information and obtain more self-consistent survival estimates (Burnham 1993, Catchpole et al. 1998). We have also demonstrated that count data contains little information on demographic rates, but it too can be combined with MRR data to obtain more accurate demographic rates and, at the same time, improved population estimates (e.g. Besbeas et al. 2002, Brooks et al. 2004). In Chapter 3 we show, using the Isle of May guillemot data, how count, mark-recapture, ring-recovery and productivity datasets may be combined in an integrated population model, and how this enables the estimation of additional parameters that would be unidentifiable when using only a single data source.
Chapter 3

Integrated data analysis

3.1 Introduction

Long-term monitoring schemes for wildlife populations often involve the collection of several types of data relating to various aspects of the population (Besbeas & Freeman 2006). Abundance data are relatively easy to collect and are thus frequently encountered; they can provide estimates of total population size, or indices, from which population growth rates can be inferred. At the individual level common types of data include mark-recapture and ring-recovery time series (MRR data; respectively, records of live recaptures/resightings and dead recoveries of marked individuals), which contain information on survival probabilities, and records of breeding success (for example, nest record data) for estimating productivity rates. The forms of data collected are typically dependent on the underlying biological dynamics of interest and on practical constraints.

For a given population one may analyse each type of data in turn and, where two or more datasets contain information about common parameters, compare estimates to check for consistency. Survival and productivity estimates may also be incorporated into population models to see whether they explain observed year-to-year variations in population size—an approach which has been used to investigate causes of population decline in several species (e.g. Peach et al. 1999, Freeman & Crick 2003). However, these types of analysis do not use the data to their full potential (Besbeas et al. 2002).

Recent interest has focused on integrating all available data within a single, consistent framework (e.g. Catchpole et al. 1998, Besbeas et al. 2002, Brooks et al. 2004, Besbeas et al. 2008). Resulting parameter estimates and associated measures of precision then fully reflect all available information; this approach may also permit the estimation of parameters that are unidentifiable when using
only a single data source (Besbeas & Freeman 2006) and is useful for obtaining information from limited data (Schaub et al. 2007, Véran & Lebreton 2008).

Mark-recapture and ring-recovery data from the same individuals contain information on common survival parameters and are thus readily combined (Burnham 1993, Catchpole et al. 1998), allowing the estimation of ‘fidelity’ probabilities to account for permanent emigration from the study site and/or loss of marks (Frederiksen & Bregnballe 2000, Frederiksen et al. 2004a, Harris et al. 2007b). Abundance data provide information on population size but generally relatively little information on the underlying survival probabilities and productivity rates. Therefore, combining abundance data with MRR data in a single analysis permits improved estimates for survival and hence improved estimates for productivity and population size (Besbeas et al. 2002, Brooks et al. 2004). Previous studies have combined various different types of abundance and MRR data using both classical (e.g. Besbeas et al. 2002, Borysiewicz et al. 2008, Véran & Lebreton 2008) and Bayesian (Brooks et al. 2004, Goodman 2004, Schaub et al. 2007) approaches. If additional, independent productivity data are available these may also be incorporated (Gauthier et al. 2007), further refining estimates of demographic parameters and population size and providing greater flexibility to estimate additional parameters.

In this chapter we consider a combined analysis of abundance, mark-recapture, ring-recovery and productivity data from a long-term study of common guillemots *Uria aalge* on the Isle of May. Although the Isle of May guillemot colony has been extensively studied, previous analyses have focused on a single aspect of the population (for example, adult survival (Harris & Wanless 1995, Crespin et al. 2006b), juvenile survival and fidelity (Harris et al. 2007b), intercolony movement (Halley & Harris 1993), and philopatry (Harris et al. 1996a)) and have not considered the dynamics of the colony as a whole.

The dynamics of guillemot colonies are complex, due to variation in age of first breeding (Harris et al. 1994) and potentially high rates of emigration among prebreeders (Halley & Harris 1993). However, quantifying emigration rates for Isle of May prebreeders is difficult due to the scarcity of direct observational data: very few guillemots ringed on the Isle of May are subsequently resighted among the hundreds of thousands at other colonies. ‘Fidelity’ rates have been estimated using combined MRR data from birds ringed as chicks (Harris et al. 2007b), but it is not possible using these data alone to separate emigration from the confounding influences of colour-ring loss and the low visibility of breeders. Here we present an integrated analysis of the Isle of May guillemot data that provides a formal estimate of the rate of pre-recruitment emigration.
and a separate parameter to account for ring loss and reduced visibility.

We describe the data and model in Section 3.2, and the corresponding Bayesian analysis that we implement in Section 3.3. In Section 3.4 we present our results and in Section 3.5 we provide a discussion, in which we compare parameter estimates with those from previous studies to check the performance of the integrated model.

3.2 Data and modelling

We have four separate sources of data relating to the Isle of May guillemots, collected as part of the Centre for Ecology and Hydrology’s ‘Isle of May long-term study’: (1) abundance data in the form of annual colony counts, hereafter referred to as count data (in latter years these have been made by Scottish Natural Heritage staff); (2) mark-recapture data from birds ringed as breeding adults; (3) mark-recapture-recovery data from birds ringed as chicks; and (4) productivity data in the form of annual records of breeding success. Each dataset has a minimum of 23 years of observations from 1983 to 2005, which we denote by \( t = 1, \ldots, T \).

We consider each of the data sources and their corresponding models and parameters in turn, before describing how they are combined in the integrated model. A summary of all the parameters in the analysis and their interconnections between models is provided in Table 3.1, at the end of the section, and may be used as a quick-reference guide.

3.2.1 Count data

The count data are annual estimates of the number of breeding pairs, derived from counts of the total number of full-grown birds present in the colony. These total counts include one or two adults per breeding pair plus a variable number of nonbreeders and prebreeders, so a count-specific correction factor (Harris 1989) was applied to obtain an estimate of the total number of breeding pairs (see Section 2.2.2 for further details of the count methodology). For simplicity we focus on the number of breeding females, which we denote by \( N_t \) for \( t = 1, \ldots, T \).

Because the \( N_t \) are only estimates of the true population size we use a state-space approach to model the count data (e.g. Millar & Meyer 2000, Buckland et al. 2004, Jamieson & Brooks 2004, Brooks et al. 2008, King et al. 2008b), which models observation error (associated with the data collection process and subsequent estimation of the number of breeding pairs) and process uncertainty.
The observation model relates the observed annual counts to the true, but unknown, underlying population size. We assume that

\[ N_t \sim N(X_t, \sigma_N^2), \quad (3.1) \]

where \( X_t \) denotes the true underlying number of breeding females in year \( t \) and \( \sigma_N^2 \) is the observation error variance.

The process model describes changes in the true population size over time. For the adult population, we assume that the number of breeding females in year \( t \) is derived from the number surviving from year \( t - 1 \), plus the number of new females recruiting into the breeding population. On the Isle of May most guillemots start breeding at ages 5–7 years (Harris et al. 1994), but for simplicity we assume that all birds recruit at age 5. We also assume that all birds have the same ‘adult’ survival rate from age 4. Although established breeding guillemots rarely (if ever) change colonies, a proportion of birds reared on the Isle of May recruit elsewhere (Halley & Harris 1993). Most surviving chicks return to the Isle of May during their prebreeding years (Crespin et al. 2006a, Harris et al. 2007b), so we assume that any emigration takes place in the year immediately prior to first breeding. The local apparent survival rate—the probability of surviving and returning to the colony the following year—for age 4 females will therefore be lower than for breeding females. The parallel process of birds born on other colonies recruiting into the Isle of May breeding population also occurs (Halley & Harris 1993); however, there is no data to estimate immigration directly, so for simplicity we assume there is none (but see discussion in Section 6.2). Therefore, we consider two components of the adult breeders: continuing female breeders \( Y_t \), and new female recruits \( Z_t \). We then assume that

\[ Y_t \sim \text{Bin}(X_{t-1}, \phi_{a,t-1}), \quad (3.2) \]

and

\[ Z_t \sim \text{Bin}(J_{t-5}, \psi \phi_{a,t-1}), \quad (3.3) \]

where \( J_t \) denotes the number of female prebreeders that are fledged in year \( t \) and survive to adulthood, \( \phi_{a,t} \) denotes the adult survival rate in year \( t \), and \( \psi \) is the fidelity rate of recruiting birds, which is assumed to be constant over time. Finally, the total number of female breeders in year \( t \) is \( X_t = Y_t + Z_t \).

A female guillemot lays a single egg per year (except that it may replace
this if lost); therefore, each breeding pair can produce only a single chick per year. Assuming all adults breed every year, we model the number of female prebreeders by

\[ J_t \sim \text{Bin}(X_t, \rho_t \phi_t^*/2), \]

where \( \rho_t \) denotes the productivity rate in year \( t \) (the mean number of chicks fledged per pair) and \( \phi_t^* \) is the compound survival rate over the first four years of life for chicks fledged in year \( t \). The term of \( 1/2 \) corresponds to the probability of a chick being female.

For notational convenience we let \( \phi_{\rho,t} = \rho_t \phi_t^*/2 \) and we define \( \phi_\rho = \{ \phi_{\rho,t} : t = 1, \ldots, T - 4 \} \), with similar notation and corresponding time intervals for \( \phi_a, N, J, X, Y \) and \( Z \). The approximate likelihood for the observation model is then given by

\[
L_{\text{obs}}(N \mid X, \sigma_N^2) = \prod_{t=6}^{T} \left[ \frac{1}{\sqrt{2\pi\sigma_N^2}} \exp \left( -\frac{(N_t - X_t)^2}{2\sigma_N^2} \right) \right]. \tag{3.5}
\]

Similarly, the approximate likelihood for the process model is

\[
L_{\text{sys}}(J, Y, Z \mid \psi, \phi_\rho, \phi_a) = \frac{\prod_{t=1}^{T-4} (X_t - J_t)(\phi_{\rho,t})^{J_t}(1 - \phi_{\rho,t})^{X_t - J_t}}{\prod_{t=6}^{T} \left[ (X_t - 1)(\phi_{a,t-1})^{Y_t}(1 - \phi_{a,t-1})^{X_t - 1 - Y_t} \right] \times \left( \frac{1}{\psi \phi_{a,t-1}} \right)^{Z_t}(1 - \psi \phi_{a,t-1})^{J_t - 5 - Z_t}}, \tag{3.6}
\]

and the joint likelihood for the count data is given by

\[
L_N(N, J, Y, Z \mid \psi, \phi_\rho, \phi_a, \sigma_N^2) = L_{\text{obs}}(N \mid Y, Z, \sigma_N^2) \cdot L_{\text{sys}}(J, Y, Z \mid \psi, \phi_\rho, \phi_a). \tag{3.7}
\]

Note that \( t \) starts at 6 in both the observation likelihood and adult breeder portion of the process likelihood (see Section 2.2.2 for explanation), so we need to place priors on the initial population sizes \( X_1, \ldots, X_5 \) (see Section 3.3.1).

### 3.2.2 Adult mark-recapture data

A total of 802 breeding adults of both sexes and unknown age were captured between 1982 and 2004 in five intensively monitored study plots on the Isle of May and marked with a numbered metal ring and an individually recognisable
combination of three colour-rings. The data take the form of encounter histories, which record annual resightings of individual birds (7294 in total) from 1983 to 2005. Resightings came mainly from the study plots because site-fidelity of breeding adults is high (Harris et al. 1996b), but wider searches were also regularly made. We ignore the recoveries of dead adult birds as there were too few (11) to justify the added complexity of the model.

We assume that all adults share common survival and resighting probabilities, regardless of sex or cohort, but allow both to vary annually. Using \(a\) to denote the adult age-class and taking into account that \(t = 1\) corresponds to 1983, for \(t = 0, \ldots, T - 1\) we let

\[
\phi_{a,t} = \Pr(\text{an adult bird, alive at time } t, \text{ survives until time } t + 1);
\]
\[
p_{a,t+1} = \Pr(\text{an adult bird, alive at time } t + 1, \text{ is resighted at that time}).
\]

We also define \(\phi_a = \{\phi_{a,t} : t = 0, \ldots, T - 1\}\) and \(p_a = \{p_{a,t} : t = 1, \ldots, T\}\) to denote the set of all survival and recapture probabilities respectively, and \(\theta_a = \{\phi_a, p_a\}\) to denote the full set of model parameters for the adult data.

Catchpole et al. (1998) derived an efficient form for the likelihood of joint mark-recapture and ring-recovery data that allows age- and time-dependence (see also Catchpole et al. 2000, King & Brooks 2002). Using a similar approach, we define the following sufficient statistics for the adult mark-recapture data:

\(v_t = \) the number of adult birds captured or resighted at time \(t\) and not seen again during the course of the study;
\(w_t = \) the number of adult birds resighted at time \(t + 1\);
\(z_t = \) the number of adult birds not resighted at time \(t + 1\) but seen alive later.

We let \(x_a = \{v_a, w_a, z_a\}\) denote the full adult dataset. The likelihood is simply expressed by

\[
L_a(x_a | \theta_a) = \prod_{t=0}^{T-1} (\phi_{a,t})^{v_t+z_t}(p_{a,t+1})^{w_t}(1-p_{a,t+1})^{z_t} \prod_{t=0}^T (\chi_{a,t})^{v_t}, \tag{3.8}
\]

where \(\chi_{a,t}\) denotes the probability that an adult guillemot, alive at time \(t = 0, \ldots, T\), is not observed after this time, and for \(t = 0, \ldots, T - 1\) is given by the recursion

\[
\chi_{a,t} = (1 - \phi_{a,t}) + \phi_{a,t}(1 - p_{a,t+1})\chi_{a,t+1}, \tag{3.9}
\]

with \(\chi_{a,T} = 1\).
3.2.3 Chick mark-recapture-recovery data

Chicks were ringed on the Isle of May in two areas (4127 chicks in area A, 1467 in area B; 5594 in total) during 1983–2003 with a numbered metal ring and a unique colour-ring readable at distances up to 75 m. Encounter histories record resightings of live birds on the Isle of May and recoveries of dead birds away from the island from 1984 to 2005. In all there were 3867 live resightings and 243 dead recoveries. Most resightings resulted from almost daily searches of the breeding ledges and tidal rocks in the general vicinities of the two ringing areas, because of the tendency of guillemots to return to their natal area during their prebreeding years and to subsequently recruit nearby (Harris et al. 1996a).

The likelihood for standard MRR data is a function of survival, recapture and recovery probabilities (Catchpole et al. 1998). In particular, letting \( R = \{0, 1, 2, 3, 4, 5^+\} \) denote the set of ages at which birds may be recorded, for \( r \in R \) and \( t = 1, \ldots, T - 1 \) we define

\[
\phi_{r,t} = \Pr(\text{a bird of age } r, \text{ alive at time } t, \text{ survives until time } t + 1);
\]
\[
p_{r,t+1} = \Pr(\text{a bird of age } r, \text{ alive at time } t + 1, \text{ is resighted at that time});
\]
\[
\lambda_{r,t} = \Pr(\text{a bird of age } r \text{ which dies in } (t, t + 1) \text{ has its death reported}).
\]

The model to describe the chick data is similar to that of Harris et al. (2007b): we assume that both survival and resighting probability are age-dependent for juvenile and immature birds. One-year-old birds were never observed at the colony, so resighting probabilities for this age group are fixed to zero. However, information provided by the dead recoveries allows the estimation of survival over the first year of life. First-year survival is allowed to vary annually, while from ages 1–3 survival rate varies with age but is constrained to be constant over time because there is not enough information in the data to permit time-specific estimates. Once birds reach age 4, they are assumed to survive with a time-dependent adult survival rate in common with birds from the adult dataset (\( \phi_{4,t} = \phi_{5,t} = \phi_{a,t} \)). Therefore, we have survival parameters \( \phi_{0,t}, \phi_1, \phi_2, \phi_3 \) and \( \phi_{a,t} \) (with \( \phi_{0,t} \phi_1 \phi_2 \phi_3 = \phi^*_t \)). Resighting probabilities are assumed to be age-dependent up to 5 years because immature guillemots visit the colony with increasing frequency until they start breeding (Halley et al. 1995), and also time-dependent for 2- and 3-year-olds. Resighting probabilities for breeding-age birds (age 5+) are not assumed to be the same as those for birds in the adult dataset due to the different methods used to obtain resighting data for the two groups. We also allow resighting probability to differ between
birds ringed in areas A and B. We therefore have resighting parameters $p_{2,t}(A)$, $p_{2,t}(B)$, $p_{3,t}(A)$, $p_{3,t}(B)$, $p_{4}(A)$, $p_{4}(B)$, $p_{5+}(A)$ and $p_{5+}(B)$. The probability of a bird being found dead and subsequently reported (recovery probability) is assumed to be the same over all age classes, but is constrained to change linearly (on the logit scale) over the period of the study. Systematic temporal declines in reporting rates in the UK have been found across a wide range of species, including seabirds (Robinson et al. 2004, Clark et al. 2005, Freeman et al. 2007), and this model allows for such a decline in Isle of May guillemot recoveries. Therefore, we simply have recovery parameters $\lambda_t$, given by

$$\text{logit}(\lambda_t) = \alpha + \beta \tau_t,$$

where $\tau_t$ are the normalised times $t = 1, \ldots, T - 1$.

Combining the analysis of mark-recapture, ring-recovery and count data allows the estimation of fidelity rates. The count data enter here because they share some of the same parameters as the chick MRR model (see Section 3.2.1 and Table 3.1). We assume that the probability of a dead bird being recovered and reported is independent of permanent emigration, colour-ring loss, or any other factor acting to make birds permanently unavailable for future live detections (Burnham 1993, Frederiksen et al. 2004a, Harris et al. 2007b). Here we assume that overall ‘fidelity’—the probability that a bird remains available for future live resightings—is the result of three independent processes: (1) true fidelity (i.e., the complement of permanent emigration), hereafter simply referred to as fidelity; (2) retention/continued readability of colour-rings (numbered metal rings are assumed to always remain intact and readable upon dead recovery); and (3) recruitment to, and continuation of breeding in, a visible location (a nest site at which it is possible to read a bird’s ring; we assume that if a bird moves to an ‘invisible’ location it becomes unavailable for future live resightings but is still included in the counts). In reality, (2) and (3) are confounded, but fidelity may be estimated separately in the integrated model due to information contained in the count data. Therefore, for $r \in R$ and $t = 1, \ldots, T - 1$, we define

$$\psi_{r,t} = \Pr(\text{a bird of age } r, \text{ present in the colony at time } t, \text{ does not permanently emigrate in } (t, t+1)),$$

and

$$\tau_{r,t} = \Pr(\text{a bird of age } r, \text{ potentially visible and identifiable at time } t, \text{ remains so at time } t+1),$$
corresponding to processes (1) and (2)/(3) respectively.

In keeping with the model for the count data, we assume that fidelity is constant over time and only applies to age 4 birds, so that

\[ \psi_{r,t} = \begin{cases} \psi, & r = 4, \ t = 1, \ldots, T - 1, \\ 1, & \text{otherwise}. \end{cases} \]

Wear and loss of colour-rings is assumed to take place once birds start breeding, because they spend much more time ashore on the rough, dry rock of the breeding ledges. Thus, we let

\[ \tau_{r,t} = \begin{cases} \tau, & r = 5^+, \ t = 1, \ldots, T - 1, \\ 1, & \text{otherwise}. \end{cases} \]

We define the following vector notation for the parameters in the chick MRR model:

\[ \phi_j = \{ \phi_{r,t} : r = 0, 1, 2, 3; t = 1, \ldots, T - 1 \}, \]
\[ \phi_a = \{ \phi_{r,t} : r = a; t = 1, \ldots, T - 1 \}, \]
\[ p_j = \{ p_{r,t} : r = 2, 3, 4, 5^+; t = 2, \ldots, T \} \]
and \( \lambda_j = \{ \lambda_t : t = 1, \ldots, T - 1 \}. \) Finally, we let \( \theta_j = \{ \phi_j, \phi_a, p_j, \lambda_j, \psi, \tau \} \) denote the full set of model parameters for the chick data. The likelihood takes the form of that derived by Catchpole et al. (1998), extended to incorporate fidelity and ring loss. The matrices \( v_j, w_j \) and \( z_j \) take analogous definitions to those of \( v_a, w_a \) and \( z_a \) given in Section 3.2.2, with appropriate modifications to allow for age-dependence. We also require \( d_j \), defined as follows:

\[ d_{r,t,u} = \text{the number of birds of age } r \text{ at time } t, \text{ last seen alive at that time, and recovered dead in the interval } (u, u + 1). \]

Letting \( x_j = \{ v_j, w_j, z_j, d_j \} \) denote the full set of sufficient statistics for the chick dataset, the likelihood can be expressed in the form

\[
L_j(x_j \mid \theta_j) = \prod_{r \in R} \left[ \prod_{t=1}^{T-1} (\psi_{r,t} \tau_{r,t} \phi_{r,t})^{w_{r,t} + z_{r,t}} (p_{r,t+1})^{w_{r,t}} (1 - p_{r,t+1})^{z_{r,t}} \right] \times \prod_{t=1}^{T} (\chi_{r,t})^{w_{r,t}} \prod_{t=1}^{T-1} \prod_{u=t}^{T-1} (\xi_{r,t,u})^{d_{r,t,u}}, \tag{3.11}
\]

where \( \chi_{r,t} \) denotes the probability that a bird of age \( r \), alive at time \( t = 1, \ldots, T \), is not observed after this time and \( \xi_{r,t,u} \) denotes the probability that an individual aged \( r \) at time \( t \) and last seen alive at that time is recovered dead in \((u, u + 1)\). We consider each of these probability terms in turn.
The $\chi$-term needs to account for three possibilities: (1) the bird remains at a visible location in the colony and does not lose its colour-ring, but is simply not resighted; (2) the bird permanently emigrates from the colony, loses its colour-ring or moves to an ‘invisible’ location so that its future resighting probability becomes zero; (3) the bird dies but is not recovered. Obviously, any bird obeying (1) may switch to (2) or (3), and birds obeying (2) may either survive in their invisible state until the end of the study or die without being recovered. Therefore, for $t = 1, \ldots, T - 1$, $\chi_{r,t}$ is given by the recursion

$$
\chi_{r,t} = \psi_{r,t} \tau_{r,t} \phi_{r,t} (1 - p_{r,t+1}) \chi_{r+1,t+1} + (1 - \psi_{r,t} \tau_{r,t}) \phi_{r,t} \nu_{r+1,t+1} + (1 - \phi_{r,t}(1 - \lambda_t),
$$

(3.12)

with $\chi_{r,T} = 1$, where the three individual terms correspond respectively to processes (1), (2) and (3) described above. Here $\nu_{r,t}$ is the probability that a bird which has emigrated from the colony or lost its colour-ring is not seen again (i.e., not recovered dead; recall that unique metal-rings always remain intact and readable on dead recovery, even if the colour-ring is lost), and is given by

$$
\nu_{r,t} = (1 - \phi_{r,t})(1 - \lambda_t) + \phi_{r,t} \nu_{r+1,t+1},
$$

(3.13)

with $\nu_{r,T} = 1$, for all $r \in R$.

The $\xi$-term needs to account for two possibilities, which are the same as (1) and (2) in the $\chi$-term above ((3) does not apply because we know the bird to be alive until the year of its recovery). We first define the probability that a bird of age $r$ at time $t$, last seen alive at that time and recovered dead in $(u, u + 1)$, is not seen from $t$ to $u$, which for $t \leq u - 1$ is given by the recursion

$$
\omega_{r,t,u} = (1 - \psi_{r,t} \tau_{r,t}) \prod_{s=t}^{u-1} \phi_{r+(s-t),s} + \psi_{r,t} \tau_{r,t} \phi_{r,t} (1 - p_{r,t+1}) \omega_{r+1,t+1,u},
$$

(3.14)

with $\omega_{r,u,u} = 1$. Then $\xi_{r,t,u} = \omega_{r,t,u}(1 - \phi_{r+(u-t),u}) \lambda_u$. Note that this is essentially a rewriting of the $\gamma$-term in Burnham (1993).

### 3.2.4 Productivity data

The productivity data are derived from daily monitoring of breeding birds in several study plots located in the main part of the colony. Each year between 1983 and 2005, 607–1014 pairs, representing on average 5.5% of the total colony, laid an egg in the study areas. The fates of these eggs were then followed through
the breeding season resulting in a known number of successfully ‘fledged’ chicks. Fledging here is defined as a chick having left the colony, which usually occurs at around three weeks of age.

For \( t = 1, \ldots, T \) we denote the number of observed breeding attempts in year \( t \) by \( n_{e,t} \), and the number of breeding successes by \( n_{f,t} \). Then we assume that

\[
    n_{f,t} \sim \text{Bin}(n_{e,t}, \rho_t),
\]

where \( \rho_t \) denotes the productivity rate in year \( t \). Letting \( n_e = \{n_{e,t} : t = 1, \ldots, T\} \), \( n_f = \{n_{f,t} : t = 1, \ldots, T\} \) and \( n_\rho = \{n_e, n_f\} \), we have a simple binomial likelihood to describe the data given by

\[
    L_\rho(n_\rho | \rho) = \prod_{t=1}^{T} \binom{n_{e,t}}{n_{f,t}} (\rho_t)^{n_{f,t}} (1 - \rho_t)^{n_{e,t} - n_{f,t}},
\]

where \( \rho = \{\rho_t : t = 1, \ldots, T\} \) denotes the set of productivity parameters.

### 3.2.5 Integrated model

The model for the count data depends on the demographic parameters \( \rho \), \( \phi_j \) and \( \phi_a \), fidelity rate \( \psi \), observation error \( \sigma_N^2 \), and the underlying population levels \( J \) and \( X \) (= \( Y + Z \)). Similarly to equation (3.7), the joint probability density for the observed data \( N \) in terms of these parameters is given by

\[
    L_N(N, J, Y, Z | \rho, \psi, \phi_j, \phi_a, \sigma_N^2)
    = L_{\text{obs}}(N | Y, Z, \sigma_N^2) L_{\text{sys}}(J, Y, Z | \rho, \psi, \phi_j, \phi_a).
\]

The mark-recapture-recovery model for birds marked as chicks depends on parameters \( \phi_j \), \( \phi_a \), \( \psi \), \( \tau \), \( p_j \) and \( \lambda_j \), with corresponding density given by

\[
    L_j(x_j | \phi_j, \phi_a, \psi, \tau, p_j, \lambda_j).
\]

Similarly, for the breeding adult mark-recapture data we have density \( L_a(x_a | \phi_a, p_a) \). Finally, we have the model for the productivity data, which depends only on \( \rho \) and has probability density \( L_\rho(n_\rho | \rho) \).

The full set of parameters and their connections with each of the four models are summarised in Table 3.1. Clearly there are several parameters that are common to more than one model: \( \phi_j \), \( \psi \) and \( \rho \) are each present in two models and \( \phi_a \) is present in three of the four models (count, adult MRR and chick MRR). By performing an integrated analysis, in which data from each of our four sources is analysed simultaneously, the information regarding these shared parameters may be pooled. With this in mind, and under the assumption of independence between all data sources, a joint probability distribution for
Table 3.1  List of all parameters in the integrated model and their interconnections with each of the four constituent models (presence in a model denoted by ✓). Several of the parameters are common to more than one model; information about these parameters is pooled in the integrated analysis.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Count</th>
<th>Adult MRR</th>
<th>Chick MRR</th>
<th>Productivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi_j$</td>
<td>✓</td>
<td>–</td>
<td>✓</td>
<td>–</td>
</tr>
<tr>
<td>$p_j$</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>–</td>
</tr>
<tr>
<td>$\lambda_j$ ($\alpha_j, \beta_j$)</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>–</td>
</tr>
<tr>
<td>$\psi$</td>
<td>✓</td>
<td>–</td>
<td>✓</td>
<td>–</td>
</tr>
<tr>
<td>$\tau$</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>–</td>
</tr>
<tr>
<td>$\phi_a$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>–</td>
</tr>
<tr>
<td>$p_a$</td>
<td>–</td>
<td>✓</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$\rho$</td>
<td>✓</td>
<td>–</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>$\sigma^2_N$</td>
<td>✓</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$J, Y, Z$</td>
<td>✓</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

the combined data is obtained by simply multiplying together the individual probability densities,

$$L_{int}(N, J, Y, Z, x_j, x_a, n_\rho \mid \rho, p_j, p_a, \lambda_j, \phi_j, \phi_a, \psi, \tau, \sigma^2_N)$$

$$= L_N(N, J, Y, Z \mid \rho, \psi, \phi_j, \phi_a, \sigma^2_N) L_j(x_j \mid \phi_j, \phi_a, \psi, \tau, p_j, \lambda_j)$$

$$\times L_a(x_a \mid \phi_a, p_a) L_\rho(n_\rho \mid \rho).$$  (3.18)

### 3.3 Bayesian analysis

Following the theme of the thesis, we approach this analysis from a Bayesian perspective, combining the joint probability distribution for the data with prior distributions for the model parameters to obtain a posterior distribution for the parameters. This has a number of advantages over the classical approach. In particular, in this analysis the true population sizes $J$ and $X$ are essentially nuisance parameters which we wish to integrate out to form only the likelihood of the model parameters. However, the integration is analytically intractable and Kalman filtering techniques can be prohibitively complex to apply (Jamieson & Brooks 2004). From the Bayesian perspective, we treat $J$ and $X$ as parameters (or auxiliary variables) and form the joint posterior distribution over all the parameters and auxiliary variables. Then, using Markov chain Monte Carlo (MCMC) to obtain a sample from the posterior distribution, we take the marginals of the distribution, essentially integrating out the auxiliary variables as part of the simulation process. This approach also allows us to obtain
posterior estimates of the true underlying population sizes.

### 3.3.1 Priors

We begin by constructing prior distributions for our model parameters that represent our beliefs about the parameter values before observing any data. Without any strong prior information we specify vague priors on all the parameters. Hence we take independent U(0, 1) priors for the probability/rate parameters, which simply restrict the parameters to lie within meaningful limits, N(0, 10) priors for the linear trend parameters $\alpha_\lambda$ and $\beta_\lambda$, and a U(0, 10^4) prior for the observation error standard deviation $\sigma_N$, based on the recommendation of Gelman (2006). Finally, we need to specify priors on the initial population levels $X_1, \ldots, X_5$ because they are dependent on prebreeders fledged before the study began, about which we have no information. Here we make use of the observed counts $N_1, \ldots, N_5$ as prior information with the normal prior $X_t \sim N(N_t, \sigma^2_N)$, taking the estimated observation error to be the prior variance. Note that here (and in the observation model), we use a normal approximation to a discrete distribution: this is simply for ease of analysis, and is justified due to the large values for the population sizes.

### 3.3.2 Posterior distribution

Using Bayes’ Theorem, the posterior distribution is given by

$$
\pi(J, Y, Z, \theta \mid N, x_j, x_a, n_\rho) \propto L_{\text{int}}(N, J, Y, Z, x_j, x_a, n_\rho \mid \theta) \ p(\theta),
$$

(3.19)

where $\theta$ denotes the vector of all parameters from all models and $p(\theta)$ the prior distribution for the parameters.

The posterior distribution is complex so we use MCMC to obtain a sample from $\pi$, which we can then use to obtain posterior summary statistics for parameters of interest. All parameters are updated using a Metropolis Hastings random walk algorithm with uniform proposal density (details provided in Section 1.3.3). The MCMC algorithm was run for 5 million iterations, with the first 1 million discarded as burn-in and the remaining output thinned to every hundredth iteration to save storage space. Simulations were implemented in Fortran and took approximately 67 hours on a 1.8 GHz personal computer.
3.3.3 Convergence and sensitivity

Three independent MCMC chains with over-dispersed starting points were run to check convergence. Initial values for these chains were chosen towards the upper or lower limit of what were considered plausible values for each parameter: 0.01 and 0.99 for the rate parameters; 1% and 99% quantiles of a normal distribution with mean $N_1$ and variance $1.5 \times 10^6$ for $X_1$ ($X_2, \ldots, X_T$, $J$, $Y$ and $Z$ were simulated conditional on $X_1$, so that no impossible combinations of initial population sizes were generated); and $10^5$ and $10^7$ for the observation error variance. Essentially identical results were obtained from each run, MCMC trace plots showed all parameters to be mixing well, and standard convergence diagnostics and plots suggested sufficient convergence by at most 200,000 iterations for some of the population sizes and significantly sooner for most parameters. The convergence diagnostic used was the Brooks-Gelman-Rubin (BGR) statistic, $\hat{R}_{\text{interval}}$ (Brooks & Gelman 1998)—a modification of the earlier Gelman-Rubin statistic (Gelman & Rubin 1992)—with $\alpha = 0.2$, as used in the WinBUGS software (Spiegelhalter et al. 2007). The maximum value of all the univariate $\hat{R}_{\text{interval}}$ by the end of the burn-in period was 1.009 (for $Y_6$); Spiegelhalter et al. (2007) suggest that convergence may be assumed if $\hat{R}_{\text{interval}} < 1.05$, so our burn-in period and run lengths appear to have been more than adequate.

To investigate the possible influence of prior choice on posterior inference, an extensive prior sensitivity study was performed, in which each prior distribution had its mean and/or variance modified by up to two orders of magnitude. The alternative priors tested are summarised alongside the original prior distributions in Table 3.2. Essentially identical results were obtained under all alternative prior specifications for the model parameters, suggesting that results are largely data-driven and robust to prior choice. Using a diffuse prior for the initial population sizes $X_1, \ldots, X_5$ resulted in much more diffuse posterior distributions on $X_1, \ldots, X_4$, with corresponding increases in uncertainty for

<table>
<thead>
<tr>
<th>Parameter(s)</th>
<th>Original prior</th>
<th>Alternative priors</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi_j, \phi_a, P_j, P_a, \psi, \tau, \rho$</td>
<td>$U(0, 1)$</td>
<td>Beta($\frac{1}{2}, \frac{1}{2}$), Beta(1, 2), Beta(2, 1), Beta(2, 2)</td>
</tr>
<tr>
<td>$\alpha, \beta$</td>
<td>$N(0, 10)$</td>
<td>$N(0, 1000)$</td>
</tr>
<tr>
<td>$\sigma_N$</td>
<td>$U(0, 10^4)$</td>
<td>$U(0, 10^5)$</td>
</tr>
<tr>
<td>$\sigma_N^2$</td>
<td>$-$</td>
<td>$\Gamma^{-1}(10^{-3}, 10^{-3})$</td>
</tr>
<tr>
<td>$X_1, \ldots, X_5$</td>
<td>$N(N_t, \sigma_N^2)$</td>
<td>$N(N_t, 10^7)$</td>
</tr>
</tbody>
</table>
J₁, ..., J₄. The estimate for X₄ was also reduced, suggesting that the population count in 1986 may have been over-estimated; however, the 95% credible interval easily overlapped the count and posterior means and variances for X₅, ..., X₇ were essentially unchanged, so we conclude there is little prior sensitivity. We are thus assured that our choice of priors was suitable and did not unduly influence the outcome of the model.

In particular, we draw attention to the priors specified for the observation error variance σ²⁻¹. A commonly used noninformative prior for variance parameters is the inverse-gamma distribution with both parameters set to 10⁻³ (e.g. Brooks et al. 2004, Jamieson & Brooks 2004). However, Gelman (2006) suggested that for scale parameters in hierarchical models this prior can cause serious problems, particularly where σ is estimated to be near zero; therefore, we took a cautious approach and adopted Gelman’s recommendation to use a noninformative uniform prior on the standard deviation. The results of our sensitivity analysis suggest that an inverse-gamma prior on σ²⁻¹ would have been equally suitable, presumably because σ⁻¹ is very large in comparison with typical hierarchical standard deviation parameters.

In addition to prior sensitivity, we also checked the robustness of the results to changes in some of the model assumptions. Increasing the age of recruitment from 5 to 6 or 7 years produced essentially identical results, as did allowing colour-ring loss to occur from age 3 onwards (estimates for ages 3 and 4 were close to zero with large credible intervals). Removing emigration, on the other hand, resulted in a very poor-fitting model, demonstrating the importance of accounting explicitly for this process.

3.4 Results

The count data are plotted in Figure 3.1, along with posterior means and associated 95% symmetric Bayesian credible intervals (CIs) for estimates of numbers of adult breeder and prebreeder females from the integrated model. There appears to have been an initial decline in the breeding population, followed by a steady increase from around 1991 to the end of the study period. The integrated estimates of the number of breeding females (X) track the count data closely. Note the wider CIs for the initial population levels, especially X₁ to X₄, information for which come almost entirely from the normal priors placed on these parameters. However, some information is clearly filtering back into these estimates from later years. This is particularly noticeable for the final
### Table: Population Size Over Time

<table>
<thead>
<tr>
<th>Year</th>
<th>Population Size (no. of females)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1985</td>
<td>0</td>
</tr>
<tr>
<td>1990</td>
<td>5000</td>
</tr>
<tr>
<td>1995</td>
<td>10000</td>
</tr>
<tr>
<td>2000</td>
<td>15000</td>
</tr>
<tr>
<td>2005</td>
<td>20000</td>
</tr>
</tbody>
</table>

**Figure 3.1** Posterior means and corresponding 95% symmetric CIs for the true underlying population levels of female prebreeders $J$ (▼) and breeding females $X$ (▲) over time under the integrated model. The Isle of May counts $N$ (□) are plotted for comparison.

The initial population level $X_5$, which has a considerably narrower CI that does not include the observed population count for that year.

We also note the small CIs on the underlying numbers of prebreeders ($J$) estimated by the model, despite the lack of any data relating directly to population sizes of juvenile or immature birds. The large amount of year-to-year variability in the estimates of $J$ (range of posterior means: 577–2995) is clearly illustrated in Figure 3.1 and appears to be driven mainly by variations in first-year survival and productivity (see Figures 3.2 and 3.3). The steady decline in numbers of prebreeders towards the end of the study period is despite a growing population of adult birds, and is a direct consequence of declines in first-year survival and productivity over the same period. It is not possible to obtain estimates of $J_t$ from 2002 onwards, because full juvenile and immature survival information is unavailable for birds hatched in these years (as explained in Section 3.2.1); it would only be possible to estimate numbers of birds successfully fledged. However, as we can see in Figures 3.2 and 3.3, the last few years have some of the lowest juvenile survival and productivity estimates from the entire study. Numbers of prebreeders are therefore likely to have decreased even further over this period, which in turn has consequences for future adult population sizes (see Chapter 4).

Figure 3.2 gives posterior means and CIs for first-year and adult survival rates. Adult survival remained high throughout the study, with posterior mean estimates ranging from 0.904 to 0.991. First-year survival showed considerably greater interannual variation (range of posterior means: 0.130–0.879), and there
appears to have been a steady decline in survival at the end of the study period. Constant survival estimates for immature birds (ages 1–3) are given in Table 3.3. Survival increased with age from age 0 (weighted mean survival over all years equal to 0.54) to age 2 years, by which time immature guillemots appear to have a survival rate approaching that of adult birds.

Figure 3.3 provides posterior means and CIs for productivity rates. Productivity was high and relatively stable during the first two-thirds of the study period, with all but one posterior mean estimate falling between 0.75 and 0.85;
Table 3.3  Posterior summary statistics for all time-invariant parameters: ages 1–3 survival; ages 4 and 5+ resighting probabilities for birds ringed as chicks (areas A and B); regression parameters for recovery probabilities; fidelity rate and visibility parameter; and observation error variance.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean</th>
<th>SD</th>
<th>95% symmetric CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi_1$</td>
<td>0.76</td>
<td>(0.024)</td>
<td>(0.72, 0.81)</td>
</tr>
<tr>
<td>$\phi_2$</td>
<td>0.93</td>
<td>(0.017)</td>
<td>(0.89, 0.96)</td>
</tr>
<tr>
<td>$\phi_3$</td>
<td>0.91</td>
<td>(0.018)</td>
<td>(0.87, 0.94)</td>
</tr>
<tr>
<td>$p_4(A)$</td>
<td>0.62</td>
<td>(0.016)</td>
<td>(0.58, 0.65)</td>
</tr>
<tr>
<td>$p_5+(A)$</td>
<td>0.56</td>
<td>(0.013)</td>
<td>(0.53, 0.58)</td>
</tr>
<tr>
<td>$p_4(B)$</td>
<td>0.38</td>
<td>(0.024)</td>
<td>(0.33, 0.43)</td>
</tr>
<tr>
<td>$p_5+(B)$</td>
<td>0.34</td>
<td>(0.017)</td>
<td>(0.31, 0.37)</td>
</tr>
<tr>
<td>$\alpha_\lambda$</td>
<td>-2.79</td>
<td>(0.067)</td>
<td>(-2.92, -2.66)</td>
</tr>
<tr>
<td>$\beta_\lambda$</td>
<td>-0.39</td>
<td>(0.073)</td>
<td>(-0.54, -0.25)</td>
</tr>
<tr>
<td>$\psi$</td>
<td>0.81</td>
<td>(0.022)</td>
<td>(0.76, 0.85)</td>
</tr>
<tr>
<td>$\tau$</td>
<td>0.76</td>
<td>(0.010)</td>
<td>(0.74, 0.78)</td>
</tr>
<tr>
<td>$\sigma^2_N$</td>
<td>$1.37 \times 10^6$</td>
<td>$(6.01 \times 10^5)$</td>
<td>$(6.06 \times 10^5, 2.88 \times 10^6)$</td>
</tr>
</tbody>
</table>

However, a general and rather drastic decline is apparent from around 1998 onwards.

Resighting probabilities varied substantially over age, time and ringing area. Resighting probabilities of 2- and 3-year-old birds increased gradually between 1985 and 1990 and then declined in later years (see Figure 1 in Harris et al. 2007b). Harris et al. attribute these changes to increasing observer effort during the early years of the study and a real decline towards the end, when observers and methods remained constant. Age 3 resighting probabilities were somewhat higher than those for age 2 birds, and estimates were generally higher for birds ringed in area A compared to area B: ranges of posterior means for age 2 birds were (0.01–0.32) and (0.02–0.41) for areas A and B, respectively; corresponding ranges for age 3 birds were (0.16–0.80) and (0.02–0.63). Posterior means and CIs for constant resighting probabilities of chick-ringed birds aged 4 and 5 years-and-older are given in Table 3.3 and show a clear difference between birds ringed in areas A and B. Resighting probabilities of birds ringed as breeding adults were very high throughout the study (Figure 3.4; all posterior mean estimates except 2005 above 0.93) with little variation between years. The estimate for 2005 is unreliable (note the large CI) and is linked to the rather high estimate of adult survival in 2004. There does appear to have been a slight systematic decline in adult resighting probability through the course of the study, despite the fact that observer effort for these birds remained unchanged over the study period. Thus, it may be possible to model this parameter as a linear trend, which would also help to tie down final year survival estimates. The disparity
between the resighting probabilities of breeding birds ringed as adults \((p_{a,t})\) and those ringed as chicks \((p_{5+})\) clearly shows that it would be unrealistic to assume the same resighting probability for all ringed adults. As mentioned in Section 3.2.3, this is due to the different methods used to obtain resighting data for these two groups: birds ringed as breeding adults are resighted with high certainty within a confined area, whereas breeders that were ringed as chicks are widely dispersed and often difficult to see.

Posterior means and CIs for the intercept and slope parameters of the logit-linear trend on recovery probability \((\alpha_\lambda \text{ and } \beta_\lambda, \text{ respectively})\) are given in Table 3.3. The negative estimate for \(\beta_\lambda\) and a 95% CI that does not include zero provide strong evidence for a temporal decline in recovery probability over the period of the study. Corresponding posterior estimates of \(\lambda_t\) range from 0.105 (95% CI: 0.082, 0.131) at the beginning of the period to 0.032 (0.024, 0.041) at the end—a decrease of almost 70%.

Table 3.3 also provides posterior means and CIs for the fidelity rate \(\psi\) and visibility parameter \(\tau\). The estimate for fidelity implies a permanent pre-recruitment emigration rate of 19.5% from each cohort (95% CI: 15.0, 23.9), and the estimate for \(\tau\) suggests that among those birds ringed as chicks which do not emigrate, 24.2% (22.2, 26.2) per year lose their colour-rings or otherwise become unobservable once they have recruited.
3.5 Discussion

The focus of this chapter has been the combined analysis of count, mark-recapture, ring-recovery and productivity data from the long-running study of common guillemots on the Isle of May. We were able to develop a comprehensive process model for this population that incorporated delayed recruitment and accounted explicitly for the emigration of prebreeders, allowing us to estimate parameters that would have been unidentifiable with a single data series.

The integration of abundance and demographic data in models of wildlife population dynamics has been the subject of recent research by several authors. Previous studies have combined abundance data with ring-recoveries (Besbeas et al. 2002, Brooks et al. 2004, Besbeas & Freeman 2006), mark-recaptures (Goodman 2004, Schaub et al. 2007), mark-recapture and productivity data (Gauthier et al. 2007) and multi-site MRR data (Borysiewicz et al. 2008). However, as far as we are aware, this is the first study to integrate abundance data with all three of the major sources of demographic data.

Estimates of survival and productivity under the integrated model compared closely to those obtained from separate analyses of the MRR and productivity datasets using identical models. They were also consistent with previously published results based on these data (see, e.g., Harris et al. 2000, Crespin et al. 2006b, Harris et al. 2007b). Adult survival rates were similar to those from the separate analysis of the adult mark-recapture data, probably because the chick MRR data provides very little information on adult survival: although almost seven times as many birds were ringed as chicks, birds ringed as adults accounted for nearly three quarters of all adult resightings. Furthermore, there was no significant improvement in precision of the model parameters as a result of using the additional data. These findings suggest that most of the information on the survival and productivity parameters came from their respective datasets. Nevertheless, we are reassured that our model is reasonable, and the advantage of the combined parameter estimates is that they fully reflect all available information. We were also able to obtain improved estimates for the breeding adult population sizes due to ‘borrowing’ information from the other data sources, although an estimate of 1170 for the standard deviation of the count data ($\sqrt{\sigma^2_N}$; Table 3.3) suggests that the counts were reasonably precise.

The assumption of constant survival within the immature age classes is one aspect of the model that is perhaps unrealistic, and time-varying estimates may allow an improved fit to the count data. Although relatively few data are available to estimate survival of these ages, it may be more reasonable to assume
that they vary in parallel with those of first-years or adults in the same year (on the assumption that any annual variation in mortality would be likely to affect consecutive age-classes equally—especially as much is likely to be related to events away from the breeding grounds such as annual variation in weather, food supplies, oil spills, etc.). A model allowing parallel variation requires the same number of parameters as a constant survival model (one per age class for the immature age classes), and can be implemented by modelling survival for each age class as that of first-years or adults plus a difference parameter, preferably on the logit scale. Even more realistic, in a Bayesian framework, this difference parameter can even be modelled as a random effect using hierarchical models. We considered the former of these approaches in preliminary analyses using Program MARK, but there appeared to be less support in the data for such parallel survival models. Therefore, for the sake of simplicity and ease of interpretation, we favoured the constant survival model in the integrated analysis.

Previous studies all appear to suggest a marginally higher emigration rate for Isle of May prebreeders than our estimate of 19.5% (Harris et al. 1996a: 25–33%; Crespin et al. 2006a: ‘perhaps as high as 25%’; Harris et al. 2007b: ‘fidelity’ estimates of 0.761 and 0.689 for birds aged 4 and 5+ years respectively). However, their authors were unable to disentangle the effects of emigration, ring loss and reduced visibility of breeding birds. Because the count data also contained some indirect information on emigration, we were able to obtain separate, more robust estimates of emigration rate and the combined effects of colour-ring loss and low visibility. Our results suggest that over time the rate of ring loss from birds ringed as chicks, and their low visibility as adults, have an effect that is greater in magnitude than that of pre-recruitment emigration.

The contents of this chapter have been published as a paper in the Journal of Agricultural, Biological and Environmental Statistics (Reynolds et al. 2009).
Chapter 4

Predicting population change using an integrated model

4.1 Introduction

In the face of a changing climate and rapidly increasing human population, there is a growing need for reliable predictions of future trends in the size of wild animal populations, particularly for species of management or conservation concern. In particular, uncertainties in such predictions must be quantified and clearly presented. Forward projections and their associated estimates of uncertainty are already an important and popular piece of management advice in fisheries stock assessment, where they are used to inform quotas and predict the outcome of future management actions (Punt & Hilborn 1997, Maunder et al. 2006). Similarly, stochastic predictive models have been applied to other wild populations requiring active management: for example, to explore culling strategies for red deer *Cervus elaphus* (Trenkel et al. 2000) and great cormorants *Phalacrocorax carbo* (Smith et al. 2008), and for assessing the success of management policies for North American duck species (Jamieson & Brooks 2004). They also form the basis for population viability analyses to estimate species’ extinction probabilities (Beissinger & McCullough 2002), and have been used to test assumptions about future environmental change in a number of species of conservation concern (e.g. black-legged kittiwake *Rissa tridactyla*: Frederiksen et al. 2004b; European shag *Phalacrocorax aristotelis*: Frederiksen et al. 2008; emperor penguin *Aptenodytes forsteri*: Jenouvrier et al. 2009a).

Predictions about future population size first require a model describing the population dynamics, and estimates of its component parameters. Two main types of predictive population model have been commonly applied: those based on historic time series of population fluctuations, with parameters such
as the specific population growth rate, the form of density regulation and the
carrying capacity (e.g. Asbjørnsen et al. 2005, Sæther et al. 2007, 2009); and
demographic models based on stochastic projection matrices (Caswell 2001),
parameterised by estimates of fecundity and survival/growth rates (e.g. Nur
tive model used is usually determined by the available data for the species of
interest. Where both abundance and demographic data are available, they may
be combined in an ‘integrated population model’ (Brooks et al. 2004, Besbeas
et al. 2005, 2008; see also Chapter 3). This approach has potential for obtaining
more accurate and robust population predictions that fully reflect all available
sources of information.

Environmental stochasticity influences fluctuations in the size of large pop-
ulations (Sæther et al. 1998) and should always be considered when developing
realistic predictive population models (Nur & Sydeman 1999, Maunder et al.
2006). Only with a stochastic framework is it possible to gain a sense of variabil-
ity of outcome (Nur & Sydeman 1999), yet it is knowledge of this uncertainty
that is often more interesting and useful than the average predicted trajec-
tory. Quantifying environmental variability is usually by means of estimating
the temporal process variance in population fluctuations or demographic rates,
based on historical data. This is best implemented in a random effects frame-
work (Gould & Nichols 1998, Loison et al. 2002): if both the estimated and
predicted parameters are treated as random effects, there is no difference be-
tween the two so that, for example, future survival rates are no different from
historical survival rates (Maunder et al. 2006). Investigations of small popula-
tions should also include the effects of genetic and demographic stochasticity
(Nur & Sydeman 1999).

Reliable population projections also need to account for parameter uncer-
tainty and errors in estimating population size, both of which affect the vari-
ability of the predictions (Sæther et al. 2009). The model parameters are not
known with certainty and must be estimated from observable data, providing a
range of possibilities for the ‘true’ parameter value. Projecting from parameter
point estimates ignores this uncertainty—which in some cases represents the
majority of the uncertainty in a model (Maunder et al. 2006)—and can lead
to overly optimistic prediction intervals and considerable inaccuracies in esti-
mating future quantities of interest (Sæther & Engen 2002). Likewise, treating
estimates of population size as if they were the true values may result in bi-
ased population projections with far greater levels of uncertainty (Jamieson &
Brooks 2004, Sæther et al. 2007). Consequently, it is also necessary to estimate
and model observation error, and the most common framework for this is a state-space model (e.g. de Valpine & Hastings 2002, Buckland et al. 2004).

The issues of model specification and model selection introduce yet further elements of uncertainty, and hence variability, into predictions about a particular ecological system (Harwood & Stokes 2003). Biological processes can often be described adequately by many rival models, and model uncertainty can form an important part of the predictive framework and management planning process. Model mis-specification, on the other hand, can contribute to errors in parameter estimation through the inferential process which will be amplified by the prediction process.

A Bayesian approach is the natural choice for analysing predictive population models, for a number of reasons. First, Bayesian analyses facilitate representing and accounting for uncertainties related to parameter values (and models, where more than one model is considered; Punt & Hilborn 1997, Jamieson & Brooks 2004). Each posterior sample is a plausible realisation of the parameters; therefore, each set of parameter values can be used sequentially as input parameters for stochastic projections (Taylor et al. 1996). Second, the Bayesian approach easily deals with the fitting of non-normal, nonlinear state-space models to estimate and model the true underlying population sizes (Newman 1998, Millar & Meyer 2000)—a process that can be complicated within the classical paradigm (Brooks et al. 2004, Jamieson & Brooks 2004, King et al. 2008b). Third, the difficulties involved in modelling random effects in a conventional likelihood-based framework are naturally dealt with within a Bayesian framework (Royle & Link 2002, Link & Barker 2004, King et al. 2009). Finally, Bayesian analyses yield probability distributions (posterior distributions) that are easy to understand and communicate to managers, stakeholders and policy makers, and can be queried for biologically important questions, for example: ‘What is the probability that the population will decline by more than 25% over a 10-year period?’ (Taylor et al. 1996, Wade 2000, Brooks et al. 2008).

In recent years, many UK seabird populations have experienced declines in demographic performance, including a number of high-profile breeding failures and severe mortality events (e.g. Eaton et al. 2005, 2007). However, while worrying long-term declines in population size have also been recorded for some species (e.g. the black-legged kittiwake: Heubeck 2004, JNCC 2009), others, particularly the offshore diving species (including the common guillemot *Uria aalge*), have increased in numbers or remained relatively stable over the same period (JNCC 2009). Most seabirds have low annual recruitment rates (small clutch sizes, deferred sexual maturity) and high adult survival (Croxall & Roth-
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So populations tend to change slowly over time and even major declines in breeding success and/or juvenile survival can take a long time to show up as reductions in population size. Conversely, even if these rates return to ‘normal’ levels the breeding population may continue to decline for a number of years (Croxall & Rothery 1991), and its subsequent ability to recover is constrained by the naturally low reproductive output (Nur & Sydeman 1999). Given these characteristics and in light of the recent widespread breeding failures, an imminent decline in many UK seabird populations seems likely and their long-term futures are highly uncertain (Heath et al. 2009). There is thus an urgent need for predictions of the future consequences of current demographic trends, to investigate the expected magnitude and duration of any population declines and the likelihood of recovery under different scenarios.

Common guillemots are one of the species to be most affected by recent events, having suffered widespread declines in both breeding success (e.g. Mavor et al. 2005, 2008) and survival (e.g. Harris et al. 2007b) since the early 2000s (see also Chapter 3). In this study, we combine detailed abundance and demographic data from 25 years of intensive field research on common guillemots on the Isle of May, southeast Scotland, to predict 10-year population trajectories under a range of assumptions about future demographic rates. For example, we project productivity, juvenile survival and adult survival according to their long-term historical means and variabilities, and compare resulting population trajectories with those generated according to more recent trends in each, and all, of these parameters. An integrated population model, analysed in a Bayesian framework, simultaneously provides posterior distributions of historical and future parameter values and population sizes. By estimating the posterior probability of population decline from these distributions under each scenario, we investigate which parameter declines are of the greatest concern for the future of the population. Results are compared to a traditional sensitivity analysis and discussed in the context of environmental change.

4.2 Methods

4.2.1 Modelling framework

We use the integrated population model presented in Chapter 3 as a framework for predicting future population sizes of the Isle of May guillemot colony. To recapitulate, we have four sources of data and their corresponding models—counts, adult mark-recapture, chick mark-recapture-recovery, and productivity
(see Sections 3.2.1–3.2.4)—which we combine to form a joint probability distribution for the data (Section 3.2.5). This is analysed in a Bayesian framework using Markov chain Monte Carlo (MCMC) to obtain a posterior distribution for the model parameters (survival, recapture, recovery, fidelity, ring loss and productivity rates) and population sizes (numbers of female breeders $X$ and prebreeders $J$; Section 3.3).

In the present analysis we make use of two additional years of data, giving a total of 25 years (1983–2007, denoted $t = 1, \ldots, T$). As well as obtaining parameter and population estimates for these years, within the framework of the integrated model we also project the population forwards a further 10 years to 2017, thus providing posterior distributions of the predicted breeding adult and prebreeder population sizes. This approach ensures that all the major sources of uncertainty are accounted for in the population projections. Methodological details of the predictions are provided in the following sections.

### 4.2.2 Random effects modelling of demographic rates

To provide a framework for incorporating environmental stochasticity into the population projections, we modify the models for all time-dependent survival and productivity rates. First-year survival, adult survival and productivity were allowed to vary over time in Chapter 3 by specifying models containing fixed year-effects. Here, we alternatively account for year-to-year variation by assuming underlying random effects models for these parameters. Taking productivity, which for year $t$ we denote by $\rho_t$, as an example, we assume that

$$\text{logit}(\rho_t) = \mu_\rho + \epsilon_{\rho,t},$$  \hspace{1cm} (4.1)

where

$$\epsilon_{\rho,t} \sim N(0, \sigma_\rho^2).$$  \hspace{1cm} (4.2)

(Recall that, for guillemots, $0 \leq \rho_t \leq 1$, i.e., each female can produce a maximum of one chick per year.) Analogous models exist for first-year survival $\phi_{0,t}$ (with hyperparameters $\mu_0$, $\epsilon_{0,t}$ and $\sigma_0^2$) and adult survival $\phi_{a,t}$ (hyperparameters $\mu_a$, $\epsilon_{a,t}$ and $\sigma_a^2$). The $\mu$ represent underlying survival and productivity rates, and the $\epsilon_{t}$ denote random year effects, which are assumed to come from an underlying mean-zero normal distribution with variance $\sigma^2$. It is the parameters of the underlying distributions (the $\mu$ and $\sigma^2$) that we are interested in, as we use the estimates of these parameters to simulate future survival and productivity rates (see below).
Priors

Prior distributions for the Bayesian analysis are specified on the random effects means and variances. We take a logistic prior for the $\mu$, which has the desirable property of inducing a $U(0, 1)$ distribution on the corresponding survival/productivity rates in the absence of random year effects. For the variance parameters, we follow Gelman (2006) and use a noninformative uniform prior density on the standard deviation parameters $\sigma$. In some cases, where the uniform prior led to unrealistically high estimates of $\sigma$, we replace it with a half-Cauchy distribution with scale set to 2 (also after Gelman 2006). The half-Cauchy has a broad peak at zero and a gentle slope in the tail, and is thus considered a ‘weakly informative’ prior distribution. The value of the scale parameter is chosen to be a bit higher than the maximum we expect for $\sigma$, the aim being to restrict the sampler away from unrealistic values but otherwise let the data inform the posterior. Sensitivity to the chosen priors for the $\sigma$ was assessed by also specifying the traditional inverse-gamma prior with both parameters set to $10^{-3}$ on the $\sigma^2$. Prior distributions for the rest of the model parameters and the initial population levels are as described in Section 3.3.1.

4.2.3 Obtaining future population estimates

We describe two implementational approaches to obtaining posterior samples of future population sizes. In the first, we generate future survival and productivity rates and update the predicted population states within the MCMC algorithm (within-chain predictions). The second method initially obtains a posterior sample of the parameter values, excluding the future states; then, given the set of posterior values, we impute future parameter values for each individual posterior sample independently (independent post hoc predictions).

Within-chain predictions

At each iteration of the chain, we first update all historical parameter values and states for times $t = 1, \ldots, T$ or $T - 1$ (dependent on the parameter) using a Metropolis-Hastings random walk algorithm with uniform proposal density, as described in Section 1.3.3. Using the same algorithm we then propose to update, for example, $\epsilon_{p,t}$ from $t = T + 1, \ldots, T + P$, where $P = 10$ is the number of years to be predicted; however, because there are no data for this period, acceptance probabilities for proposed moves depend only on the process likelihood (equation (3.6)) and the normal ‘prior’ with variance $\sigma^2$ placed on the
\(\epsilon_{\rho,t}\) (equation (4.2)). With the updated \(\epsilon_{\rho,t}\) and current value of \(\mu_{\rho}\), we calculate future productivity rates \(\rho_t\) by the inverse-logit of equation (4.1). Similarly, we generate future first-year and adult survival rates from \(t = T, \ldots, T + P\) by updating \(\epsilon_{0,t}\) and \(\epsilon_{a,t}\) for those years.

Given the future demographic rates, we update the corresponding future population sizes of female breeders \(Y_t\) and \(Z_t\) (respectively, continuing female breeders, equation (3.2), and new female recruits, equation (3.3); total breeders \(X_t = Y_t + Z_t\) and female prebreeders \(J_t\) (equation (3.4)). There is only the process model involved in formulating future \(J\) and \(X\) values.

The above method is the more intuitive, and elegant, means of obtaining posterior samples of predicted population sizes. However, because the acceptance probability of any proposed update of future population sizes depends on the values of the future demographic parameters at the current iteration—and vice versa—the imputed predicted values are necessarily highly correlated. Correspondingly, proposal distributions need to be narrow and mixing of the MCMC chain is poor. Given the large degree of uncertainty in population sizes towards the end of the prediction period, this method proved impractical for obtaining suitable samples from the posterior: even after 10 million iterations (two weeks of computing time) the chain did not appear to have converged and the Monte Carlo error was unacceptably large.

**Independent post hoc predictions**

As an alternative to the above approach, we initially run the Bayesian integrated model to obtain a posterior sample of parameter values and population sizes for the historical period \(t = 1, \ldots, T\) only. Then, for each posterior sample \(i\) from the MCMC chain \((i = 1, \ldots, S\), where \(S\) is the number of (thinned) post-burn-in samples\) we first simulate new future productivity, first-year survival and adult survival rates by sampling from

\[
\text{logit}(\rho_t^{(i)}) \sim N(\mu_{\rho}^{(i)}, \sigma_{\rho}^{2(i)}), \quad t = T + 1, \ldots, T + P, \quad (4.3a)
\]

\[
\text{logit}(\phi_{0,t}^{(i)}) \sim N(\mu_{0}^{(i)}, \sigma_{0}^{2(i)}), \quad t = T, \ldots, T + P, \quad (4.3b)
\]

and

\[
\text{logit}(\phi_{a,t}^{(i)}) \sim N(\mu_{a}^{(i)}, \sigma_{a}^{2(i)}), \quad t = T, \ldots, T + P. \quad (4.3c)
\]

The normal distribution parameters in equations (4.3) are the underlying means and variances from the random effects models, with superscript ‘\((i)\)’ denoting the \(i\)th sample from the posterior distribution. Future values for time-constant
survival rates $\phi_1, \phi_2$ and $\phi_3$, and fidelity rate $\psi$, simply take their values as at the $i$th iteration.

Given the demographic rates and the $i$th sample of the current population sizes $X_{T-4}$ and $J_{T-4}$, we generate future breeding population trajectories for $t = T + 1, \ldots, T + P$ and obtain the corresponding posterior distribution by sampling from

$$Y_t^{(i)} \sim \text{Bin}(X_{t-1}^{(i)}, \phi_{a,t-1}) \quad (4.4)$$

and

$$Z_t^{(i)} \sim \text{Bin}(J_{t-5}^{(i)}, \psi^{(i)} \phi_{a,t-1}), \quad (4.5)$$

with $X_t^{(i)} = Y_t^{(i)} + Z_t^{(i)}$ representing the total predicted population sizes of female breeders in year $t$. Similarly, for $t = T - 3, \ldots, T + P$ we sample from

$$J_t^{(i)} \sim \text{Bin}(X_t^{(i)}, \rho_t^{(i)} \phi_t^{(i)} / 2) \quad (4.6)$$

to generate predicted population sizes of female prebreeders, where $\phi_t^{(i)} = \phi_0^{(i)} \phi_1^{(i)} \phi_2^{(i)} \phi_3^{(i)}$.

The posterior distribution for the predicted states obtained using this approach will be the same as for the previous method. Both approaches take full account of all sources of uncertainty liable to affect the estimates of future population sizes: uncertainty in the demographic parameter estimates; uncertainty in the counts, and hence the values of the true underlying population sizes during the study period; and uncertainty caused by future environmental stochasticity (although in our approach this is limited to the range of historic interannual variation and does not account for potentially more extreme conditions in the future). However, the current approach significantly reduces the dependence of the predicted states, and hence increases the effective sample size (the number of effectively independent draws from the posterior distribution) of predicted values.

We ran the MCMC chain for 2 million iterations, discarding the first 1 million as burn-in, which convergence diagnostics indicated was ample for this model (see Section 3.3.3). To save storage space, and to reduce the autocorrelation among consecutive samples, we thinned the output to every one-hundredth iteration, thus providing 10,000 posterior samples. To boost the sample size of projected population sizes, we simulated 10 projections from each realisation of the posterior, resulting in 100,000 posterior samples for each predicted state. The MCMC simulation took approximately 40 hours, and the subsequent
projections took less than 1 minute!

### 4.2.4 Prediction scenarios

We apply several different scenarios for projecting future population trajectories, differentiated by variations in the models used to simulate future demographic parameters. We note in Section 3.4 that both first-year survival and productivity declined steadily towards the end of the study period (from around year 2000 to 2005; see Figures 3.2 and 3.3). Two further years of data suggest that this decline has continued; furthermore, adult survival also appears to have declined over the same period, with three of the four lowest survival estimates of the study occurring during this interval (2002, 2004 and 2005). For each of these three parameters, we therefore consider splitting the random effects model into two separate models: one for the period of (relatively) high and stable survival and productivity 1983–1999, and a second for the period of decreasing survival and productivity from year 2000 onwards. Thus, letting $t_K = 17$ (i.e., 1999), the model for productivity becomes

$$\logit(\rho_t) = \mu_\rho 1 + \epsilon_{\rho,t}, \quad t = 1, \ldots, t_K,$$

and

$$\logit(\rho_t) = \mu_\rho 2 + \epsilon_{\rho,t}, \quad t = t_K + 1, \ldots, T,$$

where

$$\epsilon_{\rho,t} \sim N(0, \sigma^2_{\rho1}), \quad t = 1, \ldots, t_K,$$

and

$$\epsilon_{\rho,t} \sim N(0, \sigma^2_{\rho2}), \quad t = t_K + 1, \ldots, T,$$

with similar definitions for first-year and adult survival. Assuming that recent conditions persist in the future, we can use the underlying means and variances from the latter period ($\mu_2$ and $\sigma^2_2$) to simulate future demographic rates according to equation (4.3), which we then feed in to equations (4.4) to (4.6) to project population sizes. By altering which demographic rates we predict according to the full time-series mean and variance, and which by the mean and variance for years 2000-onwards, we generate five prediction scenarios, summarised in Table 4.1.

We specify a prediction period of $P = 10$ years (taking the population to year 2017), which gives a reasonable time frame for the predictions to settle down and to observe potential future trends following the period of influence of recent survival and productivity rates (up to 2012). Given the posterior
Table 4.1 Description of the five scenarios used to simulate future demographic rates, and hence generate projections of population size.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1—‘Business as usual’</td>
<td>Random effects means and variances derived from the entire study period are used to simulate future rates for all time-varying demographic parameters.</td>
</tr>
<tr>
<td>S2—‘Productivity 2000’</td>
<td>Productivity rates simulated using random effects mean and variance from year 2000 onwards ($\mu_\rho$ and $\sigma^2_\rho$).</td>
</tr>
<tr>
<td>S3—‘First-year survival 2000’</td>
<td>First-year survival simulated using random effects mean and variance from year 2000 onwards ($\mu_{02}$ and $\sigma^2_{02}$).</td>
</tr>
<tr>
<td>S4—‘Adult survival 2000’</td>
<td>Adult survival simulated using random effects mean and variance from year 2000 onwards ($\mu_a$ and $\sigma^2_a$).</td>
</tr>
<tr>
<td>S5—‘Worst case’</td>
<td>All three time-varying demographic rates simulated using random effects means and variances from 2000 onwards (combination of S2, S3 and S4).</td>
</tr>
</tbody>
</table>

distribution of current and future breeding population sizes generated by each scenario, we calculate the posterior probability of population decline below the current (2007) level, and probabilities of greater than 10% and greater than 25% declines, over the 10-year prediction period: these are, respectively, the proportions of posterior samples for which $X_{T+P} < X_T$, $X_{T+P} < 0.90X_T$ and $X_{T+P} < 0.75X_T$. Furthermore, we obtain the posterior distribution for the predicted proportional change in population size between 2007 and 2017, by calculating $(X_{T+P}^{(i)} - X_T^{(i)})/X_T^{(i)}$ for each sample $i$.

4.2.5 Matrix population modelling

To explore the theoretical effect of changes in the different vital rates on population growth rate, we construct an age-classified matrix population model and conduct a perturbation analysis, to calculate sensitivities and elasticities (Caswell 2001). Sensitivity is defined as the absolute change in population growth rate given an absolute change in a vital rate. However, because the magnitude of vital rates may vary considerably it is usually more useful to work with elasticities, defined as the proportional change in population growth rate given a proportional change in a vital rate, that is, sensitivity rescaled to account for the magnitude of the vital rate.

In a stochastic environment such as ours, population growth is described by the time-varying matrix population model

$$n(t + 1) = A_t n(t),$$

(4.9)
where \( n(t) \) is a vector giving the numbers in each age class of the population at time \( t \), and \( A_t \) is the projection matrix describing population growth of these age classes from time \( t \) to \( t + 1 \) \cite{Caswell2001}. Because guillemot breeding occurs annually over a relatively short period we consider a birth-pulse model, and we assume a prebreeding census. The population vector \( n(t) \) therefore contains five age-classes (1-year-old, 2-year-old, 3-year-old, 4-year-old and 5+-year-old (adult) individuals) and the female-based projection matrix \( A_t \) is structured accordingly:

\[
A_t = \begin{bmatrix}
0 & 0 & 0 & 0 & \rho_t \phi_{0,t} \\
\phi_1 & 0 & 0 & 0 & 0 \\
0 & \phi_2 & 0 & 0 & 0 \\
0 & 0 & \phi_3 & 0 & 0 \\
0 & 0 & 0 & \psi \phi_{a,t} & \phi_{a,t}
\end{bmatrix}, \quad (4.10)
\]

with the parameters taking analogous definitions to those previously defined.

Following \cite{Caswell2001, Caswell2005}, we use numerical simulations to compute the stochastic growth rate \( \lambda_s \) and its sensitivity and elasticity to the entries of \( A_t \) and to lower-level parameters. We have a full sequence of \( N = 24 \) population projection matrices \( A_1, \ldots, A_N \), parameterised by the corresponding survival, productivity and fidelity estimates (posterior means) for the period 1983–2006 derived from the output of S1, and we take this sequence as a sample of environmental variability. We additionally consider a reduced set of \( N = 7 \) projection matrices for years 2000–2006, corresponding to the later period in the prediction scenarios described above, which we parameterise with the appropriate posterior means from S5. Then, for a large number of time periods \( T = 50000 \), we draw at each time an integer uniformly distributed between 1 and \( N \) and use the corresponding matrix to project the population.

Beginning with an arbitrary non-negative vector \( w(0) \), with \( \| w(0) \| = 1 \) where \( \| \cdot \| \) denotes the 1-norm, we generate and store a sequence of age distribution vectors

\[
w(t + 1) = \frac{A_t w(t)}{\| A_t w(t) \|}, \quad t = 0, \ldots, T - 1, \quad (4.11)
\]

and one-step growth rates

\[
R_t = \frac{\| A_t w(t) \|}{\| w(t) \|}, \quad t = 0, \ldots, T - 1. \quad (4.12)
\]

Similarly, starting with an arbitrary non-negative terminal vector \( v(T) \) with \( \| v(T) \| = 1 \), we use the same sequence of matrices to generate and store a
sequence of reproductive value vectors

\[ \mathbf{v}^T(t-1) = \frac{\mathbf{v}^T(t)\mathbf{A}_{t-1}}{\|\mathbf{v}^T(t)\mathbf{A}_{t-1}\|}, \quad t = T, \ldots, 1. \] (4.13)

The stochastic growth rate \( \lambda_s \) is taken as the average of the simulated \( R_t \) (Cohen et al. 1983), after discarding 5000 initial iterations to eliminate transient effects. Based on Tuljapurkar’s (1990) derivation, the sensitivity of \( \log \lambda_s \) to the elements \( a_{ij} \) of \( \mathbf{A}_t \) is calculated by

\[ \frac{\partial \log \lambda_s}{\partial a_{ij}} = \frac{1}{T} \sum_{t=0}^{T-1} \frac{v_i(t+1)w_j(t)}{R_t \mathbf{v}^T(t+1) \mathbf{w}(t+1)}, \] (4.14)

and the elasticities of \( \lambda_s \) to \( a_{ij} \) by

\[ \frac{\partial \log \lambda_s}{\partial \log a_{ij}} = \frac{1}{T} \sum_{t=0}^{T-1} \frac{v_i(t+1)a_{ij}(t)w_j(t)}{R_t \mathbf{v}^T(t+1) \mathbf{w}(t+1)}. \] (4.15)

Several entries of \( \mathbf{A}_t \) are defined in terms of lower-level parameters; for example, overall fecundity given by \( a_{15} \) is the product of annual productivity and first-year survival rates \( (\rho t \phi_0, t) \), and apparent survival of 4-year-olds, \( a_{54} \), is moderated by emigration \( (\psi \phi_a, t) \). Therefore, we require to calculate the sensitivity of \( \log \lambda_s \) and the elasticity of \( \lambda_s \) to \( \rho^0, \phi_0, \psi \) and \( \phi_a \). Denoting the lower-level parameter of interest by \( \theta \), Caswell (2005) derived the sensitivity of \( \log \lambda_s \) to \( \theta \) as

\[ \frac{\partial \log \lambda_s}{\partial \theta} = \frac{1}{T} \sum_{t=0}^{T-1} \mathbf{v}^T(t+1) \frac{\partial \mathbf{A}_t}{\partial \theta} \mathbf{w}(t+1) \] (4.16)

and the elasticity of \( \lambda_s \) to \( \theta \) as

\[ \frac{\partial \log \lambda_s}{\partial \log \theta} = \frac{1}{T} \sum_{t=0}^{T-1} \theta_t \mathbf{v}^T(t+1) \frac{\partial \mathbf{A}_t}{\partial \theta} \mathbf{w}(t+1). \] (4.17)

Simulations were implemented in program Octave (Eaton et al. 2008a) using code fragments provided by Caswell (2001, chapter 14), plus an additional algorithm for lower-level parameters described in Caswell (2005).
4.3 Results

4.3.1 Population projections

We projected the Isle of May guillemot population forward 10 years, using the second of the two methods described in Section 4.2.3 (independent post hoc predictions), under five different scenarios (S1 to S5; see Table 4.1). Table 4.2 provides posterior means and standard deviations for random effects means and variances estimated under each scenario, along with the corresponding simulated future demographic rates, averaged over all predicted years. Where split random effects models were used (S2 to S5), underlying means on the logit scale for years 2000-onwards ($\mu_2$) were consistently lower than those for the earlier years ($\mu_1$; 1983–1999), with no overlap in the corresponding 95% credible intervals (CIs; not shown) for productivity and adult survival models, and only slight overlap for the first-year survival model. Predicted rates on the real scale were correspondingly lower under scenarios with split random effects models than when based on the entire historical time series. With the exception of

<table>
<thead>
<tr>
<th>Parameter</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_{\rho_1}$</td>
<td>1.01 (0.14)</td>
<td>1.34 (0.08)</td>
<td>1.01 (0.14)</td>
<td>1.00 (0.14)</td>
<td>1.35 (0.08)</td>
</tr>
<tr>
<td>$\sigma^2_{\rho_1}$</td>
<td>0.50 (0.16)</td>
<td>0.10 (0.05)</td>
<td>0.50 (0.16)</td>
<td>0.50 (0.16)</td>
<td>0.10 (0.05)</td>
</tr>
<tr>
<td>$\mu_2$</td>
<td>–</td>
<td>0.33 (0.34)</td>
<td>–</td>
<td>–</td>
<td>0.30 (0.30)</td>
</tr>
<tr>
<td>$\sigma^2_2$</td>
<td>–</td>
<td>0.85 (0.88)</td>
<td>–</td>
<td>–</td>
<td>0.81 (0.74)</td>
</tr>
<tr>
<td>$\rho_t$</td>
<td>0.71 (0.14)</td>
<td>0.57 (0.19)</td>
<td>0.71 (0.14)</td>
<td>0.71 (0.14)</td>
<td>0.57 (0.19)</td>
</tr>
<tr>
<td>$\mu_{01}$</td>
<td>0.07 (0.21)</td>
<td>0.07 (0.22)</td>
<td>0.30 (0.22)</td>
<td>0.07 (0.20)</td>
<td>0.28 (0.25)</td>
</tr>
<tr>
<td>$\sigma^2_{01}$</td>
<td>0.87 (0.39)</td>
<td>0.86 (0.41)</td>
<td>0.86 (0.39)</td>
<td>0.86 (0.38)</td>
<td>0.87 (0.42)</td>
</tr>
<tr>
<td>$\mu_{02}$</td>
<td>–</td>
<td>–</td>
<td>–0.74 (0.58)</td>
<td>–</td>
<td>–0.68 (0.52)</td>
</tr>
<tr>
<td>$\sigma^2_{02}$</td>
<td>–</td>
<td>–</td>
<td>1.83 (3.88)</td>
<td>–</td>
<td>1.36 (2.63)</td>
</tr>
<tr>
<td>$\phi_{0,t}$</td>
<td>0.52 (0.20)</td>
<td>0.51 (0.20)</td>
<td>0.36 (0.21)</td>
<td>0.51 (0.20)</td>
<td>0.37 (0.19)</td>
</tr>
<tr>
<td>$\mu_{a1}$</td>
<td>2.72 (0.10)</td>
<td>2.73 (0.10)</td>
<td>2.73 (0.10)</td>
<td>2.88 (0.13)</td>
<td>2.89 (0.13)</td>
</tr>
<tr>
<td>$\sigma^2_{a1}$</td>
<td>0.19 (0.09)</td>
<td>0.20 (0.10)</td>
<td>0.21 (0.10)</td>
<td>0.22 (0.14)</td>
<td>0.23 (0.14)</td>
</tr>
<tr>
<td>$\mu_{a2}$</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>2.34 (0.12)</td>
<td>2.34 (0.11)</td>
</tr>
<tr>
<td>$\sigma^2_{a2}$</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.06 (0.11)</td>
<td>0.06 (0.13)</td>
</tr>
<tr>
<td>$\phi_{a,t}$</td>
<td>0.93 (0.03)</td>
<td>0.93 (0.03)</td>
<td>0.93 (0.03)</td>
<td>0.91 (0.02)</td>
<td>0.91 (0.02)</td>
</tr>
</tbody>
</table>

Notes: Where estimates of $\mu_2$ and $\sigma^2_2$ are not provided, simulated rates for the corresponding demographic parameter are based on $\mu_1$ and $\sigma^1_1$, which are derived from the entire time-series of data. Estimates of $\mu_2$ and $\sigma^2_2$ indicate split random effects models (equations (4.7) and (4.8)), denoting the random effects mean and variance for years 2000-onwards, and simulated future demographic rates are based on these parameters.
Predicting population change using an integrated model

adult survival, the recent period was also more variable than the earlier years ($\sigma_2^2 > \sigma_1^2$), presumably due to this being a period of declining, rather than stable, dynamics. Regarding prior sensitivity for the variance parameters, in most cases the chosen priors (uniform: $\sigma_\rho_1$, $\sigma_\rho_2$, $\sigma_{a1}$, $\sigma_{a2}$; half-Cauchy: $\sigma_{02}$) gave essentially identical results to the alternative inverse-gamma prior specified on the $\sigma^2$. However, in the case of $\sigma_{a2}^2$, which was estimated to be very small, posterior inference appears to have been constrained by the inverse-gamma prior (see Gelman 2006), and therefore our choice of alternative priors appears to be more appropriate.

Posterior means and corresponding 95% CIs for historical and future estimates of population sizes $J$ and $X$ obtained under each scenario are provided in Figure 4.1. During 2008–2012, predicted breeding population sizes remained under the influence of recent (2003–2007) productivity and first-year survival rates, as the $J_{T-m}$ matured and recruited into the breeding population. Following this transition period, the ‘true’ projected trend became apparent. Under S1, there was initially a period of stable or decreasing population sizes, followed by a steady increase similar in rate to the majority of the historical period (Figure 4.1a). S2, S3 and S4, characterised by low future productivity, first-year survival and adult survival, respectively, all exhibited similar projected population trajectories, with stable or slightly increasing breeding populations after the transition period (Figures 4.1b–d). When all three time-varying demographic parameters were projected at their post-2000 rates (S5), the predicted breeding population declined rapidly throughout the projection period, with a corresponding decline in the number of prebreeders (Figure 4.1e).

The count data, which are overlaid on each plot in Figure 4.1, indicate a sudden and dramatic decrease in breeding population size between 2005 and 2006, and subsequent counts—including the two most recent estimates for 2008 and 2009—suggest this decline has continued, albeit at a lower rate. The population model did not capture the initial decline in the counts, which was much faster than expected, and none of the prediction scenarios were able to replicate the more recent counts (none of the posterior 95% CIs for the 2006–2009 population estimates include the corresponding counts). However, ‘worst case’ scenario S5 appears to have approximated the 2005–2009 trajectory reasonably well, and continued at a similar rate of decline beyond this period.

All of the above descriptions of population trajectories are based on the posterior mean predicted population sizes; however, we note that the corresponding 95% CIs soon become very large so that there is a large amount of uncertainty. The posterior probabilities of population decline, provided in Table 4.3, sum-
Figure 4.1 Posterior means and 95% symmetric CIs for historical and predicted population levels of female prebreeders $J$ (▼) and breeding females $X$ (▲), obtained under the five prediction scenarios: (a) S1—‘business as usual’; (b) S2—future productivity simulated at post-2000 levels; (c) S3—future first-year survival simulated at post-2000 levels; (d) S4—future adult survival simulated at post-2000 levels; (e) S5—all three of the above demographic parameters simulated at post-2000 levels. The vertical dashed line indicates the beginning of the 10-year prediction period. The count data $\mathbf{N}$ are also plotted for 1983–2009 (□).

marise this uncertainty into a single statistic that is easy to compare between scenarios. S1 gave a probability of decrease of 0.305, which equates to a greater than even probability that the population will increase over the next 10 years. However, there remains a very small probability that the population will decline by more than 25% under these conditions. The probability of decrease
Table 4.3  Posterior probabilities of future population decline over a 10-year period (2007–2017) under each of the five scenarios, along with posterior means and 95% credible intervals for the predicted proportional change in population size over the same period (positive values indicate an increase, negative values a decrease).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Pr(population decrease)</th>
<th>Decrease</th>
<th>Decr. &gt; 10%</th>
<th>Decr. &gt; 25%</th>
<th>Proportional change</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>0.305</td>
<td>0.113</td>
<td>0.012</td>
<td>0.072</td>
<td>(−0.208, 0.357)</td>
</tr>
<tr>
<td>S2</td>
<td>0.520</td>
<td>0.251</td>
<td>0.042</td>
<td>0.004</td>
<td>(−0.284, 0.289)</td>
</tr>
<tr>
<td>S3</td>
<td>0.728</td>
<td>0.478</td>
<td>0.161</td>
<td>−0.095</td>
<td>(−0.399, 0.204)</td>
</tr>
<tr>
<td>S4</td>
<td>0.834</td>
<td>0.558</td>
<td>0.141</td>
<td>−0.119</td>
<td>(−0.380, 0.130)</td>
</tr>
<tr>
<td>S5</td>
<td>0.994</td>
<td>0.964</td>
<td>0.697</td>
<td>−0.309</td>
<td>(−0.534, −0.078)</td>
</tr>
</tbody>
</table>

became progressively larger moving from S2 to S4, which appears to mainly reflect differences in trajectory through the transition period, as all three populations appear to be stable or slightly increasing following this period (see Figures 4.1b–d). The ‘worst case’ scenario S5 gave a very high probability of population decline over a 10-year period of 0.994, and it is likely that this decline will be of a magnitude greater than 25%. This is confirmed by the proportional decline, also provided in Table 4.3, which suggests a mean predicted population decrease of approximately 31% after 10 years, corresponding to a growth rate of −3.6% year\(^{-1}\). Furthermore, and unlike S1 to S4, the 95% CI for the proportional change under S5 does not include zero, so that there appears to be very strong evidence of a decline in population under these conditions.

4.3.2  Perturbation analysis

The estimated stochastic population growth rate \(\lambda_s\) based on the full set of \(N = 24\) environments was 1.026, or +2.6% year\(^{-1}\). This accords well with the post-transitional (after 2012) predicted growth rate under S1 (posterior mean 5-year proportional change of 0.135, giving an identical growth rate of +2.6% year\(^{-1}\)). Associated sensitivity and elasticity matrices corresponding to the projection matrix entries \(a_{ij}\) are shown in Figure 4.2, and sensitivities of \(\log \lambda_s\) and elasticities of \(\lambda_s\) to lower-level parameters are provided in Table 4.4. The larger the elasticity of a parameter, the more sensitive the population growth rate to proportional changes in that parameter (this is not necessarily the case for sensitivities, as they are magnitude-dependent). Therefore, population growth rate appears to be most sensitive to proportional changes in adult survival and considerably less sensitive to changes in the other matrix elements and lower-level parameters, which all have the same elasticities. For example, a 10% decrease in adult survival would result in an approximately 7% decrease
in population growth rate, while an equivalent decrease in, say, productivity would only result in a 0.7% decrease in population growth. The reduced set of environments taken from the end of the study period (2000–2006) produced a stochastic growth rate $\lambda_{x_2}$ of 0.974, which corresponds to an annual growth rate of $-2.5\%$ year$^{-1}$. This is similar to the mean post-transitional growth rate under S5 of $-2.9\%$ year$^{-1}$. Patterns of sensitivity and elasticity were the same as for the full set of environments, although the elasticity of $\lambda_{x_2}$ to adult survival was slightly higher (0.797), and the elasticities of the other parameters were consequently lower (all 0.051).

### 4.4 Discussion

Effective conservation of wild animal populations requires accurate forecasts of population fluctuations, including reliable quantification of uncertainty. This
study shows how population projections may easily be incorporated into an integrated population model, using a Bayesian state-space framework with random effects models for the demographic parameters. Multiple sources of data simultaneously inform the projections, and all major sources of uncertainty are accounted for except model uncertainty, which if desired could also be incorporated via reversible jump MCMC (Green 1995, King & Brooks 2002, King et al. 2009). The resulting output takes the form of probability distributions (marginal posterior distributions) of future population sizes, which describe the uncertainty in an easy-to-understand format and from which any number of summary statistics and quantities of interest may be derived (Wade 2000). For example, our predictions of the Isle of May common guillemot population indicate that if recent poor demographic performance is continued in the future, there is a greater than 99% probability of population decrease after 10 years.

The stochastic matrix model produced similar population growth rate estimates to the corresponding integrated model scenarios, but was inferior in a number of respects. First, although environmental stochasticity was incorporated by using a sequence of projection matrices parameterised by estimates from the integrated model output, no sense of the variability of the outcome was provided. This would require carrying out additional Monte Carlo simulations. Second, projection matrices were parameterised using posterior means, but no consideration of the level of parameter uncertainty was incorporated. (Note that we could have used other posterior point estimates (e.g. the median) but this would have made little difference due to the largely symmetric posterior distributions of the parameters.) Simulating from the posterior would be an easy way to incorporate parameter uncertainty, but this clearly requires having already conducted a Bayesian analysis. Finally, we conducted a prospective perturbation analysis, which explores how much the population growth rate would change in response to specified changes in the vital rates. However, this says nothing about the observed variation in the vital rates—if a vital rate did not vary, it can have made no contribution to the observed variation in the growth rate—so to test this we would also need to conduct a retrospective analysis (see Caswell 2000). All of the above points were addressed by the Bayesian analysis.

To project the population using the integrated model, we first required predictions of future demographic rates. Predictions of productivity and first-year and adult survival were based on extrapolation of historical conditions into the future, by treating both the estimated and predicted parameters as random effects (Maunder et al. 2006). Posterior means of predicted rates generated according to the recent period of decline (2000 onwards) were all lower than those
based on the entire historical period (1983–2007; Table 4.2), as we expected. The respective variabilities of these predicted rates varied according to the parameter, from higher when based on the recent period (productivity), to about the same (first-year survival), to slightly higher when based on the historical period (adult survival). However, the random effects variance estimates for year 2000 onwards ($\sigma^2$) were not very precise as they were only based on eight years of data, and even fewer reliable estimates in the case of the survival rates, particularly first-year survival where there was very little data to inform the last few years (Table 4.2; note the large posterior SDs relative to the means, especially for $\sigma_{02}^2$). This uncertainty in the variance estimates is also incorporated in the population predictions.

The recent population counts suggest that some factor, or combination of factors, is already having a major effect on the breeding population: after a long period of steady increase, the population declined by almost 6000 pairs between 2004 and the latest count in 2009, to the lowest level since 1994 (Figure 4.1). However, there was no information in the demographic data to support such a dramatic decrease: even assuming zero recruitment in 2006, an adult survival rate of 82.6% would have been required to generate the observed 2005–2006 population change, compared to the actual 2005 estimate of 90.7%, already well below the long-term average. Consequently, the observed decline was much faster than expected from the process model, highlighting that perhaps some other processes beyond demographic ones contributed to the decrease, although what these might have been is not clear. It is possible that the study plots and samples of marked chicks and adults are not representative of the whole population, but they do cover several locations and a range of breeding densities within the colony. Error in the counts may have been partly responsible; however, the 2006 count $N_{24}$ was outside of the corresponding population estimate $X_{24} \pm 1.96\sqrt{\sigma^2_N}$ (i.e., outside that expected due to observation error) under all five scenarios, and the number of pairs that bred in the study plots followed a similar pattern (M. P. Harris pers. comm.), so even if the count was erroneously low that year, it is unlikely that observer error was the only cause of the discrepancy between it and the expected population size. Colony attendance patterns have changed in recent years, with guillemot parents spending a greater percentage of time away from the colony, apparently due to food shortages (Ashbrook et al. 2008), but the correction factor used to convert the actual counts of birds to the number of breeding pairs should have allowed for this. We can also discount the possibility of a sudden large increase in the proportion of nonbreeders entirely absent from the colony for the whole breeding season: this would generate a
significant decrease in adult resighting probability, which has in fact remained very high in recent years.

Putting the discrepancies aside, the true underlying population estimates also showed a clear switch between steady growth prior to 2004 and a rapid decline after (Figure 4.1). Adult survival was particularly low on the Isle of May in 2004 (as at a number of other UK colonies; see Chapter 5), and this probably triggered the decline. 2005 was another very poor year for adult survival, following which the post-2000 declines in productivity and first-year survival began to contribute to the population decrease, as reduced numbers of birds from those cohorts were available to recruit. The first five years of predictions (2008–2012) were also strongly influenced by recent observed fluctuations in productivity and first-year survival: the outcome of S1 suggests that, even if demographic parameters are assumed to return to ‘normal’ levels in the future, the population will continue to decline until 2012 (Figure 4.1a) due to demographic momentum (see, e.g., Koons et al. 2006). This clearly demonstrates the importance of monitoring seabird productivity and survival as well as population size, to provide an early warning system for impending changes in conservation status and a diagnosis of their cause (Eaton et al. 2008b). However, under S1 it is likely that the population would soon make a full recovery (the mean proportional population change for this scenario indicated a 7.2% increase in population size after 10 years, in spite of the initial decline), while a continuing decline beyond 2012 appears to be extremely improbable (even the lower 95% credible limits of predicted population sizes increased during this period).

S2, S3 and S4 all exhibited similar future dynamics (Figures 4.1b–d), although the recent trend in adult survival appears to give the greatest cause for concern (S4: 83.4% probability of population decrease), then first-year survival (S3: 72.8%) and recent productivity the least (S2: 52.0%). These differences appear to be largely determined by the predicted dynamics during 2008–2012, as the trajectories of all three scenarios after this transitional phase were very similar. The greater probability of decrease under S4 reflects the immediate influence of reduced adult survival on population growth from the beginning of the prediction period, compared to the 5-year time-lag following changes in productivity or first-year survival. What is noteworthy is that essentially identical dynamics were produced by a 29.5% decrease in mean predicted first-year survival and a 2.5% decrease in mean predicted adult survival—more than an order of magnitude difference—suggesting that population growth rate in guillemots is much more sensitive to variation in adult survival than either first-year survival or productivity. This finding is consistent with previous studies of long-lived
avian species (Lebreton & Clobert 1991, Rockwell et al. 1997, Sæther & Bakke 2000, Reid et al. 2004) and confirmed by the results of our perturbation analysis (Figure 4.2, Table 4.4). On the other hand, the similar realised contribution to population dynamics of the observed declines in first-year and adult survival also highlights that the demographic rates to which population growth is theoretically most sensitive are not necessarily those that contribute most to changes in growth rate over time (Gaillard et al. 1998, 2000, Sæther & Bakke 2000, Cooch et al. 2001, Coulson et al. 2005). This is due to the relative variabilities of the different traits: in general, those traits with the greatest potential contribution to the population growth rate tend to exhibit the least temporal variability (Gaillard et al. 2000, Sæther & Bakke 2000)—a phenomenon termed ‘environmental canalization’ (Gaillard & Yoccoz 2003). Therefore, while the elasticity of $\lambda_s$ to adult survival of Isle of May guillemots was more than 10 times greater than to productivity or first-year survival, the coefficients of variation (CVs) of the latter two traits were 6 and 12 times greater, respectively, than that of adult survival (CV$_\rho_s$ = 19.1%, CV$_0$ = 38.5%, CV$_a$ = 3.1%; CVs calculated from posterior means and process standard deviations of simulated $\rho_t$, $\phi_{0,t}$ and $\phi_{a,t}$ under S1, see Table 4.2).

The final scenario S5 predicted a rapid decrease in breeder and prebreeder population sizes throughout the 10-year prediction period (Figure 4.1e), with an expected decline over this period of 31% and only a 0.6% probability of population increase. Future simulations of productivity, first-year survival and adult survival for this scenario were based on data from the recent drop in demographic performance of Isle of May guillemots, which has also been a prominent feature at a number of other UK colonies, affecting the majority of seabird species (e.g. Mavor et al. 2005, 2008). These changes are presumed to be primarily due to a reduction in the abundance and quality of their main prey species, especially the lesser sandeel Ammodytes marinus (Mavor et al. 2005, 2008, Wanless et al. 2005, Heath et al. 2009), which in turn is thought to be linked to climate change (MCCIP 2009). Although the mechanisms involved in these connections are complex and not fully understood, in a recent review Heath et al. (2009) propose the following causative link: (1) warming sea temperature and changes in primary production patterns, leading to (2) changes in zooplankton communities and production, leading to (3) suppression of sandeel growth rate and recruitment, (4) changes in sandeel behaviour, (5) declining sandeel abundance, and hence (6) reduced food availability for seabirds and (7) reduced seabird breeding success, frequency of breeding, adult survival and/or increased age of first breeding. Indeed, reductions in both breeding success and adult sur-
vival of several seabird species, including the common guillemot, have already been correlated with increases in sea surface temperature and climate indices such as the North Atlantic Oscillation, with food availability implicated as the link (e.g. Frederiksen et al. 2004b, Harris et al. 2005, Sandvik et al. 2005, Votier et al. 2005). With climate change scenarios predicting that sea surface temperatures will increase around all UK coasts in the future (Lowe et al. 2009), S5 appears to be the most realistic of our five scenarios for Isle of May guillemots, at least in the short term. Similar implications may be assumed for future population dynamics at other UK colonies, some of which may have, as yet, shown no evidence of a population decrease, and also for similar species, such as the razorbill *Alca torda* and Atlantic puffin *Fratercula arctica*.

In fact, there are several reasons why ‘worst case’ scenario S5 may be conservative, and therefore not the worst possible case for the Isle of May guillemots. First, if demographic rates decrease further in the future in line with climate predictions, the population decrease will be greater. This could be modelled by adding trends to the random effects models and projecting these forwards with random variability, although it is unrealistic to assume that such trends would continue indefinitely. Second, productivity and survival were all strongly positively correlated during 1983–2006 (post hoc Spearman’s rank correlations: $r_s(\rho_t, \phi_{0,t}) = 0.54$, $p = 0.007$; $r_s(\rho_t, \phi_{a,t}) = 0.65$, $p < 0.001$; $r_s(\phi_{0,t}, \phi_{a,t}) = 0.61$, $p = 0.001$). The stochastic matrix model approach accounted for this by permuting entire matrices rather than each parameter separately, and the good agreement between the two approaches in terms of projected growth indicates that ignoring this correlation does not induce significant bias in the population growth rate. It could, however, lead to underestimating the variability of the predictions (see Coulson et al. 2005), with potential consequence of underestimating the probability of large (e.g. > 50%) declines. Nur et al. (1994) incorporated covariation among survival rates in their predictive model by simulating adult survival and then assuming that immature survival rates were directly proportional, and a similar approach might be suitable here. Finally, due to a lack of information in the data, immature (ages 1–3) survival rates in this study were estimated as constant parameters and assumed to maintain these values (with parameter uncertainty) during the projections; however, it is likely that they have also declined since 2000. Given that random effects provide a compromise between constant and fully time-dependent models (Royle & Link 2002), there may be some merit in modelling immature survival with random effects to estimate pre- and post-2000 means and process variances, similarly to productivity, first-year survival and adult survival.
As a final point, we note that although we have a very rich dataset and a model that provides a good fit, credible intervals on the population sizes still ‘explode’ as soon as we start to predict, creating even more uncertainty over the future of the population. As an example, S2 predicted an approximately even probability of a decrease in population size after 10 years, but the uncertainty in the estimates mean that the actual population change over this period could feasibly be anywhere from a 28% decrease to a 29% increase. There would thus be little benefit in projecting further than 10 years, as the uncertainty in the estimates would become too large to be of any scientific value. Even more uncertainty is introduced by the different scenarios, such that in total we have realistic estimates of population change ranging from −53% to +36%, depending on the model assumptions. Furthermore, the projections are based on the assumption that current conditions hold for the duration of the prediction period (Coulson et al. 2001). Environmental conditions were actually relatively stable throughout much of the historical period, but the rapid changes in UK coastal waters of late suggest it is unlikely that conditions will remain constant in the future, even for the next 10 years. Nevertheless, realistic predictive models can still serve a useful purpose (Nur & Sydeman 1999), including: investigating the future population consequences of known changes (for example the possible effects during the next 5 years of recent breeding failures); evaluating the significance of declines in different life stages in influencing population growth; and exploring the implications of various model assumptions to see where restoration efforts might be best rewarded.
Chapter 5

Multi-population modelling of survival rates

5.1 Introduction

Year-to-year variation in demographic parameters is often pronounced, presumably related to features of the environment, and a large number of ecological studies have focussed on detecting and explaining such variation (see Grosbois et al. 2008 for an overview of survival studies and, e.g., Gaston & Smith 2001, Rodriguez & Bustamante 2003, Dickey et al. 2008, Jüssi et al. 2008 for reproductive parameters). Relatively fewer studies have addressed the issue of geographical variation among populations of the same species, and fewer still variation over both time and space (but see, e.g., Grosbois et al. 2009). This disparity is primarily due to the difficulty—in terms of time, cost and logistics—of obtaining sufficiently detailed long-term data at the multi-population scale to permit rigorous comparisons (Koenig 1999, Frederiksen et al. 2005). However, life-history traits can vary as much among populations as between species (Dhondt 2001); indeed, spatial variation in demographic rates may well be higher than the corresponding temporal variation (Paradis et al. 2000) and can have a profound influence on population dynamics of species inhabiting heterogeneous landscapes (Ozgul et al. 2006). Therefore, findings from smaller-scale studies may fail to represent larger-scale dynamics across a species’ range, particularly for species inhabiting large geographical areas (Baker & Thompson 2007). Conversely, spatial comparisons of geographically widespread populations could improve our understanding of population dynamics and the evolution of life histories (Frederiksen et al. 2005), and may aid in establishing which environmental factors contribute to variations in demographic parameters and when and where they exert their influence (e.g. Schaub et al. 2005, Grosbois...

Many studies of time series of population abundance have considered the mechanisms behind multi-population dynamics (reviewed in Liebhold et al. 2004). These mechanisms are difficult to infer via the sole analysis of population time series (Bjørnstad et al. 1999, Liebhold et al. 2004), but may be interpreted more easily through the analysis of demographic parameters at multi-population spatial scales (Grosbois et al. 2009). The recent literature has seen an increase in the number of studies investigating spatiotemporal variation in demographic rates, and in particular survival, presumably related to increasing availability of long-term datasets with the necessary level of spatial and temporal detail, and the evolution of statistical tools to analyse them. Findings from the majority of these studies seem to suggest that temporal variations in survival are often correlated among different populations: these findings extend to a number of species and across a variety of spatial scales, from a few kilometres (yellow-bellied marmot Marmota flaviventris: Ozgul et al. 2006) to several thousand kilometres incorporating a substantial part of a species’ distribution range (Atlantic puffin Fratercula arctica: Harris et al. 2005, Grosbois et al. 2009; white stork Ciconia ciconia: Schaub et al. 2005; Hawaiian monk seal Monachus schauinslandi: Baker & Thompson 2007; Cory’s shearwater Calonectris diomedea: Jenouvrier et al. 2009b). Baker & Thompson (2007) note that such spatial synchrony in survival rates among subpopulations ‘presumably results from individuals at different sites experiencing similar conditions’, which can occur because ‘either environmental conditions span more than one site or animals from different sites move sufficiently that their ranges overlap’.

Environmental conditions that may act as synchronising agents include large-scale climatic phenomena such as the North Atlantic Oscillation (NAO) and Southern Oscillation (SO), which influence weather and oceanographic conditions over vast geographic areas (see, e.g., Hurrell et al. 2003, Stenseth et al. 2003) and have been linked with spatiotemporal correlations in survival (Jenouvrier et al. 2009b) and multi-population dynamics (Post & Forchhammer 2002, Sæther et al. 2006). Other large-scale or spatially correlated environmental covariates found to explain synchronous survival include snow cover (Grøtan et al. 2005), sea surface temperature (Grosbois et al. 2009), and vegetation indices (Schaub et al. 2005). However, a correlated environment does not necessarily result in synchrony, as demonstrated by findings of asynchronous survival and reproductive success in an insular metapopulation of house sparrows Passer domesticus (Ringsby et al. 1999, 2002). The second of Baker & Thompson’s (2007) criteria, movement resulting in overlapping ranges, is particularly true
of populations of migratory or dispersive species. Although widely separated
during the breeding season, such species often overlap in nonbreeding distri-
bution (e.g. Newton 1995, Schaub et al. 2005, Jenouvrier et al. 2009b) where
they may be exposed to a common environment and when highest mortality
tends to occur (Newton 1998). A third factor to consider is how the synchro-
nising effects of environmental conditions and movement on survival might vary
according to age: in long-lived species, survival rates of young animals are
generally lower and more variable than those of adults (e.g. Gaillard et al. 1998,
Doherty et al. 2004, Ozgul et al. 2006) and may respond differently to changes
in the environment.

In some cases, despite extensive searching, no covariates can be found that
explain variation in survival. This is the case for Isle of May common guillemots
_Uria aalge_ (Harris et al. 2007b). The available evidence suggests that the
main mortality of guillemots occurs during the nonbreeding season (Harris et al.
2007b), so it seems likely that some aspect of winter environment is responsible
for interannual variation in survival. To test this, we compare juvenile and adult
survival of guillemots from three widely separated Scottish colonies that have
varying overlap in winter distribution among age classes. The three colonies
considered are: the Isle of May, situated in the North Sea off the southeast
coast of Scotland; Canna, in the Sea of the Hebrides off the west coast of
Scotland; and Colonsay, in the outer Firth of Lorn, also off the west coast.
These are all substantial colonies, between them containing somewhere in the
region of 5% of the total British and Irish breeding population; their locations
provide a comparison between east and west coast populations which, at least
during the breeding season, are effectively geographically isolated; and they have
all been the subject of long-running, individual-based field studies, providing
mark-recapture and ring-recovery data.

Due to their isolation, it is to be expected that birds from the east and
west coasts will experience different conditions during breeding, and so have
different productivities. However, during nonbreeding guillemots disperse over
large areas of ocean and there is much mixing between birds from different
populations, potentially exposing them to the same environmental conditions;
furthermore, juvenile and immature birds disperse further from the colonies
than adults (Harris & Swann 2002), so it is less clear what might be expected
as regards differences in annual survival. Previous analyses have concentrated
on the Isle of May, which has the more detailed data and for which there are
recent published estimates of time-specific juvenile (Crespin et al. 2006a, Harris
et al. 2007b) and adult (Crespin et al. 2006b) survival. Field studies at Canna
Figure 5.1 Map of the British Isles showing locations of the four common guillemot colonies mentioned in this chapter: Isle of May, southeast Scotland; Canna and Colonsay, west Scotland; Skomer, southwest Wales.

and Colonsay have been less intensive, so the data are sparser and only time-constant estimates of adult survival have previously been published for these colonies (Harris et al. 2000), although this study did not incorporate information on dead recoveries in the survival analysis. Using mark-recapture and ring-recovery data, we look for spatial, temporal and age-related correlations in survival among the three colonies and, for Isle of May and Canna birds, use information on ring recovery locations to test whether any pairwise correlations in survival are associated with evidence that their nonbreeding distributions significantly overlap.

5.2 Data and analysis

5.2.1 Mark-recapture-recovery data and modelling

As mentioned in the Introduction, mark-recapture-recovery (MRR) data are available for three Scottish common guillemot colonies (see Figure 5.1). Data from Canna and the Isle of May both cover the same period (1983–2006) and comprise capture histories of guillemots marked as chicks and as breeding adults,
whereas the Colonsay data cover a much shorter period (1990–2006) and only comprise birds ringed as adults. Therefore, we restrict the formal comparative analysis to the Isle of May and Canna, and compare Colonsay adult survival separately on an ad hoc basis.

Unlike previous chapters in this thesis, where Bayesian analyses are conducted using bespoke Fortran code, analyses of survival data in this chapter are all conducted in Program MARK (White & Burnham 1999) using a combination of Bayesian MCMC and classical maximum likelihood techniques. The use of MARK is possible due to the fact that we are dealing with relatively simple MRR data, rather than the analysis of multiple, integrated data types with complex models for which no prewritten software exists; it is also desirable because of its flexibility, given that we would like to use Bayesian methods (to continue the theme of earlier analyses and for estimation of correlation parameters) but have a large number of models to fit and compare. We accommodate these requirements in MARK by considering a two-step process: (1) model selection (separately for each colony) using maximum likelihood estimation and AIC, which has a more rigorous framework than the corresponding process using MCMC and DIC, accommodates goodness-of-fit testing, and is much faster than MCMC estimation; (2) combining the Isle of May and Canna datasets and fitting them using MCMC (with the chosen model structures from step 1) to obtain posterior distributions for the parameters, including pairwise process correlations among first-year and adult survival rates. Step 1 is described in this section, and step 2 in Section 5.2.2.

The analysis of MRR data depends upon four sets of parameters—survival, recapture, recovery and fidelity probabilities—which are estimated in MARK using Burnham’s model for both live encounters and dead recoveries (Burnham 1993). Initially we analyse each colony separately, using maximum likelihood estimation for goodness-of-fit (GOF) testing and subsequent model selection on the Isle of May and Canna combined adult and chick datasets, and the Colonsay adult data. For each dataset, we first identify a candidate model set representing biological knowledge and statistical considerations (Lebreton et al. 1992). To confirm that the most general, or ‘starting’, model in the candidate set (i.e., the most parameterised model that has few or no estimability problems) adequately fits the data, we conduct a goodness-of-fit test using the bootstrap GOF procedure in MARK. This procedure yields an estimate of a variance inflation factor, denoted \( \hat{\epsilon} \) and defined as the ratio of the model \( \chi^2 \) (model deviance) divided by the degrees of freedom (Burnham et al. 1987). The variance inflation factor quantifies the amount of extrabinomial variation,
or overdispersion, and is a measure of the lack of fit between the general model and a saturated model. If the model fits the data perfectly then $\hat{c} = 1$, and a value of $\hat{c} > 1$ indicates some degree of overdispersion, although $\hat{c} \leq 3$ is generally considered to be acceptable (Lebreton et al. 1992). Provided the fit of the general model is adequate, we then select the most appropriate model using Akaike’s Information Criterion, adjusted for effective sample size and any lack of fit using the estimate of $\hat{c}$ obtained from the GOF test ($\text{QAIC}_c$; Burnham & Anderson 2002).

Notation in this chapter is as follows: survival probabilities are denoted by $\phi_{loc}^{r,t}$, recapture probabilities by $p_{loc}^{r,t}$, recovery by $\lambda_{loc}^{r,t}$ and fidelity by $\psi_{loc}^{r,t}$. Three-letter superscripts denote colony location, i.e., $loc \in \{iom, can, col\}$; $r \in \{0, 1, 2, 3, 4, 5, a\}$ denotes age class from first-year to adult; $t = 1, \ldots, T$ denotes time. The data and models are described separately for each of the three colonies.

**Isle of May**

The Isle of May is located in the outer Firth of Forth, southeast Scotland ($56\degree 11'\ N, 2\degree 33'\ W$). The island is 1.8 km long and 0.5 km wide, and has its major seabird breeding colonies on the high cliffs of the west coast. The guillemot population was estimated at 15,578 breeding pairs in 2006. The island was permanently occupied by a team of researchers throughout the 1983–2006 breeding seasons, during which guillemots were caught and marked annually and the colony was intensively monitored on a daily basis. The practical methods for both initial capture and subsequent recaptures differed greatly between birds marked as adults and those marked as chicks, and they are described separately below.

Breeding adults were initially captured by noose or crook, or by mist-netting during the winter, and marked with a numbered metal ring and an individually recognisable combination of three colour-rings. Otherwise birds were not handled and subsequent identifications were by resighting using binoculars or a telescope. Resightings came mainly from the intensively monitored study plots where the birds were ringed, because site-fidelity of breeding adults is high (Harris et al. 1996b), but wider searches were also regularly made. Individuals were frequently seen several times within a single year, or capture occasion, but we take no account of the number of observations and simply denote a resighting by a single record per individual, per year (the same applies to Isle of May chick resightings, below). In total 730 adults were ringed during the study period,
resulting in 6292 live resightings, hereafter referred to as recaptures for consistency with the other studies. Recoveries of dead adult birds are ignored as there were too few (11) to justify their inclusion in the model.

Chicks were caught by hand in two easily accessible breeding areas, referred to as areas A and B, and marked with a numbered metal ring and a unique colour-ring readable at distances up to 75 m with a telescope. Most resightings (hereafter referred to as recaptures) resulted from almost daily searches of the breeding ledges and tidal rocks within a few hundred metres of the two ringing areas, because of the tendency of guillemots to return to their natal area during their prebreeding years and to subsequently recruit nearby (Harris et al. 1996a), although opportunistic observations were made throughout the island. Recoveries of dead birds away from the island were also recorded. A total of 6145 chicks were ringed during the study, with 4678 of these in area A and 1467 in area B. These gave, respectively, 3264 and 861 live recaptures, and 169 and 85 dead recoveries.

We base the starting model for the combined adult-chick dataset on that used in Chapter 3, which in turn is based on the reference model of Harris et al. (2007b): survival is assumed to be time-dependent for first-years and adults (adult survival includes age 4+ birds ringed as chicks) and constant for ages 1–3; recapture probabilities for birds ringed as chicks are age- and time-dependent up to 5 years (except for one-year-olds, which are fixed to 0) and are allowed to differ between areas A and B, with separate time-specific estimates for birds ringed as adults; recovery probabilities are allowed to vary over time but are assumed to be the same for all age classes (recovery probability of birds ringed as adults is fixed to 0); and fidelity is assumed to be constant over time for age 4 and age 5+ birds ringed as chicks, and fixed to 1 for all other age classes (including birds ringed as adults). The bootstrapped estimate of \( \hat{c} \) for this model (observed \( \hat{c} \)/expected \( \hat{c} \)) was 1.23, indicating only slight overdispersion and satisfactory model fit. Replacing any of the time-dependent parameters in the starting model with constant ones resulted in significantly worse-fitting models (\( \Delta Q_{\text{AIC}} > +20 \)). However, a more parsimonious model (\( \Delta Q_{\text{AIC}} = -7.45 \)) was achieved by constraining recovery probabilities to change linearly (on the logit scale), which allows for a potential systematic temporal decline in reporting rates over the period of the study (Clark et al. 2005).
Canna

Canna is located in the Inner Hebrides of Scotland, approximately 14 km south-west of Skye (57°03′N, 6°35′W). It is a small island around 7 km long by 1.5 km wide and its northern coastline is dominated by steep, basalt cliffs where the major seabird breeding colonies are located. The island’s guillemot colony numbered in the order of 2000–3000 breeding pairs in 2006 (R. Swann pers. comm.).

Breeding areas were (mostly) visited once per summer 1983–2006, when chicks, immatures and adults were caught by hand or crook and marked with a numbered metal ring. Recaptures of previously ringed birds were by the same method. Recoveries of dead birds were also recorded. Capture histories of birds initially ringed as chicks were kept separate from those ringed as immatures or adults, and the latter group formed the breeding adult dataset based on the following criteria: known breeders were recorded from their first capture, while for all other birds the initial capture was discarded and they were regarded as breeders from their first recapture. The analysis also excluded birds marked with older ‘G-series’ rings (mostly prior to 1983) because these were more prone to wear and loss than the replacement type. The final dataset contains a total of 44,799 chick and 4298 adult capture histories, with respectively 6078 and 5357 live recaptures, and 939 and 97 dead recoveries.

We specify a starting model for the Canna data that has time-dependence in survival for all age classes from first-year ($\phi_{0,t}^{\text{can}}$) to adult (combined estimate for birds ringed as chicks and adults: $\phi_{4+,t}^{\text{can}} = \phi_{a,t}^{\text{can}}$). As with the Isle of May guillemots, one-year-olds were never observed at the colony, so recapture probabilities for these birds are fixed to 0. For ages 2, 3 and 4 years, recapture probabilities are specified to be constant due to data limitations, but we allow them to vary over time for age $5^+$ birds ringed as chicks and for birds ringed as adults, which we treat separately. Recovery probabilities are assumed to be the same for all ages and for birds ringed as both chicks and adults, and are allowed to vary over time. Time-constant fidelity is estimated separately for birds of all age classes 0–$5^+$ years that were ringed as chicks. To accommodate birds moving site following the disturbance associated with catching (Harris et al. 2000) we also estimate fidelity of birds ringed as adults, with separate estimates for the year following initial capture and all subsequent years, denoted $\psi_{a1}^{\text{can}}$ and $\psi_{a2+,t}^{\text{can}}$, respectively. The estimate of $\hat{c}$ for this model was 1.14, which gives no concerns regarding model fit.

Fidelities of age 0 and age 1 birds were inestimable in the general model, so fixing them both to 1 resulted in an improved model ($\Delta\text{QAIC}_c = -4.03$).
Survival estimates of 2- and 3-year-olds were very similar to each other, and combining them into a single age-class \( \phi_{2-3}^{\text{cmt}} \) improved the model considerably further \( (\Delta \text{QAIC}_c = -25.05) \). Recovery probability clearly varied over time \( (\Delta \text{QAIC}_c = +72.39 \text{ when setting recovery to constant}) \), but as with the Isle of May model, a linear constraint (on the logit scale) appeared to adequately explain this variation and resulted in the most parsimonious model \( (\Delta \text{QAIC}_c = -23.37) \).

**Colonsay**

Colonsay, also in the Inner Hebrides, lies around 100 km south of Canna between the islands of Mull and Islay \( (56^\circ05'\text{N, } 6^\circ10'\text{W}) \). It is approximately 13 km long by 5 km wide, with major cliffs on the north and west coasts which contained 26,469 individual guillemots in 2000 \( (\text{Jardine et al. 2002}) \), equating to approximately 17,700 breeding pairs (using a correction factor of 0.67: Harris 1989).

Two visits (only one in 1990) were made each summer 1990–2006 to catch breeding adults using a noose or crook and mark them with a numbered metal ring. Previously marked birds were recorded as recaptures. Recoveries of dead birds were also recorded. In total 895 individuals were marked, resulting in 1630 live recaptures and 11 dead recoveries. Because of the small size of the dataset, initial captures were not discarded.

For the starting model, we assume time-dependence in survival and recapture probabilities, and also in fidelity probability in the year following initial capture, denoted \( \psi_{\text{col}}^{a1} \). Fidelity in subsequent years is specified to be time-constant, and there were too few recoveries (less than one per year, on average) to permit time-specific estimates of recovery probability, so we assume this to be constant too. The estimate of \( \hat{c} \) for this model was 1.07, suggesting a satisfactory fit.

Fidelity in years two-or-more after initial capture was estimated at 1 in the starting model, so we first fixed this to 1 \( (\Delta \text{QAIC}_c = -2.08) \). Precisions on survival estimates were poor, and a further reduction in QAIC\(_c\) of 13.36 points was achieved by setting survival to be constant. However, although there was too little information in the data to permit full annual variation, survival in 2004 appeared to be somewhat lower than the other years and allowing a separate estimate for this year improved the fit of the model \( (\Delta \text{QAIC}_c = -3.50) \). There was no improvement upon adding a logit-linear trend to the recovery probability \( (\Delta \text{QAIC}_c = +0.30; \text{ confidence interval of slope parameter includes zero}) \), but
because it had very similar support to the constant recovery model, and for consistency with the other colonies, we keep the trend in the final model.

5.2.2 MCMC modelling of process correlations

We implement the MCMC estimation procedure in MARK to model the Colon-say data and a combined Isle of May–Canna dataset, using the model structures selected in Section 5.2.1, in order to obtain posterior parameter distributions for survival, recapture, recovery and fidelity probabilities. We also estimate pairwise process correlations in survival probability between and among first-year and adult guillemots on the Isle of May and Canna. For each MCMC run we specify 4000 ‘tuning’ samples, a burn-in period of 1000 samples, and 10,000 subsequent samples to be stored from the posterior distribution. Multiple chains (three for each model) are run to assess convergence using the Gelman (1996) diagnostic statistic $\hat{R}$, as calculated by MARK.

Priors in MARK are specified on the $\beta$ parameters (logistic regression parameters, one for each column of the design matrix) because the MCMC update procedure is performed on these. Priors for parameters not in hyperdistributions (i.e., all parameters except those pairs having their process correlation estimated) are normally distributed with mean 0 and variance 1.75$^2$. This is the default prior in MARK, specified such that the back-transformed distribution on the ‘real’ parameter is approximately uniform with 95% of its probability between about 0.03 and 0.97. Pairs of survival parameters for which we estimate process correlations have hyperdistributions specified on their $\beta$ parameters, i.e.,

$$\text{logit}(\phi_t) = \beta_t, \quad (5.1)$$

where

$$\beta_t \sim N(\mu, \sigma^2_\beta). \quad (5.2)$$

The hyperdistribution means, $\mu$, take normally distributed priors with mean 0 and standard deviation 100, giving a very flat and noninformative prior; an inverse-gamma distribution with parameters $\alpha = 3$, $\beta = 7$ (see Appendix A) is specified on the hyperdistribution variances $\sigma^2_\beta$. The correlation between two sets of time-specific survival parameters, for example $\phi_{1,t}$ and $\phi_{2,t}$, is calculated by

$$\text{corr}(\phi_1, \phi_2) = \frac{\text{cov}(\phi_1, \phi_2)}{\sigma_{\phi_1}\sigma_{\phi_2}}, \quad (5.3)$$

and denoted by $\rho_{\phi_1,\phi_2}$. In MARK, estimating the correlation between sets of
parameters is achieved by specifying the upper off-diagonal elements of the variance-covariance matrix: for a model with three capture occasions, the appropriate upper-diagonal portion of the variance-covariance matrix looks like the following

\[
\begin{bmatrix}
\sigma_{\phi_1} & 0 & 0 & \rho_{\phi_1,\phi_2} & 0 & 0 \\
0 & \sigma_{\phi_1} & 0 & 0 & \rho_{\phi_1,\phi_2} \\
0 & 0 & \sigma_{\phi_1} & 0 & 0 \\
0 & 0 & 0 & \sigma_{\phi_2} \\
0 & 0 & 0 & 0 & \sigma_{\phi_2}
\end{bmatrix}
\] (5.4)

On the diagonal of the matrix are the \(\sigma\) values, the first three corresponding to the hyperdistribution on \(\phi_{1,t}\) and the remaining three corresponding to the hyperdistribution on \(\phi_{2,t}\). The three \(\rho_{\phi_1,\phi_2}\) entries correspond to the correlations of \(\phi_{1,1}\) with \(\phi_{2,1}\), \(\phi_{1,2}\) with \(\phi_{2,2}\), and \(\phi_{1,3}\) with \(\phi_{2,3}\). Priors for \(\rho\) parameters are taken to be uniform with bounds of \(-1\) and \(1\).

### 5.2.3 Ring-recovery location data and analysis

Direct assessment of the nonbreeding season distribution of guillemots is not possible, due to the difficulties involved in simply finding birds, let alone identifying individuals. However, locations of recoveries of dead guillemots form a useful proxy for the location of live birds at that time, and the age class and natal colony of recovered birds is also known. In this section, we describe three methods for assessing overlap in recovery distributions: a simple visual comparison of recovery locations and densities, and two statistical tests (two-dimensional Kolmogorov-Smirnov and \(\chi^2\)).

**Recovery location plots**

Recoveries of guillemots ringed on Canna and the Isle of May, and reported during the period October–March, inclusive, were separated by age into first-year (age 0) and adult birds (age 4-or-more years old, ringed as either chick or adult). Recoveries of immature age classes were discarded, as were those reported during the breeding period (defined as April–September). Locations of recoveries were then plotted separately according to age and natal colony (i.e., Canna age 0, Canna age 4\(^{+}\), Isle of May age 0, and Isle of May age 4\(^{+}\)) along with 95, 75 and 50% kernel density contours, following the methodology
of Votier et al. (2008). The resulting plots were compared visually for overlap in recovery distributions. ArcView GIS 3.2 with the Animal Movement extension, version 2.04 beta (Hooge et al. 1999), was used to produce the distribution maps.

Two-dimensional Kolmogorov-Smirnov test

The distribution of recovery locations was divided into pairs according to age (0 or 4+) and/or colony (Canna or Isle of May; six pairings in total) and then compared statistically using a two-sample two-dimensional Kolmogorov-Smirnov test. This test—first proposed by Peacock (1983) and later improved by Fasano & Franceschini (1987)—is a generalisation of the one-dimensional K-S test: the two-dimensional K-S statistic essentially defines the maximum cumulative difference between two two-dimensional distributions (Press et al. 1994), as described below.

In a two-dimensional distribution, each data point is characterised by a pair of values \((x, y)\). To calculate cumulative differences in two dimensions, Fasano & Franceschini (1987) made use of the total number of points in each of the four quadrants around a given point \((x_i, y_i)\), namely the fraction of data points in the regions \((x < x_i, y < y_i)\), \((x < x_i, y > y_i)\), \((x > x_i, y < y_i)\), \((x > x_i, y > y_i)\). The two-dimensional K-S statistic, \(D_{KS}\), is taken to be the maximum difference between the fractions of data points of each sample in any two matching quadrants, ranging over all data points; in other words, the K-S test finds that data point containing the maximum difference between the fraction of sample 1 and the fraction of sample 2 in one of its quadrants. Because the value of \(D_{KS}\) is likely to depend on which of the two samples is ranged over, an effective \(D_{KS}\) is defined as the average of the two values obtained by ranging over each sample separately. The significance level can be calculated by the approximate formula

\[
\Pr(D_{KS} > \text{observed}) = Q_{KS}\left(\frac{\sqrt{N}D_{KS}}{1 + \sqrt{1 - r^2}(0.25 - 0.75/\sqrt{N})}\right), \quad (5.5)
\]

where the function \(Q_{KS}\) is given by

\[
Q_{KS}(\lambda) = 2 \sum_{j=1}^{\infty} (-1)^{j-1} \exp(-2j^2\lambda^2), \quad (5.6)
\]

\(r\) is the average of the coefficients of correlation of the two samples, and \(N = N_1N_2/(N_1 + N_2)\). Fortran code for the above implementation of the two-
dimensional K-S test is provided by Press et al. (1994). In addition to calculating the significance level for each pairing using the approximate equation (5.5), we also checked *p*-values by conducting a Monte Carlo test on each age/colony pairing, using 999 randomised datasets.

**Chi-squared test**

For a less sensitive (and more subjective) statistical test, we also divided the recovery location data according to three geographical regions—‘North Sea’, for all recoveries on North Sea shores (including the Skagerrak and Kattegat), Orkney, Shetland and the Norwegian coast; ‘South’, incorporating the English Channel and Bay of Biscay; and ‘West’, for recoveries on the west coast of the UK, Irish coast, and including the north Scottish coast, Faeroe Islands and Iceland (see Figure 5.2)—and carried out pairwise $\chi^2$ tests on the frequencies of recoveries in each region, for each of the six combinations of colony and age.
5.3 Results

5.3.1 Mark-recapture-recovery analysis

All summary statistics provided below are posterior means and, where applicable, 95% symmetric credible intervals (CIs) derived from MCMC simulations conducted in Program MARK. Convergence was assessed by the Gelman (1996) $\hat{R}$ diagnostic provided by MARK, and was satisfactory in all cases (all $\hat{R}$ less than 1.05), suggesting that 10,000 simulations were sufficient for these analyses.

Isle of May

The selected model for Isle of May guillemots had year-to-year variation in first-year and adult (age 4+) survival, with constant survival for intermediate age groups; year-to-year variation in recapture probability independently for birds ringed as adults, and 2-, 3-, 4-, and 5+-year-olds ringed as chicks in areas A and B; a linear trend on recovery probability (same for all age classes); and separate fidelity estimates for age 4 and age 5+ birds ringed as chicks.

Parameter estimates were very similar to those provided in Section 3.4. One noteworthy difference is the estimate of $\psi_4$, which at 0.855 (95% CI: 0.809, 0.901) is somewhat higher than the 0.805 estimated by the integrated model. This is possibly due to the additional year of survival data, or perhaps the lack of influence from the count data. Survival probabilities of first-years and adults are provided for ease of reference in Figure 5.3; note the additional year of data compared to the integrated analysis of Chapter 3 and how this drastically alters the 2004 adult survival estimate, now significantly lower than all other years (cf. Figure 3.2).

![Figure 5.3](image-url)

**Figure 5.3** Posterior means and 95% symmetric CIs for survival probabilities of Isle of May guillemots: (a) first-years; (b) adults.
5.3 Results

Canna

The selected model for Canna guillemots had year-to-year variation in survival for ages 0, 1, 2–3 combined, and adult; age variation in recapture probability for 2-, 3- and 4-year-olds, with additional time variation for age 5+ birds ringed as chicks, and birds ringed as adults; a linear trend on recovery probability; and age variation in fidelity for 2-, 3-, 4- and 5+-year-olds ringed as chicks, and also for birds ringed as adults, separately for the year following initial capture and all subsequent years.

Survival estimates and associated 95% CIs for all age classes are provided in Figure 5.4. First-year (age 0) survival varied strongly from year to year over a similar range to that of Isle of May first-years, with a range of posterior means 0.242–0.901 (Figure 5.4a; Isle of May range 0.253–0.880). There appear to have been sustained periods of lower survival during years 1987–1990 and 1999–2002, separated by a period of above-average survival, but there does not appear to have been the same steady decline in survival at the end of the study period as noted for Isle of May first-years (Section 3.4; Harris et al. 2007b). There was enough information in the Canna dataset to allow time-specific survival
estimates for two immature age classes (age 1 and ages 2–3 combined), which was not possible for Isle of May guillemots despite higher return rates; this may be attributed to the extremely large number of birds ringed on Canna, where ringing totals were approximately seven times those of the Isle of May. Survival of age 1 birds followed a broadly similar pattern over time to first-year survival, although it was higher and less variable (0.459–0.932; Figure 5.4b). Age 2–3 and adult survival both remained high throughout much of the study period and followed a similar pattern to each other, but different to that of age 0 and age 1 birds (Figures 5.4c, d). In both of these age classes there appears to have been a decrease in survival from around year 2000, culminating in extremely low survival in 2004 followed by partial recovery in 2005 (although this estimate is unreliable due to confounding with the 2006 recapture estimate).

Recapture probabilities for birds aged 2, 3 and 4 years are provided in Table 5.1, and time-specific estimates for adult birds in Figure 5.5. Recapture probability increased with age and, for adult birds, varied considerably over time. It was also clearly higher for adults ringed as breeders than those ringed as chicks (age 5+ birds), particularly during earlier years of the study, although the temporal trends were essentially the same. The estimates in 2006 are confounded with adult survival in 2005, hence the large credible intervals. Mean age 5+ and adult recapture probabilities were markedly lower than equivalent Isle of May recapture rates (actually resighting probabilities): weighted means were 0.111 and 0.172 for Canna age 5+ and adults, respectively, with corresponding Isle of May weighted means of 0.441 for age 5+ (averaged over areas A and B) and 0.969 for adult birds, presumably reflecting the different recapture methods and the much greater field effort put into the Isle of May study.

**Table 5.1** Posterior summary statistics for time-constant parameters of Canna guillemots.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean</th>
<th>SD</th>
<th>95% symmetric CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_2$</td>
<td>0.0009</td>
<td>(0.0002)</td>
<td>(0.0005, 0.0013)</td>
</tr>
<tr>
<td>$p_3$</td>
<td>0.004</td>
<td>(0.001)</td>
<td>(0.003, 0.006)</td>
</tr>
<tr>
<td>$p_4$</td>
<td>0.016</td>
<td>(0.002)</td>
<td>(0.012, 0.020)</td>
</tr>
<tr>
<td>$\alpha_\lambda$</td>
<td>−2.99</td>
<td>(0.079)</td>
<td>(−3.14, −2.84)</td>
</tr>
<tr>
<td>$\beta_\lambda$</td>
<td>−1.25</td>
<td>(0.133)</td>
<td>(−1.51, −0.98)</td>
</tr>
<tr>
<td>$\psi_2$</td>
<td>0.797</td>
<td>(0.090)</td>
<td>(0.648, 0.973)</td>
</tr>
<tr>
<td>$\psi_3$</td>
<td>0.870</td>
<td>(0.083)</td>
<td>(0.692, 0.987)</td>
</tr>
<tr>
<td>$\psi_4$</td>
<td>0.766</td>
<td>(0.073)</td>
<td>(0.632, 0.926)</td>
</tr>
<tr>
<td>$\psi_{5+}$</td>
<td>0.996</td>
<td>(0.003)</td>
<td>(0.989, 0.999)</td>
</tr>
<tr>
<td>$\psi_{a1}$</td>
<td>0.866</td>
<td>(0.014)</td>
<td>(0.840, 0.894)</td>
</tr>
<tr>
<td>$\psi_{a2+}$</td>
<td>0.977</td>
<td>(0.005)</td>
<td>(0.968, 0.985)</td>
</tr>
</tbody>
</table>
Figure 5.5  Posterior means and 95% symmetric CIs for recapture probabilities of ‘adult’ Canna guillemots, i.e., aged 5+ birds ringed as chicks and birds ringed as adults.

Posterior means for the intercept and slope parameters of the logit-linear trend on recovery probability, denoted $\alpha^\text{can}$ and $\beta^\text{can}$ respectively, are given in Table 5.1. The negative estimate for $\beta^\text{can}$ and a 95% CI that does not include zero provide strong evidence for a temporal decline in recovery probability over the period of the study, which appears to be a common trend for many avian populations (Baillie & Green 1987, Clark et al. 2005). Corresponding posterior estimates of $\lambda^\text{can}$ are approximately half the magnitude of recovery rates of Isle of May guillemots, and range from 0.046 (95% CI: 0.040, 0.052) to 0.014 (0.012, 0.016).

Fidelity probabilities for all age classes are also provided in Table 5.1. Fidelity probabilities of 2-, 3- and 4-year-olds were quite similar to each other and were estimated with low precision (note the large CIs) so it is not possible to draw any meaningful conclusions about how fidelity changed over these age classes. Age 5+ fidelity of birds ringed as chicks was very high (essentially 1), as was fidelity of birds ringed as adults, from the second year after initial capture onwards. However, fidelity of adult birds in the year immediately following initial capture was rather lower, suggesting some degree (approximately 13%) of transience among newly ringed adults.

Colonsay

The selected model for Colonsay guillemots (birds ringed as adults only) had constant survival probability, with a separate estimate for 2004; year-to-year variation in recapture probability; a linear trend on recovery probability; and
year-to-year variation in fidelity probability in the year following initial capture only.

Constant survival probability was 0.955 (95% CI: 0.944, 0.965), with the 2004 estimate being considerably lower at 0.654 (0.494, 0.850). Recapture probabilities and corresponding 95% CIs are provided in Figure 5.6. As on Canna, recapture probability varied strongly over time, but although recaptures were by the same method as Canna, the Colonsay estimates were, on average, considerably higher (weighted mean of 0.397).

The intercept $\alpha_{\lambda}^{\text{col}}$, and slope $\beta_{\lambda}^{\text{col}}$, of the logit-linear trend on recovery were
Results

−2.42 (−3.86, −1.13) and −0.106 (−0.22, 0.02), respectively. The negative estimate for $\beta_{col}^{\text{cd}}$ is indicative of a temporal decline in recovery probability, although the relationship is weak and the 95% CI includes zero; however, strong evidence provided by the Isle of May and Canna data for similar temporal declines suggest that this is not a spurious finding, but rather is due to the small size of the Colonsay dataset.

Fidelity in the year after marking was less than 1 and appears to have decreased dramatically over time (Figure 5.7; 0.857 in 1990 to 0.192 in 2004). This indicates a significant degree of transience among newly ringed adults: fewer than 20% of birds ringed in 2004 were expected to subsequently return to the study plot.

Survival comparison between colonies and age classes

Time-specific survival probabilities of Isle of May and Canna first-years and adults are compared pairwise in Figure 5.8, and posterior summary statistics of pairwise process correlations are provided in Table 5.2. First-year and adult survival of Isle of May guillemots were strongly correlated, and this is clearly apparent in the comparison plot (Figure 5.8a). Canna first-years and adults, on the other hand, had rather different patterns of survival over time (Figure 5.8b) and this is reflected by a low estimated correlation with a 95% CI that includes zero. Comparing survival between colonies, Isle of May first-year survival was very strongly correlated with Canna first-year survival (Figure 5.8c). Adult survival did not appear to be correlated between the two colonies (Figure 5.8d; 95% CI of correlation parameter includes zero) but survival in 2004 was the lowest estimate of the study in both cases, and by quite some margin for Canna; furthermore, 2004 adult survival of Colonsay guillemots was also significantly lower than the other years ($\Delta\text{QAIC}_c$ of −3.50 for this model, compared to a

<table>
<thead>
<tr>
<th>Correlation</th>
<th>Mean</th>
<th>SD</th>
<th>95% symmetric CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi_{0,t}^{\text{iom}}, \phi_{0,t}^{\text{can}}$</td>
<td>0.794</td>
<td>0.134</td>
<td>(0.435, 0.951)</td>
</tr>
<tr>
<td>$\phi_{0,t}^{\text{can}}, \phi_{0,t}^{\text{can}}$</td>
<td>0.273</td>
<td>0.265</td>
<td>(−0.284, 0.715)</td>
</tr>
<tr>
<td>$\phi_{0,t}^{\text{iom}}, \phi_{0,t}^{\text{can}}$</td>
<td>0.845</td>
<td>0.096</td>
<td>(0.605, 0.956)</td>
</tr>
<tr>
<td>$\phi_{1,t}^{\text{iom}}, \phi_{1,t}^{\text{can}}$</td>
<td>0.225</td>
<td>0.353</td>
<td>(−0.489, 0.778)</td>
</tr>
<tr>
<td>$\phi_{0,t}^{\text{iom}}, \phi_{0,t}^{\text{can}}$</td>
<td>0.678</td>
<td>0.194</td>
<td>(0.178, 0.913)</td>
</tr>
<tr>
<td>$\phi_{0,t}^{\text{can}}, \phi_{0,t}^{\text{can}}$</td>
<td>0.569</td>
<td>0.247</td>
<td>(−0.104, 0.881)</td>
</tr>
</tbody>
</table>
Figure 5.8 Pairwise survival comparison plots for first-year and adult guillemots ringed on Canna and the Isle of May. (a) Isle of May first-years and Isle of May adults; (b) Canna first-years and Canna adults; (c) Isle of May and Canna first-years; (d) Isle of May and Canna adults; (e) Isle of May first-years and Canna adults; (f) Canna first-years and Isle of May adults. Filled circles show adult survival ((a), (b), (e), (f)) or survival of Isle of May birds ((c), (d)), and open circles show first-year survival or Canna survival in these respective plots. Survival estimates are posterior means.

model with constant survival over all years). Isle of May first-year survival did not appear to be particularly strongly correlated with Canna adult survival (Figure 5.8e; although the posterior mean of the correlation is reasonably high, the 95% CI is very wide indicating a high degree of uncertainty in the estimate). Canna first-year survival followed a similar trend to Isle of May adult survival in some years, but was quite different in others (Figure 5.8f), and this is reflected in the process correlation estimate which, although reasonably high, has a 95% CI that includes zero. Regardless of the degree of temporal correlation,
Table 5.3 Mean survival probabilities of Isle of May, Canna and Colonsay guillemots.

<table>
<thead>
<tr>
<th>Colony</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4+ (adult)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isle of May</td>
<td>0.542†</td>
<td>0.782</td>
<td>0.922</td>
<td>0.900</td>
<td>0.952†</td>
</tr>
<tr>
<td>Canna</td>
<td>0.556†</td>
<td>0.779†</td>
<td>0.898†</td>
<td>0.898†</td>
<td>0.950†</td>
</tr>
<tr>
<td>Colonsay</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.955†</td>
</tr>
</tbody>
</table>

† Weighted mean of time-specific estimates.
† Constant estimate does not include 2004 survival (estimated separately at 0.654).

when averaged over time survival rates were remarkably similar among all three colonies for all age classes (where applicable; Table 5.3).

5.3.2 Ring-recovery locations

Locations of ring-recoveries of Canna age 0, Canna age 4+, Isle of May age 0 and Isle of May age 4+ guillemots are plotted in Figure 5.9. The core areas of the recovery distributions are defined as being contained by the 50% kernel density contours. Apart from a small area in the northern Bay of Biscay, there is no overlap in the core recovery areas of the two Canna age classes (Figures 5.9a, b): age 0 birds were also recovered in high concentrations throughout the North Sea, including the Skagerrak and Kattegat, along the Norwegian coast and around the Faeroe Islands, but age 4+ core areas are restricted almost entirely to northern Biscay, with some recoveries in the English Channel and up the west coast of the UK. Within the Isle of May age classes there is a high degree of correlation in core areas, with major concentrations of recoveries along the southern and western shores of the North Sea; however, 75 and 95% contours show Isle of May age 4+ recoveries to be almost exclusively within these zones, whereas age 0 recoveries also extend into Biscay, the Faeroes, and in particular the Skagerrak and Kattegat (Figures 5.9c, d). Hence, there is a very high degree of correspondence between Canna and Isle of May age 0 distributions: although the core areas differ in some respects, the 90% regions are extremely similar, with the only real difference being that the Canna distribution extends further. Conversely, Canna and Isle of May age 4+ recoveries show almost no overlap. Neither is there much correspondence between Canna age 4+ and Isle of May age 0 distributions, and although Canna age 0 and Isle of May age 4+ recoveries share a core area on the east coast of the UK, there is little other correspondence in these distributions.

Two-sample $p$-values from pairwise two-dimensional Kolmogorov-Smirnov
Figure 5.9 Locations of common guillemot ring-recoveries during nonbreeding seasons (October–March) 1983–2006, with 95, 75 and 50% kernel density contours (represented by increasingly dark shades of grey). (a) Age 0, ringed on Canna \( n = 485 \); (b) age \( \geq 4 \), ringed on Canna \( n = 185 \); (c) age 0, ringed on the Isle of May \( n = 241 \); (d) age \( \geq 4 \), ringed on the Isle of May \( n = 139 \).
Table 5.4 Results of two-dimensional Kolmogorov-Smirnov tests on pairs of recovery distribution data.

<table>
<thead>
<tr>
<th>Data pair</th>
<th>$D_{KS}$ statistic</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canna age 0 / Canna age 4$^+$</td>
<td>0.378</td>
<td>2.77e−12</td>
</tr>
<tr>
<td>Isle of May age 0 / Isle of May age 4$^+$</td>
<td>0.348</td>
<td>3.43e−07</td>
</tr>
<tr>
<td>Canna age 0 / Isle of May age 0</td>
<td>0.289</td>
<td>1.12e−08</td>
</tr>
<tr>
<td>Canna age 4$^+$ / Isle of May age 4$^+$</td>
<td>0.743</td>
<td>1.67e−28</td>
</tr>
<tr>
<td>Canna age 0 / Isle of May age 4$^+$</td>
<td>0.471</td>
<td>1.85e−15</td>
</tr>
<tr>
<td>Isle of May age 0 / Canna age 4$^+$</td>
<td>0.626</td>
<td>3.42e−26</td>
</tr>
</tbody>
</table>

Table 5.5 Results of pairwise $\chi^2$ tests for differences in recovery frequencies by geographical region, according to age and/or natal colony.

<table>
<thead>
<tr>
<th>Data pair</th>
<th>$\chi^2$ statistic</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canna age 0 / Canna age 4$^+$</td>
<td>81.382</td>
<td>&lt;2.20e−16</td>
</tr>
<tr>
<td>Isle of May age 0 / Isle of May age 4$^+$</td>
<td>10.376</td>
<td>5.58e−03</td>
</tr>
<tr>
<td>Canna age 0 / Isle of May age 0</td>
<td>58.022</td>
<td>2.52e−13</td>
</tr>
<tr>
<td>Canna age 4$^+$ / Isle of May age 4$^+$</td>
<td>165.132</td>
<td>&lt;2.20e−16</td>
</tr>
<tr>
<td>Canna age 0 / Isle of May age 4$^+$</td>
<td>62.012</td>
<td>3.42e−14</td>
</tr>
<tr>
<td>Isle of May age 0 / Canna age 4$^+$</td>
<td>177.366</td>
<td>&lt;2.20e−16</td>
</tr>
</tbody>
</table>

Notes: Calculations performed with function ‘chisq.test’ in [R]; observed frequencies are provided in Figure 5.2.

tests on recovery distributions are provided in Table 5.4. All $p$-values are highly significant, indicating that each pair of distributions are significantly different from each other. Results from Monte Carlo tests confirm this, with all $p < 0.001$ (observed $D_{KS}$ were greater than those from all 999 simulated datasets for all pairings).

Results of pairwise $\chi^2$ tests on the frequency of recoveries by geographical region are provided in Table 5.5. As with the two-dimensional K-S test, all $p$-values are highly significant, implying that none of the age/colony pairings have the same proportion of recoveries by region, even at this very coarse scale.

5.4 Discussion

Survival rates of wild animal species commonly vary over both time and space, with important consequences for multi-population dynamics (Ozgul et al. 2006). The identification of patterns of age-dependent temporal and spatial variation in survival, and how these are related to features of the environment, is therefore of prime importance to conservation ecology. However, due to the requirement for detailed data at large spatial and temporal scales, published studies of spa-
tiotemporal variation in age-specific survival are scarce (but see Ringsby et al. 1999, Schaub et al. 2005, Ozgul et al. 2006, Baker & Thompson 2007). Using mark-recapture and ring-recovery data obtained from long-running field studies at three widely separated colonies, we were able to show that spatiotemporal patterns of variation in survival between different age classes and colonies of common guillemots are consistent with differences in distribution outside the breeding season. Although we still cannot point to the exact aspect of winter environment which drives interannual variation in survival, these results support the notion that spatial variation in winter conditions can have a strong influence on population dynamics on a large scale.

Isle of May survival rates have been analysed in previous chapters and in a number of other studies. The estimates provided here are very similar to those provided by Harris et al. (2007b) (first-year survival) and Crespin et al. (2006b) (adult survival), and we refer the reader to these papers for detailed discussions of the various factors that may affect the survival of Isle of May guillemots. First-year and adult survival were strongly correlated over time ($\rho_{\phi_{iom}_{0},t},\phi_{iom}_{a,t} = 0.79$) and, with the exception of an agglomeration of first-year recoveries in the Skaggerak, the two groups also had a high degree of overlap in core (within 50% kernel density contours) ring-recovery distributions. Taking the distributions of recovery locations, which by default are restricted to coastlines, as representative of at-sea wintering areas, we can therefore assume that Isle of May first-years and adults winter mainly together in the southern and western North Sea, where they are exposed to similar environmental conditions.

Adult survival of Canna guillemots was previously analysed for years 1983–1995 by Harris et al. (2000). Here we present adult survival estimates for a much longer time period, and by combining data from birds ringed as chicks and incorporating information on dead recoveries we produce more precise, time-specific estimates for the earlier years. We also provide the first estimates of first-year and immature survival for Canna guillemots. Unlike Isle of May guillemots, first-year and adult survival of Canna birds were not significantly correlated ($\rho_{\phi_{can}_{0},t},\phi_{can}_{a,t} = 0.27$, 95% CI includes zero) and this is reflected in only a small degree of overlap in core wintering areas: Canna adults appear to winter, or at least die, mainly in a relatively small area off Brittany, and while first-years also use this area, large numbers enter the North Sea where they mix extensively with Isle of May birds, particularly first-years. The high correspondence between Isle of May and Canna first-year wintering areas almost certainly explains the strong correlation in survival between these two groups ($\rho_{\phi_{iom}_{0},t},\phi_{can}_{0,t} = 0.85$). Conversely, the lack of any overlap in core winter distributions of Isle of May
Table 5.6  Results of post hoc Spearman’s rank correlation tests of first-year and adult survival between Skomer and Isle of May/Canna guillemots. Values are correlation coefficients, $r_s$, with $p$-values in parentheses.

<table>
<thead>
<tr>
<th></th>
<th>$\phi_{sko,0,t}$</th>
<th>$\phi_{iom,0,t}$</th>
<th>$\phi_{iom,a,t}$</th>
<th>$\phi_{can,0,t}$</th>
<th>$\phi_{can,a,t}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi_{sko,a,t}$</td>
<td>0.36 (0.304)</td>
<td>0.44 (0.198)</td>
<td>0.25 (0.487)</td>
<td>0.60 (0.070)</td>
<td>0.19 (0.590)</td>
</tr>
<tr>
<td>$\phi_{sko}$</td>
<td>–</td>
<td>0.20 (0.425)</td>
<td>0.30 (0.220)</td>
<td>0.30 (0.226)</td>
<td>0.23 (0.362)</td>
</tr>
</tbody>
</table>

and Canna adults probably explains the lack of correlation in survival between them ($\rho_{\phi_{iom,a,t},\phi_{can,a,t}} = 0.23$, 95% CI includes zero).

Due to data limitations, it was not possible to obtain time-specific survival estimates for Colonsay adult guillemots, nor investigate their winter distribution. The constant survival estimate of 0.955 for all years except 2004 was very much in line with mean adult survival on both the Isle of May and Canna (Table 5.3). Survival in 2004 was considerably reduced on Colonsay, and was also the lowest on record at the other two colonies: a reduction of a similar magnitude to Colonsay was observed for Canna adults, and although less extreme on the Isle of May, 2004 survival was nevertheless considerably lower than all other years of the study (the 95% CI only included one other posterior mean).

Survival rates have also been previously published for a fourth UK guillemot colony, on Skomer Island, southwest Wales. Skomer is located more than 400 km from the nearest of our three Scottish colonies (see Figure 5.1), and is therefore effectively isolated during the breeding season, but there is some small degree of overlap among wintering distributions. Votier et al. (2008) provide juvenile survival estimates for years 1985–1998 (excluding 1991–1994; estimates are two-year compound survival to age 2), together with maps of nonbreeding season ring-recovery distributions for guillemots ringed at southern Irish Sea colonies. Adult survival rates for 1985–2002 are provided by Votier et al. (2005).

Juvenile and adult survival of Skomer guillemots were not correlated during the ten years of concurrent estimates, and neither were survival of these two groups significantly correlated with any of first-year or adult survival at either the Isle of May or Canna (see Table 5.6). Younger guillemots from Skomer were widely dispersed, with core recovery areas within southwest England, southeast Ireland and the Bay of Biscay, whereas older birds had a far more restricted range with a single, small core area off southeast Ireland (see Votier et al. 2008, figure 2). The correspondence between these wintering areas and those of Isle of May and Canna birds was also generally low. It is perhaps surprising that survival of Skomer juveniles and Canna adults were not more similar, as these groups have a reasonable overlap in core and overall (within 95% kernel den-
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sity contours) recovery areas, but this appeared to be the least correlated of all pairs. The closest to statistical significance, with a reasonably high correlation coefficient of 0.60 ($p = 0.070$), were Skomer and Canna juveniles, both of which appear to have a large presence in Biscay; however, unlike Canna very few Skomer birds enter the North Sea, where conditions are potentially quite different. Despite the lack of any temporal correlations with other colonies, the mean adult survival rate of Skomer guillemots, at 0.955, was very similar to those at the three Scottish colonies (provided in Table 5.3). Assuming a second-year survival rate equal to that of Isle of May and Canna birds (~0.78), we calculated mean first-year survival at Skomer to be approximately 0.623, which is somewhat higher than the means for Isle of May and Canna over the same 10-year period (0.510 and 0.504, respectively). Survival estimates for birds aged 2 and 3 years were 0.953 and 0.874, which are, respectively, slightly higher and lower than the equivalent estimates for the Isle of May and Canna (Table 5.3).

The available information for Skomer is thus generally consistent with our findings from the Isle of May, Canna and Colonsay, that: (1) as predicted, survival was highly correlated over time for ‘groups’ sharing wintering areas, and essentially uncorrelated for those with separate, or only partially overlapping, wintering areas; and (2) despite widely varying degrees of temporal correlation, mean age-dependent survival rates were remarkably consistent across colonies. These results strongly suggest that some aspect of winter environment is responsible for interannual variation in survival of British guillemots. The differences in temporal patterns of survival observed between groups of birds with separate winter distributions point towards environmental features that, within years, vary on a smaller spatial scale than the dispersal range of the guillemot colonies studied, thus providing different conditions for annual survival in, for example, the North Sea, Irish Sea and Bay of Biscay. However, the fact that there was no obvious latitudinal or longitudinal variation in mean survival rates among the four colonies suggests that ‘average’ environmental conditions were similar across the entire range of winter distributions from Spain to Norway. Furthermore, all correlations between pairs of time-specific survival estimates—including nonsignificant correlations between groups with widely separated wintering areas—were positive (Tables 5.2 and 5.6), implying that the environmental drivers of survival are also correlated, albeit loosely, on a large scale. Finally, adult survival in 2004 was similarly low for both east and west coast Scottish colonies (no 2004 estimate was available for Skomer), indicating the effect of an extreme large-scale or spatially correlated climatic event that year. In fact, the poor survival in 2004 was associated with a sub-
stantial wreck of seabirds in northwest Scotland during late August–September of that year, of which the majority of Canna guillemots recovered were adults of breeding age (Swann 2004). The apparent cause of the wreck was low availability of suitable prey, exacerbated by a period of stormy weather (Swann 2006). The low availability of prey may have been relatively localised, but a prolonged series of Atlantic depressions has the potential to affect wintering guillemots from all British colonies.

It therefore seems likely that spatiotemporal variation in survival of British guillemots is driven by a combination of large-scale environmental factors and more localised features: large-scale variables (for example the number of deep winter depressions crossing northern Europe, or spatially correlated sea surface temperatures) create similar conditions over a wide area, and thus act to synchronise survival rates between distant colonies; meanwhile, smaller-scale phenomena (for example local variations in prey density, or oil spills) appear to reduce the strength of temporal correlations by creating within-year variability in conditions between regions. The influence of spatial variation in environmental conditions on survival is further complicated by variation in the degree of nonbreeding season mixing between colonies and age classes, leading to the observed correlations among birds from different regions (e.g. Isle of May and Canna first-years), or different temporal trends for birds from the same colony (e.g. Canna first-years and adults).

In long-lived species with low reproductive output and delayed maturity survival is an important driver of population growth rate, and hence population dynamics (Heppell et al. 2000, Sæther & Bakke 2000, Oli & Dobson 2003). The spatiotemporal variation in survival found among four British guillemot colonies therefore has important multi-population dynamics consequences for the species. In particular, positive correlations of survival rates among age classes within a colony (e.g. Isle of May first-years and adults) will tend to increase variation in the population growth rate of that colony (Coulson et al. 2005). Furthermore, covariation of survival between multiple widely separated colonies, whether due to overlap in winter distribution or the influence of correlated environmental conditions, could synchronise the growth rate of the whole metapopulation (Schaub et al. 2005, Jenouvrier et al. 2009b), potentially reducing its persistence (Palmqvist & Lundberg 1998). Population growth rate is most sensitive to adult survival in long-lived avian species (Lebreton & Clobert 1991, Sæther & Bakke 2000), so synchronised reductions in adult survival over a wide geographic area, such as that observed for guillemots in 2004, are particularly harmful to metapopulation dynamics. Regarding the two apparent
causes for low survival in 2004, climate forecasts predict an increase in the frequency of ‘deep’ winter depressions crossing the UK (Hulme et al. 2002), and ongoing changes in marine foodwebs of the northeast Atlantic are drastically affecting the availability of suitable prey species for seabirds (e.g. Mavor et al. 2005, 2006, 2008, Harris et al. 2007a). Therefore, it seems likely that the frequency and severity of such extreme survival years will increase in the future, with potential serious consequences for common guillemots and other colonial seabird populations.

In summary, the results of this study indicate that conditions in wintering areas have a strong impact on guillemot demography and population dynamics, and thus exemplifies how the identification of spatial patterns in demography can lead to insights into the factors driving population change. In the current context of environmental change, such large-scale studies provide a useful tool for identifying vulnerable life-history traits, or important geographical regions, and thus aid decisions on appropriate conservation strategies.
Chapter 6

General discussion

6.1 Thesis overview

Within the preceding chapters we have demonstrated how related ecological datasets may be advantageously combined in integrated analyses, under a Bayesian framework, to gain maximum benefit from those data. The particular application involved a number of datasets relating to the UK’s most abundant breeding seabird species, the common guillemot *Uria aalge*.

The thesis follows a natural progression, beginning with the separate analyses of multiple guillemot datasets from a single colony; these data are then combined to form an integrated population model; this model is extended to make future population predictions for the colony; and finally, the spatial aspect of the analysis is extended to consider data from other UK guillemot colonies. In so doing, it performs two main functions: it adds to and extends the growing body of literature on integrated modelling, and it provides an important application to seabird data in a time of much uncertainty about the future of the UK’s seabird populations.

6.2 An integrated model of a seabird colony

In Chapter 2, we presented three separate analyses of datasets relating to the abundance, survival and productivity, respectively, of a single population of guillemots breeding on the Isle of May, southeast Scotland. However, we note that while abundance data most obviously contain direct information on the size of a population, they also contain information about the underlying processes that drive the observed changes in population size—its vital rates. As we demonstrated though, the independent analysis of abundance data provides relatively little information about the individual vital rates, because there is
usually only one data point per year; in this case, it is only possible to say whether the population had a good or bad year, but not which vital rate(s) were responsible for the changes. Note that this is not always the case: data obtained from multiple counts in a single season, such as under the British Trust for Ornithology’s Constant Effort Sites scheme, can be used to estimate both abundance and productivity (as well as survival from recaptures recorded during the same visits; see, e.g., Cave et al. 2009); alternatively, multivariate time series of counts, in which different age-classes are recorded separately, can also help in this respect (Tavecchia et al. 2009). We also highlighted that analysing data independently can produce inconsistent results, which may be due to genuine inconsistencies in the data, or as a consequence of incorrect/inadequate model specification for some or all of the datasets. Most notably, estimates of guillemot survival derived from mark-recapture data were not consistent with the population counts; additionally, adult survival estimates differed considerably between two different mark-recapture datasets containing information on essentially the same members of the population (breeding adults).

The observation that different datasets from the same population often contain information about common parameters, and the piecemeal nature of many ecological analyses where comparisons between datasets are made on an ad hoc basis, were the primary motivations behind the development of integrated population modelling (Besbeas et al. 2002, 2005). This is where a model for abundance data (usually a state-space model) is combined with one or more models for demographic data under a joint likelihood to obtain simultaneous estimates of population size and vital rates. The Isle of May guillemot data were ideally suited to such an approach, with a number of parameters shared between two, or even three, different datasets. Furthermore, there were questions relating to the dynamics of the colony that the individual datasets on their own were unable to answer, the foremost of these being: ‘What proportion of young Isle of May birds emigrate from the colony?’ The natural solution was to develop an integrated population model for the Isle of May data, which was the focus of Chapter 3. With this model we were able to account explicitly for the emigration of prebreeder guillemots, using the strength of the combined data to disentangle the effects of emigration from those of ring loss and reduced visibility of breeding birds.

As noted in Section 3.5, the estimates of survival and productivity from the integrated model compared closely to those obtained from separate analyses of the mark-recapture-recovery and productivity data, using the same model structures. This is in contrast to Chapter 2, where there were inconsistencies
between the datasets, but these results were based on different model structures. In fact, preliminary attempts at the integrated model (not included in this thesis) using similar models to those in Chapter 2 also performed poorly, providing an unsatisfactory fit to the data. This highlights that integrated population modelling is not an instant miracle cure to resolve inconsistencies between datasets, and neither does it cover up for mis-specification of the underlying model structure. Rather, it can provide insight into the possible reasons for any problems, and thereby suggest what adjustments to the model might be made to improve the fit. Here, the observation error variance can reflect, in part, a measure of model fit, and may be used to guide model construction (Tavecchia et al. 2009). Integrated modelling may also help to identify where additional data-collection efforts could be focused to provide the most useful information on parameters of interest.

Although the dynamics of guillemot colonies are complex—due to delayed maturity, individual and interannual variability in the age of first breeding, and immigration/emigration of prebreeders—the Isle of May population model was kept relatively parsimonious by defining only two age-classes and specifying a number of simplifying assumptions. It could be argued that the model was not realistic enough to properly capture the dynamics of the population. Nevertheless, it achieved a close fit to the data and appeared robust to changes in the major assumptions, such as age of first breeding.

A necessary assumption when combining likelihoods is that of independence of the different surveys. However, in studies of wild populations—particularly those living on islands, or colonially-nesting species such as seabirds—this assumption will often not be met (Besbeas et al. 2008). This is because demographic information for such spatially confined populations is generally gathered on a subset of the population being surveyed for abundance data. In the case of the Isle of May guillemot study, for example, adult mark-recapture and productivity data were largely collected on the same sample of individuals nesting in the easily observed study plots; the group of birds ringed as chicks contributed to both live-recapture and ring-recovery data; and individuals in both these groups were included in the total colony counts. Besbeas et al. (2008) showed, using simulated data, that violation of the independence assumption can lead to biased parameter estimates; however, they used an extreme case where the entire censused population was marked. Conversely, in a test using real data, Cave et al. (2009) found no evidence of bias when ignoring the issue of independence. Given that the Isle of May demographic data was gathered on a relatively small subset of the total colony, the effect of any dependence on the
parameter estimates was probably very small (see also Tavecchia et al. 2009), although this is an issue that may warrant further investigation. The most likely source of any dependence would be among the productivity and adult survival estimates, which could be tested by splitting these datasets into their individual study plots and using separate sets of plots to estimate survival and productivity.

Pre-recruitment emigration among the Isle of May guillemot colony was estimated at 19.5% per cohort, which is lower than previously published estimates, these ranging from 24 to 33% (Harris et al. 1996a, Crespin et al. 2006a, Harris et al. 2007b). This difference is possibly because our estimate also reflected immigration of prebreeders from other colonies recruiting into the Isle of May breeding population, which is known to occur (Halley & Harris 1993) but which for simplicity we did not explicitly allow for in the model. However, the emigration parameter $\psi$ could not truly reflect net movement because it was a probability, and consequently restricted to the interval $[0,1]$. Therefore, the assumption of no immigration is likely to be an unrealistic one, and may have implications for our estimates of other parameters in the model, particularly the emigration rate. Knowledge of immigration comes from resightings on the Isle of May of guillemots ringed at other colonies (Halley & Harris 1993) but there are far too few of these observations to be of any use for estimating immigration. It is difficult to see how other data might be collected to better estimate immigration rates, as the few sightings of birds from other colonies resulted from several years of very labour intensive fieldwork. Increased ringing of guillemots at nearby colonies would provide a larger source population for observations, but this would be costly, and even then would give little indication of numbers of birds coming from further afield. It may, however, be possible to incorporate immigration in the model quite simply by; for example, specifying a constant or time-specific number of immigrants per year in the process model, which would be an extension to the model well worth investigating.

We approached this analysis from a Bayesian perspective, using MCMC to obtain samples from the posterior distribution. We could equally have used sequential importance sampling (SIS; Doucet et al. 2001) as an alternative to MCMC. There is little to choose between the two methods, each having its own advantages (and disadvantages): Newman et al. (2009) suggest that SIS is ‘a more automatic procedure’ that is easier and quicker to programme than MCMC, and performs comparably where data are relatively uninformative; on the other hand, they note that a careful implementation of MCMC with informative data (as we had) produces posterior distributions with considerably
less Monte Carlo variation than SIS for the same computing time; in particular, standard SIS algorithms become very inefficient for random effects models (L. Thomas pers. comm.). Computing time is often an important consideration with complex Bayesian analyses, and given that our MCMC simulations took upwards of 60 hours to run, a suitable SIS implementation may have proven prohibitively time consuming. On the other hand, an advantage of SIS is that it easily handles the incorporation of new time points at the end of the series (Newman et al. 2009), so that as new data become available each year the model can simply be updated, whereas the MCMC algorithm would need re-running for the full time series.

A further alternative would be a classical analysis using the Kalman filter (see, e.g., Besbeas et al. 2002). Traditionally, this approach relies on the use of potentially restrictive normal approximations to discrete distributions and a linear model structure. However, analyses based on the normality assumption have been shown to be robust, at least with large population sizes (Brooks et al. 2004). Furthermore, recent work by Besbeas et al. (2008) into methods for initialising the Kalman filter for ecological time series, and accounting for nonlinearities, have improved and extended the usability of the Kalman filter such that it would be a viable alternative. This does not avoid the fact that the Bayesian approach naturally deals with those situations for which the Kalman filter essentially has ‘workarounds’, thereby providing a more flexible analysis framework (Millar & Meyer 2000, Jamieson & Brooks 2004). Therefore, in this case, the Bayesian approach using MCMC was the preferred choice.

6.3 Integrated population predictions

Increases in sea surface temperatures in UK coastal waters have already been correlated with reductions in seabird productivity and survival, presumably mediated through changes in prey abundance (e.g. Frederiksen et al. 2004b, Harris et al. 2005, Sandvik et al. 2005). With UK climate-change scenarios predicting further increases in sea surface temperature in the future (Lowe et al. 2009), serious pressures will potentially be placed on seabird populations. The frequency of extreme weather events is also expected to increase (Solomon et al. 2007), likely leading to further reductions in population growth rates through increased variability in demographic parameters (Frederiksen et al. 2008). The recent widespread breeding failures at many UK seabird colonies (e.g. Mavor et al. 2005, 2008) may already reflect the state of things to come, and the
ability to reliably predict the population consequences of recent and possible future changes in demographic rates is thus vital for the proper planning of management and conservation strategies.

In Chapter 4, we implemented a modified version of the integrated population model to produce population predictions for the Isle of May guillemot colony. An advantage of the integrated approach over the standard types of predictive model is the way in which the predictions simultaneously reflect both abundance and demographic data, thereby making full use of the available information and, potentially, resulting in more accurate, precise and reliable predictions. Also, the future projection period was essentially treated as part of the estimation model, and in this way posterior distributions for the predicted states (breeder and prebreeder population sizes) were obtained as part of the model output, rather than performing stochastic projections (Maunder et al. 2006).

Here, again, the Bayesian approach was key, and to be preferred over a classical analysis. With the Bayesian analysis, we were easily able to incorporate most major sources of uncertainty into the projections, including uncertainty in the parameter and population estimates, and in the underlying demographic process. Had we been selecting between competing models, we could also have accounted for model uncertainty by using reversible jump MCMC (Green 1995, King & Brooks 2002, King et al. 2009). But possibly the biggest advantage of a Bayesian approach over a classical approach in the present context is in the form of the statistical output. The posterior probability distributions yielded by Bayesian analyses are simple to explain and present to managers and policy makers, and automatically include the uncertainty of the estimates (Wade 2000). And the potential of posterior distributions extends beyond obtaining simple summary statistics. Once posterior samples are generated, they (or functions of them) may be queried for a large number of biologically important questions (e.g. Taylor et al. 1996, Brooks et al. 2008), or used by managers in a decision analysis to evaluate the consequences of different conservation decisions (Berger 1985, Taylor et al. 1996, Wade 2000). For example, we were able to obtain posterior estimates of the 10-year probabilities of population decline below a range of different thresholds, providing simple statistics for comparison between scenarios.

One source of uncertainty that could not be formally incorporated in the model framework was future uncertainty. By modelling a number of scenarios we anticipated a range of possible outcomes, but without a means to assign probabilities to these outcomes there is no way to know which, if any, is most
likely. A formal way to include future uncertainty would be to use the probabilities associated with climate prediction scenarios, but this depends first on a model relating demographic parameters or population growth to an environmental variable, and second that future climate models for this variable are available. For example, Jenouvrier et al. (2009a) projected emperor penguin *Aptenodytes forsteri* population responses to future sea ice changes, using Intergovernmental Panel on Climate Change (IPCC) projections of sea ice extent. However, previous studies of the Isle of May guillemots did not identify any environmental covariates that adequately explained variation in survival (Crespin et al. 2006a, Harris et al. 2007b). Although not detailed earlier in the thesis, we also conducted our own exploratory analysis of a range of possible environmental covariates for survival and productivity: the covariates tested were the NAO index, local and regional winter sea surface temperatures, and one- and two-year lagged versions of each of these, none of which appeared to be significantly correlated with any of the demographic parameters. However, it should be noted that these were only tested on an ad hoc basis by estimating the Spearman’s rank correlation between covariates and parameter point estimates, and did not take into account the sampling variability of the parameters. Thus, there may be some profit in exploring these covariates further in a more rigorous logistic regression framework, with random effects to cope with any temporal variability not explained by the covariates (see, e.g., Gimenez et al. 2008), and with the benefit of several years of additional data.

In the absence of alternative information, we restricted our analysis to assuming that future conditions for each demographic rate mirrored either recent or long-term historical conditions. Given the recent decline in demographic performance, its probable links with environmental factors, and the predictions of future environmental change, the ‘worst-case’ scenario (i.e., productivity and survival continue at post-2000 levels) may well be the most realistic of the five scenarios tested. Under this scenario, the model predicted an expected decline in population size of 31% over 10 years. While this figure is in itself important, of greater interest, particularly for policy makers, is the variation in population trajectories, as this gives an indication of how confident we can be in our predictions. For example, the 95% credible interval of the 10-year proportional change for the above scenario ranged from an 8% to a 53% decrease, indicating that there is a lot of uncertainty in the final outcome. However, the fact that the upper limit was well below zero provides a very high degree of certainty that there will be some decline in population size over this period.
6.4 Spatiotemporal variation in survival

Although no environmental covariates have so far been found that explain interannual variation in survival of Isle of May guillemots, evidence suggests that the main mortality occurs during the nonbreeding season, which points towards some aspect of winter environment. We provided strong evidence for this in Chapter 5, with the finding that survival of guillemots from three widely separated UK colonies was highly correlated for groups with overlapping wintering areas, and essentially uncorrelated for those with little or no overlap. This suggests that the main environmental drivers of UK guillemot survival act at a regional scale (e.g. North Sea, Irish Sea, Bay of Biscay). However, there was some evidence that larger-scale environmental phenomena also influence survival over a much wider geographic area (see, for example, discussion on 2004 adult survival rates in Section 5.4, page 118).

Spatiotemporal correlations in survival can have important consequences for the population dynamics of a species (e.g. Schaub et al. 2005, Ozgul et al. 2006, Jenouvrier et al. 2009b), potentially resulting in higher species extinction risk (Palmqvist & Lundberg 1998). Of particular concern for long-lived species like the common guillemot are large-scale reductions in adult survival caused by extreme climate conditions, such as storms (Jenouvrier et al. 2009b). We found generally low levels of synchrony in adult survival of guillemots from widely separated UK colonies, presumably because they had nonoverlapping wintering distributions and were, therefore, subject to different environmental conditions. However, there was evidence of an extreme climatic effect in 2004, when survival of adult guillemots from both the east and west coasts was the lowest on record. We highlighted in Chapter 4 that even relatively small decreases in adult survival can have large consequences for guillemot population growth. If, as predicted, extreme weather events become more common in the future (Hulme et al. 2002, Solomon et al. 2007), exacerbating the effects of continued food shortages, the future of the entire UK guillemot population has the potential to be severely threatened, along with other long-lived seabird species.

The search for suitable environmental covariates of survival described in the previous section was also extended to this analysis, and included Canna survival rates. In particular, here we considered regional winter sea surface temperatures corresponding to the core wintering areas of each group of birds, as defined by their ring-recovery distributions. As before, although our search was unsuccessful, future studies may benefit from including such covariates within the analysis framework.
The conclusions of this chapter could potentially be strengthened by incorporating data from other UK guillemot colonies, particularly from different regions not covered here (e.g. east coast of England, north Scotland and Northern Isles). There are a number of other colonies at which ringing takes place, but unfortunately there are no other large guillemot mark-recapture-recovery datasets from the UK that would have sufficient numbers of birds ringed for this type of analysis. There are a few datasets with recoveries only, but only Fair Isle (between Orkney and Shetland) and Great Saltee (southeast Ireland, quite near to Skomer) would have enough recoveries to be worth looking at that span a reasonably long period. However, it is believed that they ring almost entirely chicks at these colonies, so it would not be possible to derive reliable estimates of adult survival or winter distribution.

A meaningful comparison of ring-recovery locations of the different populations and age-classes of guillemots in this analysis was not possible using the two-dimensional Kolmogorov-Smirnov test, which is perhaps unsurprising given this tests for whether two distributions are exactly the same—an extremely unlikely outcome in this context. We therefore relied upon a visual comparison of kernel density plots; yet a more formal statistical comparison of winter distributions would greatly enhance the robustness and interpretation of the results. A potential approach would be to calculate the overlap of kernel density regions among the different groups, to produce a percentage similarity, for example. Such a calculation does not appear to be possible with the output of ArcView GIS 3.2; however, the statistics software [R] has a number of packages available for computing kernel density estimates that may be useful.

We also draw attention to the potential problems of using ring-recovery distributions as a proxy for wintering distributions of live guillemots. First, the effect of wind and currents may cause corpses to drift some distance from the location of death before being washed ashore, potentially resulting in systematic bias due to prevailing conditions. Second, the occurrence of recoveries varies spatially, and temporally, because of variation in reporting probabilities due to non-uniform search effort (Siriwardena et al. 2004). Over half of all guillemot recoveries have details of the cause of death, which include high proportions of birds drowned in fishing nets (usually inshore), oiled individuals, and those shot for human consumption (Harris & Swann 2002). The distribution of recoveries is therefore heavily biased towards areas of high fishing activity (notably southern Scandinavia and Ireland), pollution (the Netherlands, Germany and Channel Islands) and human predation (Faeroe Islands), and biased away from remote, sparsely populated regions (e.g. northwest Scotland). Furthermore, Harris &
Swann (2002) note that birds in their first year of life are much more likely to be shot or caught in nets than adults, which will exaggerate the bias in estimated distribution of this age class. They also note that ring-recoveries underestimate the true marine range of seabirds, with consequences outside the relatively enclosed areas of the North and Irish Seas; in particular, they deduce that guillemots are much more numerous off west Britain and Ireland than the recoveries suggest. All these factors highlight the need for caution when drawing conclusions about winter ranges of live birds derived from geographic distributions of ring-recoveries.

The use of Program MARK to conduct the analyses in Chapter 5 represented a deviation from previous chapters, where bespoke Fortran code was written to implement MCMC simulations. The main reason for using MARK was to speed up and simplify the process of model selection for the individual colony data, by using maximum likelihood estimation with AIC. This is perhaps one area where a classical analysis is to be preferred over a Bayesian one: we were using standard mark-recapture-recovery models with well-tested, prewritten software; we had no prior information to include, other than a set of candidate models; and lastly, maximum likelihood with AIC has a more rigorous framework than the equivalent process using MCMC and DIC (also available in MARK), as well as being faster and accommodating goodness-of-fit testing.

We then used the MCMC module in MARK to test for process correlations between pairs of survival rates. A simple extension to this analysis would be to test whether correlated sets of parameters could be modelled more parsimoniously by assuming the same survival rates for both, or even multiple, groups, perhaps with an additive effect (on the logit scale). For example, an obvious model to try would be

\[
\logit(\phi_{0,t}^{can}) = \logit(\phi_{0,t}^{iom}) + k_1 = \logit(\phi_{a,t}^{iom}) + k_2,
\]

where \(k_1\) and \(k_2\) represent additive constants and are parameters to be estimated. This approach might be particularly beneficial for the Colonsay data, which was not detailed enough to obtain time-specific estimates but, due to its proximity, is likely to have similar adult survival rates to Canna.

Clearly, with three colonies and multiple age-classes there would be a large number of combinations to test, and the model selection approach in MARK would be tedious and time-consuming, particularly given the size of the combined dataset. Here, then, a Bayesian reversible jump MCMC framework could have significant benefits for efficiently exploring the model space and rigorously
selecting between competing models (see, e.g., King & Brooks 2002). This framework is very flexible and could also, if desired, easily incorporate extensions such as covariates and/or random effects. On the other hand, reversible jump MCMC would be considerably more difficult to implement than a MARK analysis, although advances in Bayesian analysis software such as WinBUGS have already simplified the process considerably (see Gimenez et al. 2008) and will most likely become even more user-friendly and powerful in the future.

6.5 Future directions

In light of the findings contained herein, particularly those relating to the future of the Isle of May guillemot colony—combined with the results of other published studies detailing the actual or potential effects of environmental change on seabird populations—there is a clear need for continued gathering and analysis of seabird data from UK colonies. Integrated analyses present a particularly promising direction for seabird data, because collection of abundance and demographic data routinely takes place at a number of UK colonies as part of JNCC’s Seabird Monitoring Programme (see JNCC 2009). Annual estimates of population size and breeding success are available for many UK colonies. More detailed monitoring to provide data on survival rates, among other things, is conducted at a few geographically dispersed ‘key sites’: Isle of May (southeast Scotland), Fair Isle (Shetland), Canna (west Scotland) and Skomer (Wales). In addition, three complete censuses of breeding seabirds have been conducted in Britain and Ireland, during 1969–70, 1985–88, and 1998–2002.

A natural extension would be to perform integrated analyses of common guillemot data from the other well-studied colonies, comparing estimates of demographic parameters and emigration rates with those of the Isle of May birds. The state-space model of Chapter 3 could also be easily adapted for the analysis of abundance and demographic data from other, similar, seabird species, for example razorbill *Alca torda* and Atlantic puffin *Fratercula arctica*. These models could then be projected in the same way as we did for the Isle of May guillemots in Chapter 4. There is also the possibility to incorporate other forms of data, where available. A relevant example is data on the incidence of nonbreeding on the Isle of May: this occurs at relatively low levels, but possibly has significance for colonial dynamics, so these data could be included as an additional binomial likelihood of the same form as the productivity model.

Seabird colonies are not closed units, and by far the most interesting direc-
tion would be to develop an integrated metapopulation model using the entire UK guillemot time series, with the aim to simultaneously model the dynamics of all colonies or regions and movement between them. Similar models have already been developed for grey seal *Halichoerus grypus* metapopulation dynamics (see Thomas et al. 2005, Harrison et al. 2006, Newman et al. 2009), providing a useful starting point; indeed, the similarity between the grey seal and guillemot model structures is striking! In a guillemot metapopulation model, information from the well-studied colonies could be used to specify informative prior distributions for demographic parameters at neighbouring colonies where only annual abundance and/or productivity data are collected. The three whole-UK counts would provide supplementary abundance information, particularly important for colonies not covered by the Seabird Monitoring Programme or other studies.

Using such a model, it would be interesting to see if emigration from some colonies—the Isle of May, for example—is complemented by substantial immigration at nearby colonies. It is possible that some larger colonies act as source populations, while smaller colonies, and those near range limits, act as sinks. Thus, it may be that migration is density dependent, and probably also regulated by intercolony distance, both of which can easily be accounted for with appropriate models (see, e.g., Thomas et al. 2005).

Finally, a predictive integrated metapopulation model would provide a powerful management and conservation tool, providing advanced warning of UK-wide population declines and indication of regions where restoration efforts should be focused.
Appendix A

Prior specification for
random effects variance parameters

A.1 The random effects model

Consider an individual random effects model on resighting probability \( p_i \), having the form

\[
\text{logit}(p_i) = \mu + \epsilon_i, \quad i = 1, \ldots, n. \tag{A.1}
\]

Here \( p_i \) is the probability of resighting individual \( i \), \( \mu \) represents the underlying resighting probability in the absence of any individual effects, and \( \epsilon_i \) denotes individual random effects. The \( \epsilon_i \) are assumed to come from an underlying normal distribution,

\[
\epsilon_i \sim \text{N}(0, \sigma^2_\epsilon), \tag{A.2}
\]

where \( \sigma^2_\epsilon \), the random effects variance, is a parameter to be estimated.

Under a Bayesian analysis, priors need to be specified on parameters \( \mu \) and \( \sigma^2_\epsilon \). Assuming a lack of any prior knowledge, we require noninformative priors: a suitable noninformative prior placed directly on \( p_i \) would be a \( \text{U}(0,1) \) distribution, so ideally we would like the priors placed on \( \mu \) and \( \sigma^2_\epsilon \) to exactly or most closely replicate this under the inverse-logit transformation.

A.2 Prior for underlying resighting probability

For the underlying resighting probability \( \mu \), we specify a prior with probability density function

\[
f(\mu) = \frac{\exp(\mu)}{(1 + \exp(\mu))^2}. \tag{A.3}
\]
This is a logistic distribution with a mean of zero and variance $\frac{1}{3}\pi^2$, and it has the desirable property of exactly inducing a U(0, 1) prior on the resighting probability in the absence of any individual effects, i.e., when $\epsilon_i = 0$ (King & Brooks 2008).

A.3 Prior for random effects variance

For the random effects variance $\sigma^2$, we specify a prior of the form

$$\sigma^2 \sim \Gamma^{-1}(\alpha, \beta),$$  \hspace{1cm} (A.4)

for which $E(\sigma^2) = \beta/(\alpha - 1)$ and $\text{Var}(\sigma^2) = \beta^2/((\alpha - 1)^2(\alpha - 2))$. It has been common practice in Bayesian analyses of models containing random effects to use the above inverse-gamma prior with parameters $\alpha = \beta = 0.001$, under the impression that this is suitably noninformative on $\sigma^2$. However, King & Brooks (2008) point out that this specification produces an undesirable distribution on the probability parameter being modelled (in this case $p_i$) with all the prior mass on values very close to 0, 0.5 and 1, and very little support elsewhere (see Figure A.1h). Furthermore Gelman (2006), confirmed by Royle (2008), showed that this prior can have problems, particularly for datasets in which low values of $\sigma^2$ are possible, and recommends the use of a noninformative uniform prior on the standard deviation. Instead of this, we follow the same reasoning as the prior on $\mu$; i.e., we attempt to find the parameters $\alpha$ and $\beta$ that most closely induce a U(0, 1) distribution on $p_i$, under the condition when $\mu = 0$.

We begin below with a simple simulation study, using trial-and-error to find suitable values for $\alpha$ and $\beta$, and then investigate the parameterisation further using several analytical approaches.

A.3.1 Simulation study

We know that a logistic distribution on $\epsilon_i$ with mean equal to 0 and variance of $\frac{1}{3}\pi^2$ ($\sim 3.29$) would exactly induce a U(0, 1) prior on $p_i$; we therefore seek to approximate this distribution with our choice of prior parameters, $\alpha$ and $\beta$. Trial-and-error simulations carried out in the statistics package [R] (R Development Core Team 2008) showed that the integer values $\alpha = 3$ and $\beta = 7$ reproduce the required distribution on $\epsilon_i$ very closely, with a variance of 3.49, and thus result in an approximately U(0, 1) distribution on $p_i$ (Figure A.1a, b; 95% of the distribution of $p_i$ lies between 0.023 and 0.977). Importantly, the
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Inverse-gamma prior on $\sigma^2_i$ specified by these parameter values is also suitably vague, having a mean of 3.5 and variance 12.25.

Many other combinations of $\alpha$ and $\beta$ can be found that result in a variance close to 3.29 for $\epsilon_i$, but $\alpha = 3$, $\beta = 7$ seem to reproduce the shape of the logistic distribution most closely. When $\alpha$ and $\beta$ are smaller, the prior on $\epsilon_i$ is narrower with longer tails, and vice versa for larger values of $\alpha$ and $\beta$; the respective distributions induced on $p_i$ have greater mass at the centre or at the tails (see Figures A.1c, d and A.1e, f, for examples where $\alpha = 2$, $\beta = 3.4$ and $\alpha = 10$, $\beta = 30$). The commonly-used inverse-gamma parameters $\alpha = \beta = 0.001$ induce
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Figure A.1 (continued) (e) and (f) \(\alpha = 10, \beta = 30\); (g) and (h) \(\alpha = \beta = 0.001\). The solid lines in (a), (c), (e) and (g) are equivalent to the logistic prior specified for \(\mu\) (equation (A.3)) and are thus the distribution that would exactly induce a \(U(0, 1)\) prior on \(p_i\). Histograms are based on \(10^6\) samples per distribution.

A very heavy-tailed distribution on \(\epsilon_i\) with a variance of 9.09 and, as previously mentioned, a distinctly non-uniform prior on \(p_i\) (Figure A.1g, h).

A.3.2 Analytical methods

While we have shown by simulation that the parameters \(\alpha = 3, \beta = 7\) induce an approximately uniform prior on \(p_i\), a more rigorous method is necessary in order to find the combination of these parameters that result in the most uniform prior distribution. In this section we describe a number of analytical approaches to this problem. For the sake of simplicity and clarity, in the following calculations
$p_i$ is replaced by $p$, and $\epsilon_i$ by $\epsilon$. The computer algebra system Maple™ 9.5 (Maple 9.51 2004) was used to solve some of the calculations.

We begin by deriving the probability density function of the distribution induced on $p$ by the hyper-prior on $\sigma^2_{\epsilon}$, in terms of the parameters $\alpha$ and $\beta$. Recall that we are interested in the model

$$\logit(p) = \epsilon,$$

where

$$\epsilon \mid \sigma^2_{\epsilon} \sim \text{N}(0, \sigma^2_{\epsilon}); \quad \sigma^2_{\epsilon} \sim \Gamma^{-1}(\alpha, \beta).$$

First we need to derive $f(\epsilon)$, which is given by

$$f(\epsilon) = \int_0^{\infty} f(\epsilon \mid \sigma^2_{\epsilon}) f(\sigma^2_{\epsilon}) \, d\sigma^2_{\epsilon}$$

$$= \int_0^{\infty} \frac{1}{\sqrt{2\pi\sigma^2_{\epsilon}}} \exp\left(-\frac{\epsilon^2}{2\sigma^2_{\epsilon}}\right) \cdot \frac{\beta^\alpha}{\Gamma(\alpha)} (\sigma^2_{\epsilon})^{-(\alpha+1)} \exp\left(-\frac{\beta}{\sigma^2_{\epsilon}}\right) \, d\sigma^2_{\epsilon}$$

$$= \frac{1}{\sqrt{2\pi\Gamma(\alpha)}} \int_0^{\infty} (\sigma^2_{\epsilon})^{-(\alpha+\frac{3}{2})} \exp\left(-\frac{\epsilon^2 + 2\beta}{2\sigma^2_{\epsilon}}\right) \, d\sigma^2_{\epsilon}$$

$$= \frac{2^\alpha \beta^\alpha (\epsilon^2 + 2\beta)^{-(\alpha+\frac{3}{2})} \Gamma(\alpha + \frac{1}{2})}{\Gamma(\alpha)\sqrt{\pi}}. \quad (A.5)$$

Then, to find the distribution in terms of $p$, we use the formula

$$f_P(p) = f_E(g^{-1}(p)) \left| \frac{d}{dp} g^{-1}(p) \right|,$$

where

$$g^{-1}(p) = \log\left(\frac{p}{1-p}\right),$$

and

$$\frac{d}{dp} g^{-1}(p) = \frac{1}{p(1-p)}.$$

Therefore, we have that

$$f_P(p) = \frac{2^\alpha \beta^\alpha \left(\log\left(\frac{p}{1-p}\right)\right)^2 + 2\beta}{}^{-(\alpha+\frac{3}{2})} \Gamma(\alpha + \frac{1}{2})}{\Gamma(\alpha)\sqrt{\pi} p(1-p)}, \quad 0 < p < 1. \quad (A.6)$$

To further investigate the shape of this distribution we need to locate the stationary point(s), for which we require the conditions that satisfy $\frac{df_P(p)}{dp} = 0$,.
By inspection, we can see that $p = 0.5$ satisfies $\frac{df_p(p)}{dp} = 0$ for all values of $\alpha$ and $\beta > 0$, so there always exists a stationary point at the mid-point of $p$'s range. To induce a distribution on $p$ which is as close to uniform as possible, we would like the second derivative of $f_p(p)$ at this point to equal zero, indicating that the distribution is completely flat at the midpoint (i.e., not a maximum or minimum). The second derivative of $f_p(p)$ is given by

$$
\frac{d^2 f_p(p)}{dp^2} = -(8\beta^2 - 24p\beta^2 + 24p^2\beta^2 - 24p \log(\frac{p}{1-p})\beta + 6 \log(\frac{p}{1-p})\beta + 8 \log(\frac{p}{1-p})\beta^2 - 2\beta + 24p^2 \log(\frac{p}{1-p})\beta^2
$$

$$
+ 12 \log(\frac{p}{1-p})\alpha\beta - 12 \log(\frac{p}{1-p})\beta^3 - 24 \log(\frac{p}{1-p})\alpha\beta + 3 \log(\frac{p}{1-p})\beta^3 - 6\beta \log(\frac{p}{1-p})\beta^4 + 2 \log(\frac{p}{1-p})^4
$$

$$
+ 6 \log(\frac{p}{1-p})\beta^3 - 6 \log(\frac{p}{1-p})\beta^3 + 4\alpha^2 \log(\frac{p}{1-p})\beta^2 + 2 \log(\frac{p}{1-p})\beta^2 - 12 \log(\frac{p}{1-p})\beta^3 \alpha + 6\beta^2 \log(\frac{p}{1-p})^4
$$

$$
+ 6\alpha \log(\frac{p}{1-p})^2 \beta^3 \left(\log(\frac{p}{1-p})^2 + 2\beta\right)^{-\alpha + \frac{1}{2}} \Gamma(\alpha + \frac{1}{2}) / (p^3 \sqrt{\pi}(-1 + p)\beta \Gamma(\alpha)),
$$

(A.8)

and setting $\frac{d^2 f_p(p)}{dp^2} \big|_{p=0.5} = 0$ gives

$$
8\beta^2 - 12\beta^2 + 6\beta^2 - 2\beta - 4\alpha\beta = 0
$$

$$
\Rightarrow \quad \beta = 2\alpha + 1, \quad \alpha, \beta > 0. \quad (A.9)
$$

Therefore, it appears that any values of $\alpha$ and $\beta$ satisfying this equality will induce a perfectly flat distribution on $p$ at the mid-point, $p = 0.5$. However, this does not imply that the distribution will be uniform across the entire range of $p$, as illustrated in Figure A.2, although note that the parameters obtained from the simulation study ($\alpha = 3, \beta = 7$) seem to offer a reasonable solution. Therefore, we also need a way to measure, and subsequently minimise, the deviation of $f_p(p)$ from uniform across the range $p = (0,1)$.

**Minimising the maximum first derivative**

The first solution to finding the ‘flattest’ distribution involves finding the value of $\alpha$ (and hence $\beta$, given $\beta = 2\alpha + 1$) that minimises the maximum gradient of $f_p(p)$, i.e., $\min_{\alpha \geq 1} \left( \max_{0 < p < 1} \frac{df_p(p)}{dp} \right)$. However, due to the behaviour of $f_p(p)$ at values of $p$ close to 0 and 1, where the density and gradient approach infinity (see Figure A.2), this is not a reliable indicator of the gradient over the majority of the distribution and the result is biased towards higher values of $\alpha$ (Figure A.3).
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Figure A.2  Distributions of $p$ induced by three combinations of parameters $\alpha$ and $\beta$ for the inverse-gamma prior on $\sigma^2$: $\alpha = 2$, $\beta = 5$ (dashed line); $\alpha = 3$, $\beta = 7$ (solid line); $\alpha = 9$, $\beta = 19$ (dotted line). All three distributions are exactly uniform at the mid-point, $p = 0.5$, but deviate to varying degrees towards the limits of the distribution.

Figure A.3  Maximum first derivative of $f_P(p)$ versus inverse-gamma parameter $\alpha$, calculated over the range $p = (0.00001, 0.99999)$.

Minimising the mean/median first derivative

A similar solution to that above, but one that should reduce the influence of extreme gradients, is to minimise the expected value of the absolute first derivative of $f_P(p)$, i.e., $\min_{\alpha \geq 1} \mathbb{E}(\left| \frac{df_P(p)}{dp} \right|)$. However, the result is highly sensitive to the range of $p$ over which the statistic is calculated: there is a clear minimum at $\alpha \approx 3.62$ for $p = (0.001, 0.999)$ (Figure A.4a) but the result approaches that of the previous method as the limits of $p$ approach 0 and 1 more closely (Figure A.4b).
Figure A.4 (a), (b) Expected value of the absolute first derivative of $f_p(p)$ versus inverse-gamma parameter $\alpha$, calculated over the ranges: (a) $p = (0.001, 0.999)$; (b) $p = (0.00001, 0.99999)$. (c) Median of the absolute first derivative of $f_p(p)$ versus $\alpha$, calculated over $p = (0.00001, 0.99999)$; the result is essentially identical given various limits of $p$.

As an alternative to the expected value we can take the median of the absolute first derivative, which is a better way to reduce the influence of extreme gradients at the limits of $p$. Consistent results are achieved despite changes in the endpoints of the calculation and the statistic is minimised at $\alpha \approx 2.55$ (Figure A.4c).

**Minimising the deviation of the function from unity**

A U(0, 1) distribution has a density of 1 across its entire range; thus, minimising the expected absolute deviation of the function $f_p(p)$ from 1 over $p = (0, 1)$, i.e.,
\[ \min_{\alpha \geq 1} \mathbb{E}(|1 - f_P(p)|) \], forms another criterion for determining a suitable value for \( \alpha \). This solution also appears to be relatively insensitive to changes in the limits of \( p \) (Figure A.5), but results in a slightly different optimum value of \( \alpha \) to the median first derivative method: \( \alpha \approx 2.96 \); calculated for \( p = (0.00001, 0.99999) \).

### A.4 Summary

In choosing a suitable prior for use with random effects variance parameters, we have taken the approach of finding a distribution such that the corresponding induced prior on the untransformed variable is approximately uniform on the interval \((0, 1)\), in the absence of any other effects in the model. Using an inverse-gamma distribution for the variance, \( \sigma^2 \), we showed that the combination of parameters \( \beta = 2\alpha + 1 \) induce a distribution \( f_P(p) \) on the untransformed parameter \( p \) that is perfectly flat at its midpoint, \( p = 0.5 \). Beyond this, no single approach described in Section A.3.2 gave the same ‘best’ value of \( \alpha \), and hence \( \beta \), to achieve our objective.

Because \( f_P(p) \) is undefined at 0 and 1, and its density tends to infinity as these limits are approached, the outcome of all approaches depend to some extent over what range of \( p \) calculations are performed, which in turn is limited by computational constraints. However, the ‘median first derivative’ and ‘deviation from unity’ methods were relatively insensitive to the limits used, and gave consistent results down to \( p = 10^{-8} \). Of these, the latter is probably the more suitable approach: because this statistic is based on a mean value, rather than a median, it provides a better compromise between achieving over-
all ‘uniformness’ and reducing the influence of undesirable spikes in the density. Therefore, based on the deviation from unity method and the results of the initial trial-and-error simulations, the inverse-gamma parameters $\alpha = 3$ and $\beta = 7$ are considered suitable for inducing an approximately uniform prior on the untransformed parameter, before considering any fixed or other effects in the model. Nevertheless, this distribution should be used with caution where small values of the variance are expected, as it has little support for values less than around 0.5. This highlights the need to always conduct a thorough prior sensitivity analysis.
References


References


Cave, V. M., King, R. & Freeman, S. N. (2009). An integrated population model from constant effort bird-ringing data. Accepted for publication in the *Journal of Agricultural, Biological and Environmental Statistics*.


http://www.mccip.org.uk/elm


http://www.prbo.org/cms/525


