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Abstract
The ability to create and control spin-polarised electronic states in solids is vital

for realising all-electrical manipulation of spins for the next generation of elec-

tronic devices. Such devices are likely to rely upon the injection of a spin-current

into a semiconducting material whereupon the current is manipulated for the

transfer of data. Two such materials that have been proposed for spin injection

and manipulation are EuO, a ferromagnetic semiconductor, and WSe2, a member

of the layered transition metal dichalcogenides, respectively. By directly probing

the electronic band structure using angle-resolved photoemission spectroscopy,

ARPES, and its spin-resolved analogue, SARPES, a "hidden" spin-polarisaion is

observed in bulk WSe2 due to the local breaking of inversion symmetry that locks

the spin to the valley- and layer-pseudospins. By chemical gating, the layer-

degeneracy is broken which induces a spin-splitting of the valence bands and

the formation of a 2DEG. Increasing the carrier density of the 2DEG is shown to

result in a lowering of the chemical potential, providing direct spectroscopic evi-

dence for many body effects due to electron-electron interactions. Whereas WSe2

hosts spin-polarised states due to local inversion-symmetry breaking, ferromag-

netism induces spin-polarised valence and conduction band states in Gd-doped

EuO that break time-reversal symmetry. Using ARPES, the full 3D dispersion

of the conduction bands is observed for the first time and the temperature de-

pendence of the spin-split conduction band is analysed. By varying the Gd con-

centration, the carrier density is varied, revealing two kinds of satellite features

due to electron-phonon and electron-plasmon interactions in the low tempera-

ture phase. Thus, despite differences in dimensionality, structure and symme-

tries, both materials show evidence of electron interactions which are directly

measurable by ARPES and are seen to host spin-split electronic states that can be

manipulated via external conditions.
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Chapter 1

Motivation

This year marks the 70th anniversary of the first successful demonstration

of the transistor, by William Shockley, John Bardeen and Walter Brattain at Bell

Labs in Murray Hill. This device, which uses electric potentials to manipulate a

barrier allowing or retarding the flow of current across a semiconductor, is the

workhorse of many modern electronic devices. Since its creation in 1947, efforts

to increase efficiency and reduce its size have been non-stop. Just 6 years after its

invention, the first transistor computer had been built, replacing the numerous

vacuum tubes of former computers with 92 transistors, each of which were the

size of one’s hand. By 1971, the first computer processor, Intel 4004, had been de-

veloped utilising 2,300 transistors, each smaller than the width of a human hair

at only ∼10 microns. Fast-forward to the present and the processors of modern

mobile phones contain upwards of 2 billion transistors, with each being roughly

20 nm, comparable to the size of a virus and approaching the quantum mechan-

ical scale of some electronic behaviour, such as quantum tunnelling which leads

to current leakage and a breakdown of efficiency.

Thus, it is generally accepted that the current design of transistors is reach-

ing its physical limitations due to heat dissipation issues as the result of further

miniaturisation [1]. To overcome this obstacle, researchers are attempting to cre-

ate devices that utilise another fundamental property of electrons to transfer in-

formation: spin [2]. It is believed that these spin-transistors would improve en-

ergy efficiency and produce more powerful processors. But spin is not the only
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possible route to more efficient devices currently being investigated. For exam-

ple, it has been proposed that the valley-pseudospin, i.e. the degree of freedom

associated with electronic states that are degenerate in energy but separated in

k-space, could also be utilised to process information. The search for suitable ma-

terials for use in these next generation materials and, more importantly, a deeper

understanding of the underlying physics that these materials embody motivate

the work presented in this thesis.

1.1 Spintronics

Spin is already used to store data in hard drives by fixing the alignment of

spins in magnetic domains along a specific axis, but until recently, a spin ana-

logue of the transistor has remained elusive and is still far from ready for mass

production [3]. The use of spin instead of charge adds considerable complexity to

the function of these devices. Like it’s traditional charge analogue, the spin tran-

sistor, depicted in Fig. 1.1 requires a metallic contact for the injection of current

into a semiconducting medium which is transferred to a drain contact; however,

unlike a charge based device, the injected current must be highly spin-polarised,

requiring contacts that are also half-metals. This requirement causes a problem as

the potential barrier at a metal-semiconductor interface results in unwanted ef-

fects that reduce the purity of the injected spin current, especially if the interface

is not atomically flat. Furthermore, once injection of a high-purity spin current is

achieved, electric field gating must be used to not only retard or allow the flow

of current through the semiconducting material, but also to control the alignment

of the current’s spin. If the orientation of the spins are left unperturbed, they are

"read" by the drain current, but if they are aligned anti-parallel with the spins of

the magnetic contact, a current is not passed through.

This specialised device thus requires two different kinds of materials: 1) a fer-

romagnetic contact capable of high-purity spin injection and 2) a semiconducting
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Top Gate Magnetic
Source

Magnetic
Drain

2D Heterostructure

FIGURE 1.1: Spin analogue of the traditional charge transistor. Ferromagnetic, metal-
lic contacts inject a highly spin-polarised current into an intermediate 2D medium.
Through application of a voltage across the field gate, the orientation of the spin cur-
rent is either altered or left unperturbed such that it is either blocked by or flows

through the drain contact.

material with spin-polarised conduction states that can be controlled and manip-

ulated. One possible candidate for the contact material is EuO, which is a fer-

romagnetic semiconductor. Although uncommon, such ferromagnetic semicon-

ductors possess strongly spin-polarised charge carriers (>90% for EuO), while

avoiding the issues associated with a metal-semiconducting barrier, theoretically

allowing for high-purity spin currents. It has also been proposed that one fam-

ily of 2D semiconductors, the transition metal dichalcogenides (TMDCs), could

be suitable to fulfil the material requirements for a spin-transistor or other spin-

based device [4–6]. The semiconducting TMDCs are ideal candidates for integra-

tion into spintronic devices as their layered honeycomb crystal structure is similar

to graphene, the original candidate for spin- and valleytronic devices, and have

already been integrated in traditional field effect transistors [7–9].

Despite the possibility of realising a spin-transistor using these two materials,

little research has been done on understanding the underlying electronic struc-

ture of the individual materials or how the band structure is affected by external

conditions similar to those that might be experienced in a spintronic device, i.e.

gating and/or doping. Here an investigation of some of these issues is addressed

through direct measurement of the band structure using angle-resolved photoe-

mission spectroscopy.
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1.2 Outline of thesis

This thesis will begin with a discussion of the theory of electronic band struc-

ture in Chapter 2, which will serve as the foundation for experimental results

discussed later. Armed with an understanding of band structure, in Chapter 3

the main experimental technique for directly measuring the electronic structure,

angle-resolved photoemission spectroscopy (ARPES), will be reviewed. Along

with ARPES, an overview of molecular beam epitaxy (MBE), a method for grow-

ing thin film crystalline samples, and some material characterisation techniques

will be given. Several ultra-high vacuum setups across the world combine ARPES

and MBE capabilities, however the addition of a synchrotron-based light source

is less common, limited to less than a handful of places. Therefore, Chapter 4 is

dedicated to a summary of the experimental setup of the I05 high resolution (HR)

ARPES endstation at Diamond Light Source, where the majority of this work was

performed, including a description of the required modifications to the MBE sys-

tem necessary to allow growth of oxide films.

In the remaining chapters, experimental investigations of the electronic struc-

ture of single crystal WSe2 and EuO thin films are presented. In Chapter 5, spin-

and angle-resolved photoemission spectroscopy measurements on single crystal

WSe2 are used to analyse the bulk electronic structure, through which dimension-

ality effects are shown to give rise to hidden spin-polarised states. In Chapter 6,

chemical gating of WSe2 is used to break the layer degeneracy of the valence band

states. This provides an alternative method to analyse the effects of electrically

gating these materials, in a manner compatible with ARPES, which is seen to

give rise to a surprisingly pronounced effect of many-body interactions. Chap-

ter 7 switches focus, discussing the known properties of EuO and demonstrating

the method for growing high quality thin films using the MBE at Diamond Light

Source. In Chapter 8, the first measurement of the full 3D dispersion of the con-

duction band states of Eu1−xGdxO is presented before discussing the effects of

temperature on the band structure and magnetic properties. In Chapter 9, the



1.2. Outline of thesis 5

presence of many-body effects well below the Curie temperature is analysed, in-

cluding the first observation of plasmonic polarons. Finally, future work inves-

tigating these materials individually, as well as the possibility of a TMDC/EuO

heterostructure, is discussed in Chapter 10.

Through the results presented here, the electronic structures of these two ma-

terials are investigated and, despite large differences between the two, it is shown

that both embody a valley degree of freedom where spin-split states reside that

can be manipulated by external conditions and, additionally, present many-body

effects from electron interactions. The research discussed in this thesis suggests

a need for further study of the electronic structure of these materials and their

response to external factors before a fully-functioning spin-based device, incor-

porating either or both of these materials, can be constructed.
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Chapter 2

Introduction to Electronic Structure

The behaviour of crystalline solids, from typical transport properties to novel

forms of superconductivity, is the result of electronic structure. There is a wide

array of factors that determines how electrons move through a crystal lattice and

countless variations for material properties. Since the start of the 20th century,

scientists have worked to develop a theory that describes the allowed electronic

energies and momenta (states) which determine these properties. Here, a brief

introduction to some of the theories developed to explain electronic behaviour

will be given, starting with the most basic approach, the free Fermi gas, before

discussing more complicated models. This is followed by a discussion of how

material composition, such as atomic constituents and crystal structure, effects

electron interactions and preserves or breaks time-reversal and inversion sym-

metries, thus altering electronic behaviour. This introduction will serve to set the

foundation for future discussions on experimental results presented here.

2.1 Constructing Bands

The branch of condensed matter physics focused on electronic phenomena

and band structure is based around a single Hamiltonian:

Ĥ =
∑
l

P̂ 2
l

2Ml

+
1

2

∑
l 6=l′

qlql′

|R̂l − R̂l′ |
, (2.1)
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where P̂l, Ml, ql and R̂l are the momentum operator, mass, charge and position

operator of the lth electron, respectively. As opposed to classical systems, where

the addition of a single electron involves the addition of little information to en-

code its exact properties, the required information to describe quantum systems

scales exponentially to account for all possible configurations the system could be

in. Because of the exponential scaling, solving Eq. 3.1 becomes too computation-

ally expensive after only a handful of particles, far fewer than the 1023 particles

of typical solid systems. To overcome this issue, various approximation schemes

have been devised to reduce the complexity of the system into a more manage-

able problem. The simplest model for electrons in a solid medium is the free

Fermi gas, which assumes these electrons do not interact with each other or the

nuclei of the lattice. Although this model is oversimple and unphysical, it does a

surprisingly good job of predicting some basic physical properties of many ma-

terials [10]. By adding in the presence of the crystal lattice, through inclusion

of a periodic potential, further insight is gained into the origin of insulating be-

haviour. Finally, by using atomic wave functions in the tight-binding approach, a

computationally feasible model is produced that predicts the electronic structure

of valence and conduction electrons.

2.1.1 Free Fermi Gas

The free Fermi gas model is by far the simplest model for explaining elec-

tronic behaviour, where the system is represented as a cloud of electrons moving

in a box and the only condition, apart from boundary constraints, dictating their

properties is the Pauli exclusion principle [10, 11]. This model is a specific ex-

ample of the more general single electron model, which attempts to solve the

Hamiltonian

ĤΨ(~r1...~rN) =
N∑
l=1

(−~2∇2

2m
+ U(~rl)

)
Ψ(~r1...~rN) = εΨ(~r1...~rN), (2.2)
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where m is the electron mass, ~rl is the position vector of the lth electron in the N

electron system, which interacts with an external potential, U , but not the other

electrons. Solutions to this equation for many particle systems are the product of

single-particle eignfunctions of Eq. 2.2 and therefore one only needs to solve for

single-particle systems.

For the free Fermi gas in a box of volume L3, one neglects any external po-

tential, U(~rl) = 0, and applies boundary conditions such that the system is iden-

tical under translations of integer multiples of L along the axis directions, i.e.

for a one-electron system Ψ(x1 + L, y1, z1) = Ψ(x1, y1, z1), as well as translations

along the other axes. Single-particle solutions to this are plane waves of the form

ψ~k =
√
A
−1
ei
~k·~r, where the A term is used to normalise the wavefunction and

~k = 2π
L

(lx, ly, lz), shown in Fig 2.1a. The eigenvalue, or eigen energies, are of the

form ε~k = ~2k2/2m [11]. As mentioned, the groundstate of an N electron sys-

tem is the product of N single-particle wavefunctions, with the only constraint

being that the Pauli exclusion principle is upheld. Therefore, in building up the

groundstate, one places electrons in states with the lowest value of |~k| and, be-

cause ε~k ∝ k2, additional electrons are added in consecutive shells with increas-

ing radii. Thus one can visualise the groundstate of an N electron system as a

0 L

1

-1

a) b)

FIGURE 2.1: Visualisation of a free Fermi gas. a) Eigenfunctions (solid lines) for a 1-D
box with side length L satisfy boundary conditions of ψ(0) = ψ(L) = 0 and repeat
without discontinuity for a box of size nL, while functions that are not eigenfunc-
tions (dashed lines) either do not repeat smoothly or satisfy boundary conditions. b)
Placing N electrons into the groundstate for a free Fermi gas produces consecutive

shells with radius 2kπ/L where k is an integer. Reproduced from Ref. [10].
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sphere, or Fermi sphere, of electrons with a radius given by the Fermi wavevec-

tor, kF , Fig. 2.1b. All electronic states contained within the Fermi sphere have

energy less than or equal to the Fermi energy, EF = ~2k2F/2m, and an occupation

probability of 1, while all states above the Fermi level have an occupation number

of 0, for a system at T=0K.

Typically, it is the electrons that sit at the Fermi surface that dictate the phys-

ical attributes of a material, such as electrical conductivity or specific heat, and

therefore it is typical to refer only to the states at the Fermi level. This is because,

in order to move from the ground state to an excited state, electrons must move

from an occupied to an unoccupied state. The electrons well below the Fermi

level are surrounded by occupied states and therefore would need a large change

in energy/momentum to be excited into an unoccupied state, Fig. 2.2a, such as

through photoexcitation by a light source or scattering by another electron with

sufficiently high energy [12]. On the other hand, there is an abundance of elec-

trons near the Fermi surface and unoccupied states just above it, so only a small

amount of energy/momentum transfer is required, Fig. 2.2b.

At T=0K, the Fermi level represents a discontinuity in the occupation prob-

ability, where below the Fermi energy all states are occupied and no occupied

1

0E

kx (Å
-1

) kx (Å
-1

)

ky (Å
-1

)ky (Å
-1

)a) b) c)
kBT=0.001
kBT=0.01
kBT=0.1
kBT=0.2

FIGURE 2.2: Excitations from the groundstate of a free Fermi gas. a) Scattering from
a high energy electron can excite an electron in the Fermi gas into an excited state,
leaving behind an unoccupied state (hole). b) An external electric field causes a rigid
shift of the Fermi surface in the direction of the applied field. c) Thermal excitations
cause the discontinuity of the Fermi function at T=0K to be smoothed out as the

occupation probability above the Fermi level becomes non-zero.



2.1. Constructing Bands 11

states have an energy greater than this. However, at higher temperatures, ther-

mal excitations promote a small number of electrons just below the Fermi level

to just above it, Fig 2.2c. The temperature dependent occupation probability, or

Fermi function, has the form:

f(ε) =
1

eβ(ε−µ) + 1
, (2.3)

where β−1 = kBT , kB is Boltzmann’s constant and µ is the chemical potential, i.e.

the energy required to add a single electron to the system.

Although the free Fermi gas is a relatively simple model, it is still capable

of predicting the specific heat and electrical conductivity for many metals [10].

However, the model is inadequate in explaining a large range of more compli-

cated questions. For instance, the predicted Hall coefficient is independent of

temperature or strength of a magnetic field, which is untrue in most cases [11],

and while the order of magnitude is right for most metals, the sign can be wrong.

This model also does not answer the questions: what determines the number of

conduction electrons and why are some materials non-metallic?

2.1.2 Non-interacting Electrons in a Periodic Potential

The most logical extension of the free Fermi gas model is to turn on the elec-

tronic interactions with the nuclei by treating them as an external potential U(~r).

Although Eq. 2.2 is still intractable for general potentials, a straightforward solu-

tion can be found for periodic potentials which obeyU(~r+ ~R) = U(~r), as proposed

by Bloch in 1928. The condition of a periodic potential makes intuitive sense as a

crystal lattice without impurities can be represented by a unit cell that forms the

fundamental building block of a crystal when repeatedly translated along a fi-

nite set of primitive lattice vectors and therefore electrons moving in one of these

blocks should behave identically to those moving in any other such block.
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In one-dimension, it can be shown that a single-particle solution to Eq. 2.2 for

a periodic potential with periodicity a is given by:

ψ(x) =
eikxu(x)√

N
where u(x) ≡ 1√

a

∑
K

uKe
iKx, (2.4)

N = L/a is the number of unit cells, K = 2πl/a is the reciprocal lattice vector and

l is an integer. In other words, a single particle moving in a periodic potential has

a wavefunction that is the product of the plane wave solution, eikx, from the free

Fermi gas, and a periodic modulation u(x) with the same periodicity as the po-

tential. However, because of the periodic nature of both the plane wave solution

and external potential, solutions with wave number k+K and k+K ′ are identical,

Fig. 2.3, i.e. they satisfy Bloch’s theorem. Therefore, it is common convention to

E(k) E(k) E(k)

E(k) E(k)E(k)
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a)

d)

b) c)

e) f)

G

FIGURE 2.3: Free Fermi gas and periodic potential band structures. The band dis-
persion for a free Fermi gas in the a) extended zone, b) repeated zone and c) reduced
zone schemes are parabolic. d-f) Same as in a-c except the addition of a periodic

potential opens up band gaps at zone edges.
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take only k = 2πm/L where k ∈ [−2π/a, 2π/a] as this set of k, called the first Bril-

louin zone, encompasses all wave numbers necessary to describe a complete set

of solutions. From Fig. 2.3, it is clear where the term electronic "band" structure

derives, as when viewed in the repeated or reduced zone schemes, the allowed

electronic momenta, k, and energies, εk, trace out stacks of crossing bands.

In the case of the free Fermi gas, the momentum dispersion of the allowed

electronic states is parabolic, with infinite repetitions equally separated in k-space

due to the restrictions placed on the translation of the system, as illustrated in

Fig. 2.3a-c. One notes that at the zone boundaries, the bands cross and become

degenerate. As such these states should be considered a superposition of the two

bands [13], which take the form:

ψ+ ∼ (eiGx/2 + e−iGx/2) ∼ cos π
x

a

ψ− ∼ (eiGx/2 − e−iGx/2) ∼ sin π
x

a
, (2.5)

where G is the reciprocal lattice vector that separates the parabolic bands in k-

space. The probability density is given by ψ∗+ψ+ ∼ cos2(πx/a) and ψ∗−ψ− ∼

sin2(πx/a) which have maxima and minima, respectively, located at the zone

boundaries. The inclusion of even a small periodic potential, which is centred

around the zone edges, induces an energy difference to develop between the ψ+

(high probability density around charged lattice sites) and ψ− (high probability

density between lattice sites). This asymmetry breaks the energy degeneracy at

the zone boundaries and opens up energy gaps which are proportional to the

magnitude of the potential [14].

Extending Bloch’s theorem to three dimensions is a trivial problem. For a

Bravais lattice ~R with reciprocal lattice vectors ~K, the three-dimensional periodic
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a)

b)

c)
V(x)

a

FIGURE 2.4: Probability density of the superimposed wavefunctions at the zone
boundaries. a) The ψ+ state has a probability density that is peaked at the edges
of the Brillouin zone, while b) the ψ− state is peaked between the lattice sites. The
inclusion of a periodic potential from the lattice drives the formation of band gaps
due to the energy costs associated with the different probability densities. Adapted

from Ref. [13].

potential U(~r) is composed of Fourier components ei ~K·~R. Therefore the 3D equiv-

alent of Eq. 2.4, is given by

ψ~k(~r) =
ei
~k·~ru~k(~r)√
N

, (2.6)

where N is now the number of lattice points and u~k(~r) is periodic on the Bravais

lattice. Solutions of this kind satisfy Bloch’s theorem, that single-particle wave-

functions are indifferent, apart from a possible phase factor, to a translation of the

lattice vector:

ψ~k(~r + ~R) = ei
~k·~Rψ~k(~r). (2.7)

The inclusion of a periodic potential, as proposed by Bloch, into the Sommer-

feld model of a free Fermi gas helped to explain the differing electrical behaviour

of metals, semiconductors and insulators. The energy gaps that develop at the

Brillouin zone boundaries represent an energy barrier, which prevents the flow

of current. In metallic systems, such as copper, the number of electrons places

the Fermi level within the bandwidth of a partially filled band, with all lower

bands completely filled. Upon application of an electric field, like that created by
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the potential of a battery, there is a multitude of unoccupied states available for

the conduction electrons to be excited into. However, in insulators and semicon-

ductors, like silicon, all states of a given band are completely filled, such that the

Fermi level resides within the band gap and thus there are no unoccupied states

available to shift electrons into. Although this new theory solved some funda-

mental problems regarding material properties, there arose a new problem: what

effect does the strength of the periodic potential have on the resultant electronic

behaviour?

2.1.3 Tight Binding Model

If one considers the strength of the periodic potential that arises from the

crystal lattice as a spectrum, the nearly-free electron model, i.e. very weak po-

tential, and the tight binding model, i.e. very strong potential, are at opposite

ends. Because the core electrons strongly screen the nuclei of the lattice, the dy-

namics of conduction electrons can be reasonably approximated using the nearly

free electron model. On the other end of the spectrum, there is the tight binding

model where the potential of the lattice is so large that the electrons are strongly

bound to the atomic sites. As such, it makes sense that the electronic wave func-

tions should retain some of their atomic character and mimic bonding and anti-

bonding orbitals. This can be visualised by imagining a lattice of atoms with a

lattice spacing on the order of microns instead of Ångströms. The spatial extent

of the orbital wavefunctions of these atoms are relatively small, on the order of

Ångströms, and well localised around the nucleus. By reducing the lattice con-

stant of this artificial array, eventually a point is reached at which the wavefunc-

tions of some atomic orbitals overlap and some electrons are able to move freely

throughout the lattice, while others are still localised around the nuclei.

Again, the aim is to solve Eq. 2.2 with U(~r) being the periodic potential from

the lattice and therefore any solution should satisfy Bloch’s theorem. Whereas

before solutions of a single wavefunction were considered, here solutions will be
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a linear combination of the atomic orbitals and therefore it is necessary to choose

the proper basis set. A convenient choice is the orthonormal set of orbitals defined

by the Wannier functions [11]:

φj(~r) =
1√
N

N∑
Ri

ei
~k·~Riγj(~r − ~R), (2.8)

where N is the number of lattice sites (needed to normalise the Bloch state), ~Ri is

the position of the ith atom in the unit cell and γj is the jth atomic wave function.

The eigenfunctions of the crystal are linear combinations of Wannier functions,

such that:

ψj(~r) =
n∑
j′

bjj′φj′(~r), (2.9)

where n is the number of atomic wave functions. To determine these constants,

one must solve:

0 =
∑
j′

bjj′
〈
φj′′ |Ĥ − ε|φj′

〉
(2.10)

⇒ 0 =
∑
j′

bjj′(Hj′′j′ − εj′Sj′′j′), (2.11)

where

Hjj′ ≡
〈
φj|Ĥ|φj′

〉
(2.12)

Sjj′ ≡ 〈φj|φj′〉 , (2.13)

with Hjj′ and Sjj′ representing the transfer and overlap parameters of the or-

bital wavefunctions, respectively, as illustrated in Fig. 2.5. The solution to this

gives n eigenvalues, E(~k), for every value of ~k, each of which dictates the dis-

persion of a single band, the sum of which constitutes the band structure of a

given material [15]. It is straightforward to envision how this scheme produces

complex band dispersions. In the case of the spherical atomic wave functions, i.e.

s-orbitals, one would expect isotropic band dispersion, but for highly-directional
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FIGURE 2.5: Projection of the overlap parameter in the tight-biding method. Overlap
of the s and py orbitals (top) is only non-zero with the py aligned along the vector
~d joining the two atoms, while the overlap between two py orbitals (bottom) has a
contribution from alignment parallel and perpendicular to ~d. Reproduced from Ref.

[15].

orbitals such, as the p and d orbitals, dispersion along a preferential axis can occur.

Additionally, it can be shown that when one considers a single spherical atomic

wavefunction, i.e. an s orbital, the energy of tightly bound electrons is given by

the energy of the original atomic orbital, a constant correction from interactions

and a hopping term that depends on ~k. This hopping term is related to the size of

the overlap integral and dictates the velocity at which electrons move from site

to site [10]. Also the bandwidth, the difference in the maximum and minimum

energies of ε~k, is proportional to the size of the overlap integral where a small

overlap, i.e. localised orbitals, results in narrow bands. In the limit of no over-

lap, the bandwidth vanishes and the band becomes n-fold degenerate [11]. The

tightly held core electrons are typically well described by a dispersionless band,

but, as will be seen later in the case of EuO, some valence bands can be localised

around the atomic sites resulting in near-dispersionless band structures.

One advantage of the tight binding model is that it drastically reduces the

computational expense down to a small number of overlap parameters. Further-

more, by projecting the atomic wavefunctions onto the resultant band structure,
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one can resolve the orbital character of the electronic structure. Thus far, the tight

binding model is the first instance, discussed here, where the chemical compo-

sition of the lattice has been considered as this defines the basis of orbital wave-

functions considered when constructing the eigenfunctions.

2.1.4 Density Functional Theory

An alternative method for calculating electronic structure is density functional

theory (DFT) [16]. This method is founded on the principle that the electron

ground state density ρ(~r) uniquely identifies the potential acting on the elec-

trons, which determines the groundstate wavefunction (first Hohenberg-Kohn

theorem). Thus the groundstate wavefunction can be obtained by the minimi-

sation of the total energy. The total energy is a function of the electron density,

which is itself a function of only ~r (second Hohenberg-Kohn theorem). Like the

tight-binding method, DFT solutions are expressed as linear combinations of a

complete set of basis functions. In principle the set of basis functions is infinite,

making the exact solution computationally impossible, but an approximation can

be made using a limited number of wavefunctions corresponding to a subset of

the atomic orbitals. Several commercial packages have been developed using

DFT to calculate the electronic structures of materials, here the WIEN2k code [17]

was used by collaborators, which typically reproduces measured band structures

for weakly interacting systems accurately, except for the well known underes-

timation of the band gap and bandwidths [18]. Next, an overview of how the

lattice structure and chemical makeup of the lattice further affects the resultant

band structure will be given.

2.2 Spin-Orbit Coupling

Up until this point, all electrons have been treated on equal footing, except

when making considerations for the Pauli exclusion principle, as the non-relativistic
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Schrödinger’s equation disregards their spin. It was previously shown how the

application of an electric potential, in this case from a periodic lattice, dramat-

ically affects the electronic structure. However, if instead of an electric field, a

magnetic field is applied to the system, one cannot treat the dynamics of electrons

with different spins the same and a relativistic approach is required. Including

electric, φ, and magnetic, ~A, potentials into the relativistic Dirac equation gives:

(H − eφ)2 = (c~p− ε ~A)2 +m2c4, (2.14)

where ε = −e is the electron charge. In small to moderate magnetic fields, the

resulting Hamiltonian reduces to:

Ĥψ =
−~
2m
∇2ψ − ~µ · ~Bψ = (E + eφ)ψ, (2.15)

where ~µ = e~L/2mc is effectively the magnetic moment due to the electron’s or-

bital angular momentum. This term gives rise to the famous Zeeman effect where

degenerate electronic states are shifted in energy, ∆E = ±µB0/2, when a mag-

netic field, ~B is applied; however, one should note that electronic spin was not

included in this derivation.

If the spin of an electron is included, one finds that additional corrections

to the electronic energy levels can occur due to an "internal Zeeman effect" that

arises between the electron spin magnetic moment and the orbital angular mo-

mentum of the electron in what is called spin-orbit coupling. Even in the absence

of an external magnetic field, an electron processing around a charged nucleus,

like those of a periodic lattice, will experience the nucleus’ electric field as a mag-

netic field in the electron’s rest frame. The inclusion of electronic spin into the

Dirac equation gives:

(
1

2m
(~p− ε

c
~A)2 + εφ− ε~

2mc
~σ · ~B

+ i
ε~

4m2c2
~E · ~p− ε~

4m2c2
~σ · ( ~E × ~p)

)
ψ = Wψ,

(2.16)
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where W + m2c4 is the total energy. The first two terms on the left-hand side are

equivalent to those in the Shrödinger’s equation, Eq. 2.15. The third term corre-

sponds to the interaction energy −~µ · ~B of the magnetic dipole, whose moment

is described by the operator ~µ = ε~
2mc

~σ. The fourth term is a relativistic correction

to the energy and does not have a classical analogy. The fifth term describes the

spin-orbit coupling [19].

Although, Eq. 2.16 appears to be extremely complicated, certain physical sit-

uations allow one to simplify some terms. By considering the motion of electrons

around the nuclei of the periodic lattice, one can approximate the environment to

the presence of a centrally symmetric electrical field, which can be written as:

~E = −1

ε

~r

r

dV

dr
. (2.17)

This approximation allows one to write the change in energy resulting from in-

teractions of the spin with the magnetic field that the electron experiences as:

ESO = − ε~
4m2c2

~σ · ( ~E × ~p) =
ε

2m2c2
~s ·
(
− 1

ε

~r

r

dV

dr
× ~p
)

=
1

2m2c2
1

r

dV

dr
(~s ·~l)

(2.18)

where ~s = ~~σ/2. One notes that for a given potential, flipping the direction of

the electron’s spin, i.e. ~s → −~s, changes the sign of the energy change. This

suggests that states with their spin aligned parallel and anti-parallel to the orbit

will have energy shifts in opposite directions. These energy shifts induce a spin-

orbit splitting that lifts the two-fold degeneracy of the bands introduced from the

non-relativistic Schrödinger picture, which ignored spin. This is the case in free-

atoms and gives rise to the fine structure factor first seen in the hydrogen energy

spectra, but as will be seen next section, this is not always the case in crystalline

solids.
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2.3 Importance of Global Symmetries

In free atoms, the lifting of the energy degeneracy for electronic states with the

same orbital wavefunction but opposite spins is possible due to a lack of crystal

symmetry. However, in certain solids, symmetries can forbid such splittings from

occurring. One such symmetry is that of time-reversal (TR) symmetry, which

holds for non-magentic materials and requires spin-degeneracy at certain high

symmetry points of the Brillouin zone. One fundamental principle, Kramer’s

theorem, states that for every energy eigenstate of a time-reversal symmetric sys-

tem with half-integer total spin, such as an electron, there is at least one more

eigenstate with the same energy such that degeneracy is preserved between a

state ψ(r, s) and its complex conjugate ψ∗(r, s) where the latter is obtained by a

reversal of both wave vector and electronic spin. In other words, this requires

that for any state ~k in the Brillouin zone, there exists a second state −~k such that:

E(~k, ↑) = E(−~k, ↓). (2.19)

Along with time-reversal symmetry, another fundamental symmetry is that of

inversion-symmetry. If the unit cell of a material is invariant under the transfor-

mation ~r → −~r, such as the simple cubic lattice of sodium or iron, the material

preserves inversion symmetry. The transformation of ~r → −~r in real space is

analogous to the transformation of ~k → −~k in reciprocal space and therefore in-

version symmetry requires:

E(~k, ↑) = E(−~k, ↑) (2.20)

for every state in the Brillouin zone. The simultaneous presence of both time-

reversal and inversion symmetry therefore requiresE(~k, ↑) = E(−~k, ↑) = E(~k, ↓ ) =

E(−~k, ↓) and therefore all states in the Brillouin zone will be spin-degenerate.
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Clearly, the chemical composition and the crystal structure is of utmost impor-

tance to the electronic structure of materials. For instance, in solid sodium, one

finds a material which is both non-magnetic and crystallises in the body-centred

cubic structure, so both time-reversal and inversion symmetry are preserved.

However, if the sodium atoms are replaced with iron, the crystal structure is the

same (other than a change in the lattice spacings), but, in iron and other magnetic

materials, interactions between unpaired electrons give rise to long-range order-

ing of the electronic spins that lowers the system’s total energy. This preferred

orientation (majority-spin) results in a separation in energy for electronic states

E
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FIGURE 2.6: Effects of breaking global symmetries on electronic structure. a) Above
the Curie temperature, ferromagnetic materials have equal populations of spin-up
and spin-down states, but below TC a ferromagnetic transition occurs that induces
an exchange splitting which separates states for opposite spins in energy. c) This shift
in energy creates an imbalance in spin populations that breaks time-reversal sym-
metry. d) The electronic states from 3 p-bands in a non-magnetic material without
spin-orbit coupling are degenerate in energy at Γ and spin-degenerate everywhere
in the Brillouin zone. e) In materials with heavy elements, spin-orbit coupling can
cause the p-bands to split in energy, but not break the spin-degeneracy. f) However,
if the crystal lattice lacks a centre of inversion, the spin-up and spin-down states
will shift in energy, lifting the spin-degeneracy everywhere except Γ and other time-
reversal points, without changing the population of spin-up and spin-down states.

d-f) Adapted from Ref. [19].
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at ~k with opposite spins, known as an exchange splitting, and an asymmetry in

the population of electronic spins (i.e. more up-spins than down-spins) develops.

This spin-population imbalance breaks time-reversal symmetry as for a state at

~k with majority-spin there is no corresponding state at ~k with spin-minority, Fig.

5.11c.

Returning to the case of a non-magnetic material, one can examine how a

different choice of material and crystal structure can result in alternative modi-

fications to the band structure. At the zone centre (Γ) of a Brillouin zone with

cubic symmetry, a tight-binding toy-model of atomic p wavefunctions can be vi-

sualised as in Fig. 5.11d. In the case of light atoms, where spin-orbit interactions

can be ignored, degeneracy occurs at Γ for the three p-bands, each of which is

two-fold spin-degenerate. However, if the lattice is constructed of heavy atoms,

like those of the transition metals, spin-orbit interactions are likely to be too large

to ignore. In this case, a splitting of the p3/2 and p1/2 bands occurs, as seen in Fig.

5.11e, but spin-degeneracy is expected for each band. Lastly, if the crystal lattice

is altered in such a way that breaks inversion symmetry, the spin-degeneracy will

be lifted, except at certain high symmetry points where time-reversal symmetry

enforces E(~k, ↑) = E(−~k, ↓), such as at Γ. Although the spin-degeneracy of each

band has been removed and therefore a spin-polarisation exists along each band,

except at these TR points, summing the global spin-populations will reveal no

preferred direction as time-reversal symmetry has not been broken and therefore

every spin-up state has a corresponding spin-down state at opposite ~k.

As has just been demonstrated, some of the electronic behaviour of solids can

be determined by completely ignoring the crystal lattice and treating the elec-

trons as a non-interacting gas. However, in order to explain physical properties,

such as why some materials are insulators and others metals, the free Fermi gas

is inadequate. By including the periodic potential of the crystal lattice, Bloch

wavefunctions were shown to present a computationally tractable solution for

calculating electronic band structures. Furthermore, by building such solutions
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using linear combinations of atomic wavefunctions, band structures that account

for the localisation of valence electrons and delocalisation of conduction electrons

can be calculated. Finally, how spin interacts with electron motions through the

lattice ions was discussed, as well as how the chemical composition and under-

lying crystal structure can further manipulate the band structure. Armed with

an understanding of the fundamentals of electronic structure, an overview of the

experimental techniques developed to directly measure the band structure of sin-

gle crystals and thin film samples will now be presented, before discussing one

method used for the synthesis of the latter type of materials.
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Chapter 3

Experimental Techniques

Countless experimental techniques have been developed to garner informa-

tion regarding important features of the electronic structure of crystalline ma-

terials. For instance, optical absorption spectroscopy can be used to indirectly

measure the size of a semiconductor’s band gap by probing materials with light

to excite electrons into unoccupied states above the Fermi level. Here, a powerful

method for measuring the occupied states of semiconducting and metallic sam-

ples will be presented. Then a discussion of one method for the growth of thin

film materials suitable for measurement using this technique and the associated

techniques used to characterise the films will be provided. This will complete the

theoretical foundation necessary for the experimental investigations presented in

Chapters 5-9.

3.1 Angle-resolved photoemission spectroscopy

Angle-resolved photoemission spectroscopy (ARPES) is a tool to directly ob-

serve the electronic structure of a solid by use of the photoelectric effect. This

technique uses high-energy (hν on the order of tens to hundreds of eV), monochro-

matic light to overcome an electron’s binding energy, EB, and the material’s work

function, φ, in order to eject photoelectrons into vacuum which are then detected,

Fig. 3.1. During the photoemission process, both energy and momentum must
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be conserved and thus:

Ekin = hν − φ− EB,

kf = khν + ki,

(3.1)

where Ekin is the kinetic energy of the photoelectron and kf ,ki,khν are the mo-

mentum of the electron in vacuum, in the solid and the absorbed photon, respec-

tively [20]. Because the momentum of the photon is relatively low in this energy

range, it can be neglected such that kf -ki=0 (or kf -ki=G through a translation

by the reciprocal lattice vector) [21], allowing for details of the initial state of the

electron to be recovered from the photoemitted electron. The transition from an

N-electron system to an (N-1)-electron system plus a photoelectron is governed

FIGURE 3.1: Energetics of the photoemission process. Electrons with binding energy,
EB , in the single-crystal material are excited by photons with energy hν, into vacuum.
The kinetic energy of the photoemitted electrons, Ekin, is given by Ekin=hν -φ-EB ,

where φ is the material’s work function. Adapted from [20].
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by Fermi’s Golden Rule which can be written as:

ωif =
2π

~
| 〈Ψf |HPE|Ψi〉 |2δ(εf − εi − hν)δ(kf − ki − khν) (3.2)

where
∣∣Ψi/f

〉
are the initial and final states, respectively, andHPE describes the in-

teraction with the photon, which can be written asHPE = e/(mec)A · p, assuming

the electromagnetic vector potential, A, does not change over atomic distances,

although, this does not hold at surfaces.

The process of absorption/excitation, travelling to the surface and emission of

the electron from the crystal are most accurately described as a single transition;

however, this requires a complex model and a simpler three-step model is often

employed [21]. The details of this model are intricate and the reader is referred

to a comprehensive review article by Damascelli [21]. The key feature is that by

assuming electron escape times are much shorter than the response time of the

system, interactions between the photoelectron and the (N-1)-electron system can

be ignored. This is called the sudden approximation and allows for the photoemis-

sion intensity to be written as:

I(k, Elin) =
2π

~
∑
fi

|Mk,f,i|2
∑
s

|cs,i|2δ(Ekin + εN−1s − εNs − hν), (3.3)

where εNs and εN−1s are the energy of the eigenstate s of the N- and (N-1)-electron

system, respectively, |Mk,f,i|2 = | 〈ψk,f |HPE|ψk,i〉 |2 is the single-electron photoe-

mission matrix element describing the probability of a bound electron going from

state |ψk,i〉 in the sample to the final state in vacuum |ψk,f〉 and |cs,i|2 is the prob-

ability that the removal of the electron from state i will leave the (N-1)-electron

system in the excited state s [21]. Often one writes A =
∑

s |cs,i|2 and calls A the

spectral function. Photoemission intensity is only observed for (N-1)-electron ex-

cited states, Ψf,s, that have non-zero overlap with the (N-1)-electron groundstate,
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FIGURE 3.2: Universal curve for the inelastic-mean-free-path (IMFP) of an electron.
A minimum in IMFP is reached at ∼40eV, making ARPES measurements at photon

energies close to this the most surface sensitive. Adapted from [21].

Ψi, such that:

A(k, E) =
∑
s

|〈Ψf,s(N − 1)|Ψi(N − 1)〉|2

=
∑
s

|〈N − 1, s|ck|N〉|2 ,

where ck is the electron annihilation operator [20]. The spectral function is inti-

mately tied to the single-particle Green’s function, G(k1,k2, E), which describes

the probability that an electron in state k1 will be in state k2 after a scattering

process with energy transfer E has occurred. Thus, measurement of the angular

and energy dependent photoemission current yields direct observation of the N-

electron groundstate. The single-electron photoemission matrix element |Mk,f,i|2,

which is related to the experimental geometry and orbitals of the initial state,

also produces attenuation of the photoemission current and will be discussed in

greater detail in Ch. 8.

The second part of the three-step model is the transport of the photoelectron
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to the surface. During this process, the electron undergoes elastic and inelastic

scattering, the latter of which results in a loss of kinetic energy by the photoelec-

tron to exciting secondary electrons, plasmons and phonons [20]. These losses

limit the escape depth, d, of the electrons such that the intensity of the emitted

electrons is given by:

I(d) = I0e
−d
λ (3.4)

where I0 is proportional to the number of the excited electrons and λ is the inelastic-

mean-free-path, which has an energy dependence roughly described by the "uni-

versal curve," shown in Fig. 3.2. The energies used in ARPES measurements

generally limits the probing depth to a few Ångström and thus extremely well-

ordered, atomically-flat and clean surfaces are required.

The third process in the three-step model is the escape of the electron from the

surface. The abrupt change at the material surface breaks translational symmetry

and thus the perpendicular momentum k⊥ is not conserved, making it not a good

quantum number. On the otherhand, translational symmetry is preserved in the

in-plane directions and therefore the parallel momentum is well conserved [20].

One can write the in-plane and out-of-plane momenta as:

k‖ =
√

2mEk/~2 sin θ

k⊥ =
√

2m/~2(Ek cos2 θ + V0),

(3.5)

where the free electron final state approximation is used to describe the out-of-

plane momentum. V0 is the inner potential corresponding to the energy of the

bottom of the valence band relative to the vacuum level [21]. The inner potential

is related to the depth of the potential well of the "particle-in-a-box" picture of

the free electron and varies from material to material. In order to determine the

value of V0, one can vary the photon energy of the probing light and construct the

k⊥ dispersion, thereby deducing the value of V0 from the repeated appearance of

band features in adjacent Brillouin zones. Additionally, the finite escape depth
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a) b)

c) d)

FIGURE 3.3: Crystal momentum as a quantum number. a) The translational symme-
try of the in-plane crystal lattice conserves the in-plane crystal momentum, b) with
the Fourier transform of an electron’s wavefunction given by a δ function at k0. c)
On the other hand, the breaking of translational symmetry at the vacuum interface
does not conserve the crystal momentum perpendicular to the sample surface, as d)
the Fourier transform of the electron’s wavefunction is given by a distribution of k⊥

values.

λ of the photoelectrons introduces an intrinsic uncertainty in the momentum of

electrons perpendicular to the crystal surface. Within the material (z < 0), the

wavefunction of an emitted photoelectron can be approximated by:

ψ(z) =
1√
λ
eikz0zez/2λ, (3.6)

where kz0 is the out-of-plane momentum of the photoelectron [22]. The squared

modulus of the Fourier transform |φ(kz)|2 of Eq. 3.6 is proportional to:

|φ(kz)|2 ∝
1

2πλ

1

(kz − kz0)2 + (1/2λ)2
, (3.7)

which implies the uncertainty of kz is given by a Lorentz function with full width

at half maximum of 1/λ. Thus, although ARPES measurements taken using a

given photon energy will be centred on a specific value of kz = kz,0, a finite range

of kz values will be simultaneously probed, with an intensity attenuation given

by |φ(kz)|2.

Once the photoelectrons have escaped the crystal surface, they are separated
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FIGURE 3.4: Cartoon of ARPES setup. Photons incident on the sample surface cause
the photoemission of electrons through the photoelectric effect. These electrons are
focused and separated by their angular and energy distributions using electrostatic
lenses and a hemispherical analyser before being projected onto a 2D-CCD (example

data is of WSe2 data taken at Diamond Light Source).

by their emission angle (horizontal axis of Fig. 3.4) using electrostatic lens el-

ements and focused into a hemispherical electron analyser (HEA) that is com-

prised of two charged hemispheres that bend the electrons onto a 2D-CCD array.

By applying precise voltages to these hemispheres, the electron distribution is

separated out by kinetic energy (vertical axis). Using Eq. 3.1 and 3.5, the elec-

tron distribution can then be put onto binding energy and momentum, k‖, scales,

respectively [20]. Only a finite kinetic energy range can be detected on the CCD

at one time, but by altering the voltages applied to the analyser, one can sweep

across energy ranges to probe a wider range of the band structure in a single

measurement. While this technique has revolutionised condensed matter physics

with its ability to directly measure the electronic structure, it is not without its dif-

ficulties and limitations.
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3.1.1 Light sources

ARPES measurements require monochromatic light sources in order to achieve

the highest energy and momentum resolution. Most laboratory based setups use

gas discharge lamps (typically He) for a light source that has well known atomic

spectral lines that can be separated out using a monochromator. This, however,

only allows for measurements at a few photon energies and thus little informa-

tion about the band structure in the k⊥ direction can be gained. This is problem-

atic for samples whose band structures have significant out-of-plane dispersion,

as well as making it difficult to disentangle bulk 3D electronic structure from 2D

surface states. Additionally, the photon energy produced using traditional He

lamps is relatively low, hν=21.2 eV, which typically covers only a small area of

the Brillouin zone, except for structures with large lattice spacings and therefore

small Brillouin zones. The limited range of k‖ probed in a single ARPES measure-

ment at this low photon energy requires the sample’s orientation to be greatly

altered to map the full Brillouin zone, which can cause problems for sample ma-

nipulators that have restricted motions.

To overcome this issue, synchrotron radiation can be used whereby a stored

beam of electrons pass through an undulator, which creates a precise magnetic

field, causing the electron to oscillate and radiate light of particular polarisation

(linear horizontal, linear vertical, etc.) that is highly peaked at a certain frequency.

By filtering the radiated light using a grating monochromator, one can select the

desired photon energy with a high degree of resolving power, R [21]. In this way,

the photon energy can be varied and the k⊥ dispersion can be measured. Energy

and momentum resolution are given by:

R = E/∆Em

∆k‖ '
√

2mEk/~2 · cos θ ·∆θ,
(3.8)

where ∆Em is the energy resolution of the monochromator. Therefore decreasing
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the photon energy improves the in-plane momentum resolution. Energy reso-

lutions of 1-2meV and angular resolutions of 0.2◦ have been achieved at syn-

chrotrons using photon energies of 20eV [21].

3.1.2 Spin-ARPES

Another useful advancement in ARPES technology is the ability to resolve the

spin of the photoelectrons. Spin- and angle-resolved photoemission spectroscopy

(SARPES) combines the use of a spin polarimeter (such as a Mott-polarimeter) [23]

with a HEA, described above. This type of polarimeter uses Mott scattering to de-

flect the trajectories of electrons based off their spin and, by measuring the energy

distribution of the deflected electrons, one can measure the spin-polarisation of

the band structure. An electron that passes through the electric field of a high-

Z nucleus will experience a magnetic field in its own reference frame. Because

the electron has spin angular momentum, the force from the magnetic field will

deflect the electron differently depending on the orientation of it’s spin [24, 25].

This is very similar to the spin-orbit coupling effect discussed previously, except

the electrons considered here move through a vacuum and are not bound within

a periodic lattice. The potential scattering curves are skewed depending on the

electron’s spin, introducing asymmetries in the left/right scattering probabilities:

A =
IL − IR
IL + IR

(3.9)

where IL and IR are the currents detected in the left and right channels of the

Mott polairmeter. The Sherman function (Seff ) is a measure of detector efficiency

and relates this asymmetry to the actual polarisation of the photoelectrons, Pe,

according to:

A = SeffPe. (3.10)

At the typical photon energy used for SARPES measurements, the cross sec-

tions for such scattering events are extremely low and therefore the electrons
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are accelerated up to 25keV before being scattered. Still, Mott-polarimeters are

extremely inefficient compared to spin-integrated measurements [23]. Another

tradeoff of this form of spectroscopy is that traditional spin polarimeters effec-

tively operate as single-channel detectors and therefore one loses the ability to

acquire the 2D grid of angle and energy distribution of initial states [26], although

2D spin-detectors have been developed in recent years.

3.1.3 Sample Preparation

As mentioned, ARPES requires atomically-flat surfaces that are free from con-

taminants. There are three methods to acquire such a clean surface: sputtering

and annealing, in-situ cleaving, and in-situ growth. The first relies upon using in-

ert gases with large kinetic energy to bombard atoms on the surface (which have

been exposed to atmospheric pressures and have become oxidised, absorbed with

CO2, hydrogen, water, etc.) and remove them. Then the sample is heated and

cooled to produce a crystalline structure with a clean surface. In-situ cleaving is

an especially useful method for highly-layered materials such as the transition-

metal dichalcogenides. Weak interlayer bonding allows one to break off part of

the sample, using a post adhered to the surface, revealing a layer of the clean,

bulk crystal. This technique is the one utilised in Chapters 5-6 for the preparation

and measurement of WSe2 single crystals.

In-situ growth of thin films also allows for clean surfaces to be achieved and

transferred in vacuum for ARPES measurements. One such growth technique is

discussed next in relation to work at Diamond Light Source where such a growth

system has been attached to the I05 HR-ARPES endstation, capable of producing

Gd-doped EuO films, the subject of Chapters 7-9, with a growth rate of approxi-

mately one monolayer every two minutes.

Once a clean surface has been achieved, measurements can begin; however,

there is a limited lifetime which varies from sample to sample (between hours to

days) because the imperfect vacuum (ideally 10−10-10−11 mbar) in the chamber
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only slows the surface degradation, it does not completely stop it. Additionally,

in synchrotron-based ARPES experiments, the high intensity photon flux of the

light source can damage the surface of delicate materials, but in some cases the

high powered beam can also be used to preserve the surface by providing enough

energy to remove weakly-bonded contaminants.

3.2 Molecular beam epitaxy

As mentioned, one method for preparing samples suitable for ARPES mea-

surements is molecular beam epitaxy (MBE), whereby thin film samples are grown

on single crystal substrates using one or more molecular or elemental sources, al-

lowing for precise control of the films’ stoichiometry. Here, the basic principles

for developing MBE growth recipes will be described, as well as the various char-

acterisation techniques associated with determining the quality and composition

of films grown using this method.

3.2.1 Basic principles

Molecular beam epitaxy allows for the layer-by-layer growth of thin films at a

rate on the order of 5Å/min. For such controlled growth, ultra pure (99.9% purity

minimum) source material is required to reduce the presence of contaminants

that act as impurity sites in the resultant crystal structure. The source material is

placed in specially designed crucibles, typically made of pyrolitic boron nitride

(PBN), aluminate (Al2O3), tantalum or molybdenum, which are chemically stable

to extremely high temperatures, can be made with low impurities, and are chosen

to prevent alloying with the source material at high temperatures. These crucibles

are then heated in effusion cells, typically using filaments also made of tantalum

or molybdenum, until the source material sublimates, releasing a small vapour

pressure of atoms, see Fig. 3.5. To obtain high-purity films, the mean free path of

the emitted atoms needs to be longer than the distance to the target substrate and
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FIGURE 3.5: Cartoon of molecular beam epitaxy setup. A single-crystal substrate
is suspended upside-down and the backside of the sample plate is heated with a
filament. High-purity source material inside crucibles is heated with effusion cells,
producing highly directional fluxes of atoms. Additionally, for oxide MBE systems,
an oxygen inlet is required. Magnetic shutters above the sources and below the sub-
strate can be opened and closed to allow or prevent the exposure of the substrate to

some or all of the fluxes.

therefore the chamber pressure must be reduced significantly. Typically, ultra-

high vacuum pumping is implemented to reach the pressure requirements which

are on the order of 10−9mbar or better. The high temperatures of the effusion

cells also usually dictates water cooling or a cryoshield being used to prevent the

effusion cells from breaking and to reduce the release of contaminants from the

chamber walls which can outgas when heated. A specific example of one setup

is described in the next chapter and can be viewed in Fig. 4.1

The crucibles and effusion cells are designed such that the emitted atoms are
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highly directional and form a beam of material that is aimed towards the sample

stage where a polished single-crystal substrate is placed. In many MBE systems,

this substrate sits upside-down on a rotatable platform that can also be heated

to a desired temperature, using standard UHV methods such as tungsten fila-

ments or silicon-carbide disks, Fig. 3.6a. Because typical MBE systems have mul-

tiple sources, the alignment of effusion cells is crucial to provide a large area of

approximately uniform distribution of evaporated material with sufficient over-

lap between all sources. However, the slight angling of the effusion cells gives

a small gradient of flux across the target area and therefore sample rotation is

typically implemented to improve sample homogeneity. Magnetic shutters with

opening/closing durations significantly shorter than deposition times are used to

shield the substrate from unwanted fluxes while exposing it to only the desired

source material. The ability to shutter the individual atomic fluxes allows for the

sources to be kept at a constant temperature during growth cycles and therefore

at well-defined flux rates.

In order to calibrate the fluxes, two pieces of equipment can be used: a quartz

a) b)

FIGURE 3.6: Molecular beam epitaxy sample orientation and flux calibration. a)
Thermal image of heated 3x3mm substrate on posted sample plate, with main shut-
ter closed. b) Exposing part of a substrate to an atomic flux produces a step-edge,

measurable by AFM, which can be used to determine deposition rate.
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FIGURE 3.7: Lattice mismatch effects on film growth. a) Perfect match between sub-
strate and film lattice constants results in unstrained growth while b) a small mis-
match can induce strain into grown film. However, if the mismatch is too great c) the
film can relax back into a lattice constant closer to the unstrained film, introducing

abrupt dislocations and vacancies.

crystal microbalance or a beam flux monitor. The former uses changes in the

resonance frequency of a quartz crystal to determine the amount of deposited

material on its surface over a period of time and, by knowing the density of the

evaporated material, a deposition rate can be determined. A beam flux moni-

tor, on the other hand, is essentially an ion gauge which is placed in the path

of the source flux and by measuring the change in the pressure with the source

shutter open and closed, one can determine an effective partial pressure from the

source material. This presents a complication, as one either needs to relate the

pressure to an ionisation probability that differs between materials (and is not

known for every element) or relate the pressure to a deposition rate. The latter can

be performed by evaporating material onto a substrate that is partially covered

with Teflon tape, which is UHV compliant, see Fig. 3.6, and by measuring the

step-edge that develops upon removal of the tape using atomic force microscopy

(AFM). Once a known deposition rate of each desired material is known a film

can be grown by opening and closing the relevant shutters to correspond with

the correct ratio of deposited materials.

High quality films with low impurity concentrations can be grown using this

method because the moderate temperatures of the heated source materials pro-

vides a low growth rate where the incoming atoms have energies only slightly

higher than their equilibrium lattice energies. In other words, incoming atoms

incident on the substrate surface have enough energy to make small movements
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along the surface to find the appropriate lattice position that leads to the lowest

energy crystal structure and the deposition rate is low enough that the atoms can

settle into place before another layer is deposited overtop, preventing the pres-

ence of significant vacancies. The choice of substrate is of utmost importance for

films with single domains and the lattice spacing is usually matched as close as

possible to the in-plane lattice constant of the material to be grown. Although

introducing a small mis-match in the lattice constants of the film and substrate

can induce epitaxial strain in the resultant films, Fig. 3.7b, this can reduce the

quality of films as relaxations occur which introduce vacancies and dislocations

in the crystal structure, Fig. 3.7c.

In addition to the presence of dislocations and vacancies, the growth mode

drastically effects the quality of the film and the surface homogeneity [27]. There

are three main growth mechanisms, which are effected by substrate temperature,

deposition rate and surface energy, as shown in Fig. 3.8. In the ideal case of layer-

by-layer (Frank-van der Merwe) growth, subsequent monolayers are formed only

after the completion of the underlying layer. By precisely timing the closing of

shutters, one can achieve atomically flat surfaces. Volmer-Weber growth is char-

acterised by the formation of 3D islands which increase in both height and width
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FIGURE 3.8: MBE growth modes. a) Layer-by-layer (Frank-van der Merwe) growth
provides high quality thin films as additional layers are only started after the comple-
tion of the underlying monolayer. b) Stranksi-Krastanov growth is characterised by
the formation of 3D islands which form on top of a "wetting" layer, while c) Volmer-
Weber growth produces rough surfaces as complete monolayers are formed only

when the boundaries of 3D islands join together.
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as deposition of material is increased until eventually the islands form a sheet.

Stranski-Krastanov growth is a hybrid of the previous two mechanisms, in which

3D islands form on top of a "wetting" layer. Next, an overview of some key tech-

niques used to characterise the film quality and composition will be presented.

3.3 In-Situ Characterisation

Epitaxial growth of high quality films through MBE is dependent upon a large

range of parameters: substrate material, substrate temperature, source flux ratios,

growth rate, and chamber pressure, to name a few. This presents a huge parame-

ter space to explore when developing a new growth recipe, even for simple mono

and binary systems. Thankfully, there is a range of in-situ techniques that can be

used to determine sample quality and composition that allow for increased sam-

ple throughput and near real-time analysis of growth parameters. Below is a

discussion of three techniques which are essential for such determination.

3.3.1 Reflection High Energy Electron Diffraction

Arguably the most important film characterisation technique, reflection high

energy electron diffraction (RHEED) allows for real-time analysis of a film’s sur-

face structure and quality during growth. Unlike most other forms of electron

diffraction, a typical RHEED setup uses a very shallow angle of deflection (∼ 5◦)

which restricts diffraction to only the surface layers of the film. Usually diffrac-

tion in bulk materials is the result of interference effects of the 3D crystal struc-

ture, but because only the surface layers contribute to diffraction in RHEED, one

is only concerned with the surface lattice given by [28]:

~Rn = n1~a+ n2
~b (3.11)
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where ~a/~b are the real-space lattice vectors. The corresponding surface reciprocal

lattice vectors are given by:

~a∗ = 2π
~b× ẑ

~a · (b̂× ẑ)

~b∗ = 2π
~a× ẑ

~b · (â× ẑ)
,

where ẑ is the unit vector perpendicular to the sample surface. Because of the

surface sensitivity of RHEED, there is no diffraction condition in the direction

perpendicular to the sample surface and thus diffraction is observed when:

~S‖ = ~kf,‖ − ~ki,‖ = ~Bm (3.12)

where ~S‖=h~a∗ + k~b∗ gives the in-plane lattice sites, ~kf/i,‖ are the scattered and

incident wavevectors, respectively, and ~Bm=m1~a
∗ + m2

~b∗, is the spacing of the

RHEED pattern. Therefore, for films with near perfect surfaces, the resulting

diffraction pattern on the fluorescent screen is not a set of sharp points, as in 3D

diffraction, but a series of long thin rods. The spacing of these RHEED streaks is

related to the in-plane lattice constant by:

a =
2π

θK
, (3.13)

where θ is the angle between two RHEED streaks and K is the distance between

the RHEED screen and sample. Because one does not generally know K or θ, it is

generally easier to determine the in-plane lattice constant of a grown film, afilm,

relative to that of the underlying substrate, asub, using:

dfilm
dsub

=
asub
afilm

, (3.14)

where dfilm/sub is the spacing of RHEED streaks for the film and substrate, respec-

tively.
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FIGURE 3.9: Reflection diffraction of high energy electrons. a) High energy graz-
ing incident electrons with wavefector ki are diffracted off the surface layers of a
crystalline material with a wavevector kf onto a fluorescent screen (green dots). b)
The scattering events that conserve momentum and energy form a Ewald’s sphere.
Planes cutting through the sphere, normal to the sample surface (dashed line) trace
out circles. c) Each of these planes contributes to the RHEED streaks where the inter-
section of the reciprocal lattice rods, spaced by Bm, and the Ewald sphere satisfy the

diffraction conditions.

RHEED is a vital characterisation technique because it not only allows one

to determine the in-plane lattice constant, but also gives information about sur-

face quality and growth rate, all of which can be observed during growth along

different crystallographic orientations utilising a rotating sample stage. The in-

tensity and uniformity of the RHEED streaks is directly related to the flatness

of the sample surface, as depicted in Fig. 3.10. For atomically flat surfaces, free

from dislocations and defects, the RHEED streaks will be sharp and uniform with

maximal intensity. However, as atoms are added to the surface, the surface be-

comes rougher, i.e. no longer atomically flat, and the streaks lose intensity as a

single high-intensity region forms along the rods. For epitaxial growth, minimal

intensity is reached when half of the film surface is covered as further addition

of atoms fills in the vacancies in the current surface layer and eventually a com-

plete layer is formed which leads to a peak in the oscillatory intensity function.

This periodic fluctuation in the intensity of the streaks, known as RHEED os-

cillations, can be used to determine the deposition/growth rate of films and is

extremely useful for timing the opening and closing of shutters when growing

heterostructures. However, if the growth is not epitaxial, intensity oscillations
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FIGURE 3.10: Surface coverage vs. RHEED intensity. a-e) For epitaxial growth, in-
creasing surface coverage produces g) oscillatory behaviour in the integrated inten-
sity of RHEED streaks whereas f) growth of 3D islands produces diffraction spots

and reduces streak intensity.

do not occur as an atomically flat surface fails to form. For films with near pris-

tine crystal structure, inelastic scattering gives rise to additional lines of inten-

sity, Kikuchi lines, directed at angles relative to the vertical RHEED streaks [28].

Thus RHEED is an excellent tool for observing film growth and surface quality,

as rough surfaces, which can also develop past a critical film thickness, will not

produce RHEED patterns with uniform streaks, but have an intensity profile that

is peaked at the position corresponding to 3D diffraction.

Additionally, RHEED guns use electrostatic fields to deflect the electron beam

which allows for fine-tuning of alignment. This also allows one to track the beam

across the film’s surface to determine the uniformity of the surface quality. For

large films, temperature gradients can develop across the substrate depending

on the methods used for fixing the substrate to its holder. Also, differences in

chemical composition due to inhomogeneity in beam fluxes and growth condi-

tions can occur given the larger surface area. For small films, such as the 3x3mm

samples that were produced in Chapter 7-9, growth conditions tend to have a

smaller effect on inhomogeneity. As mentioned, because of the surface sensitiv-

ity of ARPES, atomically flat surfaces free of dislocations are needed and using

RHEED such pre-requisites can be tested for.
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3.3.2 Low Energy Electron Diffraction

Another method for determining surface structure in single-crystal materials

is low energy electron diffraction (LEED), but unlike RHEED which uses grazing

incidence diffraction, LEED uses a collimated beam of electrons normal to the

surface which are elastically scattered back onto a fluorescent screen. Similar to

ARPES, the electrons incident on the sample will lose kinetic energy due to inelas-

tic scattering and therefore the inelastic mean free path of the electrons limits the

depth to which the crystal structure can be probed. The mean free path for elec-

trons is at its minimum in the energy range typically used for LEED (20-200eV),

meaning that only the first few atomic layers are probed. The surface sensitivity

of LEED is useful in determining the surface structure, including surface recon-

structions and adsorbate patterns.

Like a RHEED setup, a LEED unit consists of an electron gun and fluorescent

screen, Fig. 3.11a; however, with LEED, a set of electrostatic grids is used to filter

out inelastically scattered electrons and the electron gun, screen and grids form a

single unit. The electron beam is represented as a plane wave with a wavelength

given by the de Broglie relation:

λ =
h√

2mEk
(3.15)

and will constructively interfere when backscattered if the Laue condition is met:

~k − ~k0 = ~Ghkl

~Ghkl = h~a∗ + k~b∗ + l~c∗ (3.16)

where ~Ghkl is a reciprocal lattice vector given by ~a∗,~b∗ & ~c∗, ~k0 = 2π/λ is the

incoming wave vector and ~k is the scattered wave vector. Because only elastically

scattered electrons are considered, the wave vector is unchanged, i.e. |~k0| = |~k|.

Just like in the RHEED, the surface sensitivity relaxes diffraction conditions in the
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direction perpendicular to the surface and therefore diffraction occurs when:

~k‖ − ~k‖0 = h~a∗ + k~b∗, (3.17)

where the surface reciprocal lattice vectors are given by:

~a∗ = 2π
~b× ẑ

~a · (b̂× ẑ)

~b∗ = 2π
~a× ẑ

~b · (â× ẑ)

where ẑ is the unit vector normal to the surface, as in RHEED. The LEED pattern

that results from a well ordered pattern will be symmetric around the incident

beam spot (i.e. h = k = 0). Because the wavelength is inversely proportional

to
√
Ek, where EK ∝ V , increasing the voltage of the electron gun decreases the

spacing between spots, i.e. more will appear on the screen. Similarly, because the

wavelength is also inversely proportional to the lattice spacing, increasing the

lattice spacing will also decrease the spacing of peaks in the diffraction pattern.

Using LEED for characterising a film’s surface, one has the ability to detect

surface reconstructions or superstructures, which can be induced by heating/annealing,

adsorbate coverage or altering other growth parameters. In these cases, the sur-

face structure cannot be fully described by a single set of primitive lattice vectors,

Fig. 3.11c,d and these additional sets of lattice vectors, often larger than the un-

derlying lattice, result in "extra" spots in the LEED pattern. One complication

with using LEED is that the size of the electron beam, ∼1mm, is significantly

larger than typical domain sizes. If these domain sizes are larger than the co-

herence length of the probing electrons, the LEED pattern will be the sum of the

patterns from all measured domains. Therefore, if two rotated domains are rota-

tionally symmetric, for instance, rotating the honeycomb lattice by 60◦, the LEED

pattern will be indistinguishable from the pattern of a single domain. On the
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FIGURE 3.11: Surface structure effects on LEED pattern. a) Cartoon of a typical LEED
setup. b) Lattice vectors of a simple surface structure with anisotropic lattice spacing.
Stretching of lattice in~b direction in real spacing creates LEED pattern with stretched
~a lattice vector. c) (2x1) superstructure (vertical strips) results in extra spots along the
horizontal direction. d) Sub-monolayer deposition can form a (2x2) structure onto of
a substrate, producing extra spots with smaller ~a∗ and ~b∗ reciprocal lattice vectors.
e) Measurement of (2x1) and (1x2) superstructures, i.e. 90◦ rotated domains, results
in a rotation of LEED pattern with significant overlap, while f) an arbitrary rotation

produces several extra spots and "rings" start to form.

other hand, if an arbitrary rotation exists between the domains, the LEED pat-

tern will consist of multiple reproductions of the patterns corresponding to the

individual domains but with rotations equal to the rotation of the domains, Fig.

3.11f. In extreme cases, with multiple rotated domains, rings of intensity form

as diffraction patterns are reproduced at several rotated orientations. However,

given that MBE samples are often at least 1-10mm across, a translational stage

can be used to move the electron beam around the sample surface to determine

the sample homogeneity and assess the presence of rotational domains.

3.3.3 X-ray Photoelectron Spectroscopy

While RHEED and LEED are useful in determining the surface structure of

films grown using MBE, in most cases they are unable to determine the chemical

composition of films. The final in-situ characterisation technique, X-ray photo-

electron spectroscopy (XPS), that will be discussed, is capable of determining the
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chemical composition and atomic valence of thin films and single crystals. This

technique is very similar to ARPES, except that high energy X-rays are used, often

generated using the atomic spectral K-α emission lines of magnesium (1253.7eV)

or aluminium (1486.7 eV) in lab setups.

As discussed previously, the increase in photon energy, as well as the angular

acceptance of the analyser and Debye-Waller effects, reduce the angular resolu-

tion and therefore XPS is a momentum-integrated technique, and will provide

only energy specific information here. However, the increase in photon energy

greatly increases the electron escape depth, up to several atomic layers, as well

as the binding energy range available for probing. The higher photon energy is

important in the determination of chemical composition, including dopant con-

centration, as the core levels of tightly bound electrons have specific binding en-

ergies, typically between 10’s to several 100’s of eV. For many of these core levels,

these energies typically do not vary greatly (smaller than 100meV shifts) depend-

ing on chemical environment; however, in some materials like those containing

the transition metals, which change valence state (i.e. Eu2+ →Eu3+), or silicon

oxides, which have different bonding structures, Fig. 3.12a, some of these levels
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FIGURE 3.12: Chemical composition and thickness determination with XPS. a) XPS
on core levels reveals a variety of chemical compositions within a silicon sample from
surface oxidation, reproduced from [29]. b) XPS spectra taken after consecutive depo-
sitions can be used to determine the deposition rate through analysis of relative peak
intensities, reproduced from [30]. c) Rotation of a thin (few monolayer) film in XPS
increases path of photoemitted electrons through films by a factor of 1/cos θ, allow-
ing the film thickness to be determined from the decrease/increase in substrate/film

core level intensities.
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can have observable shifts on the order of eV. Additionally, by measuring the rel-

ative intensities of core levels of different elements and using the corresponding

photoemission cross-sections, one can determine the relative composition. This

is useful when one is varying the concentration of a substitutional dopant, pro-

vided that the dopant and host materials have core levels with well-separated

binding energies and large cross-sections.

The increase in electron escape depth from using high energy photons can also

be used in determining the thickness of thin films. If the deposition rate of the

thin film growth is sufficiently low, one can grow monolayers, or sub-monolayers,

controllably. By measuring the XPS spectrum of samples grown with increasing

coverage, under the same growth conditions, and observing the relative decrease

(increase) in the intensity of core levels associated with the substrate (film), one

can estimate the deposition rate of the film, Fig. 3.12b. This is possible because

the electron escape depth for typical XPS photon energies is on the order of sev-

eral atomic layers, and therefore the substrate core levels are measurable, even

after a few layers of film growth. Alternatively, one can determine the film thick-

ness by depositing a few layers of material onto the substrate and measuring the

XPS spectrum in normal emission and at various rotations, which has the effect

of increasing the amount of film the electrons must pass through before reaching

vacuum, Fig. 3.12c. In the work that will be presented in Chapter 7, these meth-

ods will be used to determine film thicknesses, along with an explanation of how

XPS can be used to determine the oxidation state of europium in EuO films.

3.4 Ex-Situ Characterisation

Thus far, only experimental techniques that can be performed at the I05-endstation

under constant ultra-high vacuum via in-situ transfer have been discussed. One

reason for the in-situ transfer is to preserve the surface quality as exposure to

atmospheric conditions can change the chemical composition of samples, such
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as oxidise the surface layers of Si wafers, or introduce contaminants. Prevention

of such sample degradation is vital for accurate characterisation of thin films by

surface sensitive techniques; however, as will be discussed next, experimental

methods that measure bulk properties can be used that do not typically require

the preservation of surface layers. The ex-situ characterisation methods discussed

here are aimed at determining the bulk magnetic character of thin films presented

in Chapter 7.

3.4.1 Superconducting Quantum Interference Device

The superconducting quantum interference device (SQUID) consists of two

superconductors separated by a thin insulating layer to form two parallel Joseph-

son junctions. These Josephson junctions, theorised by Brian David Josephson in

1962, can experience tunnelling of Cooper pairs of electrons through the insu-

lating layer. The Cooper pairs on either side of the junction can be represented

by wavefunctions and the Josephson junctions will behave differently depending

on the nature of the applied bias voltage. In a DC Josephson junction, a current

across the junction is proportional to the phase difference of the wavefunctions in

the absence of an applied voltage, while an AC Josephson junction will oscillate

with a characteristic frequency proportional to the applied voltage. One of the

main observations from the theory of Josephson junctions is that the magnetic

flux threading the loop is quantised in units of Φ0 = π~/e.

A DC SQUID magnetometer utilises two DC Josephson junctions to observe

small changes in external magnetic fields, such as those created by magnetic sam-

ples. In the absence of an external field, the current across the two Josephson

junctions is identical, but when a small magnetic field is introduced, a screening

current, IS , flows to create a magnetic field that cancels the external magnetic

field. Because the magnetic flux must be quantised in units of Φ0, if the external

field is larger than Φ0/2, it becomes energetically favourable to increase it to Φ0

and the screening current is reversed in direction. The external field that threads
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the magnetometer is generated by a current induced via a pickup coil, Fig. 3.13a.

By moving the pickup coil relative to the magnetic sample, the flux that threads

the pickup changes and this fluctuation is detected as a change in the voltage

across the Josephson junctions.

SQUIDs can be used for a range of purposes in characterising the magnetic

properties of thin films and single crystals. These devices use cryogenic cool-

ing to allow the temperature dependence of the magnetic moment of samples

to be measured in a range typically from ∼5K to 300K and sometimes even to

higher temperatures with small heating elements. External magnetic fields can

also be applied, typically of a few Tesla, which allows for magnetic moment vs

temperature (MvT) scans to be performed in either a zero-field cooled (ZFC) or

field cooled (FC) method. In the latter, an external field is applied upon cooling

through the magnetic transition to measure the extent of anisotropy, i.e. domains

with moments aligned in different directions. These MvT scans allow the Curie

temperature, the point at which the transition from paramagnetic to ferromag-

netic ordering occurs, to be determined. The onset of ferromagnetic ordering is

observed as a sudden increase in the magnitude of the magnetic moment, Fig.

3.13b, and as the temperature approaches T=0K, in ferromagnetic materials, the

magnetisation reaches a saturated value that can be related to the magnetic mo-

ment per atom if the film thickness is known.

In addition to temperature dependent measurements, magnetic hysteresis loops

can be built by measuring the magnetic moment while varying the applied mag-

netic field (MvH scans) at a constant temperature. These measurements deter-

mine a material’s ability to retain its ferromagnetically ordered state under appli-

cation of an external field directed anti-parallel to the aligned spins, Fig. 3.13c.

Initially, the external field is ramped up from 0T to a specified value well above

the saturated magnetisation, step 0→ 1, which aligns all domains in the sample.

The magnetic field is then ramped down to 0T (step 1→ 2) and beyond until sat-

uration is achieved in the opposite direction (step 2→ 4). At step 2, one finds that
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FIGURE 3.13: Bulk magnetic measurements using SQUIDs. a) Magnetic flux from
sample threads pickup loop, which induces a circulating current. The input loop
produces a magnetic field that threads the SQUID, such that changes in the flux
through the pickup loop are measurable. b) By varying the temperature in a fixed
field, the transition to a ferromagnet can be observed, while c) varying the field at
constant temperature provides information on the magnetic hysteresis. See text for

explanation of numbering.

once aligned, the domains will remain ordered even without the presence of an

external field, while at some point (step 3) a non-zero field is needed to disorder

enough domains for the sample to have no net moment. Upon saturation of the

magnetisation in the opposite direction, the field is returned to its positively sat-

urated moment (step 4→ 5→ 6→ 1), exhibiting the same, but opposite retained

magnetisation at zero applied field. The width of the hysteresis loops is related

to the amount of energy needed to reverse the magnetic field of the sample; wide

loops are favourable for materials where the moment needs to be stable against

temperature and other perturbations, like those in magnetic memory units, while

narrow loops are favourable in transformers where low energy dissipation is de-

sirable for the fields created from AC circuits.

3.4.2 X-Ray Absorption Spectroscopy and X-Ray Magnetic Cir-

cular Dichroism

One advantage of using a SQUID to measure the magnetic properties of a ma-

terial is the ease of use and high throughput of samples. Because only a vacuum

of a few mbar is needed, samples can be introduced into the system, measured

and removed in a matter of a few hours. While a vast amount of information
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about the bulk magnetic characteristics of thin films can be gained using SQUID,

the properties of individual elements cannot be resolved. However, two addi-

tional techniques can be used to understand the magnetic behaviour specific to

each element in a compound: X-ray absorption spectroscopy and X-ray magnetic

circular dichroism.

X-ray absorption spectroscopy (XAS) is similar to X-ray photoelectron spec-

troscopy in that high energy X-rays (keV to a few 10keV) are used to examine the

electronic structure of crystalline materials, except instead of analysing emitted

photoelectrons, the absorption spectrum is measured. X-rays incident on a ma-

terial will either be: 1) elastically scattered; 2) absorbed by electrons producing

either a photoelectron (as in XPS) or fluorescent X-rays as excited electrons re-

turn to their ground state (XAS); or 3) be transmitted through the material. The

intensity of the transmitted X-rays follows a predictable relation:

ln

(
IO
I

)
= µx, (3.18)

where x is the sample thickness and µ is the linear absorption coefficient, which

depends on the density of the material and the elemental composition. In the case

of XAS, high energy X-rays are absorbed, exciting an electron from the core level

into the unoccupied conduction band states according to specific transition rules

(i.e. only transitions between states whose total angular momentum differ by

one are allowed). Thus by measuring the intensity of the transmitted X-rays, and

therefore the absorption coefficient of the X-rays which drastically increases at

allowed transitions, one can determine the energy of transitions into unoccupied

states. These steep increases in absorption are denoted as K-, L-, and M-edges,

depending on the core level principal quantum number, i.e. 1s level is a K-edge,

while the 2s and 2p electrons are L-edges. Just as in XPS, XAS spectra can be used

to determine the chemical concentration by analysing the relative intensity of ab-

sorption edges, as well as atomic valence and density of states of the unoccupied

states.
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FIGURE 3.14: Observing chemical specific magnetic moments using XMCD/XAS. a)
A peak in the absorption spectra is observed when photon energies sufficient to pro-
mote electrons from core levels to above the Fermi level. For a paramagnet, when
probed with circularly polarised light, the spectra look identical, but for b) a fer-
romagnet, the density of spin-up and spin-down states above the Fermi level dif-
fer and thus the spectra will differ as circular left/right polarised light couples to
spin-down/up electrons, respectively. c) An example XMCD spectra of Eu1−xGdxO
shows alternating intensity for similar core level pairs (at 1128eV/1156eV and

1184eV/1214eV), as is typical for ferromagnets.

Linearly polarised light interacts equally with spin-up and spin-down elec-

trons as both transitions result in no change in the magnetic quantum number,

∆m = 0, Fig. 3.14a, while excitation with circularly left and right polarised light

is only allowed for transitions with ∆m = 1 and ∆m = −1 and thus interact only

with spin-down and spin-up electrons, respectively, Fig. 3.14b. X-ray magnetic

circular dichroism (XMCD) exploits the difference in these transition strengths

to reveal element specific magnetic properties. Initially, a magnetic field is ap-

plied to the sample and an XAS spectrum is taken, revealing the chemical spe-

cific absorption edges energies. For a paramagnetic material, if this spectrum is

repeated using both circularly right and left polarised light, no measurable dif-

ference in the two spectra will occur as there are an equal number of spin-up

and spin-down electrons. However, if the material is ferromagnetic, there will

be an imbalance in the density of spin-up and spin-down states just above the

Fermi level and, since photoexcitation forbids spin-flips, a difference is measured

in the absorption spectra for the two light polarisations, Fig. 3.14c. By varying

the sample temperature, similar to the MvT SQUID measurements, the degree
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of dichroism as a function of temperature can be measured. In materials with

multiple magnetic elements, such measurements focused on absorption edges

corresponding to different elements allow one to determine any chemical specific

magnetic properties and if the moments of the two kinds of atoms align ferro-

or anti-ferromagnetically. Additionally, by varying the applied magnetic field, as

in the MvH SQUID measurements, at a given photon energy and fixed tempera-

ture, one can build element specific hysteresis loops by measuring the dichroism

of each elements absorption edge.

This concludes the experimental techniques foundation necessary to under-

stand the experimental results discussed later. An overview of how the electronic

structure of crystalline materials can be directly observed using ARPES and how

high-quality thin film samples with finely-tuned stoichiometry can be grown us-

ing MBE was presented. Additionally, various techniques used for characterising

the surface structure, quality and chemical composition of these thin films have

been described, as well as the bulk and element-specific magnetic properties.
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Chapter 4

MBE/ARPES at Diamond Light

Source’s I05 Beamline

Thus far, an overview of the theory of electronic structure in crystalline solids

and an experimental technique used to directly measure these band structures

has been presented, as well as one method used to grow thin film samples which

could be measured using ARPES. However, up until this point, there has been

no discussion of experimental apparatus that combines ARPES and MBE, and

that reflects the relative rareness of such systems. Single crystal samples, such

as those grown via chemical vapour deposition, constitute the vast majority of

ARPES studies, but the ability to measure the band structure of tailor-made or

ultra-thin (i.e. monolayer, bilayer, etc.) samples presents intriguing possibilities

to manufacture specific electronic behaviour. Add to this an ability to measure

the full electronic structure using synchrotron radiation, without samples leaving

UHV, and the number of such systems drops to just a handful scattered across

the globe. One such system is the I05 beamline at Diamond Light Source (DLS)

in Oxfordshire, UK, where much of the following work was performed. Here a

brief overview of the ARPES and MBE systems on the I05 endstation and some

obstacles that were overcome in preparing the system for growth of oxide thin

films is given.
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FIGURE 4.1: Setup of the ultra-high vacuum chambers on the I05-beamline endsta-
tion. a) Thin film samples produced in the growth chamber can be monitored during
growth using RHEED and, after transfer to the preparation chamber, through an in-
termediate storage chamber, further in-situ characterisation with LEED and XPS can
be performed. b) Additional, in-situ transfers provide access to HR-ARPES facilities

for electronic structure characterisation.

4.1 General Chamber Setup

The I05 endstation, Fig. 4.1, at DLS consists of 5 main UHV chambers: growth,

preparation, interface, upper and lower chambers. Broadly speaking, the growth

chamber is the main MBE chamber where sample growth was performed; the

preparation chamber contains the majority of in-situ characterisation equipment

as well as few-layer and sub-monolayer growth capabilities; the interface cham-

ber is used for single-crystal sample storage and interface preparation with sput-

tering and annealing capabilities; the upper and lower chambers constitute the

ARPES chambers in which single-crystal sample cleaving, low-temperature LEED

and alkali metal deposition are performed (upper chamber) with measurements

taking place in the lower chamber. Here, a detailed look at the experimental setup

of the high-resolution (HR) ARPES endstation and the mu-MBE system is given.
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FIGURE 4.2: Detailed schematic of the I05-beamline optics. Electronic vibrations in-
duced by the undulator produce photons of a tuneable wavelength and polarisation
which are focused and filtered to deliver a beam spot of ∼50x50µm with energy res-
olution of better than 2meV for the core range of hν=18-80eV. Reproduced from Ref.

[31].

4.1.1 HR-ARPES

The I05-beamline, at which the majority of the measurements to be discussed

later where acquired, is depicted in Fig. 4.2. The Apple II undulator is capable

of providing 1015photons/s in a range of hν=18-240eV. Additionally, linear hor-

izontal, linear vertical and circularly polarised light can be produced over the

entire range, providing an ability to measure the full 3D electronic structure over

multiple Brillouin zones, as well as resolving orbital character by comparison of

polarisation dependence. The collimated plane grating monochromator (cPGM)

provides excellent energy resolution, with a resolving power of R >20000.

The HR-ARPES endstation at DLS consists of a Scienta R4000 hemispherical

electron analyser with a ±15◦ multiplexing lens and a 6-axis manipulator. The

ability to rotate or translate samples into a large range of orientations and the re-

producibility of the manipulator positions, using optical encoders, allows for reli-

able sample measurement and accurate repositioning after contraction/expansion

of the manipulator upon cooling/heating. Upon cryogenic cooling with liquid

helium, temperatures as low as 6K can be easily stabilised. This has been aided
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by the recent addition of a closed-cycle helium cyro-shield that has also improved

the base pressure of the lower/measurement chamber to ∼1e-10mbar or better,

providing excellent measurement conditions and sample lifetimes [32].

4.1.2 MBE and Characterisation

The growth chamber of the mu-MBE, built by Createc, Fig. 4.1a, is based

around larger production sized instruments, having been scaled down to ac-

commodate substates with a maximum size of 10x10mm instead of standard 3"

wafers. Despite its miniature size, the mu-MBE has the capability of hosting 8

effusion cells (although one is used for an oxygen inlet, discussed below) and

magnetic shutters, allowing for a wide-range of source materials and sample sto-

ichiometries to be grown. Additionally, the diminutive size allows for the disas-

sembly and thorough cleaning/etching of the main growth chamber to be per-

formed in standard fume hoods with minimal effort. In principle, this allows

for the chamber to be switched from the growth of one family of materials to

another (such as chalcognide to oxide) without introducing contamination into

subsequent films, a process which is typically unfeasible or impossible in other

systems.

Contained within the growth chamber is a cryo-shield, shown in Fig. 4.3,

which, when filled with liquid nitrogen, provides adequate cooling to the effu-

sion cells, even when run up to 1300◦C, as well as additional vacuum pumping.

Source flux calibration is performed using a Bayard-Alpert gauge as a beam-flux

monitor, which can be translated horizontally in and out of the direct path of

the sources allowing the local pressure of each source to be measured accurately.

Real-time growth quality can be monitored using a RHEED gun and fluorescent

screen, while a rotating, heated sample stage allows for crystallinity to be anal-

ysed along any crystallographic direction and for a wide range of substrate tem-

peratures to be reached (20◦C-900◦C). The MBE chamber vacuum is established
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FIGURE 4.3: Setup of the mu-MBE system on the I05-beamline endstation. a) Liquid
nitrogen fills the internal cryo-shield of the mu-MBE, providing cooling to the effu-
sion cells and additional vacuum pumping. b) The Createc oxide mu-MBE consists
of 7 effusion cells, with magnetic shutters, plus molecular oxygen inlet, a rotating

heating stage and RHEED capabilities. Reproduced from Ref. [33].

with two turbomolecular pumps, backed by a membrane pump, providing a base

pressure below 1x10−10 mbar [33].

4.2 Working with Reactive Sources

One of the benefits of growing samples using MBE is the ability to control and

tailor the chemical composition of the samples in a layer-by-layer fashion. This

allows for a vast array of complex structures to be grown, from fine-tuning of

doping concentration to heterostructures of different materials. Another option

is to grow materials which are unstable in normal atmospheric conditions, such

as those that would typically oxidise out of vacuum. One such group of materials

is the rare-earth metals, such as europium and gadolinium, which were used in

the work to be discussed later.

Europium, and to a lesser extent gadolinium, is extremely reactive to oxygen,
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as Eu metal is its least stable form. Solid Eu is typically stored under oil to pre-

vent the near-irreversible oxidation to its most stable form, Eu2O3. This presents

two main issue when working with an MBE system: installation of the source

material into an effusion cell and preservation of the source material during all

subsequent maintenance. To overcome these obstacles, the following procedures

were implemented:

• Eu source material, originally stored under oil, was cleaned of all contami-

nant by the supplier, MaTeck, as suitable for use in ultra-high vacuum

• Clean Eu source material was placed into an Al2O3 crucible before being

packed in argon and sealed

• Prior to installation, the growth chamber was vented using an overpressure

of argon, after which the sealed crucible was opened inside the argon atmo-

sphere of the chamber and placed into the effusion cell

• Eu and Gd sources were outgassed for at least one week at 400◦C to remove

any water contamination and minimise hydrogen contamination

• Eu and Gd sources were kept at 300◦C to reduce re-adsorption of hydrogen

• All subsequent venting of the growth chamber was performed using an

argon overpressure

Adhering to these precautionary steps allowed for clean, unoxidised europium

and gadolinium to be evaporated from the effusion cells for the growth of Eu1−xGdxO

thin films in a background pressure ∼2x10−9 mbar, when these source materials

were at growth temperature.

4.3 Converting to a Molecular Oxygen MBE

In oxide MBEs there are three methods commonly used to provide the nec-

essary oxygen flux: 1) supplying a flow of ozone (O3); 2) cracking molecular O2
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using a plasma sources to produce O2− ions; or 3) using molecular O2. The former

method is extremely resource intensive as special ozone production systems must

be built and, because ozone is a contact explosive, it is unsuitable to use ozone in

systems with cryo-cooling, such as the cryo-shield on the mu-MBE. While plasma

sources are less expensive and are suitable for use with cryogenics, it is still tech-

nically challenging to operate a plasma source, such as the one that was initially

installed on I05’s mu-MBE. One advantage of using a highly reactive material is

the ability to use molecular oxygen without sacrificing film quality or reducing

growth rates.

As mentioned, Eu and Gd are readily oxidised by molecular oxygen. As such,

the plasma source was removed from the mu-MBE and a pin-hole inlet nozzle

connected to a molecular oxygen source was installed. Additionally, a gas pu-

rifier and piezo leak valve were installed prior to the O2 nozzle to provide fine-

regulation of clean O2 into the growth chamber. Unfortunately, due to the pin-

hole nature of the inlet nozzle, the resultant flow of O2 was highly directional,

with an incident area smaller than that of the effusion cells. This presented an

issue, as the motion of the heating stage shifts the sample position as it is rotated

azimuthally, moving the sample surface in and out of areas where Eu/Gd and

“Watercan”

Nozzle

Oxygen

Inlet

a) b)

FIGURE 4.4: Modification to oxygen inlet. a) A cut-view of the oxygen inlet noz-
zle shows the highly-directional nature of oxygen flow, requiring b) a "watercan" or
"leaky-bucket" diffuser to be fixed to the end, allowing a dispersed molecular oxygen

source.
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O2 fluxes were thought to overlap. In order to overcome this issue, a "watercan"-

shaped gas diffuser device was fabricated and attached to the in-vacuum side of

the inlet nozzle, Fig. 4.4b, providing a more evenly dispersed flow of O2.

4.4 Down-to-Earth Samples

As previously discussed, ARPES uses high-energy photons incident on a crys-

talline surface to emit electrons, leaving the material surface positively charged.

In metallic systems, this charge imbalance is not able to accumulate as the sam-

ple is connected to ground through the sample plate. However, in insulating

and semiconducting samples, an inability to move electrons through the mate-

rial’s bulk to the surface allows for charge accumulation to occur. This presents

a particular issue for ARPES measurements as the local electric fields that build

at the sample surface can distort the electrons’ trajectories as they travel into the

analyser cone and the binding energies of the electrons inside the sample are

Silver Paste
Substrate

Transfer Lug

FIGURE 4.5: Application of conductive silver paste to the substrate surface provides
excellent grounding for subsequent thin film growth, allowing samples to be mea-
sured using LEED, XPS and ARPES. Plate discolouration is the result of varying

thicknesses of Eu, Gd, Si and interstitials deposited on the surface.
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increased as more energy is needed to overcome the additional electrostatic po-

tential.

Grounding the surface of the insulating crystalline substrates to the sample

plates provides sufficient electrical contact to earth when a thin film is grown

overtop. Therefore, the following procedure was developed to provide adequate

grounding:

1. Cleaned single-crystal substrates were attached to the sample plates using

PELCO high-temperature carbon paste, a suspension of carbon flakes in an

inorganic silicate aqueous solution, and cured for two hours at 93◦C

2. Highly conductive silver paste, also from PELCO, was applied to the sides

of two corners of the sample plate posts before being painted up the edge

and over the surface of the substrate in a small region near the corners

3. The silver paste was cured for two hours at 93◦C and a further two hours at

200◦C to improve structural strength and conductivity at cryogenic temper-

atures

Substrates prepared in this manner, Fig. 4.5, have excellent conductive proper-

ties, as seen by a lack of charging effects under X-ray and synchrotron radiation

sources, to be discussed later. Additionally, the limited application of silver paste

to just the corners allows for RHEED analysis of film growth to be performed

along high symmetry directions with azimuthal range greater than 90 degrees,

which is more than adequate for the cubic structure of EuO. This concludes the

theoretical foundation of electronic structure and experimental techniques used

in the investigations performed here. In the next two chapters, the electronic

structure of single-crystal WSe2 samples will be analysed before switching focus

to Gd-doped EuO thin films grown using MBE for the remaining three chapters.
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Chapter 5

Bulk Bandstructure of WSe2

As mentioned, the electronic structure determines most of the transport and

thermodynamic properties of a material. The underlying crystal lattice governs

the band structure and is dictated by the unit cell’s symmetries and chemical

composition. As such, a brief overview will be given of recent studies on mono-

and few-layer films of the transition metal dichalcogenides (TMDCs), a family

of 2D materials, that revealed the effects of the layered crystal structure on the

electronic structure. Following this introduction, a study of the bulk electronic

structure of WSe2, a semiconducting member of the TMDCs, single crystals us-

ing ARPES will be presented. This chapter will focus on the implications of the

layered nature of WSe2 on its band structure, which gives rise to unexpected fea-

tures that are revealed using spin-ARPES.

5.1 Background information

The discovery of graphene and the novel phenomena exemplified by its band

structure has led to a rise in the study of two-dimensional materials. Mono-

layer graphene forms in the honey-comb lattice, constructed by a single sheet

of carbon atoms on a two-site triangular lattice as shown in Fig. 5.1, which

preserves inversion symmetry and, being non-magnetic, upholds time-reversal

symmetry. The unique electronic structure of this material embodies massless

Dirac fermions [34–37], which form linear, gapless dispersions at the corners of
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the hexagonal Brillouin zone. Although graphene displays a wide range of novel

physics, like the quantum Hall effect [38–40], and excellent transport properties,

the zero-bandgap limits graphene’s application to electronic devices which re-

quire semiconducting materials with a small, but finite band-gap to retard the

flow of charge except when a gate-voltage is applied. It was also seen that bi-

layer graphene is also a zero-gap semiconductor, but if the inversion symmetry

between the two layers is broken a finite gap develops [41–43]. This non-zero

bandgap can be controlled, but it was found that the opening of a bandgap di-

minishes the high conductivity of pristine graphene.

5.1.1 Moving beyond Graphene

Although these properties present limitations for implementing graphene into

new devices, the intense study of this material opened up research to a wide

range of 2D materials that have been shown to host a number of novel phe-

nomena. One such family of materials is the transition metal dichalcogenides

(TMDCs) that form in the MX2 stoichiometry, where M is a transition metal and

X is a chalcogen. Like graphene, these materials form a two-site triangular lattice

W
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Net dipole
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Side View Top View
Γ

A

Γ
K

H
M

L

M K
K’

c)b) d)Monolayera) Graphene

A B A B

FIGURE 5.1: Crystal structure of 2H-WSe2. a) Graphene is formed by single sheets of
carbon atoms that sit on either an A- and B-site, arranged in the honeycomb, hexago-
nal lattice. b) Side view of the monolayer and 2H structure of WSe2 shows a W-plane
with Se-planes positioned above and below. In the 2H structure, a 180◦ rotation ex-
ists between the two monolayers of the unit cell. c) Top view of the structure reveals
similar structure as graphene. d) Surface and bulk Brillouin zone for monolayer and

bulk WSe2.
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structure, except instead of having carbon atoms at both the A- and B-sites, a tran-

sition metal atom sits at the A-site and two chalcogens reside at the B-sites, po-

sitioned above and below the W-plane. This configuration results in a net dipole

directed along the W-planes, Fig. 5.1b. Generally speaking, the particular choice

of transition metal dictates the crystal symmetry as well as the position of the

Fermi level, and therefore the overall electronic behaviour of the material. For

example, Group VI elements (Mo or W) are semiconductors which tend to form

in the 2H, shown in Fig. 5.1b, or 3R structures, and Group V are metals/semi-

metals [44].

In the following discussion, the focus will be on the semiconducting Group VI

TMDCs and results on WSe2 will be presented thereafter. Although these mea-

surements are performed on a single member of this large family of materials,

the phenomena exhibited by WSe2 is believed to apply to all members of this

family, which is partially supported by additional studies, conducted after this

investigation was performed, that are beyond the scope of this thesis.

5.1.2 Spin-Valley Coupling

As with graphene, there are electronic states near the Fermi level at the zone

corners of the hexagonal Brillouin zone in TMDCs, but, as can be clearly seen

in Fig. 5.1b, monolayer TMDCs lacks a centre of inversion that induces a gap

in the states analogous to the Dirac points of graphene, producing a local mini-

mum (maximum) in the conduction (valence) band, Fig. 5.2a,b. These local min-

ima/maxima are referred to as valleys and because there is a choice between

states in the valleys at k (K) and −k (K’), due to the two-site basis of the unit

cell, one can discuss the electronic structure in terms of a valley-pseudospin, in

an analogue to the electronic spin. However, unlike graphene, the presence of

heavy transition metals increases the effects of spin-orbit interactions that further

modifies the band structure at these valleys. The combination of broken inversion

symmetry in the monolayer and spin-orbit interactions cause the in-plane electric
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K’ K K’ K K’ K
Graphene Broken IS S-O Couplinga) b) c) d) Scattering

Allowed Scattering
Forbidden

FIGURE 5.2: From Graphene to TMDC. At opposite corners of the Brillouin zone, a)
Dirac cones are present for pristine graphene. If b) inversion-symmetry (IS) is broken,
such as in the unit cell of monolayer TMDCs or by gating in bi-layer graphene, a finite
gap opens. Additionally, c) spin-degeneracy is lifted when spin-orbit coupling is
included, coupling the spin and valley-pseudospin. d) Spin-valley coupling reduces
the probability of backscattering events which require spin-flips. d) adapted from

Ref. [46].

field from the monolayer’s net dipole to induce a massive Zeeman-like splitting,

that has been estimated to be equivalent to a magnetic field of ∼ 102 − 103T [45],

which switches sign at K and K’, Fig. 5.2c.

Although the overall spin-up and spin-down populations remain equal, pre-

serving the non-magnetic nature of the material, the breaking of spin-degeneracy

results in spin-polarisation of electronic states with a reversal of spin between

conjugate valleys. For the valence bands near the zone corners, this splitting

reaches ∼500meV in WSe2. The distinction between spins in a particular valley

is an embodiment of the coupling of the spin and valley-pseudospins, as the spin

of an electron is determined directly from which valley/state it is in. This spin-

valley coupling has been predicted to play a vital role in reducing back-scattering

in these materials as scattering from a state of k to −k, Fig. 5.2d, requires either a

reversal of spin or a significant change in energy associated with the splitting of

the upper and lower valence band [46].

5.1.3 Mono and bi-layer TMDC Experimental Studies

The presence of such spin-valley coupling in monolayer TMDCs grants an in-

teresting opportunity to experimentally observe and manipulate the spin and val-

ley degrees of freedom, making them ideal candidates for spin- and valley-tronic

devices. One method of detecting the coupling of spin and valley-pseudospins is
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through photoexcitation experiments, such as those performed by Zeng et al. [47],

Mak et al. [48] and Cao et al. [49]. Using linearly and circularly polarised light,

electrons in valence states just below the Fermi level are excited into unoccupied

conduction bands. Subsequently, these electrons become de-excited through the

emission of photons, which were seen to have the same polarisation as the ex-

citation light. Because optical selection rules for monolayer MoS2 dictate that

circularly-right (-left) polarised light can only photoexcite states at K (K’), the

presence of asymmetries in the resultant luminescence spectra from excitation

with the different polarisations indicates spin-polarisations within the different

valleys, as shown in Fig. 5.3a.

In addition to circular luminescence measurements on monolayer MoS2, bi-

layer samples were investigated, but unlike the monolayer samples, no polar-

isation was measured in the resultant luminescence spectra, Fig. 5.3b. Unlike

freestanding graphene, only certain forms of TMDCs have a centre of inversion.

In the 2H structure of MoS2 (and WSe2), the unit cell is formed by two monolayers

of MoS2 with a 180◦ rotation between each layer, Fig. 5.1b. This rotation estab-

lishes a centre of inversion and therefore, as a result of the combination of both

time-reversal and inversion-symmetries, all states must be spin-degenerate. In

the bilayer configuration, valley-dependent selection rules no longer apply, and

thus the asymmetry in the circular luminescence spectrum is suppressed.

5.1.4 Thickness dependence of band structure

It is clear from circular photoexcitation measurements that the number of lay-

ers in TMDCs and the stacking of each layer has a dramatic effect on the band

structure. Not only does the number of layers preserve/break inversion sym-

metry, i.e. even or odd number of layers, respectively, giving rise to the pres-

ence of spin-degenerate or spin-polarised states at zone corners, respectively,

but there are additional thickness-dependent band reconstructions. Calculations,



70 Chapter 5. Bulk Bandstructure of WSe2

a

FIGURE 5.3: Circular luminescence on few-layer MoS2. a) Photoexcitation us-
ing left- and right-handed circularly polarised light reveals a polarisation, with
the same handedness, in the resultant luminescence spectra, indicating a valley-
dependent spin-polaristion in monolayer MoS2. c) Similar measurements on bi-layer
MoS2 exhibit no circular luminescence due to the restoration of inversion-symmetry.

Adapted from Ref. [47].

presented by Zeng et al. [50], of the band structure of mono-, bi-, tri- and quad-

layer films of WSe2 and WS2 predicted that the degree of energy splitting of these

bands is the result of extreme spin-orbit coupling effects. When spin-orbit cou-

pling is ignored, ab initio calculations predict that the addition of a monolayer to

atomically thin films adds an almost degenerate band at K, with minor energy

shifts due to interlayer hopping, Fig. 5.4a-d. However, when spin-orbit inter-

actions are taken into consideration, the calculations show that for the mono-

to quadlayer films, as well as the bulk, only two bands exist just below the VBM,

with an almost constant energy splitting of∼0.44eV in WS2 and∼0.47eV in WSe2,

Fig 5.4e-h, which matches experimental data [47]. Theoretical predictions [51, 52]

and experimental measurements [53] on bulk MoS2 reveals that the splitting of

the valence bands is drastically reduced, as a result of the reduced spin-orbit in-

teraction strength from the substitution of W with Mo. Thus the particular choice

of transition metal modifies the degree of the energy splitting between opposite
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FIGURE 5.4: Band structure of few-layer WS2. a-d) Ignoring spin-orbit interactions,
additional layers result in stacks of valence bands at K which are non-degenerate in
energy. e-h) Inclusion of spin-orbit coupling, produces two sets of bands with almost
fixed energy splitting. A transition from direct to indirect band gap develops in both

cases when shifting from the mono to bi-layer. Adapted from Ref. [50].

spins at a given k, where WX2 compounds can be thought of as the stronger spin-

orbit coupling cousins of the MoX2 materials.

While the splitting of the valence bands at K is relatively independent of ma-

terial thickness, other features of the band structure experience significant recon-

struction when moving from a monolayer film to a bulk crystal. In the mono-

layer samples, the valence band maximum and conduction band minimum both

sit at K/K’, resulting in a direct bandgap. However, with the addition of even

a single layer, the valence band maximum shifts to the zone centre, Γ, while the

conduction band minimum shifts to a position partway between Γ and K/K’.

The combination of these simultaneous shifts results in a transition to an indirect

bandgap semiconductor [51–59]. As a result of the change to an indirect semicon-

ductor, one not only sees the shift in wavelength of the peak photoluminescence

intensity, but also a huge decrease in the intensity of photoluminence [50, 54].

Studies showed that the photoluminence intensity increased almost 3-4 orders of

magnitude when the sample was thinned down from a bulk crystal to that of a
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monolayer, and almost 2 orders during the bilayer transition. Interestingly, the

second-harmonic generation also showed an increase from bulk to monolayer,

but only for odd-number layered samples, while zero intensity was observed for

all even-number layered samples, as a result of the restoration of the centre of

inversion in integer multiples of the bi-layer unit cell. These results highlight the

intricate effects of spin-orbit coupling and also the effect of broken inversion sym-

metry, which becomes more relevant in the thin films and has its largest effect in

the monolayer.

5.2 Bulk Electronic Structure

Like graphene, monolayer to few-layer samples of TMDCs can be produced

using the "Scotch-tape" method, where adhesive tape is used to lift off thin sam-

ples from bulk single crystals. However, the homogeneity of these exfoliated

samples is such that monolayer and thicker domains are clustered in neighbour-

ing regions and the domain sizes are on the order of microns [47]. Alternatively,

thin TMDC films can be grown using methods like MBE; however, such sam-

ples typically have domains with rotations in multiples of 60◦ and small domain

sizes. The small domain sizes relative to the beam spot of typical ARPES systems

presents an issue for studying the electronic structure of isolated monolayers,

while measurement of rotated domains prevents separate analysis of states at K

and K’ as a real space rotation of 60◦ produces an overlap of these states in k-

space. Fortunately, high-quality, single crystal samples with large domain sizes

can be produced that allow for in-situ cleavage and measurement of the bulk

electronic structure using synchrotron radiation.

5.2.1 Quasi-2D and 3D states

The present investigation of such single crystal samples of WSe2 begins with

a summary of the bulk electronic structure [60]. Initial measurements confirm the



5.2. Bulk Electronic Structure 73

-4.0

-3.0

-2.0

-1.0

0.0

E-
E V

BM
 (

eV
)

Max

Min

0.0-1.0 1.0

K’ KΓ

 (Å-1 )

0.0

0.01.0
-1.0

1.0

Max

Min

-1.9

-1.5

-1.1

-0.7

-0.3

-2.3

K
M

E-
E V

BM
 (

eV
)

b)

 (Å-1 )y

 (Å-1 )x

a)

FIGURE 5.5: Electronic structure of bulk WSe2. a) ARPES measurement (hν=125eV,
T=30K) of electronic structure along K’-Γ-K, with DFT calculations for a range of kz
values. b) Iso-energy contours throughout the in-plane Brillouin zone reveal sharply-
defined features toward zone edges, indicative of 2D electronic states, and poorly-

defined features near zone centre, indicating 3D states.

semiconductor nature of the material, Fig. 5.5a, indicated by the lack of electronic

states crossing the Fermi level, which sits in the bandgap. While the valence

band maxima at Γ and K/K’ are almost degenerate, it is possible to resolve that

the global maximum is located at the bulk Γ point. Excellent agreement with

density functional theory (DFT) calculations, performed by Dr. Saeed Bahramy,

is seen when overlaid on ARPES measurements. These calculations highlight the

presence of two-dimensional electronic states with negligible dispersion in the

kz direction around the zone corners at low binding energies, as indicated by the

degeneracy of bands at different values of kz. By comparison, states near the zone

centre have considerable kz dispersion, as well as in-plane dispersion, indicating

three-dimensional electronic states.

By rotating the sample relative to normal emission, one can collect ARPES

measurement across the Brillouin zone and, by taking constant energy cuts, con-

struct contours of the in-plane electronic structure, Fig. 5.5b. Performing such

measurements, one observes almost circular hole-like pockets centred around the
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zone corners, formed by the lowest binding energy valence bands near K. As

one moves to higher binding energies, these circular rings become triangularly

warped until they merge into bone-like shapes along the Γ-M direction. Such

measurements reveal sharply-resolved features around the zone edges, indicat-

ing 2D states, and the broad features near the zone centre, corresponding to 3D

states.

One additional method used to confirm the quasi-2D and 3D nature of the

electronic states, and therefore that such measurements are probing the bulk band

structure, was probing the material using different photon energies, which alters

the value of kz measured, as indicated by Eq. 3.5. At the zone corners and mid-

way between corners, i.e. M, one indeed finds little dispersion in the out-of-plane

direction, Fig. 5.6a,b, with excellent agreement to DFT calculations. However, at

the zone centre, considerable out-of-plane dispersion is observed, as seen by the

feature with a bandwidtch of ∼4eV. Additionally, one finds quasi-2D states at Γ,

similar to the features at K and M. The presence of highly dispersive states in
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FIGURE 5.6: Photon-energy dependence of bulk WSe2. a) Out-of-plane dispersion at
high-symmetry points confirms quasi-2D states at K and M, while a mixture of 3D
and quasi-2D states exist at Γ. Inset: hybridisation gaps between 3D and 2D states
are clearly resolved. b) Comparison to DFT calculations shows excellent agreement
with measured dispersions. c) Orbital projection of band structure calculations (at
a single value of kz) indicate the majority of states at K and M are from in-plane

orbitals, while states near the zone centre extend in all directions.
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both kz and the in-plane direction, as observed through iso-energy contours and

photon energy dependent measurements, indicates states with 3D wavefunctions

that extend throughout the bulk crystal. Thus, even though ARPES is a surface

sensitive technique, it is capable of measuring bulk electronic structure as the 3D

Bloch states are still defined up to the surface. The clear observation of quasi-2D

electronic states around the zone edges and 3D states near the zone centre are

characteristic of the bulk electronic structure as suggested by the DFT calcula-

tions.

Projecting the orbital character onto the DFT calculations reveals a rich orbital

texture of the band structure, Fig. 5.6c. One can easily assign the features at K

and M as arising from predominantly planar dxy+dx2−y2 and px+py orbital charac-

ter, respectively. The combination of relatively small overlap of these orbitals in

the z direction and suppressed interlayer hopping due to spin-orbit coupling [61]

results in almost negligible dispersion along kz, while their extended nature in-

plane ensures significant dispersion throughout the surface Brillouin zone. On-

the-other-hand, the states around Γ are derived from orbitals with significant ex-

tension in both the in-plane and out-of-plane directions, producing considerable

in-plane and kz dispersion. One also notes the presence of hybridisation gaps,

for example between two- and three- dimensional states along the Γ-A line, indi-

cating the strong atomic spin-orbit interaction in this compound. The strength of

the spin-orbit interaction is also reflected in the large splitting of ∼0.5 eV of the

top of the bands at K, discussed earlier. In monolayers, the spin-orbit coupling

that splits these bands breaks the spin-degeneracy which in turn produces the

spin-valley locking, as already mentioned. However, because the bulk structure

has a centre of inversion, the bands at K are expected to be spin-degenerate.
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5.3 Spin Texture Measured in a Bulk TMDC

In addition to traditional ARPES measurements, spin-resolved measurements

were performed on bulk WSe2, at MAX-Lab, Sweden, with an ability to resolve

spin-polarisations in the out-of-plane direction and the in-plane component aligned

along the analyser slit.

5.3.1 Observation of spin-polarisation in bulk WSe2

Despite the preservation of time-reversal and inversion-symmetry in this ma-

terial, spin-resolved measurements reveal a strong spin-polarisation in the out-of-

plane direction for the upper valence band states at K points, Fig. 5.7a-c. Repeat-

ing these measurements at K’ reveals a spin-polarisation with the opposite sign,

as required by time-reversal symmetry, as seen in Fig. 5.7d-f. However, because

spin-detectors are not perfectly efficient, typically the raw data is represented in
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FIGURE 5.7: Unexpected spin-polarisation at zone corners in bulk WSe2. a) Out-of-
plane (I⊥) and b) in-plane (I‖) components of the spin at K reveal c) a strong, purely
out-of-plane spin-polarisation (P⊥). d-f) Similar measurements at K’ show a reversal

of this spin-polarisation, as required by time-reversal symmetry.
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a "real-spin" method such that:

I↑i = I toti (1 + Pi)/2

I↓i = I toti (1− Pi)/2

I toti = (I+i + I−i ), (5.1)

where I± is the raw spin data and i = ⊥, ‖ and P is the spin-polarisation given

by:

Pi =
1

S

I+ − I−
I+ + I−

. (5.2)

The "real-spin" for the EDCs taken at the K and K’ are depicted in Fig. 5.8b,

which clearly shows the high degree of spin-polarisation of the valence bands

and changing of sign for a given band at the corresponding time-reversal points.

By fitting the energy distribution curves of the raw- and real-spin EDCs using

a Shirley background and two Lorentz functions, the spin-polarisation can be
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FIGURE 5.8: From raw-spin to real-spin. a) EDCs of the out-of-plane raw-spin data
taken at K/K’ shows a small asymmetry for the different spin channels due to the in-
efficiency of the spin-detectors. However, plotting the b) real-spin clearly shows the
out-of-plane spin-polarisation of the valence bands. Fitting the peaks using a Shirley
background and Lorentz functions, shown as bold lines, allows one to calculate the

spin-polarisation, as plotted in c).
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extracted and is deduced to exceed 90% in the out-of-plane direction, with no

in-plane component, within experimental error. For this analysis, the relative in-

efficiency of the Mott-spin detector required the use of a Sherman function of

S=0.17, which was previously calibrated by beamline scientists [62]; hence the

relatively low asymmetry in the raw-data spectra of oppositely aligned spin dis-

tributions. In a separate study by Suzuki et al. [63], similar measurements were

performed on the 3R-MoS2, which lacks a centre of inversion and therefore one

would naively expect to find spin-polarisations perpendicular to the sample sur-

face; however, it is stressed that, here, the bulk crystal structure preserves both

time-reversal and inversion symmetry and therefore the electronic states should

be spin-degenerate at all points in the Brillouin zone, in apparent contradiction

to the spin-ARPES measurements.

By rotating the sample relative to normal emission, as performed for the iso-

energy contours, further spin-ARPES measurements along the K-Γ-K’ line, dis-

played in Fig. 5.9, reveal a continuous, monotonic attenuation of the out-of-plane

spin-polarisation as one moves along the upper valence bands from K to Γ and

eventually a reversal of the spin-polarisation when approaching K’. In addition to

the out-of-plane component, a small in-plane spin-polarisation develops midway

between K and Γ. Although this in-plane component has not been fully explored,

it could be a bulk electronic property [64] or it could arise from relaxations at

the sample-vacuum surface that distort the in-plane dipole in the surface layer to

project slightly out of the plane, which could give rise to in-plane canting of the

spin. One should note, that despite the large size of domains, i.e. larger than the

probing beam spot, the presence of rotated domains required extreme care to be

taken to avoid illumination of two such domains which would result in the simul-

taneous measurement of both K and K’. Such simultaneous measurement, similar

to photoluminescence experiments which lack k-resolution, would result in ob-

serving opposing spin asymmetries and therefore a cancellation of the measured

spin-polarisation. In addition to this precaution, measurements were performed



5.3. Spin Texture Measured in a Bulk TMDC 79

In
 P

la
ne

Ou
t 

of
 P

la
ne

Po
la

ris
at

io
n 

(%
)

In
te

ns
ity

 (
ar

b.
 u

ni
ts

)

100
50

-50
-100

0

 (Å-1 )

KK’ Γ
a)

c

b

d

e
VB1

VB2

Max

Min

0.0

-1.2

-1.6

d)

-1.5 -1.0 -0.5

b) e)

E-EVBM (eV)

E-
E V

BM
 (e

V)

-0.8

-0.4

-2.0

0.4 c)

-1.5 -1.0 0.0-1.0-0.5-1.0 -0.5 0.0 -1.0 -0.5 0.0 0.5 1.0

100

50

-50

-100

0

f)

 (Å-1 )

VB1

VB1 VB2

VB2

KK’ Γ

Po
la

ris
at

io
n 

(%
)

-0.5-1.0 0.0 1.0

FIGURE 5.9: Spin-polarisation across Brillouin zone. a) ARPES measurement
(hν=125eV, T=30K) along the K’-Γ-K’ direction. Red lines indicate the position of
b-e) raw spin-ARPES data (hν=25eV, T=300K). Additional measurements reveal that
f) the out-of-plane (P⊥) spin-polarisation diminishes as one moves from the zone cor-
ner to zone centre, with a small in-plane (P‖) component developing mid-way along

the line. Solid lines are guides-to-eye.

on multiple samples and in a wide array of sample orientations, including az-

imuthal and polar rotation, to ensure the reversal of spin-polarisation signal for

equivalent time-reversal pairs across the zone and at neighbouring zone corners,

allowing for a range of geometric factors to be accounted for.

The angle-resolved photoemission measurements of the previous section con-

firmed the observation of bulk electronic structure of this centrosymmetric mate-

rial, while the reversal of spin-polarisation at opposite points in k-space indicates

that time-reversal symmetry is preserved. Nonetheless, these spin-ARPES mea-

surements clearly reveal a complex k-space spin texture, despite the fact that the

combination of time-reversal and inversion symmetry require spin-degeneracy at

all points in the Brillouin zone.

5.3.2 Spin-Valley-Layer Locking

The preservation of time-reversal symmetry indicates that no net magnetic

moment exists and that the origin of the observed spin-polarisation is of a non-

magnetic nature. As demonstrated earlier by the photon energy dependent ARPES

measurements, Fig. 5.6, the electronic states that form the upper valence bands at
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K/K’ have negligible kz dispersion due to the small out-of-plane extent of the dxy

and dx2−y2 orbitals that suppresses interlayer hopping between successive layers.

The quasi-2D nature exhibited by these states implies that these electrons have

their wavefunctions localised to a single Se-W-Se layer. In fact, calculations reveal

that the wavefunction for an electron with spin-up in the upper valence band,

VB1, at the zone corners is almost entirely localised to the upper W-plane, while

the spin-down is localised to the W-plane of the next layer, Fig. 5.10b. Con-

versely, at the zone centre the spin-up and spin-down wavefunctions are dis-

tributed across both layers equally. In other words, the measured out-of-plane

spin-polarisation at the zone corners is attributed to a local breaking of inversion

symmetry whereby these electronic states experience the 2D nature of the indi-

vidual layer which does not possess a centre of inversion, whereas around the

zone centre, the electronic states experience the full 3D nature of the crystal struc-

ture and thus become spin-degenerate as the two-layer unit cell restores inversion

symmetry.

The effects of such local inversion-symmetry breaking were recently predicted

theoretically and extends not just to the 2H-TMDCs, but also any material where
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FIGURE 5.10: Spin-valley-layer locking in inversion-symmetric TMDCs. a) Projec-
tion of bulk band structure onto individual layers of the unit cell reveals a strong
out-of-plane spin-polarisation of electronic states near Brillouin zone boundaries,
which reverses between layers. b) Electronic wavefunctions at the zone corners are
localised to individual layers for a given spin, while an even distribution exists at the

zone centre.
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the constituent components lack the inversion symmetry of the unit cell [65]. In-

deed, projecting the bulk band structure onto the individual layers, Fig. 5.10a,

reveals strong out-of-plane spin-polaristion for the electronic states at the zone

corners and edges. Therefore in addition to the spin-valley coupling that occurs

at the zone corners for the monolayer, additional locking of the spin to layer de-

gree of freedom manifests itself in the bulk system.

5.3.3 Real- and k-Space Spin-Textures

Thus far, the previous discussion has mainly focused on the surface layer

as the emitted photoelectrons will predominantly originate from the uppermost

layer; however, it is emphasised that in addition to the reversal of spin-polarisation

across the Brillouin zone, as required by time-reversal symmetry, the spin is re-

versed between layers for a given k, Fig. 5.11a. This is the result of the 180◦ rota-

tion of subsequent layers in the unit cell which reverses the direction of the net in-

plane dipole. Therefore, if one looks at the unit cell as a whole, the population of

spin-up and spin-down states are equal, as the centre of inversion is maintained
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FIGURE 5.11: Local inversion symmetry breaking. a) The out-of-plane spin-
polarisation at K reverses direction across the Brillouin zone, preserving time-
reversal symmetry, and between layers, preserving inversion-symmetry. b) There-
fore, by summing over the unit cell all states are spin-degenerate, but due to a local
breaking of inversion symmetry by the individual layers, spin-polarisations perpen-
dicular to the sample surface exist in each layer. The 180◦ rotation between successive
layers reverses the direction of the in-plane dipole and, therefore, the out-of-plane

spin-polarisation.
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and therefore no net moment occurs for a given k; however, opposite-but-equal

spin-polarisations manifest themselves in the individual layers, Fig. 5.11b.

In addition to the out-of-plane spin-polarisation at K/K’, the layer-projected

band structure presented in Fig. 5.10a suggests a strong out-of-plane spin-polarisation

along the zone edges. Indeed, projecting the individual band structures corre-

sponding to the upper valence bands at K onto the two layers of the unit cells,

Fig. 5.12a, reveals both a complex real- and k-space spin-texture, as illustrated by

the segregation of the zone into two sets of 3 equivalent slices. Each of these sets,

which extends out from Γ to neighbouring M points, encompassing either a K or

K’, have opposite spin-polarisations which reverses across the zone and between

adjacent sections. Additionally, the spin-polarisations is reversed between layers

and when moving between the upper and lower valence bands. This real- and k-

space spin texture could be ideal for spintronic devices as backscattering, which

lowers conductivity, from k to−k requires either a spin-flip (VB1u(K)→VB1u(K’)

), hopping between layers (VB1u(K)→VB1l(K’) ) or interband transitions

(VB1u(K)→VB2u(K’) ). Thus all of these processes are suppressed due to energy

costs and thus backscattering should be significantly reduced.
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FIGURE 5.12: Real- and k-space spin texture. a) Layer projected band structure
for upper (VB1) and lower (VB2) valence bands reveals real- and k-space spin tex-
ture throughout the Brillouin zone. b) ARPES measurement (hν = 125eV, T=30K)
along the K’-M-K line shows the crossing of bands with spin-polarisations out of the
plane. c) A momentum distribution curve (MDC, upper panel) through the middle
of the band crossings reveals a preservation of the spin-polarisations that reverses

sign across M whereas an EDC (lower panel) at M reveals spin-degeneracy.
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One also notices that in addition to a lack of spin-polarisation near the 3D

states at the zone centre, a lack of out-of-plane spin-polarisation occurs along the

entirety of the Γ-M line. Whereas moving across the zone (i.e. along the K’-Γ-K

line) the out-of-plane spin-polarisation smoothly diminishes to zero at the zone

centre, after which it reverses sign, as observed by the measurments in Fig. 5.9,

an abrupt switching of this spin-polarisation occurs along the zone edge (i.e. K’-

M-K). The region around Γ is characterised by the 3D extension of orbitals that

provide significant interlayer hopping and, as a result, spin-degeneracy due to

the distribution of the spin-up and spin-down wavefunctions across both layers.

Conversely, along the zone edge, the crossing of spin-polarised bands with oppo-

site signs, Fig. 5.12b, from neighbouring sections along the Γ-M direction, results

in a cancellation of the out-of-plane components. Spin-resolved measurements

confirm no out-of-plane spin-polarisation within experimental error in either of

the band crossings exactly at M; however, measurements along the K’-M-K ver-

ify strong spin-polarisation out of the plane with opposite sign either side of M

as one would expect from a crossing of bands with the same spin-polarisation,

as shown by the MDC in Fig. 5.12c. The lack of out-of-plane spin-polarisation

along the Γ-M direction is the result of the combination of time-reversal symme-

try and three-fold rotational symmetry, and is depicted by the DFT calculations

previously mentioned, Fig. 5.10a, which predict strong out-of-plane polarisation

along the K-M line that disappears along the Γ-M line.

5.3.3.1 Quantum Interference Effects

Like surface states, which are localised to the 2D surface-vacuum interface,

the electronic states near the Brillouin zone boundary are localised within each

W-plane. Because ARPES is a surface-sensitive technique, the majority of the

measured photoelectrons originate from the surface layer, with additional atten-

uated contributions from subsequent layers. Therefore, the combination of the
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surface sensitivity and the localisation of the states at the Brillouin zone bound-

ary to individual layers allows spin-resolved measurements to probe the spin-

polarisation of the surface layer. However, the measured spin-polarisation signal

is not entirely free of contributions from subsequent layers and these can give rise

to quantum interference effects, similar to the interference patterns seen in Bragg

scattering experiments.

To predict the measured out-of-plane spin-polarisation, focusing on the upper

valence band at K, one starts with a simple bilayer Hamiltonian as developed by

Xiao et al. [66] such that:

H(q) =

∣∣∣∣∣∣∣∣∣∣∣∣∣

∆ at(τzqx + iqy) 0 0

at(τzqx − iqy) −τzszλ 0 t⊥

0 0 ∆ at(τzqx − iqy)

0 t⊥ at(τzqx + iqy) τzszλ

∣∣∣∣∣∣∣∣∣∣∣∣∣
(5.3)

where q is the relative wavevector with respect to K points, ∆ is the monolayer

band gap, a is the lattice constant, τz = ±1 is the valley index of the bilayer bands,

sz is the Pauli matrix for spin in the z-direction and t⊥ is the nearest-neighbor

intra-layer hopping, but due to the symmetry of the dz2 orbitals the interlayer

hopping for electrons is zero at K points and therefore is neglected. λ is the spin-

valley coupling for holes in monolayers. In a minimal model, as in Ref. [61], the

eigenstates of Eq. 5.3 are a spin doublet which for the upper valence band at K

can be written as:

|V B1〉 =
cosα√

2

[(∣∣dlx2−y2〉+ i
∣∣dlxy〉)⊗ |↑〉+

(∣∣dux2−y2〉− i ∣∣duxy〉)⊗ |↓〉]
+

sinα√
2

[(∣∣dux2−y2〉− i ∣∣duxy〉)⊗ |↑〉+
(∣∣dlx2−y2〉+ i

∣∣dlxy〉)⊗ |↓〉]
=
∑
i,σ

cσi φi,σ (5.4)
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where i = u, l is the layer index for the upper and lower layer of the unit cell,

respectively, and σ is the spin index, with:

c↑u =
sinα√

2
= c↓l

c↓u =
cosα√

2
= c↑l

φu,σ =
∣∣dux2−y2〉− i ∣∣duxy〉

φl,σ =
∣∣dlx2−y2〉+ i

∣∣dlxy〉 (5.5)

Using this simple construction, one can calculate the photoelectron spin-polarisation,

as demonstrated in Refs. [67] and [68], where the photoelectron final state is as-

sumed to be a plane wave and thus the photoemession matrix element can be

written as:

MV B1 =
〈
ei
~k·~r
∣∣∣~A · ~p∣∣∣V B1

〉
=
∑
i,σ

cσimi

mi =
〈
ei
~k·~r
∣∣∣~A · ~p∣∣∣φi〉 . (5.6)

The effects of layer-dependent phase and exponential attenuation of photo-

electrons emitted from subsequent layers in the crystal can be incorporated us-

ing:

mi = e−ikzzie−zi/(2λ cos θ)
〈
ei
~k‖·~r‖

∣∣∣~A · ~p∣∣∣φi〉
kz =

√
2me

~2
(hν − EB)− k2‖, (5.7)

where θ is the photoelectron emission angle for K, λ is the inelastic mean free

path and zi is the layer spacing of W planes perpendicular to the sample surface.

As with the Mott-polarimeter, the out-of-plane photoelectron spin-polarisation is

given by:

Pz =
I↑ − I↓
I↑ + I↓

(5.8)
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except the Sherman function can be neglected (i.e. S=1) and where:

I =

∣∣∣∣∣∑
i

cσimi

∣∣∣∣∣
2

. (5.9)

By combining these last two equations, one can write the spin-polarisation as:

Pz =

∑
i

(
c↑∗i c

↑
i − c↓∗i c↓i

)
|mi|2 +

∑
i 6=i′

(
c↑∗i c

↑
i′ − c↓∗i c↓i′

)
mimi′∑

i

(
c↑∗i c

↑
i + c↓∗i c

↓
i

)
|mi|2 +

∑
i 6=i′

(
c↑∗i c

↑
i′ + c↓∗i c

↓
i′

)
mimi′

. (5.10)

Here the latter terms give rise to the interference between layers, which for a

two-layer system constructed using Eq. 5.5 and assuming
〈
ei
~k‖·~r‖

∣∣∣ ~A · ~p∣∣∣φu〉 =〈
ei
~k‖·~r‖

∣∣∣~A · ~p∣∣∣φl〉 simplifies to:

Pz =
(sin2 α− cos2 α)(1− e−c/(2λ cos θ))

1 + e−c/(2λ cos θ) + 4 sinα cosα cos(kzc
2

)e−c/(4λ cos θ)
. (5.11)

Although this expression initially appears complex, there are several simple things

to note. Firstly, is the oscillatory dependence of the measured photoelectron spin-

polarisation on the photon energy given by the cos(kzc
2

) term. Thus, by repeating

spin-resolved measurements at various photon energies (similar to building the

kz-dispersion maps), one should observe a periodic attenuation/amplification of

the magnitude of the measured spin-polarisation. Secondly, one should not only

observe periodic fluctuations in the magnitude of the observed spin-polarisation,

but also in the total spectral intensity (i.e. the summed intensity of spin-up and

spin-down spectra) given by the same quantum interference effects.

To further validate the conclusion that the observed spin-polarisation is the

result of locally broken inversion symmetry by the individual layers that con-

stitute the unit cell, a 20-layer bulk-like model was developed using Eq. 5.10.

The inelastic mean free paths were calculated from the TPP-2M predictive for-

mula [69], although consistent results were also found using a fixed value of 5

Ångström, and assuming a photon energy dependence of
〈
ei
~k‖·~r‖

∣∣∣~A · ~p∣∣∣φi〉 given

by the W 5d photoionisation cross section as calculated by Yeh and Lindau [70].
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This model was compared to spin-resolved photon energy dependent ARPES

measurements, presented in Fig. 5.13a, where very good agreement is found

between the predicted and observed maximum spin-polarisation as well as the

subsequent drop in measured spin-polarisation which reaches a minimum be-

tween hν = 35eV and hν = 40eV. Additionally, there is a significant quantitative

agreement at higher photon energies, and qualitative agreement at low photon

energies, between the calculated and observed total spectral intensity, Fig. 5.13b,

as measured by spin-integrated ARPES at Diamond Light Source. The agreement

of the model to experimental results provides sufficient confidence in assigning

the out-of-plane spin-polarisation as a direct result of the locking of electronic

spin to the layer-pseudospin, made possible by the local breaking of inversion

symmetry, in addition to the locking of the valley degree of freedom.

As has been seen, despite a centre of inversion in the unit cell, the individ-

ual layers of WSe2, and many other TMDCs, locally break inversion symmetry,

which, when combined with the net electric dipole moment in each layer, pro-

duces layer- and k-dependent spin-polarisations perpendicular to the sample sur-

face. Whereas, ARPES is a surface sensitive technique and therefore capable of di-

rectly measuring this spin-polarisation, bulk probes, like the photoluminescence
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studies performed on mono- and few-layer TMDCs, will not detect these hidden

spin-polarisations because they average over the whole unit cell. Further mea-

surements by Bawden et al. [64] on a metallic sister compound 2H-NbSe2 revealed

that the strength to which interlayer hopping is suppressed plays a large role in

the 3D spin texture. Following on from this work, spin-ARPES measurements on

MoS2 by Razzoli et al. [71] showed that the spin-polarised electronic states can

be selected using circularly polarised pumping light, while time-resoled ARPES

measurements have observed spin-, valley- and layer-polarised excited state pop-

ulations, also using circularly polarised pumping light [72], adding further sup-

port to the locking of spin to the valley- and layer-pseudospins.
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Chapter 6

Negative Electronic Compressibility

of WSe2

In the previous chapter the effects of local inversion symmetry breaking on

the band structure of bulk WSe2 were explored. Because the unit cell of bulk

2H-WSe2 is constructed from two monolayers, which individuallly lack a centre

of inversion that is restored by a 180◦ rotation between successive layers, a hid-

den spin-polarisation resides in quasi-2D states that are confined to individual

layers. This locks the spin to the layer-pseudospin, which is also coupled to the

valley-pseudospin. However, all states are required to be spin-degenerate when

summed over the entire unit cell. Here, an investigation on the effects of lifting

the layer degeneracy of these states by breaking global inversion symmetry is

presented [73].

6.1 Breaking of Spin-Layer Degeneracy by Chemical

Gating

Semiconducting materials, like silicon and GaAs, underpin most electronic

devices for one main reason: their ability to controllably impede the flow of elec-

trical current. Related to this ability is the width of the material’s band gap, ar-

guably the most important feature of a semiconductor. If the band gap is too

large, such as in insulating materials, it becomes difficult to induce free carriers
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in the system; too small and thermal occupation of conduction states occurs, giv-

ing birth to undesired currents. With a suitably sized band gap, charge carriers

can be controllably created in a number of ways, including doping and exter-

nal potentials. One method for manipulating carrier populations is via charge

accumulation in the near surface region of samples. As will be shown, conven-

tional near-surface charge accumulation induces substantial reconstruction of the

band structure in semiconducting materials and for WSe2 it provides a method

for controllably lifting the layer-degeneracy of the spin-polarised valence bands

investigated in the previous chapter.

6.1.1 Poisson-Schrödinger Solutions for Charge Accumulation

at Surfaces

In certain materials, sample preparation, such as the cleavage of single crys-

tals, can result in a charged vacuum-interface due to the off-stoichiometry of the

surface layer or from the presence of surface states. The charged surface gives

rise to an electric field, which is screened by the rearrangement of electrons in

the near-surface region over a length scale approximately equal to the Thomas-

Fermi screening length perpendicular to the sample surface. In the case of InAs

and InN, unoccupied donor surface states result in a downward bending of elec-

tronic bands relative to the Fermi level, leading to an accumulation of electrons

at the surface [74]. The band-bending potential is so great that the conduction

band states are pulled below the Fermi level and become quantised into discrete

levels due to the near-surface potential well, Fig. 6.1a. Because the potential is

only in the direction perpendicular to the surface, the quantisation only occurs in

this direction and a 2D electron gas is formed as the in-plane motion of carriers is

unperturbed. The quantisation of the conduction bands in the band-bending po-

tential well introduces a finite energy offset between the bottom of the well and

the resultant conduction band minimum.
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a) b)

FIGURE 6.1: Poisson-Schrödinger solutions in the modified Thomas-Fermi approx-
imation for InN. a) Charge accumulation at the surface of InN creates a downward
band-bending potential into the bulk. The potential well induces the quantisation
of the conduction bands into two states with energy E1 and E2. b) The binding en-
ergy of the conduction band minimum of these quantum well states increases with
surface state concentration and decreases with bulk carrier concentration. Adapted

from Ref. [74].

Several approaches have been developed to calculate the extent of the band-

bending potential, the re-distribution of charge in the near surface region and

the in-plane dispersion of the quantised subbands. These methods utilise a self-

consistent solution of the Poisson and Schrödinger (PS) equations to describe the

effective one-electron potential at the semiconductor surface [75]. An alternative

method was developed by Paasch and Übensee [76] within a modified Thomas-

Fermi approximation (MTFA) where an infinite potential step at the surface is

assumed and the local density of states is modified to approximate the quantum-

mechanical reflection at this barrier. While this method is not a self-consistent

solution, it was shown to give very accurate results at considerably smaller com-

putational expense. In this formalism, described in detail in Ref. [74] and repro-

duced briefly here, the one-electron potential, V (z), normal to the sample surface

must satisfy Poisson’s equation [77]:

d2V

dz2
= − e

ε(0)ε0

[
N+
D −N−A − n(z) + p(z)

]
, (6.1)
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where ε(0) is the static dielectric constant, N+
D (N−A ) is the bulk donor (acceptor)

density, and n(z)[p(z)] is the electron (hole) density. Charge neutrality requires

that no band bending is present in the bulk (i.e. V (z) → 0 as z → ∞) and that at

the surface (z=0):
dV

dz
=

e

ε(0)ε0
NSS, (6.2)

where NSS is the surface state density or an extrinsically induced charge. The

carrier density of the conduction and valence bands, respectively, are calculated

using:

n(z) =

∫ ∞
0

gc(E)fFD(E)f(z)dE,

p(z) =
∑
i

∫ −∞
EVi

gVi(E) [1− fFD(E)] f(z)dE,
(6.3)

where i denotes one of a number of valence bands, gc(E) [gVi(E)] is the density

of states for the conduction (ith valence) band, fFD is the Fermi-Dirac function

including the potential dependence:

fFD(E) =
(
1 + eβ[E−EF+V (z)]

)−1
, (6.4)

where EF is the Fermi energy and β−1 = kBT , and f(z) is the MTFA factor to

account for the potential barrier at the surface [78] given by:

f(z) = 1− sinc

[
2z

L

(
E

kBT

)1/2(
1 +

E

Eg

)1/2
]
, (6.5)

where L is the thermal length L = ~/(2m∗0kBT )1/2 for nondegenerate and L =

1/kF for degenerate semiconductors.

With the one-electron band-bending potential solved, one can numerically

solve the Schrödinger equation via a Fourier-series representation [79, 80] in terms

of envelope functions Ψ(r‖, z), where r‖ and z are the parallel and normal com-

ponents of the position vector, respectively, because of the broken translational
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symmetry in the z direction. Thus the Schrödinger equation is given by:

[Ec(−i∇) + V (z)] Ψ(r‖, z) = EΨ(r‖, z), (6.6)

where the eigenfunction for a subband j and a given parallel wave vector k‖ is:

Ψk‖,j(r‖, z) =
1√
A
eik‖·r‖ψk‖,j(z), (6.7)

with A being the normalisation factor and ψk‖,j(z) is the component of the eigen-

function normal to the surface for a given subband and parallel wavevector. As-

suming that the wave function is zero at the surface (i.e. does not extend into the

vacuum) and decays to zero some distance l into the bulk, ψk‖,j(z) can be written

as:

ψk‖,j(z) =
∞∑
ν=1

√
2

l
a
k‖,j
ν sin

(νπ
l
z
)
. (6.8)

This allows one to rewrite Eq. 6.6 in the matrix representation, such that:

Mk‖ak‖ = Ek‖ak‖ , (6.9)

and the matrix elements are given by:

|M|νν′ = Ec(kν)δνν′ +
2

l

∫ l

0

dzV (z) sin
(νπ
l
z
)

sin

(
ν ′π

l
z

)
, (6.10)

where kν =
√
k2‖ + (νπ/l)2 and δνν′ is the Kronecker delta function. The subband

energies and wave functions normal to the surface can therefore be determined

from the eigenvalues and eigenfunctions of M, respectively.

These calculations were performed by King et al. [74] for InN where it was

found that the increase in bulk carrier concentration reduced the effects of the

band-bending potential. As shown in Fig. 6.1b, increasing the bulk carrier con-

centration, and thus the effective screening, shifted the conduction band minima
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of the quantised subbands towards the Fermi level and, if this shift was suffi-

ciently large, prevented higher order subbands from forming. It was also shown

that by increasing the surface state carrier concentration, the subbands are shifted

to higher binding energy as the strength of the surface potential is increased. One

method for increasing the bulk carrier concentration is through bulk doping as

the Fermi level shifts to maintain charge neutrality while the charge accumula-

tion at the surface can be altered through the application of an external field, such

as the electrical gating performed in transistors.

6.1.2 Band-Bending Potential via Chemical Gating

Understanding the effects of such electric field gating is vital for any material

that is to be used in spin- or valley-tronic devices. Furthermore, applying an elec-

trostatic potential across a TMDC sample has been proposed as a method to break
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FIGURE 6.2: Breaking the layer-degeneracy via chemical gating. a) The unit cell of
WSe2 is inversion symmetric, although the constituent layers lack a centre of inver-
sion. The deposition of alkali metals onto the sample surface creates an electrostatic
band-bending potential which is attenuated as it penetrates into the bulk of the ma-
terial. b) Schematic of the layer-dependent and unit-cell summed valence bands at
K revealing the spin-degeneracy in pristine WSe2 and spin-splitting in the surface

doped case.
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the layer-degeneracy as the depth-dependent profile of the potential shifts the

layer-localised spin-polarised bands by varying amounts, depicted in Fig. 6.2, as

suggested by a study using ionic-liquid gating [81]. Unfortunately, electric fields

are not easily compatible with ARPES measurements as the external fields can

distort the trajectories of the photoemitted electrons before reaching the analyser

lens elements. However, an analogous route to electrically gating bulk WSe2 crys-

tals is through the deposition of sub-monolayer coverage of alkali metals at the

clean sample surface, using a properly outgassed SAES getter source. Due to the

electronegativity of the alkali metal, the deposited atoms act as electron donors,

creating a charge accumulation layer at the sample surface that induces an elec-

trostatic potential, which penetrates into the bulk of the sample. This potential

should be dependent on the alkali concentration, allowing for tuneable increases

in potential strength, although reduction is not possible as the desorption of the

alkali metal is technically challenging. This method of ’chemical’ gating not only

mimics the field-effect doping by creating an electrostatic band-bending poten-

tial similar to those established by a voltage applied to a traditional electrical

gate, like those in transistors, but leaves the surface accessible to detailed ARPES

investigations.

6.1.3 Formation of a 2D Electron Gas

It was previously shown that in bulk WSe2 the valence band maximum (VBM)

resides at the zone centre, while an almost degenerate band sits at K with a spin-

split band at higher binding energy, Fig. 6.3a. The deposition of a small amount of

alkali metals (Rb or K) onto the in-situ cleaved surface results in multiple recon-

structions of the band structure, as seen in Fig. 6.3b. The induced band-bending

potential pulls the conduction band below the Fermi level at a point midway be-

tween Γ and K, denoted T. In addition to this electron pocket, the conduction

band at K is also pulled below the Fermi level; however, due to the indirect band

gap nature that places the conduction band minimum at T in the pristine bulk
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FIGURE 6.3: Band structure reconstruction via alkali metal deposition. ARPES mea-
surements of a) bulk-cleaved WSe2 (hν = 75eV) and b) surface Rb-dosed WSe2
(hν = 49eV) reveal multiple reconstructions of the bulk electronic structure. c) Iso-
energy contours (hν = 75eV) reveal the states which cross the Fermi level form six
circular electronic pockets midway between Γ and K, as well as smaller pockets at K.
Additionally, the near-surface electrostatic potential variation that drives the conduc-
tion band below the Fermi level also induces a strong spin-splitting between layer 1
(L1) and layer 2 (L2) localised valence band states at K. e) Schematic of the depth-
dependent electrostatic potential which breaks the layer degeneracy of the valence

bands and induces the quantum well states.

material, the spectral weight at K sits closer to the Fermi level and a smaller elec-

tron pocket is formed. Taking several measurements while rotating the sample,

Fig. 6.3c, the in-plane dispersion of the states at the Fermi level reveals six circular

electron pockets at each of the T points with smaller pockets at K/K’ points in the

Brillouin zone, as one would expect from bulk band structure calculations [60].

Along with the appearance of states that cross the Fermi level, the two va-

lence band states at K split into four well-resolved bands, as seen in Fig. 6.3d.

The appearance of a second set of bands is a direct consequence of breaking the

layer-degeneracy of the electronic structure. As suggested by the right-hand side

of Fig. 6.2b, the layer closest to the surface will experience the strongest electro-

static potential and therefore is shifted to higher binding energies relative to the

bulk valence bands, while the subsequent layer experiences a relatively smaller

shift due to the attenuation of the band-bending potential as it penetrates into the
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sample. From the previous chapter, it was established that each of these bands

has a spin-polarisation perpendicular to the sample surface with a reversal of

sign between layers, as well as between the upper and lower bands. Therefore,

breaking the layer-degeneracy is equivalent to inducing a spin-splitting between

the layer 1 (L1) and layer 2 (L2) valence bands, as depicted in Fig. 6.2b.

As discussed earlier, in the typical band-bending picture, one expects a shift

of band features to higher binding energy, as depicted in Fig. 6.3e, which re-

sults in quantum well states (QWS) due to confinement effects of the conduction

bands. These QWS should have minimal extension into the bulk as dictated by

the depth profile of the potential and therefore negligible dispersion perpendic-

ular to the surface. Photon energy dependent measurements, performed at Di-

amond Light Source’s I05 beamline, reveal the out-of-plane dispersion of both

the electron pockets at T and K. kz-dependent momentum distribution curves

(MDCs) taken at the Fermi level confirm the 2D nature of the electron gas at T, as

shown by the fixed value of kF as the photon energy is varied, Fig. 6.4a. The lack

of kz-dependence is also exhibited by the fixed energy of the conduction band

minimum, as seen by the energy distribution curve (EDC) kz-map taken at T in

Fig. 6.4b.

Such kz-dependent EDCs taken at K also reveal a constant spin-splitting of the

valence bands for all kz and a constant binding energy for the additional, small

electron pocket, Fig. 6.4c. As previously mentioned, due to the relatively small

electron escape depth, ARPES is a surface-sensitive technique in which the spec-

tral weight originates from the near surface layers with minor additional contri-

butions from the subsequent layers, which are suppressed by inelastic scattering

events. From the relative intensity of the valence bands at K, one is able to assign

the valence band at higher binding energy to the first layer for both the upper

and lower valence band, while the additional set of bands is attributed to the

second layer, as labelled in Fig. 6.3d. The shift to higher binding energy for the
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FIGURE 6.4: Photon-energy dependent measurements of Rb-dosed WSe2. a) kz de-
pendent measurements taken at the Fermi level, along the Γ-K line reveal no change
in kF as a function of kz , nor b) any dispersion of the conduction band minimum at
T. The lack of dispersion in the out-of-plane direction is indicative of a 2D electron
gas (2DEG). Similar behaviour is seen in c) the small electron pocket at K, as well as
the spin-split valence band states at higher binding energies. d) The kz dependence
of the conduction and valence band extrema in b) and c) are extracted, determined
from fitting energy distribution curves, confirming the two-dimensional nature of
these states. For all measurements presented here, a free-electron final state model

was employed, with an inner potential of 13 eV.

near-surface layer matches the qualitative picture expected from typical band-

bending theory, as a result of the stronger electrostatic potential experienced by

the near surface layer relative to the second layer.

Although, the two-dimensional nature of the conduction and valence band

states is similar to the behaviour embodied in the valence band states at K in

pristine WSe2, Fig. 6.4d, confirming the lack of the dispersion in the out-of-plane

direction, one should note that the origins of the 2D nature are different between

the valence and conduction bands. The spin-split valence band states at K origi-

nate from planar dx2−y2 and dxy orbitals that suppress interlayer hopping, a prop-

erty that is inherited from the bulk, and therefore even without the application of

external potentials these would therefore be two-dimensional. On the other hand,

the conduction band states gain their two-dimensionality from the confinement

of the carrier’s wavefunction in the quantum well created by the near-surface

band-bending potential. Therefore, with increased probing depth and improved

resolving power, one would expect to see additional spin-split valence bands at K
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from subsequent layers which experience the ever-weakening potential as it pen-

etrates into the bulk, until eventually the bands are essentially degenerate again

as V (z → ∞) = 0. At these photon energies the electron escape depth is <1nm

and so only the first two layers are accessible. However, such increased probing

ability would reveal no additional information regarding the electron pockets as

the wave function is confined entirely to the near-surface region. Nonetheless,

these measurements suggest that the deposition of alkali metals provides a con-

venient method for inducing both a 2D electron gas (2DEG) in the near-surface

region and to break the layer-degeneracy, thereby lifting the spin-degeneracy of

the electronic states at K.

6.1.4 Tuneable Splitting of Valence Bands

The strength of the band-bending potential is intimately tied to the concen-

tration of alkali metal deposited at the cleaved surface of the bulk WSe2, as sug-

gested by calculations discussed in Sec. 6.1.1. The additional surface coverage

increases the band-bending potential, pulling the conduction band further below

the Fermi level and increasing the strength of the quantum well that gives rise to

the electron gas. Indeed, by increasing the amount of alkali metal on the surface,

an increase in the binding energy of the conduction band minimum and the mag-

nitude of kF for the electron pocket at T is observed, Fig. 6.5a. Iso-energy contours

at the Fermi level around these pockets confirm the increasing size of the 2DEG

with increased surface dosing and its approximate isotropic in-plane dispersion.

From measured Fermi surface maps (Fig. 6.5b-d insets) and MDCs near EF across

the centre of the electron pockets, the 2D Luttinger volume is extracted and used

to calculate the carrier concentration according to:

N =
gvk

2
F

2π
(6.11)

where gv=6 and the spin-multiplicity is taken to be gs=2.
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cleaved surface. The associated Fermi surface evolution is shown over kx,y = kT ±
0.17−1. b) Increased surface dosing also induces a density-dependent spin-splitting

of the lowest binding energy valence bands at K.

Due to the sharp attenuation of this potential into the bulk, the band-bending

effects are felt most strongly in the surface layer, with minor effects experienced

by the second layer. Because the potential induces a rigid shift of the upper va-

lence bands at K for each layer, any difference in the strength of the potential

causes a splitting of the bands. By increasing the strength of the potential, one

increases the relative difference of the potential experienced by each layer, as

depicted in Fig. 6.6, and therefore increases the size of the splitting, Fig. 6.5b.

Thus one can use the electrostatic potential to not only break the layer degener-

acy, which is akin to inducing a spin-splitting of the valence bands because each

has a layer-dependent out-of-plane spin-polarisation, but one can also control the

degree of spin-splitting by altering the strength of the electrostatic potential.

From fitting EDCs, the carrier density dependence of the spin-splitting at K,

as well as the binding energy extrema of the electron pocket at T, shown in Fig.

6.7a,b respectively, can be extracted. Analysis of this shows that the splitting of
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FIGURE 6.6: Alkali concentration dependent electrostatic potential. a) Deposited al-
kali metals induce electrostatic potential that creates a 2DEG at sample surface and
rigid shift of valence bands (orange curves). Increasing the concentration of the al-
kali metal, increases the strength of the potential, increasing the band-bending ef-
fects (green curves) which induces a larger 2DEG such that N2>N1. b) The increased
potential pushes the conduction band further below the Fermi level, increasing the
binding energy of the conduction band minimum, but also the size of the offset be-
tween the CBM and the bottom of the potential well. c) The relative strength of the
potential felt by subsequent layers results in a splitting of the valence bands that is

increased with increased alkali deposition.

the layer 1 and layer 2 valence bands is far larger than the shift in the conduc-

tion band minimum, as expected from the rigid shift of the valence band states

compared to the confinement of the conduction band within the quantum well

where a finite energy offset between the minimum energy of the well and con-

duction band minimum is introduced. Here, a spin-splitting of up to ∼175 meV

is achieved, equivalent to a Zeeman splitting from an external magnetic field of

>1000 Tesla [81].

6.2 Doping Dependent Many-Body Effects

Although the downward shift of the conduction bands and the relative shift

of the valence bands between layer 1 and layer 2 is consistent with a typical band-

bending picture, the ARPES measurements displayed in Fig. 6.5b reveal one in-

consistency with this simple picture. Over the range of 2DEG densities spanned

by these measurements, band-bending calculations suggest that the valence band
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counter-intuitive to traditional band-bending picture.

states originating from the first W layer should increase in binding energy, ∆L1,

by more than 200 meV; however, a counterintuitive reduction in the binding en-

ergy of ∼50 meV is observed for ∆L1. Additionally, a decrease of almost 150

meV for the valence band states localised on the second W layer, ∆L2, is found,

Fig. 6.7c. Such shifts would naively be attributed to conventional semiconductor

space-charge regions. However, this explanation would not only imply opposite

band-bending for the conduction and valence bands at the surface that is un-

physical, but would also be inconsistent with the experimental identification of

the relative ordering of L1- and L2-derived valence band states at K. Similar ar-

guments rule out surface-photovoltage effects as the origin of the valence-band

shifts.

Instead, the reduction in binding energies of the valence band states is at-

tributed to a lowering of the chemical potential in the near surface region due to

electron-electron interactions. As illustrated in Fig. 6.8a, if one ignores interac-

tions, the typical band-bending picture for surface charge accumulation is pro-

duced. However, inclusion of electron-electron interactions results in a lowering
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reveals considerable reduction of the chemical potential, which can be quantitatively
explained by RPA calculations including electron-electron interactions in an electron

gas of finite thickness.

of the chemical potential and with it the QWS, Fig. 6.8b. Because the strength of

the band-bending potential on the second W layer is relatively weak compared to

that on the first W layer, the layer 2 valence band states can be used as a reference

level to extract a lower limit on the shift of the chemical potential, depicted in Fig.

6.8c. Thus, by referencing the layer 1 valence bands, conduction band minimum

and Fermi level relative to the layer 2 valence bands, one finds that the chemi-

cal potential monotonically reduces with increased carrier density as shown in

Fig. 6.8d, κ = (1/N2)(∂µ/∂N) < 0, in a process known as negative electronic

compressibility (NEC). This phenomenon is the result of electron-electron inter-

actions that reduce the electronic self-energy as the carrier density is increased,

counter to the behaviour in a non-interacting picture.

Typically, semiconductors are considered weakly interacting systems; how-

ever, here direct spectroscopic evidence of NEC, which is inherently an effect of

many-body interactions, is observed. Furthermore, one finds that (∂µ/∂N) < 0

up to the highest measured electron densities of almost 1014 cm−2. To put this in
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context, NEC in GaAs/AlGaAs 2DEGs is observed only at electron densities al-

most three orders of magnitude lower [82], whereas in graphene, NEC is only

found once the kinetic energy is suppressed by the application of a magnetic

field [83]. In a previous study by Larentis et al. [84] on a gated graphene-MoS2

heterostructure, transport measurements suggested the chemical potential of the

MoS2 flake could be reduced upon filling of the MoS2 conduction states, implying

the presence of negative electronic compressibility. In that study, calculations of

the self-energy in the random phase approximation (RPA) revealed that the ex-

change and correlation energies dominate the kinetic energy, reducing the chem-

ical potential in MoS2. As such, the theory of these RPA self-energy calculations

will now be reviewed and extended to the case of surface-doped WSe2.

6.2.1 Self-Energy Calculations in the Random Phase

Approximation

In a non-interacting picture, the chemical potential can be calculated in a

straightforward manner from the density of states at the Fermi level; however,

when interactions are included, one must calculate the electronic exchange and

correlation energies as a result of electron-electron interactions. Through calcu-

lation of the carrier density dependence of the self-energy, the chemical potential

can be determined according to:

µtot =
∂(εtotN)

∂N
, (6.12)

where εtot = εnon + εexc + εcorr is the total self-energy, which is the sum of the

non-interacting, exchange and correlation energies, respectively.

In the 3D free-electron gas picture, one can visualise doping electrons into the

system as adding successive shells to the Fermi sphere, as seen in Ch. II. Because

of the Pauli exclusion principle, doping the system increases the energy at which

subsequent electrons are added, pushing the chemical potential upwards. This
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picture is modified in the case of surface doping where electrons are added in

concentric rings due to the reduced dimensionality of the 2D electron gas and

thus the energy required to add the N th electron in a non-interacting picture is

given by:

εnon(N) =
~2πN
gvgsm∗

, (6.13)

where N is the carrier density, gv = 6 is the valley degeneracy, gs = 2 is the spin-

degeneracy and m∗ = 0.555me is the in-plane effective mass of the carriers. Eq.

6.13 produces the well-known result that in a non-interacting 2D electron gas the

energy per electron (i.e. ∂ε/∂N ) is constant and there is a linear increase in the

chemical potential with increased carrier density (i.e. ∂(εN)/∂N ).

If, however, electron-electron interactions are included, the chemical poten-

tial for the 2DEG becomes less straightforward to calculate. To this end, one can

calculate the exchange and correlation energies in the random phase approxima-

tion (RPA). The exchange energy arises from the ability of two or more electrons

with parallel spins to exchange their positions in degenerate orbitals, while the

correlation energy is related to the degree in which the motion of one electron is

affected by the presence of all the other electrons. In this formalism, it is assumed

that electrons respond only to the total electric potential, which is the sum of

any external potentials and a screening potential, the former of which is assumed

to oscillate at a single frequency, w. This method produces a dynamic response

function, ε(k, w), from which it is assumed that the contributions from the total

electric potential are averaged out such that only the potential at wave vector k

contributes to the self-energy [85]. This averaging modifies the dynamic response

function, producing the Lindhard dielectric function [11, 86].

In the dilute doping limit, the Fermi wavevector is relatively small compared

to the intervalley wavevector, i.e. the wavevector scattering an electron from one

electron pocket into another. Therefore, relative to intravalley scattering, inter-

valley electron-electron scattering will be strongly suppressed. As a result, the
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valley-pseudospin represents a degeneracy factor in the exchange and correla-

tion interactions, as does the spin degree of freedom. The exchange energy per

electron is therefore given by [84]:

εexc = − 16

3π(gvgs)1/2

(
R∗y
rs

)
(6.14)

where R∗y = Rym
∗/ε2tot is the reduced Rydberg constant, rs = m∗/(εtotaB(πN)1/2)

is the dimensionless interparticle separation parameter, aB is the Bohr radius and

εtot = ((ε
‖
WSe2

ε⊥WSe2
)1/2 + 1)/2. The latter of these is the total dielectric constant,

determined by averaging the bulk properties with the vacuum to account for the

penetration of the field lines into vacuum as the 2DEG should be constrained to

the near-surface region.

The correlation energy per electron can be calculated by integrating over the

dimensionless wavevector, q, and frequency, w, such that [84]:

εcorr =
4

g2vg
2
s

(
R∗y
πr2s

)∫
q dq

∫
dw
(
rs

(gvgs)
3/2

2q
χ(q, iw)

+ ln

(
1− rs

(gvgs)
3/2

2q
χ(q, iw)

))
, (6.15)
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where χ(q, iw) is the 2D Lindhard dielectric function along the imaginary axis,

plotted in Fig. 6.9a, given by [87]:

χ(q, iw) = −1

q

[
Θ(1− ν2−)

√
1− ν2− −Θ(1− ν2+)

√
1− ν2+

]
, (6.16)

where Θ(x > 0) = 1 is the heavyside step function and the dimensionless wavevec-

tor, q, and frequency, ω, are given by:

q ≡ q

kF

ν± ≡
w

qνF
± q

2kF
,

(6.17)

with kF being the Fermi wavevector and νF = ~kFσ/m∗ is the Fermi velocity.

Calculating the non-interacting and exchange energies is computationally in-

expensive in comparison to the numerical integration required for the calculation

of the correlation energy, which was performed by determining the integrand for

a 2D grid of (q,w) pairs, as plotted in Fig. 6.10b, and using trapazoidal integration

to find the area within the grid. Due to the discrete step size of the grid, conver-

gence of the 2D integrals was tested for both ∆q and ∆w, as shown in Fig. 6.10c,d,

resulting in integration fluctuations smaller than 0.1meV. In addition to the con-

vergence tests on the grid size, the limits of the integrals over q and w were tested,

resulting in self-energies with less than 1meV uncertainty, below experimental

uncertainties for the measurements presented, Fig. 6.10b. Because the integrand

is 0 except in a narrow region of the allowable excitations, the area of integration

was divided into smaller regions to reduce the computational expense, as shown

in Fig. 6.10a.

Using this method, one can calculate the different contributions to the en-

ergy required to add an electron to the system at any given carrier density. Do-

ing so, one finds that while the non-interacting energy is always positive, the

exchange and correlation energies reduce the energy at which subsequent elec-

trons are added to the conduction band. In fact, RPA calculations reveal that
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the interacting contributions are sufficient to overcome the increase from the ki-

netic energy term for carrier densities spanned by the ARPES measurements, and

thus the chemical potential monotonically reduces with increased carrier density

(i.e. ∂(εtotN)/∂N < 0), qualitatively reproducing the reduction of the chemi-

cal potential observed experimentally, ∆µexp, shown in Fig. 6.8d. However, one

should note that these calculations represent the chemical potential for an ideal

2DEG (i.e. zero extension into the bulk) and therefore a form factor f(q) with

ε∗tot(q) = εtot/f(q) is included to account for the finite-thickness of the electron
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gas. This form factor is given by:

f(q) =
8 + 9x+ 3x2

8(1 + x)3
+
εtot − εvac
εtot + εvac

1

(1 + x)6
, (6.18)

where x = q/b and b is taken to be 3Å−1 to give a 2DEG localised over ap-

proximately 5Å. Such form factors are described by a wave function of the form

ζ(z) = 2b3/2ze−bz, where z is the spatial extent into the bulk. Inclusion of the fi-

nite thickness effects of the 2DEG greatly reduces the effects of both the exchange

and correlation energies to the change in the chemical potential, Fig. 6.11b, which

results in excellent quantitative agreement with observed measurements, even to

the highest carrier concentrations, Fig. 6.8d.

The observation of such persistent NEC here indicates a powerful role of

many-body interactions, whereby exchange and correlation energies dominate

the kinetic energy over a remarkably large carrier-density range. This is attributed
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to a combination of factors. The six-valley 2DEG at T and relatively high effective

mass ensures that the kinetic energy stays low even for rather high electron den-

sities. Moreover, the high effective mass, together with low dielectric constants

of both WSe2 and the vacuum-interface, enhance the exchange and correlation

energies, which allows them to dominate the kinetic energy for a wider range of

carrier densities.

6.2.2 Reduction in Band Gap

One striking consequence of NEC in WSe2 is the reduction of the indirect

band gap as a function of carrier density. In a non-interacting picture, the band-

bending potential at the surface would conventionally cause a downward shift

of the valence bands originating in the near-surface layers relative to the Fermi

level and the quantisation of the conduction band in the narrow potential well.

From band-bending calculations, illustrated in Fig. 6.11a, it is estimated from the

RPA calculations that the 2DEG wavefunction is localised near the sample sur-

face and extends less than half a unit cell into the bulk, while the states at K were

previously seen to reside entirely in individual W-planes. Thus, one can restrict

discussions of the indirect bandgap to transitions from the layer 1 upper valence

band to the QWS, as transitions from the layer 2 valence bands would require ad-

ditional energy to perform the interlayer hopping necessary to reach an available

final state.

The quantisation of the conduction band in the potential well introduces a fi-

nite offset between the minimum of the quantum well state and the bottom of the

well. Because of the energy offset inherent to the QWS, in the non-interacting pic-

ture, the energy difference between the valence band maximum at K for layer 1

and the minimum of the QWS (i.e. the layer 1 indirect bandgap) should always in-

crease with increased surface coverage of alkali metal. Instead, in the presence of

strong electron-electron interactions, as the band-bending potential pulls the con-

duction band further below the Fermi level and the carrier density of the 2DEG is
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increased, the effects of NEC grow and thereby the chemical potential is lowered,

which reduces the binding energy of the valence bands relative to the Fermi level.

If the reduction in the chemical potential is greater than the incremental increase

in the CBM/potential-well offset, the valence bands will shift up enough to over-

come the enlargement of the bandgap expected in the non-interacting picture.

To disentangle the non-interacting effects of the band-bending potential and

the subsequent many-body effects that result in NEC, density functional theory

calculations were performed by Dr. Saeed Bahramy for bulk WSe2 using the

Perdew-Burke-Ernzerhof exchange-correlation potential modified by the Becke-

Johnson potential as implemented in the WIEN2K programme, fully taking into

account relativistic effects, including the spin-orbit interaction [17]. The Brillouin

zone was sampled by a 12 x 12 x 6 k-mesh. The tight-binding supercell calcu-

lations were performed by downfolding these calculations using maximally lo-

calised Wannier functions [88], with W 5d & 5s and Se 5p & 5s orbitals as the

basis states. To account for the surface sensitivity of the ARPES measurements,

the spectral weight calculated for each WSe2 layer was multiplied by an exponen-

tial decay function e−z/λe , where z is the distance from the surface and λe = 5Å

is the inelastic mean free path of the photoelectrons. Such calculations, shown in

Fig. 6.12a, qualitatively reproduce the band structure of pristine WSe2 and the

observed out-of-plane spin-polarisation of the states at K, due to the spin-valley-

layer locking discussed in the previous chapter.

These calculations were extended through inclusion of band bending as an

on-site potential term [89], as calculated using the PS-MTFA method described in

Sec. 6.1.1. These predict the formation of a QWS and downward shift of the va-

lence bands, as well as the spin-splitting of the valence bands from the lifting of

the layer-degeneracy and increase in the layer 1 and layer 2 indirect bandgaps, ξL1

and ξL2, respectively, Fig. 6.12b. Finally, inclusion of additional potential contri-

butions for the conduction bands from many-body exchange and correlation ef-

fects were incorporated, Fig. 6.12c, with renormalisation of the chemical potential
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FIGURE 6.12: Modification of the indirect band gap. Surface-projected tight-binding
supercell calculations of the electronic structure (top) and out-of-plane spin projec-
tion, Sz , of the valence bands at K (bottom) of a) pristine bulk WSe2 and b) chemically
gated WSe2, including band bending but not the effects of electron interactions. This
reveals the creation of a 2DEG and spin splitting of the valence bands. c) Including
an exchange and correlation potential derived from the finite-thickness RPA calcu-
lations leads to an upward shift of the near-surface valence bands relative to the
chemical potential which induces a shrinkage of the layer-dependent quasiparticle
bandgap, ξL1,L2, extracted experimentally in d). White dashed lines represent the
binding energy of the upper valence bands at K for pristine bulk WSe2, included as
an energy reference in b) and c). The yellow dashed line in c) marks the energy of the

2DEG conduction-band minimum.

to maintain the same layer-dependent charge density as for the non-interacting

system. These latter calculations qualitatively match the ARPES measurements

on surface-dosed WSe2 and predict the reduction in ξL1 and ξL2. Indeed, analysis

of the layer-dependent indirect band gaps, extracted from EDCs of the conduc-

tion band at T and valence bands at K reveals that, over this range of carrier den-

sities, there is a∼200meV reduction to ξL2 and over 100meV shrinkage of ξL1, Fig.

6.12d. The reduction of the bandgap has subsequently been suggested to occur

from optically excited carrier concentrations in time-resolved ARPES measure-

ments [90] and through doping [91] of monolayer MoS2, as well as in measure-

ments of monolayer MoSe2 where a significantly smaller bandgap was observed

for heavily electron-doped samples [65] compared with undoped samples [92].

Therefore, it is expected that the findings of persistent negative electronic com-

pressibility just discussed are likely to hold for all TMDCs and establishes this
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family of materials as strongly interacting systems.

Constructed of monolayer sheets, weakly held together by van der Waals in-

teractions, these materials exhibit many novel phenomena directly related to their

reduced dimensionality, as demonstrated by the experimental observations of the

last two chapters. It has been shown that as a result of this reduced dimension-

ality, states that are localised to individual layers experience a monolayer-like

environment that gives birth to a hidden out-of-spin spin-polarisation in the out-

of-plane direction which is forbidden by conventional symmetry arguments. Fur-

thermore, it was seen that by controlling the formation of a 2D electron gas at the

sample surface, drastic reconstruction of the band structure can be induced with

counter-intuitive shifts as a result of many-body interactions. The dominance

of these many-body interactions to carrier concentrations orders of magnitude

larger than in typical semiconductors is attributed to relatively heavy electron

masses, the multi-valley nature of the electron pockets that form, and the rela-

tively low dielectric constants of WSe2 in conjunction with the surface-vacuum

interface. All of these are likely to be intimately tied to the 2D nature of these

materials, as suggested by the drastic reduction of the NEC effects when a finite

thickness was included in the RPA calculations. In the next two chapters, exper-

imental evidence will be presented for similar many-body interactions, but in a

fully 3D material, Gd-doped EuO.
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Chapter 7

Growth of Europium (II) Oxide, EuO,

by MBE

Paramount to the function of spintronic devices is a material in which elec-

tronic spins can be manipulated for the transfer of information. However, this

is not the only element necessary for the function of devices such as the spin-

transistor envisioned by Datta and Das in 1990 [2]; the injection of a highly spin-

polarised current into the semiconducting material must also be achieved, as

well as an ability to "read" the spins after they have passed through the interim

medium. These processes have produced significant issues as the injection of

highly spin-polarised electrons into a semiconducting material requires the source

and drain materials to be half-metals, such as metallic Fe, with spin-polarised

conduction bands, but semiconductor-metal interfaces have been shown to pro-

duce strong reductions in the purity of the spin-current, making injection and

reading inefficient. However, one material, europium (II) oxide, provides a pos-

sible solution to this issue due to its properties as a ferromagnetic semiconductor.

Initial attempts to integrate EuO with silicon, the basis for many existing elec-

tronic devices, resulted in considerable spin-flip scattering due to the presence

of interstitial phases at the EuO/Si interface [93], although more recent develop-

ments in the growth process have achieved abrupt interfaces necessary to pre-

serve the highly spin-polarised current upon injection [94]. Here, an overview

will be given of the basic properties of EuO and the growth recipe developed



116 Chapter 7. Growth of Europium (II) Oxide, EuO, by MBE

in the mu-MBE system attached to the I05-endstation at Diamond Light Source.

Through in-situ transfer, these samples were then measured by ARPES, which

forms the results of the following two chapters.

7.1 Background Information

The whole family of europium mono-chalcogenides (EuX, X=Se,S,O,Te) em-

body a large array of interesting magnetic and electrical phenomenon [95]. Since

its discovery in solid solution with SrO [96] and subsequent isolation in the 1960’s,

europium monoxide, EuO, has been shown to host a wide range of phenomenon

including the giant magneto-optic Kerr [97] and Faraday effects [98, 99] and the

anomalous Hall effect [100]. However, it is the interesting interplay between

EuO’s magnetic and electrical properties that are the focus of the discussion here.

7.1.1 Ferromagnetic Transition

In stoichiometric EuO, each Eu 4f orbital is half-filled, which if one ignores

magnetic effects, has 7 unaligned electrons, while the O 2p derived states at higher

|Energy|

Eu 5d/6s

EF

Eu 4f

O 2p

b) c)|Energy|

Eu 5d/6s

EF

Eu 4f

O 2p

a)

FIGURE 7.1: Magnetic origin of EuO. a) Ignoring magnetic effects, the half-filled Eu
4f band and fully-filled O 2p bands have equal spin-up and spin-down populations,
while the Eu 5d orbitals remain empty. b) If magnetic effects are included, the 7
unpaired 4f electrons align, causing an exchange splitting of the O 2p valence and
Eu 5d conduction states. c) Temperature dependence of the magnetic moment of
undoped EuO, revealing the onset of ferromagnetism at TC=69K, reproduced from
Ref. [101]. (inset) Magnetic hysteresis loop, taken at 5K, shows the ferromagnetic

behaviour with saturation magnetisation of 7µB per Eu atom.
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binding energy are completely filled, visualised in Fig. 7.1a. "Turning-on" mag-

netism, the 7 unpaired 4f electrons at each Eu2+ lattice site align their spin states

according to Hund’s rule, resulting in a large magnetic moment on each cation,

Fig. 7.1b, when cooled below the Curie temperature, determined to be TC=69K

for stoichiometric EuO [102], Fig. 7.1c. The alignment of the Eu 4f electrons

induces an exchange splitting of the O 2p valence bands and Eu 5d conduction

bands. Due to the highly-localised nature of the Eu 4f electrons, crystal field ef-

fects are suppressed and spin-orbit coupling is relatively strong. This gives rise

to a net spin moment of S = 7/2 per Eu atom and a saturation magnetisation in

the low temperature phase of 7µB for every Eu atom. While smaller than gadolin-

ium [103] and dysprosium [104], EuO hosts the third highest magnetisation of all

known ferromagnets, even higher than pure europium, due to an increase in the

density of Eu in EuO compared to pure Eu [105, 106].

Because of the highly localised nature of the Eu 4f orbitals and relatively high

effective screening, the individual magnetic moments are considered almost com-

pletely localised to the Eu lattices sites. While it was originally thought that

EuO was an ideal embodiment of a Heisenberg ferromagnet, as evidenced by

its temperature-dependent magnetisation curve which is a near-perfect Brillouin

function [101], recent angle-resolved photoemission measurements have revealed

momentum dependence of the Eu 4f band structure, providing evidence for the

hybridisation of adjacent 4f orbitals [107]. Additionally, temperature-dependent

ARPES measurements have revealed shifts of the Eu 4f and O 2p bands that have

been attributed to the hybridisation of the Eu 4f -O 2p and Eu 4f -5d orbitals via

the momentum-dependent superexchange and indirect exchange interactions, re-

spectively [107]. These measurements suggest that many-body interactions play

a vital role in the electronic structure of EuO.
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7.1.2 Metal-Insulator Transition

Undoped EuO is highly insulating, making photoemission experiments par-

ticularly difficult as emission of electrons through the photoelectric effect would

result in severe charging effects. However, a transition into a metallic phase,

concomitant with the ferromagnetic transition, has been observed in electron

doped samples [109]. In samples with oxygen vacancies, which contain two extra

electrons per vacancy, an activation energy of ∼0.3eV has been measured in the

paramagnetic phase, but below the transition temperature the conductivity was

seen to increase by approximately 13 orders of magnitude [108], as shown in Fig.

7.2a. It has been postulated that this dual transition to a ferromagnetic metal is

the result of the exchange splitting of the Eu 5df conduction band states, which

drives the spin-majority band below the Fermi level [110]. Using spin-resolved

x-ray absorption spectroscopy, Steeneken et al. [111] showed that in the ferromag-

netic state, the degeneracy of the majority and minority conduction band is lifted

and the bands become separated by approximately 0.6eV. Thus, as EuO becomes

magnetically ordered, the spin-majority band shifts downwards 0.3eV, consistent

a) b)

Donor Level

E

TC
T

Spin-Majority

Spin-Minority

FIGURE 7.2: Oxygen-rich EuO samples are highly insulating, even at relatively high
temperatures. a) Introducing oxygen vacancies increases the conductivity by approx-
imately 4 orders of magnitude, in the paramagnetic state, although the samples are
still insulating above TC . As the magnetic transition is approached, the conductivity
reduces such that it is immeasurable, but increases over 13 orders of magnitude as
ferromagnetic ordering sets in. Reproduced from Ref. [108]. b) Schematic of donor

levels that contribute to the metal-insulator transition.
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with the (activation) energy needed to make oxygen-deficient samples conduc-

tive above TC , and crosses the Fermi level such that the conduction band and

donor levels become degenerate, thereby driving the insulator-metal transition.

In the weak-doping limit, only the spin-majority band crosses the Fermi level,

producing a spin-polarised conduction band, which is ideal for spin-injection in

spintronic devices.

An additional explanation for the simultaneous transitions has been attributed

to bound magnetic polarons (BMPs). In systems with magnetic ions, carriers can

reduce their energy via the exchange interaction by aligning their spins with that

of the nearby magnetic ions, forming free magnetic polarons. In the case of EuO,

it is believed that the carriers become bound to impurity sites and are thus re-

ferred to as bound magnetic polarons. Experimental evidence for the presence of

BMPs in oxygen deficient EuO has been observed and through which TC can be

altered with the application of external magnetic fields [108, 112].

7.1.3 Tuneable TC through Doping and Film Thickness

The drastic deviation from the insulating behaviour of stoichiometric films

has not just been seen in oxygen-deficient samples, but has also been observed

by substitutional dopants of the divalent Eu2+ ions with La3+ [113, 116–118],

Gd3+ [113, 117–119] or Fe3+ [119–122], which are trivalent and thus donate a sin-

gle electron per dopant. Not only has such substitutional doping been shown to

induce the insulator-metal transition concomitant with the ferromagnetic transi-

tion, it has also been shown to significantly increase the Curie temperature [113].

Transport and magnetisation measurements on a wide range of Eu1−xGdxO sam-

ples with varying doping concentrations revealed that the increase in conductiv-

ity is always concurrent with the magnetic ordering, shown in Fig. 7.3a,b, further

highlighting the intimate interplay of the exchange splitting and the position of

the Fermi level. The highest TC has been recorded for Fe- and La-doping [116,
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c) d)

a) b)

FIGURE 7.3: Magnetic and transport properties of Gd-doped EuO. As the doping
concentration is increased, a) the Curie temperature is raised, as measured by the DC
SQUID magnetisation vs. temperature curves in zero magnetic field. b) Additionally,
temperature dependent transport measurements show that the metal-insulator and
ferromagnetic transitions always occur simultaneously. c) The Curie temperature
and carrier density saturate at ∼130K and ∼6x1020cm−3, respectively. Both proper-
ties are seen to decrease at doping concentrations above 10%, corresponding to d) a

sudden decrease in the dopant activation. Reproduced from Ref. [113].

122] where the transition temperature was increased to 200K; however, subse-

quent research has struggled to reproduce such drastic increases in Curie temper-

ature and typically the TC is found to saturate around 120K-130K. Comparison of

the Curie temperature and the carrier density as a function of the doping concen-

tration shows how closely tied the two properties are, Fig. 7.3c, and the apparent

saturation of TC as been attributed to a drastic reduction in the dopant activa-

tion at high concentrations, Fig. 7.3d. As the doping concentration increases, the

likelihood of two dopants being nearest neighbours (ignoring O2− sites) increases

and as these clusters of the dopants increase in size and frequency, small domains

of gadolinium oxide can form, preventing the Gd3+ from donating an electron.

Replacing some of the Eu2+ atoms with Gd3+, La3+ or Fe3+, or removing O2−
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a) b)

FIGURE 7.4: Thickness dependence of EuO thin films. a) Theoretical calculations
predict a significant reduction of TC as sample thickness is reduced below 20 mono-
layers. (inset) Curie temperature as a function of number of layers. b) Experimental
measurement of temperature dependent magnetisation of ultra-thin films confirms
the reduction of TC as samples are thinned from 12 to 2 monolayers. a) and b) are

reproduced from Ref. [114] and Ref. [115], respectively.

ions, is not the only method for altering the TC . Schiller and Nolting [114] pre-

dicted that as sample thickness is reduced below ∼20 monolayers, the TC is dras-

tically reduced, as shown in Fig. 7.4a. The lowering of TC has been acreditted to

the reduced number of neighbouring Eu sites at the surface and interface layers

of the thin films. In the bulk layers of EuO, each Eu2+ ion is ferromagnetically

coupled to its 12 nearest neighbour (NN) and 6 next-nearest neighbour (NNN)

Eu atoms, but on the surface layers of the (001) face, there are only 8 NN and 5

NNN Eu atoms to couple to. Müller et al. [115] confirmed this prediction showing

that ultra-thin films indeed have a reduced TC , shown in Fig. 7.4b, except a lower

TC was reported than predicted by Schiller and Nolting, which was attributed to

incomplete surface layers and imperfect boundaries.

As will be seen next, the intimate connection between magnetic properties,

chemical composition and thickness are useful indicators for the initial stages of

Gd-doped EuO thin film growth. Additionally, the change in resistivity of sam-

ples above and below TC with doping allows for ARPES measurements, which

require conductive surfaces, to be taken on samples, allowing for one to directly

investigate the ferromagnetic and insulator-metal transition.
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7.2 Thin Film Growth of Eu1−xGdxO

While EuO is scientifically interesting and embodies a range of novel phe-

nomena, it is also only a meta-stable form of europium, making it difficult to

work with. Exposure to atmospheric conditions results in further oxidation of the

europium atoms to form the more stable Eu3O4 and Eu2O3. Interestingly, these

latter materials do not display the same high magnetisation or metal-insulator

transition of the monoxide form. Therefore, the preparation and measurement of

EuO requires great care to prevent unwanted oxidation and involves either the

use of in-situ transfer to measurement chambers or burying samples under a cap-

ping layer. As discussed earlier, one such growth system exists at Diamond Light

Source and has been developed to grow EuO as part of this PhD project, with

in-situ transfer to the HR-ARPES branch of the I05 beamline for measurement

using synchrotron radiation. This section discusses the growth of high quality

thin films of single-crystal Gd-doped EuO.

Γ

X

W
K

L

b)a) (001)

(100)(010)

FIGURE 7.5: Crystal structure and Brillouin zone of EuO. a) YAlO3 provides a suit-
able substrate for the growth of EuO. A rotation of 45◦ allows two unit cells of EuO to
fit within a single YAlO3 unit cell, providing relatively low linear strain,∼2.1% along
the [110]EuO ‖[110]Y AlO3 direction. Reproduced from Ref. [101]. b) Corresponding

bulk Brillouin zone of EuO with high symmetry points and lattice directions.
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7.2.1 Growing in the Adsorption Controlled Regime

Like the other europium monocalcogenides, EuO forms in the rock salt, face-

centred cubic (fcc, space group Fm3m) crystal structure with a lattice constant

that varies from a=5.127 Å to 5.144 Å as the sample is cooled below 300K [123].

Growth of EuO thin films has been demonstrated on a wide range of substrates,

including Si [93, 124], GaAs [125] and graphene [126, 127], making it an ideal can-

didate for next generation electronic devices based around current semiconduc-

tor production processes. Unfortunately, in the case of Si/EuO heterostructures,

preserving a pristine Si interface has proved challenging as there is a propen-

sity for silicon oxides and other interstitial phases to form at the interface which

prevent efficient spin-injection into Si [124]. Although atomically sharp inter-

faces between EuO and Si, without the presence of europium silicides, have been

achieved [94], this presents an additional obstacle in preparing high quality films.

On the other hand, substrates such as yttria-stabilised cubic zirconia (YSZ) [128],

LaAlO3 [129] and YAlO3 [101] have been shown to release oxygen into the initial

layers of deposited Eu, allowing for sharp interfaces with growth of stoichio-

metric EuO, provided certain precautions are taken to avoid over-oxidation. As

shown in Fig. 7.5, with a 45◦ degree rotation, EuO is well suited for growth on

YAlO3 (110) single crystals, which have in-plane lattice constants of 7.431 Å and

7.370 Å along [110] and [001], respectively. This provides a relatively small linear

lattice mismatch of 2.1% for [110]EuO ‖[110]Y AlO3 and 1.3% for [110]EuO ‖[001]Y AlO3 ,

respectively [130]. Alternatively, growth on YSZ provides almost perfect lattice

matching.

One of the interesting aspects of the growth of EuO is that at high substrate

temperatures atomic Eu has a low sticking coefficient and desorbs from the sur-

face. Thus, at elevated substrate temperatures, typically reported as anywhere

above 350-400◦C, similar to the Eu source temperature, only oxidised Eu atoms

will remain on the substrate. In this adsorption-controlled regime, the deposition
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a) b) c) d)

FIGURE 7.6: Effects of O2 partial pressure on RHEED patterns. a) RHEED pattern of
cleaned and annealed (at T=900◦C) YAlO3 substrate along the (100) orientation. EuO
films measured along the (110) direction, grown at T=850◦C, on top of the YAlO3

substrate with O2 partial pressures of b) 7, c) 9, and 10x10−9mbar with a Eu partial
pressure of 1x10−7mbar. Extra spots appear in d) between RHEED streaks for over-
oxidised europium. Black spot in centre of image is a scratch on the RHEED screen.

rate is entirely regulated by the oxygen partial pressure, whereby stoichiomet-

ric EuO is deposited at a greater rate with increased O2 partial pressure until

PO2 >Pcrit and the surplus flux of O2− ions results in higher oxidation states of

Eu atoms. Therefore, by carefully regulating the partial pressure of molecular

oxygen, one can balance the Eu2+ and O2− fluxes, preventing the formation of

higher oxidised states, but also limit oxygen vacancies. Thus, growing EuO in

the adsorption-controlled regime becomes a two-dimensional problem with sub-

strate temperature and ratio of Eu and O2 flux being the variable parameters.

Arguably the most useful tools for analysing the composition and quality of

thin films grown by MBE is reflection high-energy electron diffraction (RHEED),

as this provides information about the in-plane lattice spacing, film homogeneity

and surface roughness in real-time. As demonstrated in Fig. 7.6, as the oxygen

partial pressure is increased relative to a fixed Eu flux, the RHEED streaks are

largely unchanged, until a critical pressure, PC , is reached. Above PC , the ap-

pearance of additional spots between the RHEED streaks is observed, indicative

of excess oxygen and Eu2O3 clusters [128]. With sufficiently high oxygen partial

pressure, these additional spots form into complete streaks as the majority of the

deposited material is Eu2O3. Analysis of the spacing of RHEED streaks for sto-

ichiometric EuO, relative to the streaks for the annealed YAlO3 substrate, reveal

a lattice spacing of a=5.14±0.01 Å, suggesting the films have relaxed to an un-

strained in-plane lattice constant, although from the uniformity of the RHEED
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streaks, this is likely to have occurred at the substrate interface leaving the sub-

sequent layers free of dislocations.

While RHEED can provide rough determination of the oxidation state of films,

for fine analysis of the film’s composition and thus the boundary between stoi-

chiometric EuO and higher oxidation states, one should analyse the valency of

the Eu ions using x-ray photoemission spectroscopy (XPS), Fig. 7.7a. In metallic

EuO, the Eu2+ 4d doublet pair of core levels sit at binding energies of ∼129.5 eV

and ∼134.5 eV, but when over-oxidised into the Eu3+ state, these peaks shift to

higher energies by approximately 8 eV, as in Fig. 7.7b. One also notes the exis-

tence of an additional set of peaks at ∼154 eV and ∼142.5 eV in stoichiometric

EuO which has been attributed to shake-off excitations due to extrinsic plasmon

losses [131].

Higher oxidation states can also be seen in XPS by examining the shallow core

levels (i.e. binding energies less than 40 eV). In EuO, a large, narrow peak from

the Eu2+ 4f valence band is seen at a binding energy of ∼2 eV with a shoulder

feature at ∼6 eV from the O 2p band, as well as the Eu 5p and O 2s bands at

binding energies of ∼19 eV and ∼23.5 eV, respectively. Upon exposure to an

oxygen partial pressure, the strong peak near EF reduces in intensity and a shift to

higher binding energy is seen due to charging effects as the sample becomes more

insulating from the formation of Eu2O3 and other oxidation states. This reduction

in intensity of the Eu2+ 4f component is concurrent with the appearance of the

Eu3+ 4f peaks in a range of 6 eV to 12 eV. Using a combination of RHEED and

XPS measurements, it was established that when grown on clean YAlO3 annealed

at 525◦C and subsequently cooled to a growth temperature of 425◦C, the critical

O2 partial pressure, defining the boundary between growth of EuO and higher

oxidation states, is between PO2=2.4x10−8mbar and 3.5x10−8mbar, as determined

from a beam flux monitor, when using an Eu partial pressure of PEu=2x10−7mbar.

The determination of the critical oxygen pressure for a given Eu flux solves
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FIGURE 7.7: Effects of O2 partial pressure on Eu core levels. a) Overview XPS mea-
surement, using Mg Kα (hν = 1153.7eV), showing the O 1s, Eu 4s, 4p and Eu 4d core
levels. b) Expanding the region around the Eu 4d peaks reveals a shift to higher bind-
ing energy for higher oxidation states (i.e. Eu2+ →Eu3+) when exposed to increasing
O2 partial pressures, as well as the presence of a plasmon peak at higher binding en-
ergies in stoichiometric EuO. c) In the near Fermi level region, the presence of higher
oxidation states results in a reduction in the Eu2+ 4f intensity at 2eV and increase
of Eu3+ 4f intensity between 6eV and 12eV. Charging effects, from the less conduc-
tive Eu2O3 clusters, results in increased binding energies of the Eu2+ 4d and Eu2+ 4f

states in b) and c), respectively, as illustrated by the dashed lines.

one of the two parameters needed for growth of stoichiometric EuO in the ad-

sorption controlled regime; however, to ensure the lack of oxygen vacancies, one

must also determine the temperature at which Eu atoms will desorb from the

sample surface. This temperature constraint is harder to determine using RHEED

and XPS as it was demonstrated that for growth on YSZ [128] and YAlO3 sub-

strates, the mobility of oxygen atoms in the substrate allows for the formation

of a few layers of EuO, even in the absence of an O2 partial pressure. Thus one

cannot determine the boundaries of the adsorption controlled regime simply by

measuring the RHEED pattern or XPS spectra of EuO samples grown at different

temperatures as EuO should form at any temperatures, provided that PO2 <Pcrit.

However, an alternative method can be used to determine a suitable growth

range by introducing Gd3+ dopants. Experiments performed by Mairoser et al. [132]

on the effects of substrate temperature on the Curie temperature and carrier den-

sity of Gd-doped EuO showed that above a threshold temperature, well above the

lower-cutoff of the adsorption controlled regime, dopant activation was signifi-

cantly reduced, leading to little enhancement of the Curie temperature or carrier



7.2. Thin Film Growth of Eu1−xGdxO 127

1.0

0.8

0.6

0.4

0.2

0.0

14012010080604020

 T=650C
 T=550C
 T=450C

No
rm

. M
ag

ne
tis

at
io

n 
(a

. u
.)

Temperature (K)
14012010080604020

Temperature (K)

d(
M

/M
0)

/d
T 

(a
. u

.)

b)a)

 T=650C
 T=550C
 T=450C

FIGURE 7.8: Effects of substrate temperature on Curie temperature. a) DC SQUID
magnetisation vs. temperature (MvT) measurements and b) first-derivative curves
(dM/dT), reveal that decreasing the substrate temperature during the growth of Gd-
doped EuO results in minor enhancement in TC for substrate temperatures above
550◦C, but a sudden increase in TC for samples grown at 450◦C or below. The in-
flection point in b) is taken as the sample TC . Samples were measured with H=200

Oe.

density. By adding a small Gd partial pressure, PGd=6x10−9mbar, Eu1−xGdxO

films were grown at various substrate temperatures and capped with a thick

layer, ∼55nm, of Si to prevent oxidation once removed from vacuum and mea-

sured using DC SQUID, displayed in Fig. 7.8. These magnetisation vs. tem-

perature (MvT) curves show qualitative agreement with the trend established by

Mairoser et al. Thus an upper limit to the growth temperature was established

whereby oxygen vacancies are reduced as excess, unoxidised Eu atoms will re-

evaporate from the sample surface, but the temperature is low enough for suffi-

cient carrier activation. Due to a small temperature dependence of the critical O2

pressure, the O2 partial pressure was chosen to be sufficiently less than the critical

value to ensure no higher oxidation states form when varying the substrate tem-

perature. The small addition of Gd, approximately 3% of the Eu partial pressure,

should have only minimal effects on the flux ratio of Eu to O2.
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7.2.1.1 Determination of Film Thickness

Having determined an appropriate substrate growth temperature (425◦C) and

O2 partial pressure for a given Eu flux (with additional Gd flux for doping pur-

poses), it is also appropriate to estimate the deposition rate of EuO, as well as

the subsequent capping layer used to preserve the sample. One could calibrate

source fluxes using a quartz crystal microbalance (QCM), which provides ele-

ment specific deposition rates. However, a beam flux monitor (BFM), was utilised

to accurately monitor the O2 partial pressure incident on the sample surface,

which would not have been possible using the QCM. Thus, to determine the

deposition rate of Si for the capping layer using a BFM, a YAlO3 substrate was

partially covered with Teflon tape and subsequently exposed to a Si partial pres-

sure of 2.5x10−8mbar for 30 minutes at room temperature. Removal of the Teflon

tape produces a step edge, Fig. 7.9, which when measured using atomic force

microscopy (AFM), reveals a deposition rate of ∼1.8nm/min. Unfortunately, the

discrepancies between atomic Eu and EuO’s deposition rate at room temperature

and growth temperature do not allow for such masked substrate and AFM tests

to be performed for EuO itself, as the heating of Teflon tape is not suitable for

FIGURE 7.9: Masking a portion of a YAlO3 substrate with Teflon tape results in step-
edge formation (dashed line) when coated with Si and the mask is removed. Such a
step-edge allows for the deposition rate of the capping layer to be determined for a

given flux and deposition time.
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FIGURE 7.10: RHEED pattern for EuO on YAlO3 in initial stages of growth. a)
RHEED pattern for substrate annealed at T=525◦C and cooled to 425◦C. b) Exposure
to Eu and O2 fluxes for 60s reveals a drastic change of the RHEED pattern, consis-
tent with growth of EuO. c) Integrated intensity of the RHEED streak (red region)
compared to background intensity (yellow region) peaks at 120s with d) only minor

changes in intensity after a full growth cycle (3600s).

UHV purposes. Additionally, exposure to atmosphere would result in alteration

of the chemical composition of the deposited film, altering it’s thickness and den-

sity.

Therefore to determine the deposition rate of EuO, alternative methods were

implemented utilising RHEED and XPS. As mentioned in Ch. III, in the initial

stages of MBE growth, the pattern of diffraction streaks as measured by RHEED

will smoothly change from the underlying substrate pattern to that of the material

being grown. With epitaxial growth, the intensity of these streaks will oscillate

between peaks and troughs as subsequent full and half layers, respectively, are

deposited. Although such RHEED oscillations are not observed here, upon ex-

posure to Eu and O2 fluxes, a drastic change to the RHEED pattern is observed,

Fig. 7.10b, consistent with single-domain EuO and an increase in the RHEED

streak integrated intensity is seen to reach a maximum after ∼120s of EuO depo-

sition, indicating the growth of a single monolayer (a=5.14Å). Additionally, XPS
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Annealing Stage
Material Partial Pressure (mbar) Temp. (◦C) Dep. Time (s)

Substrate (YAlO3) 525
O2 2x10−8 1800

Deposition Stage
Material Partial Pressure (mbar) Temp. (◦C) Dep. Time (s)

Substrate (YAlO3) 425
Eu 2x10−7 530 3600
Gd 6x10−9 1250 Vary for Doping
O2 2x10−8 3600

Capping Stage
Material Partial Pressure (mbar) Temp. (◦C) Dep. Time (s)

Substrate (YAlO3) <50
Si 2.2x10−8 1150 Vary for thickness

TABLE 7.1: Parameters for growth of EuO and Eu1−xGdxO thin films, using molecu-
lar O2 source and Si capping.

measurement of ultra-thin (single to few layer) films reveal the disappearance of

substrate core level peaks with increased time exposed to such Eu and O2 par-

tial pressures, consistent with the estimation of a deposition rate of ∼2.56Å/min

using an escape depth model of 12Å, corresponding to illumination using an Mg

Kα x-ray source. For the remainder of this section and the next two chapters, the

growth recipe developed for the production of EuO and Eu1−xGdxO films, with

approximate thickness of 30 to 40 monolayers, is presented in Table 7.1, includ-

ing the 10nm to 20nm thick Si capping layer used for ex-situ measurement of bulk

properties.

7.2.1.2 Field Strength Dependence on Magnetic Properties

The magnetic properties of EuO are best observed through measurement of

the temperature dependent magnetisation (MvT) using DC SQUID, as illustrated

in Fig. 7.8. Past studies of EuO have reported these measurements depend sen-

sitively on the applied magnetic field. Kimura et al. [112] investigated the ho-

mogeneity of magnetic domains in undoped EuO under applied field, observing
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FIGURE 7.11: Effects of external magnetic fields on Curie temperature in undoped
EuO. a) MvT curves with increasing strength of applied magnetic field, reveal fer-
romagnetism that closely follows a Brillouin zone function with H=100 Oe, but is
slightly suppressed with larger fields. b) Expansion of the near-TC temperature range
illustrates the elongation of tails above TC , attributed to the magnetisation of small
domains. c) The first-derivative curve shows the broadening of peaks centred at TC ,

which shift to higher temperature with increased field strength.

that under an external field of 5T field, the majority of thin film samples could

be made ferromagnetic at T=80K, well above the normal Curie temperature, with

mixing of paramagnetic and ferromagnetic domains at lower fields.

Thus, in order to accurately determine the onset temperature of the dual ferro-

magnetic, metal-insulator transition, one should perform MvT SQUID measure-

ments under different applied field strengths. From Fig. 7.11a, one observes that

a Brillouin zone function is found for a relatively small field, while larger fields

reduce the normalised magnetisation at lower temperatures. The suppression

at H=0 Oe is attributed to the remnant field of the magnet, which is in the op-

posite direction from the applied fields, such that H=100 Oe is closer to a zero

applied field. The increase of applied field also has the effect of producing larger

tails, likely due to small domains becoming ferromagnetic before the true TC , Fig.

7.11b, as suggested by Kimura et al. [112]. These long tails diminish the sharp

peaks in the first derivative (dM/dT) curves, which broaden and shift to higher

temperatures with increased applied field, Fig. 7.11c. For the remainder of DC

SQUID measurements, an applied field of H=200 Oe is used, unless stated, so as

to ensure sufficient field is applied to overcome the remnant field without forcing

a significant number of domains to align before the bulk TC .
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7.2.1.3 Effects of Doping on Film Properties

As shown by the MvT measurements on Gd-doped EuO films grown in Fig.

7.12a, controllably increasing the carrier density by electron doping the system

allows for ferromagnetic transition temperature to be tuned. These films were

grown under similar growth conditions and source partial pressures, except that

to regulate the amount of doping, the Gd shutter was closed for a fixed amount

of time during 30 second intervals to produce different time-averaged dopant

fluxes. Thus if the shutter was open for the full 30s period, a high Gd concen-

tration was achieved, but, by closing the shutter for a fraction of this period, an

amount of Gd was deposited proportional to the relative exposure time. This
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FIGURE 7.12: Effects of Gd concentration on Curie temperature. a) MvT measure-
ments (H=200 Oe) show the enhancement of TC with increasing doping. b) dM/dT
curves reveal inflexion points corresponding to the Curie temperature of the films.
c) An expansion around the undoped EuO temperature range depicts the broaden-
ing of the low temperature peak and shift to higher temperature with increased Gd
concentration. The reduction and shift of this peak is concomitant with d) the in-
crease in height of a shoulder feature at higher temperatures which evolves into a
well-resolved peak for higher Gd concentrations. As the TC saturates, the low tem-

perature peak nearly disappears, consistent with theoretical models.
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"doping-by-shuttering" method was suitable for bulk doping of these films be-

cause the deposition rate of a single monolayer of EuO under these conditions

was determined to be approximately 120s and thus four shuttering cycles are

completed within every monolayer. XPS and XAS measurements show no sig-

natures of Gd2O3 clusters, implying the Gd atoms indeed act as substitutional

dopants without the formation of interstitial phases.

To determine the Gd concentration, one can analyse the relative intensities of

the Eu and Gd M5,4 absorption edges, corresponding to the 3d→4f transition, as

measured by x-ray absorption spectroscopy, Fig. 7.13a. With increased Gd con-

centration, the intensity of the Gd M5,4 peaks grow relative to the Eu peaks which

are largely unchanged. Not only do the XAS measurements reveal a clear rela-

tionship between the length of the Gd shutter opening, but comparison of the Gd

concentration and the Curie temperature reveals a clear monotonic relationship

between the two, Fig. 7.13b. However, above ∼6% Gd concentration an appar-

ent saturation of the Curie temperature occurs, consistent with the determination

of reduced dopant activation described by Mairoser et al. [113], depicted in Fig.

7.3d.
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FIGURE 7.13: Determination of Gd concentration using XAS. a) XAS spectrum of
lightly doped (x=0.015, black line) and heavily doped (x=0.123, green curve) EuO in
the ferromagnetic phase. Comparing the relative intensity of the Eu and Gd M5,4 ab-
sorption edges, corresponding to the 3d →4f transition, allows for the estimation of
Gd concentration. b) The increase in Gd concentration, as measured by the M5 (solid
circles) and M4 (open circles) absorption edges are well correlated to an increase in

the Curie temperature, as measured by SQUID.
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Nonetheless, it is necessary to question the homogeneity of Gd distribution

within the crystal lattice and it’s effects on the film’s properties. One method to

determine the homogeneity of the dopant distribution is through the effects of

it’s bulk magnetic properties, as depicted by the MvT curves which indicate the

onset of magnetism by a peak in the first derivative curves. Miyazaki et al. [116]

suggested that the appearance of a second peak in the first derivative of the MvT

curves was indicative of regions of undoped and La-doped EuO, with a reduc-

tion of the lattice constant for the latter regions. However, the presence of two

peaks in the dM/dT curves has been seen in several additional studies on sam-

ples with substitutional doping and oxygen vacancies [113, 133]. Thus the double

peak shape of the dM/dT curves is likely to be endemic to the doping of EuO.

Indeed, theoretical models have been developed which predict the presence of a

"double-domed" MvT curve for electron-doped EuO [134, 135] in which the low

temperature peak is the result of ferromagnetic ordering of the Eu 4f moments,

while the higher temperature peak has been attributed to either the ordering of

the conduction electrons or the enhancement of the 4f local moments via the 5d

conduction electrons due to the 4f -5d exchange interaction. Alternatively, the en-

hancement of TC and additional bump at high temperature has been attributed to

the presence of bound magnetic polarons which may provide a route to magneti-

sation through hybridisation of the conduction band with impurity states [136,

137].

Here, it is seen that without the addition of Gd dopants, the first derivative of

the MvT curve reveals a sharp peak at TC=69K. This is indicative of bulk stoichio-

metric EuO as below 20 monolayers one would expect a reduced Curie tempera-

ture. Addition of a small number of Gd atoms causes the peak near T=69K in the

dM/dT curves to become broader and less intense, while also shifting to slightly

higher temperatures, indicative of a small enhancement of the Curie temperature,

Fig. 7.12b,c. As the Gd concentration increases further, the elongated tail of the

dM/dT curve evolves into a second peak at much higher temperatures (>90K),
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FIGURE 7.14: Effects of Gd concentration on film quality. a) LEED pattern for
EuO film with lowest Gd concentration at E=50eV (top panel) and E=215eV (second
panel) revealing cubic structure with sharp diffraction spots, indicating high quality
growth. Corresponding RHEED images along the (100) (third panel) and (110) (bot-
tom panel), displaying Kikuchi lines, suggestive of pristine surface layers. b-d) Same
as in a) except with increasing Gd concentration as indicated by carrier densities.
Film quality is largely unchanged with increased doping, over almost 3 decades of
carrier concentration, the determination of which is discussed later. Colour borders

correspond to magnetisation vs. temperature curves in Fig. 7.12.

while the low temperature peak reduces in intensity, as shown by Fig. 7.12d.

Further increases to the Gd concentration results in the almost complete disap-

pearance of the inflexion point at T=69K, while the peak at ∼120K becomes nar-

rower and more intense, eventually saturating at TC=124K. The appearance of the

second peak and subsequent shift to higher temperatures concomitant with the

reduction of the low temperature peak is qualitatively matched by the theoretical

calculations of Takahashi [135], which predicts the appearance of the "double-

domed" magnetisation curve. Therefore, sufficient evidence has been provided

that the bulk magnetic properties of these films are representative of thick (>20

monolayers) Eu1−xGdxO, free of significant Eu3+ impurities.
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Techniques such as LEED and RHEED can also be used to determine the ef-

fects of doping on the film quality by analysing the structural homogeneity, as

the inclusion of dopants can introduce impurity sites which increase inelastic

scattering and reduce the crystallinity of the film, broadening the features of the

diffraction patterns. As seen in Fig. 7.14a, for films with very low doping, the

LEED patterns at both low and high energy have sharp diffraction spots in the

expected cubic structure. One notes that the inclusion of light doping is neces-

sary to make the samples sufficiently conductive at room temperature to prevent

charging effects similar to those in ARPES. Increasing the doping concentration

has little effect on the sharpness of LEED spots, Fig. 7.14b-c, except at extremely

high concentrations, Fig. 7.14d, which is likely the result of over-doping that

leads to small amounts of impurity scattering. The size of the LEED spot is sev-

eral times larger than that of synchrotron beam spot and therefore the observation

of single domain EuO in LEED implies the films are suitable for ARPES. Further

evidence for the homogeneity of the doping and general high quality of the films

is observed in the RHEED pattern along the (100) and (110) directions. Across the

whole range of doping concentrations, sharp streaks are observed with the addi-

tion of Kikuchi lines from extra surface diffraction. Only slight broadening of the

line widths is observed for the highest doped films. Thus, through a combina-

tion of RHEED, LEED, XPS, XAS and SQUID, it has been demonstrated that the

mu-MBE system on the I05-endstation is capable of growing high quality, bulk

Eu1−xGdxO thin films, opening the prospect to study their electronic structure as

presented in the next two chapters.
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Chapter 8

ARPES of Bulk Doped EuO using

Synchrotron Radiation

Along with the in-situ characterisation of Gd-doped EuO thin films using the

techniques just discussed, the unique setup at Diamond’s I05-beamline allows

for the investigation of the material’s electronic structure using high-resolution

ARPES. Previous experiments that combine MBE and ARPES to study EuO have

utilised synchrotron radiation to investigate the dispersion of the valence bands

in undoped films [107, 138] and a He-lamp source to examine the behaviour

of the conduction band in lightly doped films in the ferro- and paramagnetic

phases [139, 140]. The former of these revealed small in-plane and out-of-plane

dispersion of the Eu 4f valence bands, previously thought to be completely lo-

calised as in a Heisenberg ferromagnet. It was also seen that the increase in tem-

perature resulted in significant shifting of the Eu 4f and O 2p bands, which was

attributed to the hybridisation between Eu 4f and O 2p majority-spin bands in

the ferromagnetic phase. The He-lamp based experiment supported the temper-

ature dependent shifts of the valence bands in Gd-doped EuO, in addition to

measuring the Fermi surface in both phases. Due to the limitations of a He-lamp,

only a single plane in the kz direction can be measured, leaving questions about

the evolution of the 3D electronic structure across this transition. Here, ARPES

measurements of the full electronic structure of Gd-doped EuO are presented,

including the orbital texture and temperature dependence of the Fermi surface.



138 Chapter 8. ARPES of Bulk Doped EuO using Synchrotron Radiation

8.1 3D Electronic Structure in the Ferromagnetic Phase

The advantage of using synchrotron radiation for investigating the electronic

structure of materials is the ability to alter the region in k-space that one is prob-

ing by changing the photon energy, which changes kz, and sample orientation,

altering k‖. An additional advantage of the I05-beamline is the ability to also

change the polarisation of the probing light, allowing one to disentangle the or-

bital origins of the electronic states through photoemission selection rules.

8.1.1 Photon energy dependence

Unlike the transition metal dichalcogenides seen earlier, which are formed

by sheets loosely bound together by van der Waals forces and host 2D states lo-

calised to individual layers, the crystal lattice of EuO is formed by strong ionic

bonds into the cubic rocksalt structure and thus one naively expects it to exhibit

significant in-plane and out-of-plane dispersion due to the 3D nature of the crys-

tal structure. Indeed, previous ARPES measurements have revealed considerable
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FIGURE 8.1: Electronic structure of Gd-doped EuO. a) DFT calculations of band
structure of Eu1−xGdxO, predicting spin-polarised elliptical electron pockets at X-
points. b) ARPES measurement (hν=48eV) directed along the X-W-X line shows good
agreement with DFT, revealing dispersive O 2p bands with a minimum at W and
maxima at X, as well as the relatively dispersion-less Eu 4f band. c) Enlargement
and increased contrast of the near Fermi level region around the neighbouring zone

X-point confirms the presence of an electron pocket.
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dispersion of the O 2p bands [138]. However, the Eu 4f bands are almost com-

pletely localised to the Eu2+ lattice sites, with relatively small overlap between

neighbouring sites, leading to reduced dimensionality and only minor 3D disper-

sion is observable, relative to the O 2p states, as drawn schematically in Fig. 7.1b.

On the other hand, as with the O 2p bands, the Eu 5d bands are expected to have

significant in-plane and out-of-plane dispersion as predicted by DFT calculations

shown in Fig. 8.1a. Apart from an underestimation of the binding energies, these

calculations qualitatively reproduce the band dispersion of the O 2p bands in the

observed ARPES measurements where band maxima are seen at X and a minima

is seen at W. One also observes in Fig. 8.1b the relatively dispersion-less Eu 4f

band at a binding energy of approximately -2.25eV, although some dispersion is

observed around X as expected by DFT calculations.

As indicated in Fig. 8.1a, upon electron doping of the system the Fermi level is

rigidly shifted upwards such that the exchange-split spin-majority band crosses

the Fermi level. This presents a range of doping concentrations in which the

electron pocket should be completely spin polarised, i.e. Fermi level below the

spin-minority conduction band minimum, making the material a ferromagnetic

half-metal in the low temperature phase. Expansion of the near Fermi level region

around the X-point of the neighbouring zone reveals the presence of an electron

pocket, Fig. 8.1c. Previous studies of the Eu 5d bands have estimated the ex-

change splitting to be ∆Eexc=600 meV and therefore one concludes that, here, the

doping is sufficiently low to achieve half-metal character as the conduction band

minimum sits at a binding energy of ∼200 meV. As indicated by the DFT calcu-

lations, the conduction band should form an elliptical electron pocket centred at

the X point, with its short axis, ksF , along the X-W line and the long axis, klF , di-

rected towards the zone centre, Γ. One of these elliptical electron pockets should

form on each of the square faces of the Brillouin zone, as illustrated in Fig. 8.2b.

This configuration presents two high symmetry planes of interest: 1) the kz=0
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FIGURE 8.2: Calculated Fermi surface of Gd-doped EuO. The DFT calculated Fermi
surface of Eu1−xGdxO, produced by Dr. Matthew Watson, b) consists of 6 elliptical
electron pockets, each centred on the X-points, with their short axes, ksF , residing
in the square face of the Brillouin zone and the long axis, klF , aligned along Γ-X.
Isoenergy contours at a) kz=0 (Γ-plane) reveal the long axis of the elliptical pockets
aligned along kx=0 and ky=0, while at c) kz = ±2π/a (X-plane) the pockets rotate
such that the long axes are directed towards the neighbouring zone centres. The
appearance of a circular pocket around k‖=0 is also observed in the X-plane, but not

the Γ-plane, where circular pockets are observed at (kx,ky)=(±2π/a,±2π/a).

plane which cuts through the centre of the first Brillouin zone, which will be re-

ferred to as the Γ-plane, as illustrated by the distorted octagon in Fig. 8.2a and 2)

the kz=2π/a plane, which will be referred to as the X-planes as k‖=0 is an X-point,

Fig. 8.2c. Because each adjacent Brillouin zone is shifted by (∆kx,∆ky,∆kz)=

(2π/a,2π/a,2π/a), a horizontal cut centred on the Γ-plane of the first Brillouin

zone will include the X-planes of the adjacent zones and, conversely, an equiva-

lent slice centred on the X-plane will contain the Γ-planes of the adjacent zones.

Thus by measuring these two high-symmetry planes, one should observe a 90◦

rotation of the elliptical contours at (±2π/a, 0) = (kx, ky) = (0,±2π/a), while at

the zone centre a circular contour should only be observed in the X-plane. Ad-

ditionally, measurement of the electronic structure along the kx=0 or ky=0 and

kx=ky directions at varying kz should reveal the evolution of the out-of-plane dis-

persion around the Γ- and X-points of the first and neighbouring Brillouin zones,

confirming the full 3D Fermi surface.

Indeed, by changing the photon energy of the probing light source, the out-

of-plane dispersion along these two orientations is measured, as shown in Fig.

8.3, where the free electron final state model was used to convert between hν and
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kz, with an inner potential, V0=15.0 eV, consistent with Ref. [138]. The appear-

ance and disappearance of electronic states at the zone centre and k‖=1.75Å−1,

along the Γ-U-X direction, i.e. kx = ky, indicates the switch between an X-plane

(kz=6.2Å−1) and a Γ-plane (kz=4.9Å−1). One also notes the increase in kF of the

state at k‖ = 2π/a at low kz along the ky = 0 direction, consistent with the rota-

tion of the elliptical pocket between X- and Γ-planes. The appearance of spectral

weight at intermediate values of kz is attributed to finite resolution in kz, result-

ing in additional broadening of electronic features in the out-of-plane direction.

Although confinement effects from the limited thickness of samples, which are

expected to produce a 2DEG in ultra thin films similar to those seen in WSe2, can-

not be completely discounted, these effects are expected to be negligible given

the evolution of the in-plane dispersion, to be discussed next, which shows no

signatures of quantum size effects and the bulk-like magnetic properties of these

films. Additionally, a surface state that crosses the Fermi level has been suggested

which could explain the intensity where no electron pockets are expected [114,

127].

From the kz maps, the relevant photon energies to probe the in-plane disper-

sion of the conduction band states in the two high symmetry planes can be de-

termined. However, due to conservation of momentum, increasing the in-plane
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momentum results in a compensating reduction in the out-of-plane momentum,

for fixed photon energies. Thus constant energy contours measured at a fixed

photon energy result in a "warping" in kz, as shown by the coloured curves in

Fig. 8.3 such that probing a high-symmetry point at large k‖ results in measuring

slightly off the high-symmetry point at the zone centre or at even higher k‖.

The photon energies used to measure the in-plane dispersion of the Fermi sur-

face were chosen to probe the X-points at k‖ = 2π/a, displayed in Fig. 8.4a,c. As

expected, when using hν=86 eV, corresponding to a Γ-plane, one observes ellipti-

cal pockets at (kx,ky)=(0,±1.226 Å−1)=(±1.226 Å−1,0) with the klF pointed towards

the zone centre. Additionally, due to integration over a finite range of kz, inher-

ent to ARPES, circular pockets centred at the X-points of the neighbouring zones

(square faces) are seen with a kF comparable to the short axis of the pockets in

the first zone. One also notes the lack of features at the zone centre, as predicted

by DFT. The Fermi surface centred on a Γ-point differs drastically from one cen-

tred on an X-plane (hν=137eV), as suggested by Fig. 8.2c. The rotation of the

elliptical pockets is clearly observed due to the half unit-cell displacement of the
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FIGURE 8.4: ARPES measurements of the 3D Fermi surface of Eu1−xGdxO. a) Fermi
surface of the Γ-plane (hν=86eV) shows both the electron pockets at the edges of the
first Brillouin zone and those of the neighbouring zones. The former of these pockets
rotate 90◦ in c) the X-plane (hν=137eV), while the latter shifts to the zone centre. In
addition to Fermi surface maps of the two high symmetry planes, b) photon energy
dependent measurements along the ky = 0 and kx = ky directions reveal the kz
dispersion of the Fermi surface. Along the kx = ky direction, the electron pocket at
the k‖=0 and high kz disappears with decreasing kz , while a similar pocket appears at
high in-plane momentum. Spectral weight is seen at the zone edge along the ky = 0
direction, with a larger kF at lower kz , indicative of a Γ-plane. Measurements are the

summed spectral intensity using s- and p-polarised light.
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neighbouring Brillouin zones, as well as the appearance of a circular pocket at the

centre of the X-plane. The carrier density, N=5.2±0.4 x1020cm−3, of the film can be

extracted from the in-plane iso-energy contours by comparison with simulations

of the spectral intensity accounting for kz broadening, which will be described in

the next chapter where a detailed study of the carrier density dependent evolu-

tion of the band structure is presented. Combining the kz maps and the iso-energy

contours allows for the full 3D Fermi surface of Gd-doped EuO to be constructed

for the first time, as shown in Fig. 8.4b, confirming the bulk nature of these films.

8.1.2 Orbital Determination of Conduction Band States

Not only can one measure the full 3D Fermi surface, but by probing the films

using light with the electric field component parallel (perpendicular) to the scat-

tering plane, corresponding to linearly p-polarised (s-polarised) light, as illus-

trated in Fig. 8.5a, one can disentangle the orbital origins of the electronic struc-

ture. The single-electron photoemission matrix element,
∣∣Mk

f,i

∣∣2 ∝ |〈φk
f |A · p|φk

i 〉|2,

from Eq. 3.3, suggests that spectral intensity should only be measured when the

probing light interacts with the atomic orbitals such that the photoemission ma-

trix element is non-zero, i.e. integrand of the overlap integral must be even.

For the idealised case, the incoming light source and the detector lie within the

scattering plane. Because odd-parity final states would be zero on the scattering

plane, and therefore on the detector, the final states must have even parity. Once

photoemited into the vacuum, the electronic wavefunction is assumed to be a

free electron described by eikr with momentum in the scattering plane and even-

symmetry across the scattering plane [141]. Thus for the photoemission matrix

element to be non-zero, the product A · p|φk
i 〉must be even and therefore one can

use light with even symmetry (i.e. p-polarised) to probe orbitals with even-parity

across the scattering plane, while photoemission processes using s-polarised light

should only be allowed for orbitals with odd-parity. The conduction bands of

EuO are predominantly derived from the Eu 5d orbitals, which are believed to
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inantly Eu 5d origin with small O 2p orbital contribution, can be disentangled, as
the allowed/forbidden processes are determined by the symmetry of the initial state
wavefunction. A summary of the allowed processes under (s-) p-polarised light is

provided in a).

hybridise with the O 2p orbitals. From Fig. 8.5b, one can see that the wavefunc-

tions of initial states originating from O px/pz and Eu dxz orbitals are symmetric

about the scattering plane, whereas initial states with O py and Eu dyz/dxy char-

acter have odd symmetry. A summary of the allowed processes, along with the

symmetry arguments, is depicted in Fig. 8.5a.

Unfortunately, the true experimental geometry deviates from the ideal case.

In order to measure the in-plane Fermi surface, as in Fig. 8.4a,c, the sample must

be rotated such that the light source and detector are no longer within the scat-

tering plane, which causes a deviation from the symmetry arguments that for-

bid certain photoemission processes. Nonetheless, these selection rules can be

used as a rough approximation for the determination of the orbital character of

the Fermi surface. Indeed, illumination under s-polarised light, Fig. 8.6a, re-

veals suppressed spectral intensity for the elliptical pockets with their long-axis

directed parallel to the ky-axis in both the Γ- and X-plane Fermi surfaces, while
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Eu d-derived states.

p-polarised light, Fig. 8.6b, reveals those pockets whose long-axis are rotated 90◦

degress. The degree of suppression of spectral intensity is highlighted by linear

dichorism plots, Fig. 8.6c, where one can clearly see the switch in intensity of the

iso-energy contours when illuminated by s- and p-polarised light.

Consistent with expectations from a tight-binding picture, orbitally-projected

DFT calculations, shown in Fig. 8.6d, predict that, in the Γ-plane the electron

pockets along the ky-axis are of dxz origin, while those along the ky=0 line are

of dyz character. These calculations also reveal that, along with a rotation of the

elliptical pockets, the orbital nature of these pockets switch when compared to

the X-plane Fermi surface. In addition to the out-of-plane Eu-derived 5d orbitals,

evidence for the in-plane Eu 5dxy orbitals that contribute to the circular pockets

(i.e. long axis aligned along kz) is seen near the zone centre in the X-plane under

s-polarisation. This qualitatively matches the experimental polarisation depen-

dent measurements very well, as does the switch in intensity at the zone edges

between the two planes.
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One notes that there are additional signs of the circular pockets in the neigh-

bouring zones of the Γ-centred plane, under p-polarised light. This apparent

violation of the selection rules can be attributed to the high angular rotation that

causes significant mixing of the s- and p-polarised vectors and final state effects

that cause a breakdown of the selection rules. Nonetheless, despite the experi-

mental geometry resulting in imperfect selection rules, one observes the suppres-

sion of forbidden photoemission processes relative to the allowed transitions for

the majority of states, under both s- and p-polarised light, allowing for the orbital

texture of the conduction band states to be disentangled.

8.2 Moving Through TC

Thus far, the present investigation of the electronic structure of Eu1−xGdxO

has focused on the conduction bands in the ferromagnetic state, well below TC ;

however, historically, the majority of the research performed on this material has

centred around the evolution of the ferromagnetic transition itself. In the remain-

der of this chapter, the reconstruction of the electronic states across the dual ferro-

magnetic, metal-insulator transitions will be examined, focusing on the exchange

splitting of the Eu 5d states.

8.2.1 Exchange Splitting of Conduction Band States

In the low temperature phase, the exchange splitting of the conduction band

pushes the spin majority band below the Fermi level in n-doped samples. There-

fore, by increasing the temperature, a measurable decrease in the size of the elec-

tron pocket should be observed, which, one would naively expect, to be related to

the magnetic moment of the Eu 4f atoms that drive the ferromagnetism, Fig. 8.7.

Indeed, measurement of the conduction band along the short axis of the electron

pocket (i.e. along W-X-W line in Fermi surfaces of Fig. 8.6, bottom row) for a film
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majority and spin-minority conduction band minima as a function of temperature,
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the full extent of the exchange splitting is achieved, such that only the spin-majority
band is below the Fermi level. c) Increasing the temperature reduces the size of the
exchange splitting, decreasing the size of the spin-majority electron pocket. d) At
sufficiently high temperatures, but below TC the spin-minority band shifts below the
Fermi level, until e) the exchange splitting collapses almost completely and thus the

electron pocket is not spin-degenerate due to local moment effects.

with a high carrier density, N=5.9±0.4 x1020 cm−3, and TC=123K, shows a sig-

nificant reduction in the size of the conduction band in the paramagnetic phase

(T=160K) compared to the low temperature phase (21K), as shown Fig. 8.8a-c. En-

ergy distribution curves (EDCs) taken through the centre of the electron pocket,

displayed in Fig. 8.8d, show that at low temperatures the conduction band has

almost even intensity up to 500meV below the Fermi level. This is likely due to

kz-broadening and impurity scattering and not additional spectral weight from

the spin-minority band. Even at this high level of doping, the exchange splitting

of the conduction band, believed to be ∼600 meV, should place the spin-minority

band above the Fermi level. Upon heating to T=100K, a slight upward shift of

the band is observed and a peak of intensity is seen near the Fermi level, both

of which are the result of a reduction of the exchange splitting that causes the

spin-minority band to be pulled below the Fermi level while also shifting the

spin-majority band upwards, as depicted in Fig. 8.7d. Finally, above the Curie

temperature (T=160K) a single broad peak of intensity is observed with signifi-

cantly reduced binding energy.
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FIGURE 8.8: Temperature dependence of the conduction band energy distribution
across the ferromagnetic transition, TC=123K. a) ARPES measurement (hν=48eV)
in the ferromagnetic (T=21K), b) transitional (T=100K), c) paramagnetic (T=160K)
phases of doped EuO. Dashed vertical lines correspond to EDCs through k‖=-1.23
Å−1, shown in d). Similar EDCs taken at several temperatures show e) little change
in the intensity profile of the conduction bands below 90K, but a significant upward
shift of the spin-majority band bottom and downward shift of the spin-minority band
as it crosses the Fermi level. Above T=140K minimal reconstruction of the conduction
band is observed and upon cooling the reversal of the shifts is seen as the exchange

splitting drives the spin majority and minority bands apart.

EDCs such as these can be used to construct a temperature dependent map

showing the shift of the conduction bands as a function of temperature, as illus-

trated in Fig. 8.8e. Upon heating from 20K to ∼90K, relatively little change to the

intensity profile is observed. However, between 90K and 140K, a sudden change

of the conduction band is observed as the spin-majority band shifts to lower bind-

ing energy. Concomitant with this is the appearance of spectral weight near the

Fermi level, indicative of the spin-minority band moving below the Fermi level

as the exchange splitting is reduced. Surprisingly, the upward shift of the spin-

majority band bottom and downward shift of the minority-spin band is observed

to continue well above TC . As the sample is cooled through TC , the reversal of the

conduction band shifts is observed as the exchange splitting is increased, pushing
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FIGURE 8.9: Redshift of the conduction band bottom. a) Binding energy of the half-
maximum intensity of the rising edge of the conduction band minimum (red) reveals
a sudden upward shift of the band edge by ∆E=244±20 meV, with significant shift
occurring above TC as shown by temperature dependent magnetisation SQUID mea-
surements (blue). b) The redshift of undoped EuO has been theoretically predicted,
adopted from Ref. [142], and quantitatively matches the temperature dependence of
highly Gd-doped EuO, when adjustments are made for binding energy and Curie

temperature.

the spin-minority band back above the Fermi level. Unfortunately, because of the

broad nature of these features, determining the true binding energy of either the

majority or minority spin band bottom is difficult.

However, one can estimate the overall shift of the band bottom by examining

the half-maximum intensity of the leading edge, as indicated by the arrows in Fig.

8.8d, as a function of temperature. As shown in Fig. 8.9a, the rising edge of the

conduction band remains at constant binding energy up to ∼80K, at which point

a sudden shift to lower binding energy is observed. This upward movement con-

tinues well past TC=123K, with shifts being observed even at 160K. Additionally,

by fitting a Gaussian profile to the rising edge, one finds that the intensity pro-

file becomes steeper with increased temperature, ruling out thermal broadening

effects as an explanation for the shift of the position of half-maximum intensity

of the rising edge. The shift of the band edge qualitatively matches the overall

appearance of the temperature dependent map in Fig. 8.8e, suggesting that the

band edge is a suitable proxy for the behaviour of the spin-majority band mini-

mum.
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The redshift of the conduction band edge has been observed by optical ab-

sorption spectroscopy measurements. These indirect measurements of the con-

duction band minimum revealed an upward shift of 260meV of the Eu 4f → 5d

transition with increased temperature for undoped EuO, which was attributed to

the collapse of the exchange splitting. Theoretical calculations by Wachter [142]

predict an upward shift of the conduction band edge with increased temperature

and, interestingly, the conduction band minimum to continue moving upwards

above TC , depicted in Fig. 8.9b. Subsequently, a downward shift of the band min-

imum is predicted, typical behaviour for semiconductors due to lattice dilation

and phonon effects. These calculations show considerable agreement with the

optical absorption measurements on undoped EuO and, if a rigid shift in bind-

ing energy and Curie temperature is applied to account for doping effects, with

the shift of the rising edge observed here. By fitting a hyperbolic tangent func-

tion to the temperature dependent edge shift, as a rough approximation to the

calculations performed by Wachter, one finds that the low-to-high temperature

shift is ∆E=244±20eV, consistent with the red shift observed in optical absorp-

tion measurements. However, the size of the exchange splitting is believed to

total 600meV, suggesting that the shift of the conduction band bottom is insuffi-

cient to completely close the energy gap between the majority and minority spin

bands.

In addition to the EDCs through the band centre, a similar temperature depen-

dent map using MDCs taken at the Fermi level can be used to reveal the evolution

of the minority-spin band as it shifts below the Fermi level during the ferromag-

netic transition, as illustrated in Fig. 8.10a. Below T=90K, MDCs show two peaks

of intensity equally spaced around the X-point (k‖=-1.23 Å−1) corresponding to

the branches of the majority-spin band. However, between 90K and ∼120K, an

additional feature appears at k‖=-1.23 Å−1 and gains intensity relative to the side

peaks, Fig. 8.10b, which is attributed to the spin-minority band passing below

the Fermi level. The appearance of the spin-minority band is clearly evident from



8.2. Moving Through TC 151

-1.6 -1.2 -0.8

Heat up
Cool dow

n

160

20

Te
m

pe
ra

tu
re

 (
K)

20

125

125

90

90

k|| (Å
-1

)
-1.6 -1.2 -0.8

k|| (Å
-1

)

a) b) c)

T=21K

T=160K

T=100K

In
te

ns
ity

 (
ar

b.
 u

ni
ts

)

k|| (Å
-1

)

E-
E F

 (
K)

Increased Tem
p.
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1.23Å−1. b) Individual MDCs suggest a single band crossing the Fermi level at low
temperature, but as the sample is heated, the spin-minority band crosses the Fermi

level. c) Cartoon schematic of the band evolution with increased temperature.

the temperature dependent map in Fig. 8.10a, where above T=90K an oval shape

appears, centred at k‖=-1.23Å−1. As TC is approached the width of the feature

centred at k‖=-1.23Å−1 increases, while the overall width of the electronic pocket

reduces, consistent with the shift of the spin-minority band downwards and the

spin-majority band upwards towards the Fermi level. The width of the central

oval feature continues to increase up until T≈140K, as the spin-minority band

shifts further below the Fermi level.

These measurements suggest that, although the onset of magnetic ordering is

not instantaneous, as evidenced by magnetisation vs. temperature measurements

shown in the middle panel of Fig. 8.10a, it is neither a slow process with the ex-

change splitting increasing down to T=0K. Rather, the separation of the majority-

and minority-spin bands reaches a maximum at a finite temperature below TC ,
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but well above T=0K, which qualitatively matches the picture suggested by the

SQUID measurements. Additionally, the EDC and MDC temperature dependent

maps, suggest that at and slightly above the Curie temperature, a finite exchange

splitting occurs in the Eu 5d conduction band states. Raman scattering studies

of the metal-insulator transition of Eu1−xGdxO have suggested the presence of

magnetic polarons (BMPs) that survive well above TC . It is believed that near the

ferromagnetic transition the formation of BMPs allows for the system’s energy to

be lowered as the conduction electrons locally align with the Eu 4f moments, giv-

ing rise to a local exchange splitting of the Eu 5d states above TC [108, 112]. Fur-

thermore, it has been suggested that finite exchange splitting of the conduction

band states near TC is necessary to facilitate the metal-insulator transition [143].

As will be seen in the next chapter, the presence of many-body interactions is

not only restricted to the near-TC temperature range, but they are embodied well

below the temperature of ferromagnetic ordering.
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Chapter 9

Signatures Plasmonic and Phononic

Polarons in Gd-doped EuO

Up until this point, the investigation of the electronic structure of electron

doped EuO presented here has focused on samples with relatively large Gd con-

centration (>10%) as determined by XAS. As was demonstrated in the previous

chapter, the high level of doping resulted in sufficient filling of the Eu 5d conduc-

tion band such that in the ferromagnetic state the Fermi level sat just below the

minimum of the spin-minority band. One naively expects the filling of the con-

duction band to be a straightforward process, in which the Fermi level is rigidly

shifted upwards, but as will be shown in this chapter, signatures of many-body

effects are evident upon reducing the carrier concentration of the films, via con-

trol of the Gd concentration, indicative of the correlated nature of EuO.

9.1 Controllable Band Filling

Of paramount importance for integration of any material into an electronic

device is an understanding of the materials response to a change in the carrier

density. As was seen in Ch. 6, chemical gating, akin to the electric gating used in

transistors, resulted in significant reconstruction of the band structure as carriers

were added to the system. Here, instead of altering the carrier concentration of

the EuO films via deposition of alkali metals, the bulk properties of the films
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can be altered during growth by controlling the concentration of the trivalent

dopants. As expected, reducing the concentration of Gd3+ ions from >10% to

∼2% results in a significant reduction of the Luttinger volume enclosed by the

Fermi surface, as shown by the iso-energy contours taken at the Fermi level, Fig.

9.1a-e.

Unfortunately, due to the 3D nature of the elliptical electron pockets, deter-

mination of the carrier density from ARPES is more complicated than in 2D ma-

terials or 2DEGs, like those observed earlier in WSe2. Due to broadening from

impurity scattering and integration over a range of out-of-plane momenta, in-

trinsic to ARPES, a broad feature is observed in each of the angular dependent

maps instead of well-resolved sharp bands. While one could use the standard

method of calculating the carrier density from the Luttinger volume, given by:

N = gv ∗ gs
klFk

s
Fk

s
F

6π2
, (9.1)
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where gv,s is the valley/spin multiplicity, respectively and ks,lF are the Fermi wavevec-

tor along the short and long axis, respectively, the determination of accurate ks,lF

introduces significant error. In order to precisely determine the carrier density,

here, the in-plane dispersion at the Fermi level for a given value of N is simu-

lated. To do this, one starts with the spectral function given by:

A(k, E) =
1

π

∑′′(E,k)[
E − E0(k)−∑′(E,k)

]2
+
[∑′′(E,k)

]2 , (9.2)

where
∑′(E,k)/

∑′′(E,k) are the real and imaginary parts of the self-energy, re-

spectively. Apart from intensity variations due to matrix elements, which can

vary due to final state effects and interaction of the photons with the atomic or-

bitals, the latter of which was discussed in previous chapter, ARPES measure-

ments directly probe the spectral function. Thus by calculating the in-plane spec-

tral function for several values of kz, for a given carrier density, one can sum each

kz slice to simulate the iso-energy contour for a 3D electron pocket.

Because the constant energy contours are taken at the Fermi level, E is set to

zero. By assuming that the only relevant part of the self-energy term is that which

gives rise to elastic impurity scattering, i.e.
∑′(E,k)=0 and

∑′′(E,k)=const.=ε,

the measured intensity can be rewritten as:

I(kx, ky) ∝
(∑

kz

I(kz)

E0(kx, ky)2 + ε2

)
⊗G(kx, ky) (9.3)

whereG(kx, ky) is a 2D Gaussian function with full-width half-maximum (FWHM)

equal to 0.01/Å and 0.02/Å at hν=137eV, to account for the experimental resolu-

tion along the ky and kx axes, respectively, and the sum over kz accounts for the

out-of-plane momentum broadening with an attenuation factor given by [22]:

I(kz) =
1

2πλ

1

(kz − kz,0)2 + (1/2λ)2
(9.4)

where λ is the inelastic mean free path as determined by the TPP-2M algorithm
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FIGURE 9.2: Comparison of measured and simulated momentum energy distribu-
tion curves. a-e) MDCs aligned along the short (red curves) and long (green curves)
axes of the constant energy Fermi surface maps for increasing carrier concentrations.
MDCs of simulated Fermi surfaces (black curves) provide excellent agreement with
measured dispersions. Dashed black lines indicate Fermi wavevectors for the short

and long axes.

[69] and kz,0 is the out-of-plane momentum corresponding to the probing photon

energy.

Thus by calculating the intensity for a range of kz values, one can sum the in-

dividual iso-energy contours to simulate the measured spectral function for the

3D elliptical pockets, Fig. 9.1f-j. Comparison of momentum energy distribution

curves, shown in Fig. 9.2, reveals excellent agreement between simulations and

experimentally measured energy contours across the whole range of carrier den-

sities. Due to the kz broadening, the peak of intensity shifts towards kx,y=0 and

would result in an underestimation of N by ∼40% if the peak intensity was used

for ks,lF . One should also note that the inclusion of the ε term corresponds to

a broadening of the spectral intensity that increases with higher Gd concentra-

tion attributed to an increase in impurity sites caused by the enhanced number

of dopants, which is also evidenced by the slight reduction in quality of LEED

images for heavily doped films.

Accurate determination of the carrier density also allows one to compare it to

the Gd concentration and Curie temperature, determined from XAS and SQUID

measurements, respectively, discussed earlier. As depicted in Fig. 9.3, a clear
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FIGURE 9.3: Comparison of carrier density, Curie temperature and Gd concentration.
Curie temperature (red) and carrier density (blue), as determined by SQUID and
ARPES measurements, respectively, as a function of Gd concentration determined
from XAS measurements. A monotonic trend is observed with possible saturation of

carrier density and Curie temperature at Gd concentrations in excess of 10%.

trend exists between the Curie temperature and the carrier density, as the concen-

tration of Gd3+ ions is increased, consistent with previous measurements. This

additional comparison supports the observation of a possible saturation in both

Curie temperature and carrier density as the Gd concentration exceeds ∼10%,

suggestive that as the spin-minority band approaches the Fermi level in the fer-

romagnetic phase, the increase in the density of states prevents further enhance-

ment of the carrier density, which is intimately tied to the Curie temperature.

9.2 Replica Features near the Conduction Band Min-

imum

Just as one expects an enlargement of the Fermi surface with increased carrier

density, one naively expects the conduction band minimum to rigidly shift to

higher binding energy as the electron concentration increases. Taking ARPES

measurements through the centre of the electron pocket, along the W-X-W line

of the Brillouin zone (i.e. kx = 0 in Fig. 9.1), one can analyse the effects of the

carrier concentration on the electronic structure near the Fermi level, Fig. 9.4a.

Indeed, a monotonic increase in the conduction band minimum with increased
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increasing carrier concentration. Additional satellite features are observed below the

quasiparticle band at higher binding energies.

carrier density is observed, consistent with a rigid upward shift of the Fermi level.

However, upon closer examination, additional spectral features are evident at

higher binding energies. As evidenced by the energy distribution curves through

the centre of the electron pocket, a clear "peak-dip-hump" profile is observed due

to the presence of satellite features below the minimum of the quasiparticle band.

The appearance of these additional features will be the focus of the remaining

discussion of the band structure of n-doped EuO presented here.

9.2.1 Signatures of Phononic Polarons

In the lowest doped sample (N=9.3 x 1017 cm−3) measured here, there are three

clear satellite peaks in addition to the more intense quasiparticle band near EF .

Upon fitting the EDC through the band centre with one Lorentz function for each

of the satellites and quasiparticle band, one finds that the peak positions of the

satellite features are almost perfectly equally spaced, i.e. ∆1 = ∆2 = ∆3 = 56± 3

meV in Fig. 9.5a. The appearance of the additional features at equal increments
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FIGURE 9.5: Fitting the satellite features in EuO. a) Four Lorentz functions are used to
fit the lowest doped (N= 9.3 x 1017 cm−3) sample, corresponding to the quasiparticle
band (red curve) and three additional satellite features (orange curves). The spac-
ing of the peaks ∆i are seen to be approximately equal, suggestive of b) shake-off
excitations from long-range coupling to a phononic mode that produce replica band

features. b) has been adapted from Ref. [144].

in energy is reminiscent of signatures of polarons in a range of other oxide sys-

tems, such as ZnO surfaces [144], TiO2 anatase [145] and the interfacial regions of

SrTiO3 [146–148].

In each of these systems, ARPES measurements reveal additional satellite

features below the conduction band minimum of a 2D electron pocket, produc-

ing long tails and the "peak-dip-hump" profile of the energy distribution curve.

These satellite features of the conduction bands are attributed to "shake-off" exci-

tations in which a single non-dispersive bosonic mode couples together electrons

of momentum k and k+q producing replica bands at successively higher bind-

ing energies, depicted in Fig. 9.5b, each separated by integer multiples of the

bosonic mode energy [144]. In these studies the replica bands are attributed to

electron-phonon coupling as they preserve the original band dispersion, indica-

tive of small q processes, characteristic of Fröhlich polarons. These excitations

can be visualised as an electron dressed in a polarisation cloud that is dragged

around by the electron as it moves through the lattice [148].
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FIGURE 9.6: Evolution of shake-off excitations in SrTiO3 (001) with carrier density. a-
f) ARPES measurements of 2D electron liquid with increasing carrier concentration.
g-l) Energy distribution curves taken at k = kf with fitting of quasiparticle (yellow)
and phonon loss satellites (blue) overlaid, revealing constant spacing in binding en-

ergy of replica features. Reproduced from Ref. [148].

In SrTiO3 and TiO2 anatase, replica bands are observed across a wide range

of carrier densities with constant energy spacings corresponding to the relevant

longitudinal optical phonon mode, as illustrated in Fig. 9.6 for SrTiO3. Being a

property of the crystal structure, the phonon mode energy is largely independent

of the carrier density and thus the energetic spacing of the satellite features is seen

to remain fixed. Although the spacing remains constant, the intensity of the satel-

lite features relative to the quasiparticle intensity, i.e. quasiparticle residue given

by Z = 1 − α/2 where α is a dimensionless coupling constant [149], is reduced,

i.e. Z increases, with increasing carrier concentration, as the phonons are more

effectively screened by the electrons [148, 150]. The breakdown of the single-

polaron model as the polarons lose coherence and disassociate into an electron

liquid weakly coupled to the phonons is not only signalled by the loss of spectral

weight in the replica bands but also by the emergence of kinks in the quasipar-

ticle band near the Fermi level [145], a well-known signature of weakly-coupled

electron-phonon interactions. Additionally, in SrTiO3 a significant mass renor-

malisation is observed at low carrier densities due to polaron formation, but this

effect is reduced as the phonons become screened by the electrons when the two
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have comparable energy scales (i.e. ECBM ≈ ~ωph) [151].

9.2.2 Carrier Density Dependence of Satellite Features

As mentioned earlier, at a carrier concentration of N=9.3x1017 cm−3, the shoul-

der features observed in Gd-doped EuO can be fit using Lorentz functions with

an average spacing of ∆E=56±3 meV, on the order of the longitudinal optical

phonon mode. However, at even slightly higher carrier densities, EDCs no longer

have multiple, well-defined satellite features, although the characteristic peak-

dip-hump profile is still present to some degree, as demonstrated in Fig. 9.4b,c.

Nonetheless, one notes that as the carrier concentration is increased, the relative

intensity of the satellite features is reduced, indicative of the screening of electron-

phonon interactions, consistent with the behaviour exhibited by SrTiO3 [148]. The

even spacing of the shoulder features at very low carrier densities, the increase

in quasiparticle residue, i.e. reduction in satellite intensity, at higher carrier den-

sities, and kinks in the conduction band near the Fermi level are all highly sug-

gestive of electron-phonon coupling in EuO. To fully understand the origins of

the satellite features and the kink in the spectral intensity, numerical simulations

were performed, similar to those used to determine the carrier density.

By setting kx=0 instead of E=0 in Eq. 9.3 and incorporating kz integration as

before, one can calculate the energy vs. momentum dispersion along the W-X-W

direction. In order to account for the formation of Fröhlich polarons, replicas of

the conduction bands are included with a relative shift to higher binding ener-

gies equal to ∆E=56meV and attenuation of intensity, λi, where i is the replica

index. As shown in Fig. 9.7a, a single bare band, with effective mass m∗=0.55me,

and three replica features, with intensity attentuation equal to λ = 0.35, is suffi-

cient to reproduce the experimentally observed spectral function for the sample

grown with the lowest carrier density. This value of λ corresponds to a quasipar-

ticle residue of Z ≈ 0.55, as estimated by the relative integrated intensity of the

quasiparticle and satellite peaks.
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FIGURE 9.7: Simulating electron-phonon coupling in the low carrier density regime.
a) ARPES measurement (hν=48eV, top panel) of Eu1−xGdxO with N=9.3x1017 cm−3

and the calculated spectral function using a bare-band model with three additive
replica features (middle panel). EDCs of the measured band dispersion (coloured
line) and calculated spectral function using a bare-band replica (three replicas,
dashed line) and Debye (solid line) model. b-d) As as in a), for increasing carrier
density but with one replica feature. Both models reproduce the quasiparticle peak
and shoulder feature, but not the additional satellite feature at higher binding energy.

Increasing the carrier density, one achieves good agreement between the ex-

perimental and simulated spectral function in the near Fermi level region, Fig.

9.7b-d, up until N≈1.3x1019cm−3, by a combination of: 1) monotonically reduc-

ing the effective mass, m∗, from 0.55me to 0.45me; 2) increasing the intensity at-

tenuation of the phonon replica feature, i.e. λ → 0.1; and 3) increasing the im-

purity scattering term (i.e. the constant imaginary part of the self-energy), as
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FIGURE 9.8: Model parameters for energy dispersion simulations incorporating
electron-phonon coupling. Carrier density dependence of a) effective mass, b)
electron-phonon coupling coefficient (λ or λ’) and c) imaginary part of the self-
energy. The dashed line denotes the approximate break-down of the bare band
replica model. Note: the coupling coefficient in b) changes from λ to λ′ across the

dashed lines to reflect the change in model.

illustrated in Fig. 9.8. The increase of the effective mass at low carrier densities

by a factor of up to ∼1.8 compared to the theoretical value of m∗ ≈ 0.3me, as pre-

dicted by DFT, is indicative of a mass renormalisation, similar to that observed

in SrTiO3 [148], as is the reduction in coupling strength, suggestive of electrons

screening the phonon interactions. Additionally, the increase in impurity scatter-

ing is consistent with the trend established in the Fermi surface simulations used

to estimate N. However, as will be discussed later, this bare band replica model

is incapable of reproducing the satellite feature at higher binding energies, well

above the energy of the longitudinal optical phonon mode.

As the carrier density is increased beyond ∼1.3x1019cm−3, the binding energy

of the bare band bottom increases such that it is approximately equal to that of

the phonon mode energy and a drastic reconstruction of the band structure is

observed as the phonons are screened by the electrons. Whereas at lower car-

rier densities the quasiparticle band produces a sharp peak just below the Fermi

level, at elevated N a broad band is observed, as shown in Fig. 9.9a. Addition-

ally, kinks in the conduction band dispersion are seen near kF , indicative of the
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FIGURE 9.9: Simulating electron-phonon coupling in the regime of weak electron-
phonon coupling. a) ARPES measurement (hν=48eV, top panel) of Eu1−xGdxO
with N=3.1x1019 cm−3 and calculated spectral function using the Debye model for
electron-phonon coupling (middle). Energy distribution curves of the measured
band dispersion (coloured line) and calculated spectral function using the bare-band
replica (dashed line) and Debye (black line) model. b-d) Same as in a), but with
increased carrier density. EDCs illustrate the breakdown of the bare-band replica

model as phonons become screened by the increased electron concentration.

break-down of the phononic polaron model and emergence of a regime of much

weaker electron-phonon coupling. The simplistic model of a replicated bare band

is therefore insufficient to reproduce the observed spectral intensity at higher car-

rier densities and an alternative model is required. In order to account for the

broad band observed at higher carrier densities, electron-phonon coupling is im-

plemented in the Debye model, such that in Eq. 9.2 the real and imaginary parts
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of the self-energy are given by:

∑′

e−ph
(E,k) = −λ′~ωD

3

[
E

~ωD
+

(
E

~ωD

)3

ln

∣∣∣∣∣1−
(
~ωD
E

)2
∣∣∣∣∣+ ln

∣∣∣∣∣1 + E
~ωD

1− E
~ωD

∣∣∣∣∣
]

and ∑′′

e−ph
(E,k) =


π
3
λ′ |E|

3

(~ωD)2
for |E| ≤ ~ωD

π
3
λ′~ωD for |E| > ~ωD

(9.5)

respectively, where λ′ is the electron-phonon coupling coefficient and ωD is the

Debye frequency, which is set to the phonon mode frequency, ωph. Additionally,

impurity scattering is retained in the form a constant contribution to the imag-

inary part of the self-energy. Using this alternative model, one not only finds

good agreement for the observed quasiparticle peak at intermediate carrier den-

sities, but also in the high carrier density regime, up until N≈2.9x1020cm−3. Kinks

in the conduction band states are observed across this range of elevated carrier

densities and, due to the incorporation of kz broadening in the simulation, these

kinks form a peak of intensity near the Fermi level that mimics a shallow band,

consistent with the ARPES measurements.

However, an additional satellite feature at higher binding energies, much larger

than the energy associated with the longitudinal optical phonon mode energy, is

observed across all carrier densities that neither the bare band replica nor the

Debye model for electron-phonon coupling are able to reproduce. Additionally,

one sees that this feature shifts to higher binding energy with increased carrier

density. Unlike the phonon mode energy, which is independent of carrier den-

sity, the monotonic increase in binding energy implies that this feature is derived

from coupling to a different bosonic mode that has a carrier density dependence,

i.e. the plasmon mode [152, 153]. In an analogue of phononic polarons, these

"plasmonic" polarons can be visualised as an electron dressed in the collective

sea of electrons that are dragged around as the electron moves through the crys-

tal lattice.
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By subtracting the calculated spectral functions from the EDCs as measured

by ARPES, depicted in Fig. 9.10a, the spectral weight from the plasmon loss

feature can be separated out and fit with a Lorentz function to determine the peak

position and thus the energy shift. As expected this feature continues to shift to

higher binding energies, Fig. 9.10b, while the intensity of the feature reduces with

increased carrier density, Fig. 9.10c. The peak positions of the features at higher

binding energies can be described by the plasmon energy given by:

~ωpl =

√
Ne2

ε∗m∗
(9.6)

where m∗=0.3me is the effective mass at high N and ε∗ = 4.5ε0 is the effective

dielectric constant. One notes that at high carrier densities, good agreement is

achieved between the plasmon energy and the extracted peak positions, but in

the low/intermediate regime the agreement breaks down. This could be a re-

sult of possible "mode-mixing" between the phonon and plasmon modes when

their energies are comparable [154]. Eventually, a high enough carrier density
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FIGURE 9.10: Carrier dependence of the plasmonic and phononic polaron peaks.
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tral function using the Debye model with electron-phonon coupling. Arrows depict
b) peak positions and c) corresponding relative integrated intensity of the peaks as-

sociated with plasmon and phonon loss features in a).
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(N≈1.7x1020cm−3) is reached such that no signatures of plasmonic polaron for-

mation are observed, i.e. no satellites at high binding energies, but the weak

electron-phonon coupling is maintained, as evidenced by the kink features near

the Fermi level. Therefore, these measurements and supporting simulations sug-

gest that as N is increased and ECBM ≥ ~ωph, the system shifts from a regime of

"phononic" polarons and "plasmonic" polarons, to a regime of weaker electron-

phonon coupling where only plasmonic polaron formation is observed. Eventu-

ally, a possible third regime is reached in which only signatures of weak electron-

phonon coupling are seen.

9.2.3 Ab Initio Calculation of Spectral Function

Through a collaboration with Dr. Feliciano Giustino, his group was able to de-

velop a fully ab initio method for calculating the spectral function of the 3D ellip-

tical electron pockets, that includes both electron-phonon and electron-plasmon

coupling. This model builds on previous work by Giustino et al. in which electron-

phonon interactions in polar semiconductors were calculated in the Fröhlich model [155]

using fully localised Wannier functions [156, 157] and where the effects of electron-

plasmon interactions on the spectral function were calculated [152, 153, 158] in

the GW plus cumulant approximation [159, 160]. Very recently, these two meth-

ods were combined into a single formulation to predict a carrier density de-

pendence of the loss features observed in the spectral function of TiO2 anatase

which arises purely from electron-phonon coupling but becomes screened when

the plasmon mode energy is comparable to the LO phonon mode energy [150].

Here, the model is extended to include kz broadening by calculating the spectral

function for a number of kz values for a given value of N and summing each

with a Lorentzian weight according to Eq. 9.4. Additional broadening has been

included with a 2D Gaussian profile to account for the energy and momentum

resolution of the experimental setup.
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Using this method, the spectral function for electron-doped EuO with carrier

densities representative of the samples measured in ARPES were calculated, il-

lustrated in the top row of Fig. 9.11. Furthermore, the spectral intensity was

decomposed into the electron band and the loss features associated with electron-

phonon and electron-plasmon coupling, as seen in the bottom row of Fig. 9.11.

From this, one can see that the model is capable of reproducing several elements

of the observed spectral intensity: 1) multiple satellite features are observed for

the lowest carrier density in excellent agreement with the lowest N sample; 2) the

increase in carrier density results in an increase in the energy shift of the plas-

mon loss feature but not the phonon-derived peak; 3) the quasiparticle residue,
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FIGURE 9.11: Calculation of the spectral function for Eu1−xGdxO. a) Ab-initio calcu-
lation of the spectral function and decomposition of EDC through band centre, for
lightly doped (N=6.2x1017 cm−3) EuO, predicting the appearance of multiple replica
bands corresponding to the formation of phononic and plasmonic polarons. Bot-
tom panel: decomposition of the theoretical energy distribution curve revealing the
phonon and plasmon loss features. b-c) As the carrier density is increased, the plas-
mon frequency increases and the associated replica bands are shifted to higher bind-
ing energies, while the phonon loss features are shifted by a constant energy. d)
At high carrier density, the electrons screen the phonons sufficiently to suppress the

satellite features associated with electron-phonon coupling.
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Z, increases with increased N; and 4) at large N the electron-phonon interaction

is screened, resulting in a broad electron band and disappearance of the phonon

loss satellite feature, 9.11d. Although the intensity of the plasmonic and phononic

polaron peaks relative to the electron peak do not reproduce the measured spec-

trum as well as the simulated dispersions described in the previous section, these

features can be affected by additional factors that have not been accounted for in

the calculation, such as sample quality, which could reduce the coupling to the

different bosonic modes.

Nonetheless, these ab initio calculations do predict a carrier density depen-

dent mass renormalisation, consistent with the data and previous simulations.

More importantly, these calculations accurately reproduce the size of the energy

shift of satellite features to higher binding energies observed in the ARPES mea-

surements, validating the nature of the two different sets of satellite features:

those which are independent of carrier density, i.e. phononic polarons, and those

which shift to higher binding energies as the carrier density is increased, i.e.

plasmonic polarons. Furthermore, the model predicts the cross-over from the

regime of strong electron-phonon coupling (i.e. phononic polaron formation)

to the electron-liquid-like regime where phonons are effectively screened by the

electrons.

In this chapter, an investigation of the carrier density dependence of the elec-

tronic structure has been presented. It was seen that the conduction electrons,

introduced via Gd3+ dopants, couple to two bosonic modes: phonons and plas-

mons. While the phonon frequency is independent of the carrier density, and

thus replicas of the quasiparticle band were seen to shift by a constant amount, by

increasing the carrier density, evidence was provided for electron-plasmon cou-

pling that gives rise to additional satellite features that depend on the plasmon

frequency. Just as in WSe2, where the screening of the electron-electron interac-

tions reduces the exchange and correlation energies such that Eexc+corr ≈ Ekin at

high carrier densities and the effects of negative electronic compressibility were
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reduced, as the number of carriers is increased in EuO, the phonons become more

efficiently screened and the system moves into a regime of weaker electron inter-

actions.

9.3 Future Work on EuO

An ability to grow ultra-thin samples would open up several avenues for fu-

ture research focused on EuO. By reducing the dimensionality of the system, the

ability of the electrons to screen the phonons should be significantly reduced as a

larger proportion of field lines penetrate vacuum. Changing the screening envi-

ronment could possibly extend the regime of the phononic polaron formation to

higher carrier densities, as well as altering the strength of the electron-plasmon

interactions which also depend strongly on screening and dimensionality. Addi-

tionally, monolayer and few layer samples should have negligible kz dispersion

as the carrier wavefunctions are restricted by the quantum well that forms be-

tween the insulating substrate and vacuum, much like the 2DEG that formed at

the surface of the alkali doped samples of WSe2. Thus, by reducing the system to

a 2D sheet, one would expect ARPES measurements to reveal sharp bands and,

hopefully, clearly resolved satellite features.

As mentioned in Ch. 7, reducing the thickness of the films below 20 atomic

layers also suppresses the magnetic transition in stoichiometric EuO, decreasing

the Curie temperature. Naively, one expects this to create a competing effect

with the addition of trivalent dopants, which raises the Curie temperature in bulk

films. By directly measuring the electronic structure with ARPES, one can analyse

the interplay between carrier density and thickness in the temperature dependent

band reconstruction across the dual ferromagnetic and metal-insulator transition.

The ability to grow EuO films and finely tune a wide-range of characteristics,

such as thickness and carrier density, would also hopefully provide a sufficient
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blueprint for the growth of similar binary oxides, which would expand the pos-

sibilities for measuring the electronic structure of interfaces and heterostructures.

Due to the high mobility of O2− ions in SrTiO3 and high reactivity of atomic Eu,

deposition of the latter on a SrTiO3 substrate is believed to extract sufficient oxy-

gen from the substrate to form stoichiometric EuO, resulting in the formation of a

2DEG in the interfacial layer of the then oxygen-deficient SrTiO3 substrate [161].

Such methods provide an alternative recipe for the growth of monolayer EuO

while leaving the interfacial 2DEG accessible to measurement by ARPES. It has

also been predicted that the strain induced by the lattice mismatch of SmO thin

films grown on bulk EuO results in topologically non-trivial phases in the flat Sm

4f bands [162]. Thus if growth recipes for EuO can be adapted to SmO, which

also has the same rock-salt structure, a method for realising the quantum anoma-

lous Hall effect in a strongly correlated system could be achieved. Thus further

investigation into the electronic structure of bulk and ultra-thin EuO is necessary

for understanding the underlying behaviour of the material in configurations and

environments similar to those in proposed spintronic devices.
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Chapter 10

Conclusions and Future Outlook

This concludes the experimental study of the electronic structure of WSe2 and

Gd-doped EuO. Using the powerful technique of angle-resolved photoemission

spectroscopy (ARPES) combined with a tuneable light source delivered by syn-

chrotron radiation, the electronic band structures of single-crystal and thin film

samples were directly probed. Presented in this thesis was a discussion of orig-

inal research centred around spin-split valence band states of WSe2 and conduc-

tion band states in EuO. Despite having different crystal structures, symmetries

and dimensionality, both WSe2 and EuO were seen to show signatures of many-

body effects due to electron interactions: electron-electron interactions in WSe2

and electron-bosonic mode coupling in Gd-doped EuO.

Previous theoretical and experimental studies of monolayer transition metal

dichalcogenides observed a locking of the spin and valley-pseudospin, due to

a combination of spin-orbit coupling and broken inversion symmetry, that pro-

duces a spin-splitting of the valence band states around the Brillouin zone cor-

ners. Restoration of inversion symmetry in the bulk unit cell of the 2H structures

should result in spin-degeneracy throughout the Brillouin zone, as confirmed

by bulk-sensitive photoluminescence experiments. However, through a combi-

nation of spin- and angle-resolved photoemission spectroscopy measurements

on bulk 2H-WSe2 it was shown here that the valence band states at K retain an

out-of-plane spin-polarisation which reverses sign at the time-reversal conjugate

point, K’. Photon-energy dependent measurements revealed that these electronic
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states have negligible dispersion in the out-of-plane direction, confining the elec-

tronic wavefunctions to the 2D environment of the individual Se-W-Se sheets.

Thus the local breaking of inversion symmetry by the individual layers of the

unit cells allows for a "hidden" spin-polarisation to exist for these states within

each layer, locking the spin to the valley- and layer-pseudospins. Because of the

surface-sensitivity of ARPES, these measurements predominantly probe the up-

permost layer, allowing for the hidden spin-polarisation to be directly measured.

This hidden spin-polarisation extends around the Brillouin zone and towards the

centre, where it eventually disappears due to the 3D states near Γ which experi-

ence the full symmetry of the unit cell.

Unfortunately, the out-of-plane spin-polarisation will indeed remain "hidden"

to bulk-sensitive techniques as the symmetry of the unit cell requires spin-degeneracy

when summed over both layers, which is enforced by the reversal of spin-polarisation

between layers for a given state. However, by breaking global inversion symme-

try, one breaks the layer-degeneracy, and therefore the spin-degeneracy, of the

valence bands. A chemical analogue to the electrical gating performed in tran-

sistors was adapted to induce a depth-dependent electrostatic potential while

leaving the sample surface exposed to probing with ARPES. The deposition of

alkali metals was shown to induce a drastic reconstruction of the band structure

as the downward band-bending potential pulls the conduction band below the

Fermi level in the near-surface region, in addition to a layer dependent shift of

the valence bands. Because the electrostatic potential is greatly attenuated as it

penetrates the bulk of the material, the valence bands at K in the uppermost layer

experience the greatest shift, with a reduced effect in subsequent layers that is

akin to a tuneable spin-splitting. Although the valence bands were seen to split

as expected, a counterintuitive reduction in the binding energy of both bands

was observed. Attributed to a combination of the high effective mass and low

dielectric constant, the exchange and correlation energies from electron-electron

interactions dominate the electronic kinetic energy. This causes a reduction of
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the chemical potential as additional carriers are added to the system, in a process

known as negative electronic compressibility, that reduces the binding energy of

the valence band states. This phenomena is expected to hold for the entire family

of materials, establishing the TMDCs as strongly interacting materials.

Although one would naively not expect many similarities between WSe2 and

EuO, a surprising number have been presented. While the breaking of inversion-

symmetry gives rise to spin-polarised states in WSe2, it is broken time-reversal

symmetry, from the half-filled Eu 4f orbitals, that produce spin-split states in

EuO. Here, an investigation of the bulk electronic structure of EuO thin films

grown by molecular beam epitaxy was presented, focusing on the conduction

bands, made accessible by the substitutional doping of Gd3+ for Eu2+. An overview

of the recipe developed to grow high quality EuO films was demonstrated, in

addition to the effects on the bulk magnetic properties seen by varying the Gd

concentration.

Using a sample with high Gd concentration (>10%), angular-dependent ARPES

measurements at different photon energies, corresponding to two high symme-

try planes, revealed the rotation of the in-plane dispersion of the elliptical electron

pockets. Combined with photon energy dependent measurements, which probe

the out-of-plane dispersion, the full Fermi surface of doped EuO was measured

for the first time, confirming the 3D nature of the conduction band states con-

sistent with DFT calculations. Further measurements suggest a distinct orbital

texture that was unveiled using s- and p-polarised light, which couple to differ-

ent orbitals through symmetry selection rules. Finally, temperature dependent

measurements were exploited to analyse the reconstruction of the band struc-

ture through the dual ferromagnetic, metal-insulator transition. It was shown

that for sufficiently doped samples, the collapse of the exchange splitting can be

examined as the spin-minority band shifts below the Fermi level while the spin-

majority band moves upwards. Surprisingly, the temperature-dependent shift of

the conduction band is seen to continue above the sample’s Curie temperature,
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suggestive of finite spin-splitting above TC .

Last of all, an investigation of the effects of increased carrier density on the

band structure, specifically the Eu 5d conduction bands, was presented. Here,

observation of additional features below the conduction band minimum were

observed for a wide range of carrier densities. These were attributed to replicas

of the conduction band that arise from electrons coupling strongly to a bosonic

mode. Similar satellite features have been seen in polar oxide systems as a result

of electron-phonon coupling that gives rise to Fröhlich polarons. However, simu-

lations of the conduction band dispersions of Eu1−xGdxO with varying concentra-

tions of Gd, incorporating only electron-phonon coupling, cannot fully reproduce

the energy distribution observed by ARPES. Unaccounted for by these simula-

tions is an additional feature at increasingly higher binding energies, as N is in-

creased, that arises from electron-plasmon coupling, i.e. formation of plasmonic

polarons. It was shown that two different regimes exist in the system: 1) at low

carrier densities, the system is characterised by the appearance of both phononic

and plasmonic polarons; and 2) at high carrier densities, the phononic-polaron

model breaks down as the electrons screen the phonons, but plasmonic-polaron

formation is maintained. These measurements and simulations were supported

by ab-initio calculations of the spectral function, by collaborators at the Univer-

sity of Oxford, which incorporated both electron-phonon and electron-plasmon

coupling.

These four separate, but interconnected investigations open up a large range

of future studies into the electronic structure of TMDCs and EuO. The obser-

vation of negative electronic compressibility in WSe2 should persist across the

family of materials. Thus further understanding on how different screening en-

vironments (i.e. exposed surfaces vs. heterostructures) and material properties

(i.e.thickness, effective mass and dielectric constant) alter this effect is required

before incorporation of these devices into any electronic device. An ability to

tune the material properties of EuO across a wide range of phase space (i.e. strain,
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a) b) c)
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K’K
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B EuO
MX2

K’K K’K

FIGURE 10.1: Integration of EuO and TMDCs for manipulation of spin-polarised
states. a) In the low temperature phase, orientation of the magnetic moments of
EuO perpendicular to the TMDC interface breaks time-reversal symmetry and lifts
the layer degeneracy of the valence band states at K. b) Removal of the out-of-plane
magnetic field, either by increased temperature or orientating the magnetic moments
in-plane, re-establishes TRS and the layer-degeneracy. c) Reversing the orientation of
the fields in a) reverses the magnetic effects and induces the opposite spin-splitting

of the conduction and valence bands.

carrier density, thickness, etc.) provides alternative routes to exploring the many-

body effects presented in this material.

One of the most exciting areas to explore is the integration of these two inter-

esting materials into a single heterostructure. As well as breaking layer-degeneracy

as shown here, another way to remove the spin-degeneracy in WSe2 is by break-

ing time-reversal symmetry. Although traditional fields of a few Tesla have been

unable to achieve large spin-splittings, ∼0.1-0.2 meV/T [163–167], it is believed

that proximity coupling to a ferromagnetic substrate could be capable of induc-

ing a large spin-splitting of the states around K, equivalent to hundreds or even

thousands of Tesla [168–171]. Such a heterostructure could have useful spintronic

properties as spin-split valence band states (and to a lesser extent, conduction

band states) could be controlled by either temperature or orientation of the under-

lying EuO magnetic domains, depicted in Fig. 10.1, allowing for spin-polarised

currents to be excited in the TMDC layer [172]. Such a heterostructure could be

fabricated with oxide and chalcognide MBE systems, linked in-situ, and studied

via ARPES to directly probe the spin-split valence bands, offering just one possi-

ble future investigation for a suitably equipped MBE/ARPES system.
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— THE END —
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