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Abstract

The emergence of tools that support fast and easy creation of visualizations has made the benefits of Information Visualization (InfoVis) more accessible. The predominant design for visualization authoring tools often includes features such as automated mappings and visualization templates, which make tools effective and easy-to-use. These features, however, still impose barriers to non-experts (i.e., people with no formal training on visualization concepts). The paradigm of Constructive Visualization (ConstructiveVis) has shown potential to overcome some of these barriers, but it has only been investigated through the use of physical tokens that people manipulate to create representations of data.

This dissertation investigates how the principles of ConstructiveVis can be applied in the design and implementation of digital constructive visualization tools. This thesis presents the results of several observational studies that uncover how tools that promote a constructive approach to visualization compare to more conventional ones. It also sheds light on what kind of benefits and limitations digital ConstructiveVis brings into non-experts’ visualization design process.

The investigations here presented lay the foundations for the design of better visualization tools that not only allow people to create effective visualizations but also promote critical reflection on design principles.
Acknowledgements

During my time in St Andrews, I have had the fortune to meet and work with amazing people from whom I have learned invaluable lessons. Hereby, I would like to thank them all.

To Dr Miguel A. Nacenta, supervisor of my research, for his support and guidance throughout these years. I am grateful to you for helping me develop research but, more importantly, for supporting me to develop myself as a researcher. Thanks for your countless advice on how to conduct rigorous academic research and for your constant willingness to share bits of wisdom that always made things better.

Thanks to the awesome crew of the SACHI lab. In particular to Dr Uta Hinrichs, for being always encouraging and for opening the doors of qualitative research to me. Thanks also to Prof. Aaron Quigley, for always finding room in your busy schedule to share great ideas. And to my good friend Shyam Reyal, for making St Andrews feels like home. Thanks also to all the people who participated in the studies reported in this dissertation. HCI research would be impossible without people who are willing to dedicate a few minutes (or a few hours) of their time to advance science.

Thanks to the friends who supported me during these years from places all over the world. For being there, for the moments you shared with me both in person and over the distance, and for making me smile. Special thanks to Raquel Méndez, Letty Rizzo, María Fernanda Vargas, Diana Jaramillo, Luis Galárraga, Alberto Cremades, Daniele Fonte, and Lea Atzinger.

Thanks to my colleagues from the CTI-ESPOL. To Dr Katherine Chiluiza and Dr Enrique Peláez, for your permanent support during the very initial stages of my research career. And special thanks to Dr Xavier Ochoa, for mentoring me and for teaching me that to do research is just “answering questions”.

Finally, I would like to thank my family. None of this would have been possible without your love, support, encouragement, and prayers. I am infinitely lucky to have you all.
To my parents
Susana y Domingo
Candidate’s Declarations

I, Gonzalo Gabriel Méndez, hereby certify that this thesis, which is approximately 40,000 words in length, has been written by me, and that it is the record of work carried out by me, or principally by myself in collaboration with others as acknowledged, and that it has not been submitted in any previous application for a higher degree.

I was admitted as a research student and as a candidate for the degree of Doctor of Philosophy in April, 2014; the higher study for which this is a record was carried out in the University of St Andrews between 2014 and 2017.

Date:

Signature of candidate:

Supervisor’s Declaration

I hereby certify that the candidate has fulfilled the conditions of the Resolution and Regulations appropriate for the degree of Doctor of Philosophy in the University of St Andrews and that the candidate is qualified to submit this thesis in application for that degree.

Date:

Signature of supervisor:
Permission for Electronic Publication

In submitting this thesis to the University of St Andrews I understand that I am giving permission for it to be made available for use in accordance with the regulations of the University Library for the time being in force, subject to any copyright vested in the work not being affected thereby. I also understand that the title and the abstract will be published, and that a copy of the work may be made and supplied to any bona fide library or research worker, that my thesis will be electronically accessible for personal or research use unless exempt by award of an embargo as requested below, and that the library has the right to migrate my thesis into new electronic forms as required to ensure continued access to the thesis. I have obtained any third-party copyright permissions that may be required in order to allow such access and migration, or have requested the appropriate embargo below.

The following is an agreed request by candidate and supervisor regarding the electronic publication of this thesis:

Access to printed copy and electronic publication of thesis through the University of St Andrews.

Date:

Signature of candidate:

Signature of supervisor:
Data Management

Where data has been collected during any evaluation, case study or experiment, the data is being managed according to the permission agreed to by the participants through the consent forms. This generally means that the collected data is only available to the researchers directly involved in the evaluation due to the potentially private and sensitive nature of the collected data (most commonly images of people’s likeness). The results of and findings from the evaluations are presented in the relevant parts of the thesis.

In accordance with the participants’ consent, all data collected from the participants is stored securely within a locked office and will be deleted or safely deposed of within three (3) years of collection. This includes collected images, questionnaire and answer sheets or any other data provided by the participants.
Publications

Some of the work described in this dissertation has been published previously. The following lists give an overview of these publications.

Articles in Peer-reviewed Conference Proceedings


Extended Abstracts from Demos & Doctoral Consortia


- Gonzalo Gabriel Méndez and Miguel A. Nacenta. 2016. Opportunistic Visualization with iVoLVER. IEEE Symposium on Visual Languages and

iVoLVER in Masters Dissertations and Student Projects

- iVolVR\(^1\): Pre-commercialization, Usability Improvements and Future Productization. Sebastien Vandenheste. 2015. MSc in Computing and Information Technology, University of St Andrews.


- Google Cloud Vision API Extension to the iVoLVER Visualization Interface Yifeng Jiang. 2017. MSc in Information Technology, University of St Andrews.

- Visualisation of Markov Chain Monte Carlo Statistical Analysis via the iVoLVER Library. Alice Lynch. 2017. MSc in Advanced Computer Science, University of St Andrews.

\(^1\)This was the early name of iVoLVER
Online Resources

The production version of iVoLVER and its source code are available at http://ivolver.cs.st-andrews.ac.uk. This address also provides access to the experimental material used in the studies reported in this dissertation (e.g., videos, datasets). Each study description points to the specific version of iVoLVER it involved as well as its source code.
Funding

This thesis and the research described herein were mainly supported by the Ecuadorian Government, through a SENESCYT scholarship. The Escuela Superior Politécnica del Litoral and the School of Computer Science of the University of St Andrews also provided financial support for this work. Wacom Co., Ltd. donated the display used in the early stages of the research presented in this dissertation.
Contents

List of Figures .......................................................... vii
List of Tables ........................................................... ix
Acronyms ................................................................. xi

1 Introduction ............................................................. 1
  1.1 Motivating Scenario .................................................. 2
  1.2 Research Questions .................................................. 3
  1.3 Context ............................................................... 3
  1.4 Scope ................................................................. 4
  1.5 Research Methodology .............................................. 5
  1.6 Contributions ....................................................... 6
      1.6.1 Secondary Contributions .................................... 7
  1.7 Thesis Outline ...................................................... 7

2 Related Work .......................................................... 9
  2.1 Visual Representations .............................................. 9
  2.2 Information Visualization ......................................... 10
      2.2.1 Marks and Visual Properties ............................... 11
      2.2.2 The Current Visualization Tools Landscape ............... 11
      2.2.3 Constructive Visualization .................................. 13
  2.3 Visual Programming Languages ................................... 14
  2.4 Visual Programming for Visualization ........................... 15
      2.4.1 Visual Dataflow Programming ............................... 15
      2.4.2 VDFP for Visualization Authoring ......................... 16

3 iVoLVER ............................................................... 17
  3.1 Background and Related Work .................................... 18
      3.1.1 Empirical Explorations of ConstructiveVis ................ 18
      3.1.2 Visualization in Opportunistic Settings ................... 20
      3.1.3 iVoLVER within the current Tools Landscape ............... 21
<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.2</td>
<td>Design Goals and Principles</td>
<td>22</td>
</tr>
<tr>
<td>3.3</td>
<td>Constructive Visualization in iVoLVER</td>
<td>24</td>
</tr>
<tr>
<td>3.4</td>
<td>The iVoLVER Visual Language</td>
<td>25</td>
</tr>
<tr>
<td>3.4.1</td>
<td>Canvas and System-Wide Features</td>
<td>25</td>
</tr>
<tr>
<td>3.4.2</td>
<td>Extractors</td>
<td>27</td>
</tr>
<tr>
<td>3.4.3</td>
<td>Values, Types and Data Flow</td>
<td>28</td>
</tr>
<tr>
<td>3.4.4</td>
<td>Collections</td>
<td>29</td>
</tr>
<tr>
<td>3.4.5</td>
<td>Operators</td>
<td>29</td>
</tr>
<tr>
<td>3.4.6</td>
<td>Visual Marks</td>
<td>29</td>
</tr>
<tr>
<td>3.4.7</td>
<td>Relations: Functions and Mappers</td>
<td>30</td>
</tr>
<tr>
<td>3.4.8</td>
<td>Locators</td>
<td>31</td>
</tr>
<tr>
<td>3.4.9</td>
<td>Interactivity and Interaction</td>
<td>31</td>
</tr>
<tr>
<td>3.5</td>
<td>Design Process</td>
<td>32</td>
</tr>
<tr>
<td>3.6</td>
<td>Implementation</td>
<td>33</td>
</tr>
<tr>
<td>3.7</td>
<td>Scenarios</td>
<td>34</td>
</tr>
<tr>
<td>3.7.1</td>
<td>Visualizing a Structured Dataset</td>
<td>34</td>
</tr>
<tr>
<td>3.7.2</td>
<td>Refactoring an Existing visualization</td>
<td>35</td>
</tr>
<tr>
<td>3.7.3</td>
<td>Verifying Infographics (and Correcting Them)</td>
<td>36</td>
</tr>
<tr>
<td>3.7.4</td>
<td>Climbing Everest</td>
<td>37</td>
</tr>
<tr>
<td>3.7.5</td>
<td>Personal Visualization of a Trip</td>
<td>38</td>
</tr>
<tr>
<td>3.7.6</td>
<td>Oil Production and Consumption</td>
<td>39</td>
</tr>
<tr>
<td>3.8</td>
<td>Discussion</td>
<td>39</td>
</tr>
<tr>
<td>3.8.1</td>
<td>Power and Simplicity</td>
<td>40</td>
</tr>
<tr>
<td>3.8.2</td>
<td>The Scalability Problem</td>
<td>41</td>
</tr>
<tr>
<td>3.8.3</td>
<td>Learnability and Simplicity</td>
<td>42</td>
</tr>
<tr>
<td>3.8.4</td>
<td>Integration and Interactivity</td>
<td>42</td>
</tr>
<tr>
<td>3.8.5</td>
<td>Limitations and Technical Constraints</td>
<td>43</td>
</tr>
<tr>
<td>3.9</td>
<td>Conclusion</td>
<td>43</td>
</tr>
<tr>
<td>4</td>
<td>Bottom-up versus Top-down Visualization Authoring</td>
<td>45</td>
</tr>
<tr>
<td>4.1</td>
<td>Background and Related Work</td>
<td>46</td>
</tr>
<tr>
<td>4.1.1</td>
<td>The Visualization Design Process</td>
<td>46</td>
</tr>
<tr>
<td>4.1.2</td>
<td>Visualization Tool Types</td>
<td>47</td>
</tr>
<tr>
<td>4.2</td>
<td>Bottom-up and Top-down Visualization Authoring</td>
<td>47</td>
</tr>
<tr>
<td>4.3</td>
<td>iVoLVER &amp; Tableau Desktop: Differences and Similarities</td>
<td>49</td>
</tr>
<tr>
<td>4.4</td>
<td>In-classroom Pilot Study</td>
<td>51</td>
</tr>
<tr>
<td>4.4.1</td>
<td>Participants</td>
<td>51</td>
</tr>
</tbody>
</table>
### Contents

5.5.3 Specifying Visual Mappings .................................................. 87

5.6 Families of Design Solutions .................................................... 94
  5.6.1 Visualization-by-Example: Automated Iteration .................... 94
  5.6.2 Collective Proxy Objects: Abstraction ................................. 95
  5.6.3 Automated Principled Design: Automated Choices .................. 95

5.7 Agency and Atomicity: A Design Space for Visualization Tools ...... 96
  5.7.1 Agency ................................................................. 97
  5.7.2 Atomicity ............................................................ 98
  5.7.3 The Design Space: Strategies, Quadrants & Limitations .......... 99

5.8 Discussion .............................................................................. 100
  5.8.1 The Agency-Atomicity Design Space ................................... 100
  5.8.2 Building Better Visualization Tools .................................... 100
  5.8.3 A Critical Look at the Current Landscape of Visualization Tools 101

5.9 Limitations and Questions for Future Work ............................... 102

5.10 Conclusion ............................................................................ 103

6 A revised iVoLVER ................................................................. 105
  6.1 Goals .................................................................................. 105
  6.2 Revisions ............................................................................. 106
    6.2.1 Visual Representation of Datasets .................................... 107
    6.2.2 Revised Mark Design ..................................................... 108
    6.2.3 Specifying Visual Mappings ........................................... 108
  6.3 Data Transformations ............................................................. 112
  6.4 Threats to Transparency ......................................................... 116

6.5 Discussion and Open Issues ..................................................... 119
  6.5.1 Alternative Solutions ....................................................... 119
  6.5.2 Mechanisms to Preserve Transparency ............................... 120
  6.5.3 Aggregating Data ............................................................ 120
  6.5.4 Visual Representation of Large Canvas Objects .................... 121
  6.5.5 Flexibility and Scalability ................................................ 122
  6.5.6 Need of Empirical Validation .......................................... 122

6.6 Conclusion ............................................................................. 122

7 Discussion ................................................................................ 123
  7.1 Summary of Findings ............................................................. 123
  7.2 Overall Discussion ............................................................... 124
  7.3 Limitations ........................................................................... 128
  7.4 Open Questions and Directions for Future Research ................. 129
7.4.1 Benefits for Expert Users ..................................... 130
7.4.2 ConstructiveVis Without Visual Programming .......... 130
7.4.3 Benefits Beyond Critical Reflection ......................... 131
7.4.4 Digital ConstructiveVis with Non-Tabular Datasets ......... 131
7.4.5 Visualization in Opportunistic Settings ..................... 131
7.5 Guidelines for Tool Designers ................................ 132
7.6 Critical Reflection .............................................. 133
8 Conclusion ............................................................ 135
  8.1 Answers to the Research Questions .............................. 135
  8.2 Research Contributions .......................................... 137
  8.3 Summary of Future Work ........................................ 138
  8.4 Closing Remarks ................................................ 138
References ............................................................... 139
Appendix A Ethical Approval for Research ............................ 165
  A.1 Ethical Approval Letter for Interviews ......................... 166
  A.2 Ethical Approval Letter for Observational In-classroom Pilot . 168
  A.3 Ethical Approval Letter for Observational Lab Study .......... 170
  A.4 Ethical Approval Letter for Design Study ...................... 172
Appendix B Presentations and Tool Cheatsheets for Studies with iVoLVER and Tableau ........................................... 175
  B.1 Introduction to Infovis: Slides from the Video ................. 176
  B.2 Tableau CheatSheet .............................................. 183
  B.3 iVoLVER CheatSheet .............................................. 197
Appendix C Experimental Material Tableau & iVoLVER Comparison:
  Pilot In-classroom Study.............................................. 207
  C.1 Participant Information Sheet .................................. 208
  C.2 Participant Consent Form – Coded Data ....................... 211
  C.3 Demographics and Experience Questionnaire ................. 214
  C.4 Tool Questionnaire .............................................. 217
  C.5 Visualizations Questionnaire ................................ 220
Appendix D Experimental Material Tableau & iVoLVER Comparison:
  Main Lab Controlled Study ......................................... 225
  D.1 Participant Information Sheet .................................. 226
  D.2 Participant Consent Form – Coded Data ....................... 229
List of Figures

1.1 Context and scope ................................................. 4
1.2 Dissertation outline ............................................ 7
2.1 Visual Representations, marks and visual properties .............. 12
3.1 Physical tokens used to investigate how people construct visual mappings ..... 19
3.2 iVoLVER interface and elements of its visual language. ............ 26
3.3 Gestures to create color region extractors. A double tap (A) extracts from an homogeneous region (D). A trace (B) creates separate extractors for each of the homogeneous regions underneath (E). A squiggle (C) creates a single extractor (F) from multiple regions. .................. 27
3.4 iVoLVER used to create a bar chart representation of a small dataset. . 35
3.5 A) Data is extracted from a pie chart, B) converted into bars, and C) transformed into D) a log-scale bar-chart (see Motivating Scenario). . . 36
3.6 Verifying infographics scenario. See 3.7.3 section for a description. . 36
3.7 Climbing the Everest scenario. See 3.7.4 section for a description. . . 37
3.8 Personal visualization of a trip scenario. See 3.7.5 section for a description. 38
3.9 Oil production and consumption scenario. See description in 3.7.6 section. 39
4.1 Tableau Desktop Interface ........................................... 49
4.2 Tableau Visualizations of the pilot .................................. 55
4.3 iVoLVER Visualizations of the pilot ................................. 56
4.4 Tableau Visualizations of the main study ............................. 61
4.5 iVoLVER Visualizations of the main study .......................... 62
4.6 Stages of the observed visualization construction processes performed with iVoLVER and Tableau Desktop. .............................. 63
5.1 In-house Macro Recorder .......................................... 79
5.2 In-house Smart Assistant .......................................... 80
5.3 In-house Proxy Mark Widget ....................................... 81
5.4 Sketching exercise setting ......................................... 85
5.5 Sketches addressing data-related aspects ............................. 86
5.6 Interactions with the data ........................................... 88
5.7 The “plus popup” button .......................................... 88
5.8 Bulk assignation of grouped marks’ properties ........................ 89
5.9 Participants’ collective proxy objects ................................ 90
5.10 Participants’ axis-based solutions .................................. 92
5.11 Simpler views as building blocks of more complex ones ............ 93
## List of Figures

<table>
<thead>
<tr>
<th>Figure</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.12</td>
<td>Participant’s chart galleries</td>
<td>93</td>
</tr>
<tr>
<td>5.13</td>
<td>Families of visual mapping strategies</td>
<td>94</td>
</tr>
<tr>
<td>5.14</td>
<td>Design space defined by agency &amp; atomicity</td>
<td>97</td>
</tr>
<tr>
<td>6.1</td>
<td>Visual representation of datasets in the revised iVoLVER</td>
<td>106</td>
</tr>
<tr>
<td>6.2</td>
<td>Revised canvas representation for datasets on the iVoLVER canvas</td>
<td>107</td>
</tr>
<tr>
<td>6.3</td>
<td>Using individual values to specify mappings</td>
<td>109</td>
</tr>
<tr>
<td>6.4</td>
<td>Using attributes to specify mappings</td>
<td>110</td>
</tr>
<tr>
<td>6.5</td>
<td>Setting all the marks’ properties with a single value</td>
<td>111</td>
</tr>
<tr>
<td>6.6</td>
<td>Automatic color gradient in Tableau</td>
<td>112</td>
</tr>
<tr>
<td>6.7</td>
<td>Mapper widget for data transformation</td>
<td>113</td>
</tr>
<tr>
<td>6.8</td>
<td>Automatic creation of a mapper widget</td>
<td>114</td>
</tr>
<tr>
<td>6.9</td>
<td>Steps to build a bar chart in Tableau</td>
<td>115</td>
</tr>
<tr>
<td>6.10</td>
<td>One-click modifications of a Tableau bar chart</td>
<td>117</td>
</tr>
<tr>
<td>6.11</td>
<td>Converting a bar chart into a bubble chart</td>
<td>118</td>
</tr>
</tbody>
</table>
List of Tables

4.1 Oil Production & Consumption Dataset ......................... 52
4.2 Movies Dataset ................................................. 53
4.3 People Dataset .................................................. 58
5.1 Dataset used in the sketching exercise ........................ 84
Acronyms

**ConstructiveVis**  Constructive Visualization
**CV**  Computer Vision
**HCI**  Human-Computer Interaction
**IDE**  Integrated Development Environment
**InfoVis**  Information Visualization
**iVoLVER**  interactive Visual Language for Visualization Extraction and Reconstruction
**UI**  User Interface
**VDFP**  Visual Dataflow Programming
**VP**  Visual Programming
**VPL**  Visual Programming Language
1

CHAPTER ONE

INTRODUCTION

What we see changes what we know. What we know changes what we see.
— Jean Piaget (attributed)

In a world of ever-increasing information, existing visualization tools allow people—from different backgrounds and with varied levels of expertise—to explore, analyze, and communicate data. A myriad of these tools\(^1\) are free, easy to use, and even available through the web; all of which has benefited people beyond data experts and visualization designers. Ultimately, this has contributed to democratize visualization technologies [213], a long-standing goal of the Information Visualization (InfoVis) community.

Providing fast and easy ways to build visualizations is a common goal of most existing authoring tools. To this end, tools often implement features that ease and speed up the visualization design process, such as templates, automated design, and recommendation systems (e.g., [25, 69, 156, 176, 221]). These features can be beneficial for several types of designers and scenarios. For example, they often avoid the need of textual programming, making tools more appealing and accessible.

Features like the ones mentioned above have led to a predominant visualization authoring strategy in which users can heavily rely on the tool for many steps of the visualization design process (e.g., those that require some level of expertise, such as deciding visual mappings). Although this type of visualization authoring strategy is probably the most popular and widespread nowadays, previous research has shown that it still imposes some barriers, for example, for novices [71]. It is still unclear whether there exist better ways to design visualization tools that provide more appropriate support for specific types of designers such as casual users or

---

\(^1\)For the remaining of this dissertation, unless stated otherwise, the term “tool” means “visualization tool”.

1. Introduction

non-experts (i.e., people with no formal training on visualization concepts). This question is relevant, as democratizing visualization should not be simply about reaching a broader audience, but also about providing specific types of users with the right support.

Along these lines, the field of Constructive Visualization (ConstructiveVis) [93, 95] has explored alternative ways for empowering non-experts in their use of visualization. Rooted in education and learning theories, ConstructiveVis seems promising, for example, to overcome the barriers that non-experts encounter when implementing visualizations in more conventional tools. As a paradigm for visualization authoring, ConstructiveVis has been explored with tangible tokens that people manipulate to produce physical representations of data (e.g., [94, 97]). However, although a visualization process that involves tangible elements has its own appeal, it might not be practical for real-world analytical scenarios that involve digital datasets. **The question about whether Constructive Visualization can be implemented in digital visualization tools remains unanswered.**

1.1 Motivating Scenario

Andrew, who has no formal instruction in visualization design, recently started to track his fitness activity using a smartwatch that synchronizes the collected information with his phone. A mobile application allows Andrew visualize his data and keep a record of his routines and goals. The app also allows downloading the data it collects in the form of comma-separated values files. Using this feature, Andrew decides to further explore his data in a few visualization tools that he has heard of. He initially explores MS Excel and then moves onto Tableau Desktop. Soon, Andrew feels limited in the kind of visualizations he can create with these tools.

In a recent conversation with a friend who happens to be a visualization expert, Andrew learns that representing data with physical tokens (i.e., taking a constructive approach) is generally more flexible and expressive. He decides to give this a try but eventually realizes that given the amount of data he has, a tangible representation of his dataset would not be feasible. After a bit of research, he finds a digital tool that supports a constructive approach to visualization authoring. The tool lets Andrew visualize his data in a less restricted visualization environment and gain interesting insights on himself.
The research questions addressed by this research investigate how people like Andrew (i.e., non-experts in visualization design) can benefit from the use of constructive visualization in digital tools.

### 1.2 Research Questions

This doctoral dissertation redresses the gap described at the beginning of this chapter in the current design space of InfoVis authoring tools. More specifically, it addresses the following questions:

- **Q1:** Is it possible to design and implement digital constructive visualization tools? If so,
  - **Q1.A:** What kind of principles could drive the design of such tools?
  - **Q1.B:** What challenges arise in the design and development processes?

- **Q2:** How do digital constructive tools compare to others implementing a more conventional visualization authoring strategy?
  - **Q2.A:** What kind of benefits do constructive principles bring into people’s visualization design process?
  - **Q2.B:** What limitations do they impose?
  - **Q2.C:** What strategies could be applied to overcome these limitations?

By answering these questions, this research furthers our understanding of how constructive visualization principles can be integrated in digital tools. As a consequence, this dissertation provides tools designers with guidance on how to design better visualization authoring tools by incorporating elements of Constructive Visualization.

### 1.3 Context

This dissertation is set in the context of three broad areas (Figure 1.1): Interaction Design, InfoVis, and Visual Programming (VP). The latter two use visual representations with two different purposes, respectively: to represent data by encoding it in visual properties, and to support the construction of programs graphically. Within these two areas, most of my research is located at the intersection of
ConstructiveVis and Visual Dataflow Programming (VDFP). ConstructiveVis motivates the problem this thesis addresses: the design, implementation and study of digital constructive visualization tools. On the other hand, the subfield of VDFP supports the implementation of the solution that this thesis contributes and studies: a visual programming environment for visualization that supports a constructive approach.

1.4 Scope

The main focus of this thesis is to investigate how ConstructiveVis principles can be integrated in digital visualization tools and how constructive visualization processes differ from those of more conventional tools. This research focuses on investigating the benefits and limitations of ConstructiveVis regarding the application of visualization design principles and how users approach the visualization design process. However, this dissertation is not concerned, for example, with whether ConstructiveVis tools help people understand the data better or whether they lead to the generation of richer insights.
Additionally, my explorations in the area of digital constructive visualization tools are supported by visual programming (VP). However, I acknowledge that the visual approach I take in this research is arguably just one of many possible ways in which a digital constructive tool can be implemented. That is, there might exist other implementations that do not require the use of visual programming and that are not investigated in this dissertation.

It is also important to highlight that although the initial stages of my research involved the use of pen-and-touch devices, this dissertation does not focus on the area of multi-touch or gesture-based interaction. Also, although I discuss some issues and technical limitations I encountered throughout the execution of this research, I do not intend to provide a comprehensive analysis or description of such issues as they might not generalize to other tool designs beyond the one described in this dissertation.

Finally, given that this is exploratory work, all the experiments reported in this dissertation involved small datasets. Although I do believe the findings from my research are generalizable to interaction with real-world bigger datasets, further research will be needed to provide deeper insights in the area of ConstructiveVis for big data.

1.5 Research Methodology

The work described in this thesis aims at exploring a so far unknown design space of visualization tools. To uncover the elements that compose this space and gain an understanding of their benefits and limitations, this dissertation applies several qualitative research methods.

First, I address the design of a digital constructive visualization tool with a combination of interviews to potential users and an iterative approach [33, 147]. Second, I study this tool from different perspectives through two types of controlled laboratory experiments: a usability study and a two-part observational experiment with non-experts. Finally, inspired in previous work in the area of participatory design [142, 184] and, more specifically, focus groups [111, 112, 114] I present a series of design workshops with people from different backgrounds and expertise levels to dive deeper into the design space of digital constructive visualization tools.
This combination of qualitative data collection methods motivated and evolved ideas throughout the execution of this research. Although other complementary methods could have been used in particular stages of my research, the ones reported above seemed most appropriate given the exploratory nature of this work. Quantitative methods, for example, could have been used to research other aspects of digital constructive visualization tools (e.g., to investigate whether—or not—they support a better understanding of the data). However, as explained in the previous section, these investigations fall out of the scope of this dissertation.

1.6 Contributions

This dissertation advances the area of Constructive Visualization in the digital realm through the following main contributions:

- **Design and implementation of a novel constructive visualization tool**
  I designed and implemented iVoLVER, a tool and visual language that allows for the creation of visualizations with varied data source types. The tool implements the principles of Constructive Visualization (simplicity, expressivity, and dynamicity) and includes a set of novel widgets that extract data from different types of digital artifacts.

- **Empirical evidence on how different types of visualization approaches affect people’s design processes**
  Through a two-part observational study I investigated how people’s design approach changes when using two different visualization tools, each implementing a different approach to visualization authoring. This investigation showed how the tools influence: (1) the visualization process, (2) decisions on the visualization design, (3) people’s feeling of control and authorship, and (4) their willingness to explore alternative designs.

- **Characterization of the visualization tools design space in terms of agency and atomicity**
  I investigated how to design visualization tools that support a user-driven, transparent design process while enabling efficiency and automation through a series of design workshops that looked at how both visualization experts and novices approach this problem. The findings of this study highlight agency and atomicity as two dimensions that can guide the design of visualization tools.
1.6.1 Secondary Contributions

In addition to the main contributions mentioned above, this thesis makes the following secondary contributions:

- The design and implementation of a set of novel widgets that extract data from varied types of digital artifacts.
- A conceptualization of the problem of designing more automated constructive visualization tools; and a catalogue of example solutions.

1.7 Thesis Outline

The remainder of this dissertation is organized around seven themed chapters that relate to each other as indicated in Figure 1.2.

Figure 1.2: Outline of this dissertation. Chapters are represented by the gray blocks. The white rectangles show the main topics/aspects each chapter covers. Chapter 2 spans across the entire dissertation as it includes the related work that is relevant to the overall research.
1. **Introduction**

- **Chapter 2: Related Work**
  This chapter introduces the most relevant literature to this research. In particular, it presents the theoretical background on information visualization and visual programming languages. It also presents a general description of Constructive Visualization.

- **Chapter 3: iVoLVER**
  This chapter presents the design and implementation of iVoLVER, the interactive Visual Language for Visualization, Extraction and Reconstruction, a tool that allows users to create visualizations using a constructive approach.

- **Chapter 4: Bottom-up versus Top-down Visualization Authoring**
  This chapter defines a continuum spanned between bottom-up and top-down approaches to visualization authoring. It also presents the results of a two-part qualitative study that compared people’s visualization processes using two visualization tools located at the ends of this continuum.

- **Chapter 5: Exploring the Space in Between**
  This chapter investigates how the design space of constructive visualization tools looks like between the two ends of the continuum defined in Chapter 4. The chapter presents the results of a series of design workshops that looked at how both visualization experts and novices design visualization tools that support a user-driven, transparent design process while enabling efficiency and automation.

- **Chapter 6: A revised iVoLVER**
  This chapter brings together the findings of the experiments of the preceding chapters to propose a revised design of iVoLVER. This design integrates the lessons learned in this research to propose a version of the tool that allows visualization of bigger datasets but still supports a user-driven and transparent design process.

- **Chapter 7: Discussion**
  This chapter provides an overall discussion of this dissertation. It also presents potential avenues for future research and discusses the limitations of this work.

- **Chapter 8: Conclusion**
  This chapter holds the conclusion of this thesis and summarizes its main contributions.
The term ‘visual language’ means different things to different people. To some, it means the objects handled by the language are visual. To others, it means the language itself is visual. To the first group of people, ‘visual language’ means ‘language for processing visual information’, or ‘visual information processing language’. To the second group of people, ‘visual language’ means ‘language for programming with visual expression’, or ‘visual programming language.’

— Shi-Kuo Chang [39, p. 1]

As stated in the introduction, most of the research of this dissertation is located at the intersection of Information Visualization (InfoVis) and Visual Programming (VP). In this chapter, I present the general background of these areas to contextualize what is addressed in the remaining of this thesis. The chapter discusses the use of visual representations in the context of visualization and programming, and describes work that is relevant to the overall message of this dissertation. For better readability, research that is more specific to particular parts of this thesis is discussed within the corresponding chapters, in their own “Background and Related Work” sections.

### 2.1 Visual Representations

In his seminal work on semiotics of graphics Jacques Bertin wrote: “Graphic representation constitutes one of the basic sign-systems conceived by the human mind for the purposes of storing, understanding, and communicating essential information. As a ‘language’ for the eye, graphics benefits from the ubiquitous properties of visual perception.” [11]. This quote summarizes one of the most relevant features of visual representations: their potential to convey information in recognizable ways without tedious computations [122].
Visual representations are essential in design, science, education, and many other areas. For example, research in educational settings has shown that when students create and interact with visual representations they learn and understand better, as evidenced by several studies (e.g., [63, 65, 139, 183]).

In computer science, visual representations are often used to reinforce human cognition by exploiting the capabilities of the human vision system (e.g., parallel processing, rapid identification of basic visual properties). Within this broader context, several sub-areas deal with visual representations in specific ways. In user interface design, for example, early text-based command-line interfaces have been mostly replaced with other paradigms that heavily rely on graphical elements (such as the WIMP paradigm). Similarly, touch interfaces often support the direct manipulation of visual elements. Among others, computer graphics, visual communication and scientific visualization also deal with visual representations within computational systems. Most of the work discussed in this dissertation is located at the intersection of two sub-areas discussed below: Information Visualization (InfoVis) and Visual Programming (VP).

2.2 Information Visualization

Information Visualization is often motivated as a way to leverage the innate human visual processing capacity for the analysis of data [219]. Keim et al. define InfoVis as “the communication of abstract data through the use of interactive visual interfaces” [108]. Creating visualizations can enhance the ability of people to explore, understand, and communicate data by transforming it into an image [215]. Because of this, InfoVis is increasingly having an effect beyond professional scenarios on our personal lives [88, 204], public spaces [16, 85, 210], to tell stories [92, 185], on the way news are communicated [64], and even on the youngest members of the society [6, 134].

There is a current proliferation of tools oriented to simplify the visualization creation process and to make it accessible to non-programmers and non-experts. Making visualization available to a wider audience has many appeals: it can contribute to democratize information [160], it could help people to better understand their own activity and their environments [88], it can promote civic engagement and participation [202], and it could make the public better capable of detecting unethical practices in the use of information graphics [90, 149].
2.2. Information Visualization

2.2.1 Marks and Visual Properties

Computer based visualization systems "provide visual representations of datasets designed to help people carry out tasks more effectively" [143, p. 1]. In a broad sense, the term “visual representations” of this definition refers to the use of geometrical primitives (such as points, lines, squares or circles) to represent data. These elements, called “visual marks” by Bertin [11, 12], are the building blocks of any visualization. For example, in Figure 2.1, the shown scatter plot is composed by a set points, the bubble chart is made of circles, and the barchart is composed by rectangles. Similarly, all the other visualizations of the referred figure are made up of different types of marks such as lines, circular sectors, or specific shapes.

When building a visualization we use the marks’ visual properties to encode attributes of a dataset. This process, called visual mapping or visual encoding, implies establishing correspondences between data attributes and marks’ visual properties. Scatter plots encode information by locating points around a specific reference system using their points’ horizontal and vertical positions (see Figure 2.1). Bubble charts map numeric data to the area of their circles and bar charts use the height of their rectangles. Other visual properties are angles, stroke thickness, width and shape.

Different visual properties have different characteristics and effectiveness. That is, some are better suited to encode specific types of data [44, 45]. Among others, position, length and tilt are better to encode ordered data; while spatial region, color hue, motion, and shape are more effective to encode categorical data. The application of these principles is key to create effective visualizations (i.e., visualizations that encode the most important attributes with the most effective channels [143]).

2.2.2 The Current Visualization Tools Landscape

Visualizations are typically built using digital tools and a large variety of these tools exists [34, 70, 121, 135, 150, 200]. The most popular tools for creating visualizations and charts are commercial products such as MS Excel [57] or visual analysis tools such as Tableau [193]. Additionally, online systems such as Gapminder [173] and Many Eyes [214] provide web-based ways to create visualizations, but also share the visualizations and data through the web and support collaboration and comments. These tools facilitate the creation of visualizations without code, but
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### Figure 2.1: Relationships between visualizations, marks and visual properties.
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<tr>
<th>Visualization</th>
</tr>
</thead>
</table>
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</thead>
</table>
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<th>Visual Properties</th>
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Tend to be more rigid and less expressive than programming languages. This is mostly due to the use of specific templates, which limit the choice of possible visualizations to a predefined set of designs and make the data representations somewhat monolithic.

iVisDesigner [165], Lyra [177], and Bret Victor’s Drawing Dynamic Visualizations tool (demonstrated in his presentation [212]) enable the construction of more flexible custom visualizations. However, they also include a large number of features, which results in overloaded interfaces with large amounts of hidden data and processing steps that might not be obvious to the user. Chambers and Scaffidi identified this problem in MS Excel [38].

Previous research by Grammel et al. [71] encountered three main barriers that non-experts face when designing visualizations in Tableau [193]. When instructing a tool expert in an experimental setting, non-experts had problems when: (1) choosing the right data, (2) deciding the visual mappings, and (3) interpreting the tool’s outputs. These findings highlight the importance of building tools that enable people with no formal training on InfoVis theory to overcome these barriers, which can constitute roadblocks to visualization democratization and visual literacy.
2.2.3 Constructive Visualization

Constructive Visualization (ConstructiveVis) is a visualization authoring paradigm proposed by Huron et al. to empower non-experts in their use of visualization [93, 95]. The paradigm was originally motivated by the democratization of visualization technologies [213], but addresses a set of design challenges that ultimately democratize the visual mapping step of the visualization process. Because of this, ConstructiveVis offers opportunities for populations beyond data experts to not only use tools but also actively engage in the design of their visualizations.

This paradigm to visualization authoring is grounded in educational and learning theories, such as Froebel’s gifts [198], Papert’s constructionism [152], and Piaget’s constructivism [3, 157]. This body of research suggests that humans discover the world by manipulating simple objects and that we construct knowledge and meaning from these experiences. From these theories, ConstructiveVis imports the idea of using tokens (e.g., Lego blocks) that can be mapped to data and manipulated to compose representations of it. Thus, ConstructiveVis is defined as “the act of constructing a visualization by assembling blocks, that have previously been assigned a data unit through a mapping.” [95, pp. 436].

ConstructiveVis promotes a visualization authoring process based on three main principles:

- **Simplicity:** It does not requires any kind of expertise or special skills (e.g., programming);
- **Expressivity:** It allows people to express their own ideas with sufficient freedom; and
- **Dynamicity:** If needed, it supports changes in the visualization in response to changes in the data.

Together, these principles constitute an alternative to the way in which most existing tools support the implementation of visualizations. ConstructiveVis: (1) avoids the lack of flexibility and the limits to creativity imposed by template-based tools, (2) overcomes the static nature of the results achieved with freehand sketching, and (3) supports data dynamics without the need of textual programming. The paradigm also overcomes some of the problems that non-experts find when working with more conventional visualization tools. Empirical evidence has
shown, for example, that non-expert users did not find the problems observed by Grammel and colleagues [71] when assembling physical tokens to represent data [97].

This dissertation draws from the principles proposed by ConstructiveVis to investigate them in the realm of digital visualization tools. I address this problem by supporting the implementation of visualizations in a visual programming environment. The following sections present the relevant background for this part of my research.

2.3 Visual Programming Languages

A visual programming environment supports the implementation of programs by manipulating graphical objects—rather than specifying them as sequences of written instructions. The syntax and semantics of a visual programming language (VPL) specify what objects can be used to construct programs and what type of spatial arrangements these objects can define.

Although no notation is superior to others in an absolute sense [72] and VPLs are not flawless [20, 146, 220], research suggests that they can be more expressive than textual notations [66]. Burnett et al. [32] list four benefits that VPLs often provide: (1) they reduce the number of concepts needed to program, (2) allow a more direct exploration of the data, (3) make the relationships among the program’s components more explicit, and (4) can provide immediate visual feedback. In consequence, VPLs can be beneficial to make programming easier, more reliable, and more accessible to non-programmers.

Some VPLs are particularly good to support the development of computational thinking skills such as Scratch [128, 166, 167] or Mindstorms [151] and, more recently, Google’s Blockly library [67]. The syntactic structure of these languages (i.e., the way they use the screen space [123]) is based on blocks that are assembled together to animate interactive visuals. This program construction strategy is also inspired by previous work from Papert [151, 152] and others. Besides block-based languages, other types of visual programming paradigms include spreadsheets, iconic systems, and dataflow environment. Visual Dataflow Programming (VDFP) is particularly relevant for this dissertation and described in detail in the sections below. For detailed descriptions of other types of VPLs, the interested reader is referred to surveys of the general area of Visual Programming (e.g., [23, 31, 48, 144]).
2.4 Visual Programming for Visualization

Arguably, the most powerful and flexible way to create visualizations is by programming them using either general graphical API’s (such as OpenGL) or, more effectively, by using specialized visualization languages and APIs such as D3 [24], the InfoVis toolkit [58], Prefuse [81], Processing [164] or APIs for deployment in specific types of environments (e.g., ubicomp environments [8]). However, textual programming requires a significant time and effort to learn and demands a specific kind of environment (e.g., specialized IDEs), which is why a large literature of work in visual programming and visualization tools exist.

The area of Visual Dataflow Programming (VDFP), a subfield of VP that uses “boxes and arrows” to represent data processes and flow, respectively, is particularly relevant for this dissertation as discussed below.

2.4.1 Visual Dataflow Programming

Visual dataflow programming languages (VDPLs) represent programs as a set of connected nodes that process incoming data and exchange their outputs through connections. They have several benefits over other visual programming approaches. VDPLs are particularly suitable to: (1) depict parallel computations and distributed processing tasks [30, 203]; (2) achieve high levels of liveness (i.e., immediate visual feedback [201]); and (3) support live editing while executing. In addition, their visual syntax is arguably closer to the way in which people naturally think when approaching data processing problems which, in turn, facilitates communication with non-programmers and domain novices [9, 104].

Several successful commercial tools have implemented dataflow visual programming environments during the past three decades. Notable examples include Max [50] for audio and video processing, Simulink [131] for modeling and simulation, RapidMiner [163] for the implementation of machine learning programs, and LabView [207] for systems engineering. This visual programming paradigm has also been used in research as a way to facilitate investigation and creation of performance-sensitive data processing algorithms [174]. General surveys on other applications of visual dataflow programming can be found in [83] and [104].
2. RELATED WORK

2.4.2 VDFP for Visualization Authoring

VDFPs have also been used in visualization authoring interfaces. GADGET/IV [62] and VANISH [107] provide boxes and arrows programming interfaces as a means to generate visualizations in a separate visual space. A more recent example is the visual IVO editor [132] which makes visualization programming of image-space visualization operations for the GPU more accessible to non-programmers.

Javed and Elmqvist used a VDPL to address the issue that current tools do not provide an adequate representation of the visual analysis process and built an infinite canvas with exploration plates which can be interconnected and annotated in a pen-based environment [103]. Some of the philosophy in this system can be traced to previous work in the DataMeadow system [56], which also uses an infinite canvas but for the analysis of large-scale multivariate data.

This research includes the use of visual dataflow programming to implement iVoLVER, a visualization authoring tool that incorporates constructive principles, as explained in the next chapter.
When one can superimpose, juxtapose, transpose, and permute graphic images in ways that lead to groupings and classings, the graphic image passes from the dead image, the ‘illustration,’ to the living image, the widely accessible research instrument it is now becoming. The graphic is no longer only the ‘representation’ of a final simplification, it is a point of departure for the discovery of these simplifications and the means for their justification. The graphic has become, by its manageability, an instrument for information processing.

— Jacques Bertin [12, p. 4]

As stated in the introductory Chapter of this dissertation, so far, ConstructiveVis as a paradigm for visualization authoring has only been investigated through the manipulation of physical tokens. In their early investigations, Huron and colleagues studied how non-experts constructed visual representations with tangible tokens [97]. In a latter study [223], they looked at how this type of visualization process compares to the one of a digital tool—MS Excel [57]—for the creation of bar charts. These studies uncover interesting insights on the benefits and limitations of ConstructiveVis and hint at its effectiveness as an alternative to more conventional visualization authoring paradigms.

However, arguably, the vast majority of real-world analytical scenarios involve the use of digital tools and datasets to produce outcomes that are also digital. In consequence, implementing ConstructiveVis exclusively via physical tokens seems unfeasible. This raises the question of how could the principles of this paradigm (simplicity, expressivity, and dynamicity) be integrated in fully digital visualization tools (Q1).

This chapter presents the design and implementation of iVoLVER, the interactive Visual Language for Visualization Extraction and Reconstruction. iVoLVER is
a prototype tool designed to fill the gap in the design space of visualization tools and ConstructiveVis highlighted above. The tool design is driven by the principles of ConstructiveVis and by an additional set of specific goals motivated by making visualization available in a wider set of scenarios (e.g., casual [160] and opportunistic [136, 137]).

As a tool that promotes visualization in “opportunistic” settings, iVoLVER is designed to enable flexible acquisition of many types of data (text, colors, shapes, quantities, dates) from multiple source types (bitmap charts, web pages, photographs, SVGs, CSV files). This way, the tool seeks to support “data analysis anywhere, anytime, from anything” [137, p. 234]). To this end, iVoLVER supports, within the same canvas, a constructive process to transform and visualize data, and to build interactive animated visuals.

Aside from the tool, which is web-based and designed for pen and touch, this chapter contributes iVoLVER’s visual language and widgets for extraction, transformation, and representation of data. The flexibility and expressive power of the tool is demonstrated through a set of scenarios. Finally, this chapter discusses some of the challenges encountered in the design and development of the tool and how it fits within the current InfoVis tools landscape.

3.1 Background and Related Work

In this dissertation, I propose iVoLVER as the first step to materialize ConstructiveVis in a digital tool. Before describing iVoLVER’s design principles, the subsections below first report existing empirical results on ConstructiveVis. This is followed by a motivation to support visualization in opportunistic settings and a summary of the visual programming and visualization tools that form iVoLVER’s conceptual base.

3.1.1 Empirical Explorations of ConstructiveVis

The first experimental investigation on how ConstructiveVis can empower people in their use of visualization involved the use of physical tokens (wooden tiles from a learning kit based on Froebel’s Kindergarten ideas [130]—see Figure 3.1). This study [97] showed that people with little experience in visualization authoring were able to create and explain their own visualizations in an experimental setting that also involved updating and annotating their constructions. The study revealed
3.1. Background and Related Work

Figure 3.1: Physical tokens used to investigate how people build data representations following a constructive approach. Image taken from [97].

that people generally followed eleven different sub-tasks to achieve three main goals: construction, computation, and storytelling. Participants of this study did not find major problems when designing visual mappings (as opposed to Grammel et al.’s observations with Tableau [71]). Additionally, unlike required by common visualization tools, participants did not need to take early decisions on visualization techniques to begin their data representation process.

A second study involving ConstructiveVis explored how a constructive visualization process compares to the one of a digital tool (MS Excel) for the creation of bar charts. In this work, Wun et al. [223] used the same tangible tokens of [97] and found that the process people follow in these two conditions significantly differs in: (1) the sequences of actions they take, (2) how they distribute and spend the time on different aspects of the InfoVis pipeline, (3) how they separate the tasks of the pipeline, and (4) the flexibility with which they can manipulate visual variables. This study expands the results presented in [97] and sheds light on the differences that a constructive tangible visualization process exhibits in comparison to a more conventional computer-supported authoring process.

Although the studies described above highlight several benefits of ConstructiveVis, none of them explores this from a fully digital perspective (e.g., using a purely digital constructive visualization tool). This limits the generalizability of their findings and their potential implications in the design of new constructive visualization tools for real-world scenarios.
3.1.2 Visualization in Opportunistic Settings

As explained in section 2.2.2 of the Related Work chapter, a lot of effort has been invested in visualization programming languages and APIs (e.g., [24, 81, 164]), tools (e.g., MS Excel, Tableau, ManyEyes [214]), and research prototypes (e.g., [56, 205]). However, many of the existing tools and systems assume that: (1) the data is available in a digital structured format, (2) that the user can access the software when it is needed with the appropriate input and output devices (e.g., keyboard for textual programming), or (3) that the user has programming and debugging expertise. These assumptions make it harder for non-programmers and non-experts to take advantage of InfoVis in “opportunistic” settings (e.g., in situations where textual programming is not possible or when the data is not in the right format). This, in turn, harms the democratization of visualization technologies as it decreases the scenarios in which visualization authoring can take place.

Data might exist in forms that are not easily processed by existing digital tools. Several research and production systems address this problem. ReVision [178] applies computer vision to recognize the type of chart, extracts marks and visual encodings from raster images, and allows the user to remap the data to different visual variables. ReVision builds upon existing work that uses Computer Vision (CV) approaches to extract data from existing graphics, mostly for the purpose of making the quantitative information of existing documents available as searchable semantic data [89, 120]. Harper and Agrawala also provide a toolset that enables remapping of visual variables in existing D3 visualizations [75] to generate alternative graphics. Poco et al. [105, 159] extract and retarget visual mappings from bitmap images of visualizations. Additionally, tools such as WebPlotDigitizer [172] and Data Thief [208] enable the extraction of data from digital charts.

iVoLVER shares with these systems the goal of allowing users to extract and, in some cases, modify and restyle visualizations. It also allows to derive new data and to combine multiple sources. iVoLVER solves the problem of extracting the data by allowing users to drive the extraction process via simple gestures or interactions. In other words, it is the user who decides what is a mark or an encoding and how to extract the visual variables from an existing graphic. In this sense iVoLVER is closer to the concept of Transmogrification [28], proposed by Brosz et al., where gestures on existing bitmap graphics let the user transform the geometry of existing raster images (e.g., a rose chart into a bar chart). iVoLVER can perform some of these reconstructions, but differs from Transmogrification in that, once the data is
extracted from the raster image, it allows calculations and mappings that are not strictly geometrical.

In terms of its ability to collect and combine data from different sources and formats, iVoLVER relates to the Sandbox [222], where pieces of evidence can be manipulated in the context of hypotheses analysis, and to the IdeaMâché curation system [115], which is specifically oriented to support ideation processes, not data representation.

### 3.1.3 iVoLVER within the current Tools Landscape

iVoLVER shares multiple elements with existing visualization tools such as ExPlates [103] and the DataMeadow system [56], as it supports the construction of visualizations within an infinite canvas via direct manipulation [187]. Like iVisDesigner [165], Lyra [177], and Bret Victor’s Drawing Dynamic Visualizations tool, iVoLVER also aims at flexibility. However, it differs from these tools in: (1) its focus on integrating the acquisition of many forms of information, (2) its aim to preserve a visual record of the process as in [103], and (3) its touch and pen-friendly interface.

SketchStory [118], SketchVis [29], and napkinVis [40], are a set of tools designed to support sketching of visualizations in a natural, casual and occasionally social way. As with iVoLVER, a flexible input and versatile visual interface are an important goal of these tools, more so than in Lyra and iVisDesigner. However, iVoLVER provides more computational support and operations (further flexibility), supports a wider variety of data sources, and is based on a more widget-oriented approach rather than on digital ink (thus, it does not rely on ink recognition).

iVoLVER’s explicit representation of data processing is inspired by Lark [205], a research prototype that provides an explicit visual representation of the visualization pipeline as interface elements in a tree. iVoLVER applies this approach but at a lower level of abstraction (data point and mark instead of data tables).

Finally, the interface of iVoLVER inherits interaction styles from Pad++ [10] (zooming and panning [47]), and its main interaction paradigm (touch on small objects in a large canvas) relates to several other novel interfaces for music visualization, scatterplots and networks [124, 175, 179].
3.2 Design Goals and Principles

The previous section summarized a long history of tools to create visualizations, some notable examples of tools to transform and adapt existing visualizations, and multiple examples of diagram-based visual languages as a paradigm to specify visualizations. iVoLVER builds upon these works to address the following goals:

- **G1**: implementation of a constructive approach to visualization authoring,
- **G2**: visualization in opportunistic settings (i.e., in scenarios where data does not exist in database-like documents and has to be extracted from different digital artifacts),
- **G3**: flexible exploration of alternative representations (i.e., supporting changes in the visualizations with relative ease), and
- **G4**: use by non-programmers and non-experts.

Naturally, the design space of such tools is large. The initial positioning of iVoLVER as a constructive visualization tool can be described in terms of three dimensions:

- **Atomic vs. abstract**: Directly inspired by the vision of ConstructiveVis [95], iVoLVER aims at providing concrete interactive visual representations of the smallest atomic elements of data and visualization. This was decided under the assumption that a bottom-up approach to visualization authoring would fit well with the fundamentals of visualization design (Bertin [11, 12] and Cleveland and McGill [44] decompose data representation into atomic building blocks such as marks and elementary graphic encodings). This also supports flexibility (G3) and enables the expressivity principle of ConstructiveVis. This dimension distinguishes iVoLVER from other tools that hide/group operations and data under layers of abstraction through more complex widgets (e.g., ExPlates [103] or Lark’s coordination points [205]) or support operations on collections of values (i.e., at the attribute level).

- **Programmable vs. configurable**: iVoLVER seeks to achieve a flexible (G3) and expressive visualization process by avoiding the use of templates (unlike tools like MS Excel’s charts gallery [57], Gapminder [60], Tableau [193], or Many Eyes [214], where WIMP elements determine the appearance and behavior of the visual representations). As a visual environment, the tool avoids textual programming (G4) and keeps the visualization creation process simple. The key
is to allow any number of elements to be created and to enable their inputs and outputs to be connected in flexible ways. iVoLVER’s VDFP approach has been successfully applied before in visualization tools [56, 107].

**Integrated vs. specialized:** One of the main goals when designing and implementing iVoLVER was to create a tool that makes visualization available in a wider range of scenarios by integrating data from multiple sources. The idea was to support settings such as journalists verifying data from several sources or scientists creating alternative visualizations from published graphs (e.g., for discussion). Although it might be possible to take advantage of specialization for specific scenarios, or build multiple tools that address specific needs (e.g., data extraction separate from data manipulation and representation), iVoLVER’s design supports all these activities within the same tool, enabling workflows that can quickly alternate among them.

Based on these goals and starting points, the following principles were prioritized when designing the tool. The iVoLVER’s user interface (UI) and visual language should, when possible:

- **DP1–Enhance Atomicity:** make the core conceptual elements directly accessible to enable an incremental, constructive process in which complex visual constructions result from manipulating simpler ones (G1, G3).
- **DP2–Visual explicitness:** make the visualization process and the interface elements as explicit as possible (G4).
- **DP3–Avoid textual programming:** avoid the more complex elements of textual coding (e.g., syntax) to achieve a simple constructive visualization process (G1, G4).
- **DP4–Avoid menus and hidden operations:** as in DP3, non-transparent computation and hidden menus might constrain tool use (G1, G4).
- **DP5–Provide access to data from multiple sources and in multiple forms:** flexibility and convenience in data input will make the tool more useful when the data does not exist as a structured file, or is not explicitly available to the user (G2).
- **DP6–Enable interaction through different input modalities:** To support visual data analysis in a wider set of scenarios (e.g., away from the desk—G2, G4).
3.3 Constructive Visualization in iVoLVER

Together, the DPs of the previous section achieve in iVoLVER’s the principles of ConstructiveVis as explained below:

- **Simplicity:** Constructive visualization is simple “in that the skills required to build and manipulate the visualizations are akin to kindergarten play” [97, p. 433]. iVoLVER attempts to achieve this by supporting a visualization process based on the direct manipulation [187] of digital elements within an open canvas. Although the ability to manipulate digital objects is not a skill that we normally learn in kindergarten, it is a minimum required for any digital tool. As a VDFP environment, iVoLVER avoids the need of textual programming (DP3), keeping the visualization construction process simple. DP2 also allows for simplicity as it enables direct access to the elements used to create the visualization (e.g., datasets, marks) within the same space and at all times. Similarly, DP4 does this at the level of the UI (providing easy access to all the tool’s features).

- **Expressivity:** iVoLVER’s atomicity principle (DP1) allows to decompose the visualization process into small units of data and visual representations—the tokens—that users manipulate to incrementally generate visualizations. This direct manipulation of atomic elements achieves a constructive process of high expressivity, as it provides users with freedom and flexibility to customize their visualizations at a very fine-grained level. Additionally, given that this manipulation takes place within an open, infinite canvas, visual marks and other objects can be freely arranged, which further supports expressivity. This is in contrast to other digital tools that restrict the manipulation of the visualization elements to specific spatial arrangements and layouts (e.g., Tableau’s “Columns and Rows” system).

- **Dynamicity:** The digital nature of iVoLVER achieves a dynamic process in which the visualization can change not only in response to changes in the data but also as a consequence of the user’s actions (e.g., when manipulating interactive elements such as sliders). Furthermore, because it is a digital tool, iVoLVER takes the dynamicity principle to a different level. In tangible ConstructiveVis each token of a given representation has an associated unit that is fixed to all the elements of the visualization. This unit must be decided at the beginning of the authoring process and it impacts how
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the overall visualization is perceived. On the contrary, iVoLVER marks afford
dynamicity also at the level of the units each one represents. In contrast to their physical counterparts, the properties of digital objects
can be modified with relative ease. For example, unlike most physical tokens, the size and shape properties of digital tokens can be changed to fit the needs of a particular construction.

iVoLVER’s design is also motivated by the need to support visualization in opportunistic settings. In this regard, DP5 directly supports analysis of data that does not exist as a database-like document; while DP6 enables analyses with a wider variety of input modalities, enabling visualization beyond the desktop [170].

3.4 The iVoLVER Visual Language

This section describes the iVoLVER tool as well as the basic elements of its visual language. References to the design principles (e.g., DP1) indicate the design motivation.

3.4.1 Canvas and System-Wide Features

The main space of the application is a web-based infinite zoomable canvas or sandbox where all objects are dropped and can be relocated at will by dragging (DP1, 2, 4, 6). Most widgets have two states: compressed and expanded. Compressed is their natural state for display, whereas the expanded mode exposes their visual properties and allows connection to other objects.

A top toolbar (Figure 3.2.A) enables essential operations (load, save, align, compress, hide, duplicate, and delete objects), and data importing functions: loading bitmap and vector graphics, structured data files; taking camera pictures; and opening web pages (DP5). The right-side palette (Figure 3.2.B) is separated by categories and contains all the types of objects that can be composed in the canvas. The shape of the buttons encode whether these are draggable (circles) or involve switching to a mode (squares). The palette and the toolbar were designed to show all available functionality at a glance. Although these might appear complex (58 icons), and many icons need to be learned, they also make every operation and widget visually explicit (DP2). This design avoids the multi-step interactions required in menus (DP4—particularly important for touch interfaces), and the discoverability problems of gestures.
Figure 3.2: iVoLVER interface and elements of its visual language.
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Figure 3.3: Gestures to create color region extractors. A double tap (A) extracts from an homogeneous region (D). A trace (B) creates separate extractors for each of the homogeneous regions underneath (E). A squiggle (C) creates a single extractor (F) from multiple regions.

3.4.2 Extractors

These components extract data from different types of digital artifacts (DP5) and make the extracted data available to other canvas elements:

- **Color region extractors** (Figure 3.2.D) can extract size, color and shape from uniformly colored areas within raster images (e.g., a sector of a pie chart, the area of a country in a map). Double tapping on a region of a bitmap image uses a flood fill Computer Vision (CV) algorithm and creates an extractor object from where values can be dragged (Figure 3.3.A). A similar process enables extraction from vector formats (without requiring CV). To facilitate extraction of multiple regions, a trace gesture creates multiple extractors for all objects in the trace (Figure 3.3.B). A squiggle over several areas with different colors creates a single extractor for all areas (Figure 3.3.C). If the source material is not good enough for CV (e.g., low-contrast photo), users can still trace areas with a pen or a finger over the picture or map and use their information in the same way.

- **Line samplers** are created by tracing a freehand line on top of an image. The sampler extracts colors of the image below (Figure 3.2.E) at adjustable intervals (Figure 3.2.F) and outputs them as color collection. Line samplers can also output the length of their trace. There is a straight line version as well.

- **Text recognizers** appear as scalable and rotatable rectangular shapes that recognise textual information underneath the area that they cover (Figure 3.2.G). Expanding a text extractor exposes the recognised text,
which can be interpreted as a string, a number, or a date with a time stamp (Figure 3.2.H).

- **Structured data file extractors** are the canvas embodiment of structured data files (in CSV or JSON format), which take the form of a named collection of collections (Figure 3.2.I) or can appear as a table directly on the canvas.

- **Web page extraction** enables web pages to be opened in a floating window on top of the canvas. Dragging elements from a web page (e.g., text, images, tables) into the canvas creates the corresponding object, interpreting it if necessary (e.g., as a string or number).

### 3.4.3 Values, Types and Data Flow

iVoLVER supports six data types: numbers, strings, colors, date and time stamps, durations, and shapes, which are all represented as atomic canvas objects (DP1, DP2). Values appear as colored circles with a symbol inside; color and symbol identify the type of the value (Figure 3.2.J). They are sized slightly larger than a fingertip to enable touch manipulation (DP6). Values can be dragged out of a value holder element (e.g., a property of an extractor) into a blank section of the canvas or from the palette. Expanding a number value (with a double click or double tap) enables direct editing, scaling its output in orders of magnitude (for numbers), and assigning a unit label (Figure 3.2.K). This feature can be used, for example, to modify the units a given mark property represents. Strings, colors, date and time stamps, and durations similarly support manual assignment of the value.

Reading and writing operations to and from a specific iVoLVER value or a value holder element are displayed via visual connections. The connectors are dashed lines with directional arrows that indicate flow direction (i.e., which value is the origin and which is the destination, reading and writing, etc.—see Figure 3.2.M, DP2, DP3). All links except the active one can be made invisible through a toolbar button. This is convenient when the canvas becomes cluttered.

To enable interactivity and as an alternative to having to edit a value manually to explore a particular range, iVoLVER has a slider (Figure 3.2.L) which outputs a value in real time depending on the interactive position of the handle. The range of values can be established interactively or from another object. Sliders also have a ‘play’ button that cycles through the range of values in a loop, producing animations.
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3.4.4 Collections

Values can be grouped into homogeneous collections. When compressed, collections appear as a toast shape with a symbol that represent the type of objects held (Figure 3.2.N). When expanded, each value in the collection can be accessed individually (Figure 3.2.O). Collections are created by dragging the collection icon from the palette, and are typeless until the first value is dragged onto it. Collections are built by adding iVoLVER values one by one or generated from other objects, including a sequence generator that produces a collection of numbers between two values with a configurable step increment (Figure 3.2.P).

3.4.5 Operators

Values of most types can be combined through the four basic arithmetic operations: addition, subtraction, multiplication and division, which are represented as circles with the operator’s symbol in them (Figure 3.2.Q). Operators are sensitive to the type of value of its inputs and produce a corresponding output; for example, subtraction of two numbers produces a number, but subtraction of two time stamps produces a duration.

3.4.6 Visual Marks

Visual marks in iVoLVER are represented through their own visual elements (DP1, DP2). There are seven types of marks: squares, rectangles, circles, ellipses, paths, filled marks, and SVGs (Figure 3.2.R). Marks are created from the palette except for paths and filled marks that can also be drawn on the canvas. SVG marks require the selection of an existing file.

The visual appearance of a mark is controlled by several properties (i.e., visual variables) that can be interactively adjusted or receive incoming connections from other objects. All marks have a label, color, and a geometrical shape. Most marks have some kind of geometrical dimension (width, height, radius, angle or a combination of these). Paths and filled paths also take lists of point coordinates to define their shape. Note that all these properties can be read or written. For example, one can give a mark the color from another mark, or read the collection of coordinates that makes up a path mark.
3.4.7 Relations: Functions and Mappers

The ability to transform data (e.g., converting elevation numeric values into colors) is critical to support a flexible visualization process (G3). iVoLVER provides two mechanisms to transform data: functions and mappers. These define a relation between a collection of inputs and a collection of outputs.

**Functions** correspond to the mathematical concept of real number univariate functions: a mapping between subsets of the domain of real numbers where each value in the input is related to exactly one value of the output. The function widget is one of the most important widgets in iVoLVER since it indirectly supports DP5 and provides a visually explicit representation of data transformation (DP2) without the need to code (DP3). There are three main ways to create a function: one can drag a predefined function from the palette (e.g., logarithmic, square, sin), draw the desired shape directly on the canvas, or create a correspondence between x and y values from elsewhere in the system (e.g., using two collections of numeric values).

The function visual widget is designed to resemble how functions are depicted in mathematical education (Figure 3.2.S): there is a vertical Y axis that represents the output and an X axis that represents the input. Four numeric values (visible as blue circles) control the input and output range. A line between the orthogonal axes represents the shape of the function. Input and output ports—which also serve as interactive handles—move along the input and output axes, respectively, to graphically represent the transformation. The ports are connected through perpendicular lines to a small yellow circle that moves along the function line. Each of the axes have two collection elements that provide access to the coordinates that define the function.

Functions are used by connecting any numeric value from the canvas into the input port, which will result in the input port moving to the corresponding position in the X axis and the output port to the corresponding output position. Dragging from the output port will make the transformed value available elsewhere in the canvas. Dragging the input port manually will also produce the same effect interactively. Dragging a collection of numeric values into the input port will generate a collection of transformed values in the output.

**Mappers** allow the specification of relations between values of different types (e.g., numbers, colors, and dates), as opposed to functions which only work with
numbers. They are a key element to support the use of data from different sources (G2, DP5) because data is often represented in different ways in the real world. For example, many topographic maps use color to represent height.

The mapper takes the shape of two vertical collections of values where the left one represents the input domain, and the right one the output domain (Figure 3.2.T). An input port to the left of the input collection (Figure 3.2.U) can receive an input of the same type as the input domain, or simply be slid up and down. The output port to the right (Figure 3.2.V) will output a value within the output domain that corresponds to the vertical alignment of the specific input.

The vertical alignment of input and output elements determines how the input and output domains are related. For example, if an input numeric value of 7 is aligned horizontally with a color value red, any inputs of value 7 fed to the mapper will be output as red. In between elements the mapper creates linear interpolations. Elements in the input and output domains can also be adjusted by dragging them (Figure 3.2.W). Finally, connecting a collection of values to the input port (rather than a single value) will result in a collection of outputs.

### 3.4.8 Locators

The locator is an object that controls the position of marks, which is an important visual variable. When expanded, a locator resembles a set of coordinate axes with handles similar to functions (Figure 3.2.X). In its compressed form it is just a small circle (Figure 3.2.Y).

Dragging from the core circle of the locator to a mark gives control of the mark’s position to the locator. The mark’s \( X \) and \( Y \) position within the Cartesian space defined by the locator provide a point of entry for values from other objects. The locator also provides an anchor to move multiple objects at the same time—once linked to a locator, they keep their position relative to it.

### 3.4.9 Interactivity and Interaction

iVoLVER supports multi-touch, pen-based and mouse input, consistent with DP6. Earlier design considerations aimed at taking advantage of the different input modalities by changing the input behavior depending on the type of input (e.g., enabling the creation of connections by simultaneously touching start and end ports), and even taking advantage of pen and touch interactions (as in [61]).
Although this could deliver optimized interactions and a better use of the input bandwidth of specific devices, the final design supports the use of the tool in a consistent fashion across a range of devices. Interactions were designed to be both consistent and feasible across the three input modalities (e.g., drag, tap/click) with occasional specific adaptations (e.g., buttons to zoom in and out when using pen or mouse input, enforcing a minimum size of objects for touch).

The web interface runs well on mobile devices such as iPads and large phones, also supporting DP6. The gesture design is consistent across widgets: double tap (or click) expands and contracts, drag moves an object or pans the canvas, dwell and drag pulls a data connection to another object. Multi-touch pinching (with two fingers) changes the zoom level in the canvas. The design of many widgets also introduces interactivity at all levels. For example, users can manipulate input ports in functions and mappers in real time, as if they were handles. Interactive sliders also enable interactive visualizations and animations.

3.5 Design Process

The design process was both iterative and user-driven. The initial stages consisted of sketching sessions whose outcomes I discussed with my supervisor, Dr. Miguel A. Nacenta. Later in the process I alternated several design and implementation phases. I also demonstrated an early version of the system to an expert (a researcher in globalization and education who needed to make compelling demonstrations of her non-standard map-based data to politicians) whom I also interviewed.

Demonstrations and interview with the researcher took place twice: once at the beginning of the design and once at the midpoint of the development process. These helped to determine and prioritize the features to implement. Several features were added as a consequence, including the ability to import structured files, and elements to position visual marks relative to a coordinate system (i.e., locators).

The design of iVoLVER included an empirical study carried out to detect early usability problems and to inform further refinements of the tool. The execution of this study was part of Sebastien Vandenheste’s masters project at the School of Computer Science of the University of St Andrews. The study resulted in changes of the organization and icons of the tool’s menus and the copying, aligning, and link hiding features. A detailed description of the study and its outcomes can be
found in [211] or at the ACM Digital library, as part of the source materials of the paper that describes iVoLVER [138].

3.6 Implementation

iVoLVER works under a client-server scheme. The client is implemented as a dynamic web page mostly written in JavaScript. The main area of the screen (i.e., the system’s sandbox) is implemented on top of a HTML5 canvas element, where most of the rendering process takes place. Since text recognition and computer vision are not yet well supported in browser-based frameworks, iVoLVER’s current implementation offloads these tasks to a server program specialized in image processing routines.

Fabric.js [226] is used to handle the 2D graphical context of the HTML5 canvas element while seeking to exploit the processing capabilities of the GPU (if any) at the client side. iVoLVER also takes advantage of regular DOM elements to implement objects such as the panels used to manually modify values (e.g., to configure numbers’ magnitudes). The tooltipster [100] jQuery plugin is used for this purpose.

When running on multi-touch displays, the user input is handled through the Hammer.js [180] library in combination with the built-in touch capabilities of Fabric.js. Other libraries used in the client side of the system are: Simplify.js [4] for polyline simplification support, the JSTS Topology Suite [77] for the application of spatial predicates and geometry processing, and the moment.js [41] library for date parsing and manipulation.

On the server side, a computer vision system written in Java executes several image processing and CV routines as they are requested by the iVoLVER’s web client. Among other tasks, the server component is responsible for: (1) computing color-based connected components in images through the application of a flood fill algorithm, (2) finding contours in binary and gray-scale images, (3) applying graphical morphological operators (such as erosion and dilation), (4) performing per-pixel operations (e.g., to extract color samples), and (5) recognizing text. These tasks are implemented with the OpenCV library [99]. The text detection and recognition routines are built upon the Tesseract4Java library [216]. The communication between the client and the server is implemented through Java servlets.
Although eventually it will be possible to carry out the server-side operations in the browser, there are several advantages in offloading them to an internal or external component: (1) computation is offloaded as well, which can benefit the use of the application in devices with low computational power such as phones and tablets; (2) with the appropriate definition of a communication interface, offloading results in a separation of concerns and improves maintainability; (3) it can spur the usage of computer vision computations as a service from different provider frameworks or libraries, which could compete and therefore improve on the basic algorithms.

### 3.7 Scenarios

This section first shows how iVoLVER can be used to create a simple visualization of a small dataset containing structured data. This is followed by five scenarios that show how iVoLVER supports InfoVis in opportunistic settings.

#### 3.7.1 Visualizing a Structured Dataset

In this scenario, Valery uses iVoLVER to create a bar chart representation of a small structured dataset. She first imports the data using a file browsing functionality available in the tool’s top toolbar (C in Figure 3.4). The imported dataset appears on the canvas as a table composed by strings and numbers (A in Figure 3.4). Each of these values are connectable canvas objects. Valery then drags five rectangular marks onto the canvas from the tool’s right palette (B in Figure 3.4).

With the first mark expanded (after double-clicking it), Valery connects—via drag-and-drop gestures—values from the table to the mark’s visual properties. For example, the string Emily is connected to the mark’s label property, and the number 45 to the height. These connections define specific mappings between data and visual properties. On performing a new connection the visual appearance of the mark involved changes accordingly.

Valery then repeats the mapping process for the remaining four marks that compose her visualization. After mapping all the data she arranges the marks using iVoLVER’s alignment and distributing tool. This last step results in the bar chart of Figure 3.4.
3.7.2 Refactoring an Existing visualization

Susan is a professor at the fictional University of La Libertad, working with her student, Daniel, on a paper on world food production. When Daniel brings her the latest version of their paper Prof. Susan is dismayed at seeing a pie-chart (see Figure 3.5.A), which she has learned is a poor way to represent data due to humans’ inability to judge angles [44, 45, 80]. Instead of tearing the paper apart and sending Daniel back to his desk to send her the data or re-do the image, she decides to take a more didactic approach.

Prof. Susan captures the image from the paper with her tablet’s camera and extracts each of the pie sector areas, plugging them into the length of bars (B). This only took a few seconds, but it is enough to convince Daniel that the bar chart would be a better representation. Daniel then suggests that, as he has read recently in a statistical paper, perhaps a logarithmic transformation of the data would provide a better view. Prof. Susan is skeptical, but indulges Daniel’s suggestion and applies a logarithmic function (C), plugging the transformed results into bars again (D). Very quickly they both agree that the logarithm was not useful.
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Figure 3.5: A) Data is extracted from a pie chart, B) converted into bars, and C) transformed into D) a log-scale bar-chart (see Motivating Scenario).

3.7.3 Verifying Infographics (and Correcting Them)

Figure 3.6 illustrates how iVoLVER can be used to verify (and correct) mistakes (or manipulations) in existing infographics. This scenario uses the example of a TV line chart shown in the National Spanish Television in January 2015 [127]. The graphic showed a line representation of unemployment that is incongruous with the numbers displayed and with a non-zero baseline. This representation exaggerates and misrepresents unemployment decrease in the last two years, which led to many critics of the former government to claim bias through social networks.

With iVoLVER one can trace the function over the displayed line and adjust the range to correspond to the numbers shown in the chart. A quick manipulation of the input of the function shows that the numbers provided are inconsistent with the shape of the chart (by hundreds of thousands of people). It is possible to generate an alternative representation with four rectangular marks that correspond to the numbers provided, this time with a zero-based vertical axis and the right dimensions. It looks dramatically different.

Figure 3.6: Verifying infographics scenario. See 3.7.3 section for a description.
This scenario shows how non-programmers trained in the use of iVoLVER (perhaps even when in front of the TV, with a tablet) could analyze graphics and generate alternative representations that are more understandable to them or less biased. Simultaneously, journalists can use the same procedure to verify their sources and to double check that the graphics that they produce are correct and fair.

### 3.7.4 Climbing Everest

This scenario, depicted in Figure 3.7, involves the creation of route altitude profiles from raster image data. Two images are imported. One contains a depiction of the North Col-North Ridge and the South Col routes to reach the summit of Mount Everest; the other is a topographic map of the area. The freehand sampler tool is used to create two color samplers that correspond to each of the routes. These traces can be created directly in the second figure, or created in the first figure and then moved onto the second (the second option works in this case as both representations coincide spatially, but it might not be the case in other scenarios).

The colors and the altitude are extracted from the second image’s legend to create a mapping between color and altitudes. This mapper can now translate any color or series of colors into a numerical altitude. The altitudes from the route samplers are then fed into the mapper whose output is used to display the ascension as an interactive function. The width of the function widgets are adjusted to scale by extracting the route length from the trace. The result is a set of two comparable profiles.

![Figure 3.7: Climbing the Everest scenario. See 3.7.4 section for a description.](image-url)
This scenario exemplifies the creation of a sophisticated visualization optimized for a particular purpose, from data which is spatial and not trivial to extract. Besides the expressiveness of the visual language, this visualization also highlights the embedded interactivity: one can interactively query the profiles, adjust routes or create new ones, adjust the sampling, and any of the extracted or manipulated data can be further fed into new processing or visuals.

### 3.7.5 Personal Visualization of a Trip

Isabel, who recently learned how to use iVoLVER, just flew from Brest (France) to Perugia (Italy) to visit her family. She decides to visualize the trip in a fun way to her relatives. She uses any map of the area as a base and pulls the temporal data (flight departures and arrivals) straight from her webmail inside the tool (Figure 3.8). She does not need the system to have any geographical knowledge because she can easily select the trajectory. Mappers can transform dates into points of the map, interpolating the points in between. A date slider feeds the mappers to generate coordinates which, in turn, control the position of an SVG mark on the canvas through a locator. The resulting animation is proportional to the actual time scale of the trip. Finally, she can annotate the trip with her tweets because these are also time-indexed.

The scenario demonstrates pulling data from different sources to construct something new and fairly sophisticated in behavior without the need of any textual programming. The result is fun and animated.

![Figure 3.8](image_url)

**Figure 3.8:** Personal visualization of a trip scenario. See 3.7.5 section for a description.
3.7.6 Oil Production and Consumption

This scenario displays the multiple flexible data importing mechanisms of iVoLVER and demonstrates how the different collected data can be combined to build a relatively standard chart of multivariate data (Figure 3.9). The scenario uses the oil production in the top four producing countries as a motivation. First, the photograph feature of the tool is used to import a map that was on a poster. Color extractors pull approximate country areas from the map (with squiggles). Extractors on an SVG bring in the main production data and the labels. The consumption data comes from a table from the web. A locator is used to map the $X$ coordinate to country area, the $Y$ coordinate to oil production, and a number-to-color mapper translates oil consumption into color.

The scenario showcases how the tool can support a workflow where importing and capturing data can be better integrated and interleaved with the design of representations. Additionally, the resulting visualization is also a visual record of the representation choices and the data sources which can be useful in explaining the chart itself.

3.8 Discussion

iVoLVER’s design seeks to support a constructive approach to visualization authoring by implementing the three principles of ConstructiveVis (simplicity, flexibility, and dynamicity). The tool also aims at supporting visualization in opportunistic scenarios, by including in its visual language widgets to extract data
from several types of digital artifacts (e.g., photographs, raster and vector graphics, web pages and text). iVoLVER thus can be characterized by the combination of four main features:

- It takes a constructive approach to visualization authoring;
- It provides user-driven data extraction from non-structured data sources;
- It does not require textual programming; and
- It enables analysis away from the mouse and keyboard through a touch, pen or mouse-based interface.

These elements aim to empower non-experts in their use of InfoVis and enable analysis in an extended range of possible situations. A small set of examples of use is demonstrated through the scenarios from section 3.7.

As a point exploration of a large design space, building iVoLVER has also made apparent the impact of some of its design principles. The following subsections identify the challenges found during the design process and reflect on the advantages and disadvantages of the followed approach. It is important to note, however, that much of what is discussed below poses additional questions rather than providing clear answers. These questions deserve further analytical and empirical study and some are, in fact, addressed in subsequent chapters of this dissertation.

### 3.8.1 Power and Simplicity

iVoLVER’s radical atomic approach (by which it represents very low-level data such as single numeric values—the atoms—through separate interactive visual elements) aims at achieving a flexible, expressive tool in which a few types of building blocks could be combined with each other in a multiplicity of ways. This approach is directly inherited from the ConstructiveVis paradigm and it relates to the concept of emergence, whereby an aggregation of entities arises through interactions among smaller or simpler entities [1]. In the case of ConstructiveVis (and, thus, in iVoLVER), the visualization arises as digital tokens are put together to represent data.

iVoLVER’s atomic approach arguably resulted in a flexible interface, especially when combined with the infinite canvas approach. However, the power-simplicity
trade-off is not really circumvented and complexity creeps up in several ways. For example, the number of basic element types included in the design is not small.

### 3.8.2 The Scalability Problem

The atomic approach of the tool also means that, even for moderately simple visualizations, it may be necessary to create and interconnect a substantial number of canvas elements. Sophisticated emergent functionality and visualizations are possible but the time, effort, and number of repetitive interaction steps required to put those together increase significantly with the number of elements involved in the construction. Consider, for example, that constructing the bar chart of the scenario presented in subsection 3.7.1 (see Figure 3.4) requires: (1) five drag-and-drop operations to bring the rectangular marks into the canvas, (2) ten connecting operations between values of the dataset and the marks—five connections to the marks’ height visual property and five to the label, and (3) several alignment and layout-related adjustments. Additional refinements to this visualization (e.g., representing each person of the dataset with a different color, or including additional data points) would require even more effort.

I refer to the issue described above as the “scalability problem” of ConstructiveVis. In the context of computer performance, scalability “connotes the ability of a system to accommodate an increasing number of elements or objects, to process growing volumes of work gracefully, and/or to be susceptible to enlargement.” [22, p. 195]. The implementation of iVoLVER made evident that the visualization process that takes place on digital constructive tools might not scale well to larger datasets. That is, the number of interaction steps required to achieve the visualization grows excessively with the amount of data to be represented (number of records and attributes involved). This translates into a significant amount of required time and effort, which could ultimately threaten the utility of the tool in many situations that rely on quick, sketch-like creation of visualizations. Complexity and scalability have been identified as fundamental challenges in existing diagrammatic visual tools (e.g., by Javed and Elmqvist [103]).

Creating visualizations with larger datasets in iVoLVER is tedious also because the tool does not easily allow abstraction (e.g., generalization of the operation on a concrete element to a group or to a group of groups), as enforced by its visual explicitness (DP3) and avoidance of hidden processes (DP5) principles. Chapter 5 investigates strategies to overcome ConstructiveVis’ scalability problem.
Some of these approaches are then applied in Chapter 6 to support in iVoLVER the visualization of larger datasets by introducing in the tool higher levels of abstraction in ways that do not obscure or hide the operations that take place in its canvas.

### 3.8.3 Learnability and Simplicity

Although visual explicitness (DP3), avoiding hidden processes (DP5) and, more generally, avoiding abstraction might be ways to make interfaces easier to learn, iVoLVER is definitely not walk-up-and-use. The learnability challenges from the tool stem, at least partially, from the relatively large number of elements included in its visual language. The multiple types of marks, data types, operations, functions and settings of the interface must all be learned. This might result in a steep learning curve and harm the simplicity constructive principle that the tool pursues.

It should also be highlighted that a visual syntax like iVoLVER’s is still a syntax. Unlike physical tokens, the digital nature of the tool and its visual language introduce semantic challenges faced by any programming environment. These challenges do not exist in iVoLVER’s tangible counterparts (e.g., the physical tiles used by Huron et al. in [97] and Wun et al. in [223]). In tangible ConstructiveVis, the meaning and function of each token are decided by the designer on-the-fly, while manipulating the tokens. Additionally, the meaning assigned to a particular token can differ from the one assigned to others, or it could even change at any point during the visualization construction process.

Conversely, iVoLVER imposes several predefined constraints on how the objects of its visual language can be used and how they can (and cannot) interact with each other. The tool thus includes a set of allowed operations and interactions on the objects that users manipulate to produce visualizations with it. These constraints are an inherent part of iVoLVER’s underlying visual language and could impose learnability challenges that might be equivalent to those of textual programming. Ultimately, this could constitute a thread to the simplicity of the visualization process that iVoLVER seeks to promote.

### 3.8.4 Integration and Interactivity

One of the main values of iVoLVER comes from being able to extract data flexibly while being able to transform, combine, and represent this data immediately.
Swapping seamlessly between all these activities enables a simple visualization construction process. All the activities take place through the same canvas, which reduces the need to compartmentalize the screen real estate or provide multiple screens or pages. However, this might result in a significant amount of panning and zooming operations, which introduces the need of more effort from the user.

The integration of interactive control of data, representation and parameters within the canvas itself (for example, as interactive sliders) was motivated by the dynamicity principle of ConstructiveVis. The resulting interface is interesting in that the data and its manipulation are integrated within the same space and linked visually.

### 3.8.5 Limitations and Technical Constraints

iVoLVER does not provide universal coverage of all possible InfoVis tasks or representations. Specifically, it does not provide features for set-level data interaction (e.g., selection, navigation, annotation) and is not as expressive as textual visualization programming languages or other recent tools such as Lyra [177]. For example, there is no simple way to produce force-directed layouts, trees, and two- and three-dimensional scalar fields.

Data extraction from images and text recognition features are also limited by the graphic analysis algorithms. Users have no control on the parameters that guide the image processing routines (e.g., the color similarity thresholds used in the flood fill algorithm). This simplifies the extraction process and avoids complex configuration, but might also impact the user’s experience if unexpected results arise.

### 3.9 Conclusion

This chapter introduced iVoLVER, a digital visualization tool whose design incorporates the principles of ConstructiveVis (simplicity, flexibility, and dynamicity). iVoLVER also supports InfoVis in opportunistic settings, by providing tools to extract data from different types of digital artifacts (raster images, pictures, SVG charts) and visualization away from the desk.

iVoLVER makes the data processing steps—and the intermediate transformations performed on it—visually explicit. This is achieved through a visual language that
3. iVoLVER

provides graphical components to extract, manipulate and process both structured and non-structured data, and to represent it through marks (i.e., digital tokens).

The tool aims to support a constructive visualization process in a wider set of situations, such as when the data is not available in a convenient digital form or when the data comes from multiple sources. The flexibility and expressiveness of the tool was illustrated with a set of scenarios. Finally, this chapter provided a discussion that highlights the challenges and lessons learned from iVoLVER’s design choices. Next chapter investigates how these choices impact the visualization authoring process of non-experts.
Chapter Four

Bottom-up versus Top-down Visualization Authoring

The art and practice of visualizing data is becoming ever more important in bridging the human-computer gap to mediate analytical insight in a meaningful way.

— Edd Dumbill [54, p. 15]

The previous chapter introduced iVoLVER as a digital tool that supports a constructive approach to visualization authoring. Besides opportunistic scenarios that might require data extraction, the tool can be used to visualize structured data, as demonstrated in the “Visualizing a Structured Dataset” scenario of subsection 3.7.1. This makes iVoLVER comparable—in terms of its goal and potential outcomes—to other existing visualization tools (e.g., Tableau Desktop).

This chapter investigates how the visualization process of structured data takes place in iVoLVER and how it compares to more conventional visualization tools (Q2). The chapter focuses on how iVoLVER’s constructive approach to visualization authoring influences the process that non-experts experience when creating visualizations with it. As a result, it uncovers the consequences of iVoLVER’s design principles, identifying the benefits (Q2.A) and limitations (Q2.B) that these principles bring into the visualization process of non-experts.

This chapter explores the questions above by comparing the use of iVoLVER with Tableau Desktop, a more conventional tool that automates several steps of
the visualization process. After discussing relevant related work, the chapter describes the fundamental differences between iVoLVER—as a digital constructive visualization tool—and more predominant visualization authoring strategies (e.g., template-based, automated design). It then discusses these differences as part of a continuum spanning between bottom-up and top-down approaches to visualization authoring.

The chapter then presents a two-part qualitative study that investigates how iVoLVER and Tableau Desktop, as tools that implement opposite approaches to visualization construction influence: (1) non-experts’ approaches to the visualization process, (2) the differences in the visualizations they produce, (3) their design choices, (4) the low-level visual mappings they produce, and (5) their justifications of these approaches.

4.1 Background and Related Work

The subsections bellow discuss the background specific to the content discussed in this chapter. In particular, I review general theory on the visualization design process and describe in detail existing visualization tool types.

4.1.1 The Visualization Design Process

Several authors have discussed the different stages and key elements of visualization design (e.g., [15, 42, 53, 169, 197]). Card et al. [35] describe the process of creating visual data representations as a set of four steps: (1) data analysis, (2) filtering, (3) mapping, and (4) rendering. Step 3—the creation of mappings between data attributes and visual properties—is one of the most important and well researched elements of visualization design. Much of the InfoVis research of the last 50 years focuses on the perceptual properties of visual elements [45] and the fit between the data types and the marks and visual properties to represent them (e.g., [11, 12, 143, 218]).

This chapter investigates the types of mappings that people come up with when designing their own visualizations. This relates to recent research on how people sketch data representations. Walny et al. [217] describe a “representation continuum” that shows a wide range of levels of abstraction when people sketch up representations of small datasets by hand, from countable (concrete and numeric) to pictorial (abstract) representations.
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4.1.2 Visualization Tool Types

Many visualizations tools allow to produce similar outcomes with different interfaces. Based on Grammel et al.’s categorization [70], three types are most relevant to the work discussed in this chapter: template editors, shelf configuration tools, and visual dataflow programming tools:

- **Template editors**: According to Grammel et al., in tools of this type “the user selects some data and then picks a pre-defined visual structure in which to represent it. The distinguishing criteria of this approach are the separation between the initial visualization selection steps and the refinement of the selected visualization” [70]. Victor [212] groups template editors under the concept of “using tools”, in reference to the predefined solutions provided by these tools that people use to represent data. Examples of template-based tools include Many Eyes [213] and MS Excel [57]. Tableau Desktop’s “Show me” pane [126] is a template feature within what is mostly a shelf configuration tool (see below).

- **Shelf configuration**: These tools allow the specification of mappings through simple GUI operations on collections of data attributes and visual properties that are presented visually in the tool’s GUI. Customization is typically based on cursor operations (e.g., drag-and-drop) or menus and dialog boxes and requires additional steps. Tableau Desktop and Lyra [177] (a more recent research prototype) fall within this category.

- **Visual Dataflow Programming**: As explained in section 2.4.2 of the Related Work chapter, tools of this type enable designers to create visualizations by connecting graphical elements. The connected components define the dataflow and the characteristics of the visualization. This approach has a long history (e.g., [2, 125]) but is also present in more recent tools such as DataMeadow [56] and ExPlates [103]. As a VDFP environment, iVoLVER falls in this category.

4.2 Bottom-up and Top-down Visualization Authoring

Besides Grammel et al.’s categorization [70], I propose in this chapter to distinguish between more high-level contrasting approaches to visualization authoring: bottom-up and top-down. These two strategies define a continuum of visualization authoring approaches:
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- **Bottom-up:** In tools that implement this approach one starts at a low level of abstraction, by manipulating individual data values and visual properties to incrementally generate the visualization. ConstructiveVis fits this description, as users create visualizations by assembling blocks, each of which represent a small unit of data [95]. As a constructive visualization tool, iVoLVER also features this approach: users explicitly establish mappings between individual data points and the graphical elements that represent them, and the final visualization emerges as the result of many small-scale decisions and manipulations.

- **Top-down:** In tools that apply this approach to visualization authoring decisions about the visual representation of data happen at an attribute level. Template-based and shelf configuration tools inherently follow this approach—they focus on the overall mapping between attributes and visuals first. Customizations can be applied only after the initial attribute-level mappings are created. Data mappings performed in this way typically include all data points of an attribute, or even the entire dataset. The manipulation of the visual representation at an individual data point level is generally not possible (e.g., in Tableau visual mapping actions include all data points associated to a single attribute).

The distinction of these two opposite approaches to visualization authoring is relevant to this dissertation for two main reasons. First, top-down visualization is arguably the most common strategy within the current visualization tools landscape (e.g., most tools operate at the attribute level). Second, bottom-up visualization authoring takes place almost naturally with ConstructiveVis. Huron et al. identified that the most common procedure that people follow to create visualizations when using a constructive tool “consisted of starting from a single data case, then building progressively towards defining higher level structures” [97, p. 2109].

Different types of tools and approaches to visualization authoring can potentially lead to different outcomes and design processes. This is relevant for designers of authoring tools. In addition, effective visualizations are achieved by applying design principles (i.e., what visual properties are better suited to encode specific attribute types [44, 45, 143]). Non-experts are usually exposed to this knowledge through the digital tools they use to create visualizations. People therefore learn as they experiment with an interface that might not have been designed for supporting an understanding of effective visualization design. To better support non-experts to leverage the power of visualization it is important to understand how they go about creating visualizations and how the tools themselves affect this process.
The reminder of this chapter explores this question from an experimental perspective, by comparing the use of iVoLVER with Tableau Desktop as representatives of the ends of the bottom-up versus top-down continuum of approaches to visualization authoring. The following subsection first explains these tools’ main differences and similarities.

4.3 iVoLVER & Tableau Desktop: Differences and Similarities

As mentioned earlier, shelf configuration and template-based tools (as defined in [70, 212]) are located at the top-down end of the continuum of the previous subsection. Tableau Desktop [193], a current leader in the visualization tool market, is a shelf configuration tool and therefore a representative of the top-down approach.

Tableau’s main interface is divided into rectangular panes. Once the data is loaded the user can see a pane containing the different data attributes (A in Figure 4.1). Dragging and dropping attributes from this data pane onto the “Columns and Rows” shelves (B in Figure 4.1) triggers changes in a separate visualization pane.

![Figure 4.1: Tableau Desktop Interface.](image_url)
(C in Figure 4.1) that displays a default data representation selected by the tool according to the dragged data attributes. An additional pane enables adjustments of the marks’ visual properties by dropping data attributes to other areas of the interface (D in Figure 4.1). A further pane, “Show-me” [126] (E in Figure 4.1), provides a gallery with several visualization templates (e.g., choropleth map, area charts). The templates that are not available with the current attribute selection are automatically grayed out.

Tableau Desktop and iVoLVER are both digital tools and share the use of marks (as defined by Bertin [11, 12]) and visual properties [44, 45] as central concepts in visualization design. Additionally, none of these tools requires textual programming (for simple visualization tasks) and both support dragging and dropping interactions. However, the two fundamentally differ in their underlying design approach, which results in important differences, as discussed below.

■ Data Atomicity
The main activity of designing visualizations in Tableau Desktop consists of the assignment (through drag-and-drop), of a data attribute to a visual property or spatial dimension (row or column). A key point here is that Tableau users do not have the option to manipulate individual data points, but instead deal with the full range of data by attribute. Interactions happen at an attribute-level, including all the corresponding values in the dataset. This enables fast construction of visualizations.

In contrast, iVoLVER operates at the level of individual data values, a lower level of data abstraction. With iVoLVER users are responsible for defining what is a data value, how it is mapped to a specific visual property, and how it is to be interpreted (e.g., as categorical or numerical data).

■ Operation Repetition
In Tableau, a single action typically affects all elements of the visualization regardless of whether the dataset contains a handful or millions of rows. Thus, Tableau typically does not require repeated interaction steps. In contrast, iVoLVER’s paradigm of bottom-up construction forces users to apply operations per data value. Although it could be feasible to implement mechanisms to eliminate repetition through automation in constructive approaches (à la programming by example [21, 51, 119]), iVoLVER’s current version does not allow this.
4.4. In-classroom Pilot Study

Visual Representations as Controllers

iVoLVER is designed to blur the line between visual representations and their control and configuration. The dataset, controls, configurations, and visual elements all reside in its infinite canvas, and most widgets are both representations of data and allow its manipulation. In contrast, Tableau Desktop’s pane-based interface separates manipulation and representation: the central visualization pane shows the results of operations spatially separated from the configuration areas of the interface. In addition, access to some functionality takes place through menus.

To investigate the consequences of these two differing approaches to visualization authoring, I conducted two studies with non-experts: an in-classroom pilot study and a more in-depth laboratory study.

4.4 In-classroom Pilot Study

The pilot study was run as part of an introductory course on information visualization in the School of Computer Science of the University of St Andrews. The course was taught by Dr Uta Hinrichs who, besides my supervisor, collaborated in the execution of this study. Because of this, I sometimes use plural pronouns such as “we” and “us” in the text below.

As part of this within-subjects study students were introduced to Tableau Desktop and iVoLVER in two subsequent tutorials that took place in weeks three and four of the 11-week module. The first tutorial took place immediately after a lecture on marks, visual variables, and mappings. Students completed three visualization exercises using each of the tools and provided feedback about their process, the character of visualizations they built, and their general experience with the tools. The following sections describe the methodology—which is shared with the main study—in detail below.

4.4.1 Participants

Out of 36 students enrolled in the class, 19 volunteered to participate in the study. Of these, eight did not complete both study sessions, leaving us with 11 participants (7 male, 4 female; age 21–26, median 22). The analysis of findings considered only data from these students. Participants had backgrounds in computer science,
Table 4.1: Oil Production & Consumption Dataset

<table>
<thead>
<tr>
<th>Country</th>
<th>Production</th>
<th>Consumption</th>
<th>Population</th>
<th>Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>250</td>
<td>200</td>
<td>3224</td>
<td>America</td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>350</td>
<td>1050</td>
<td>308</td>
<td>Asia</td>
</tr>
<tr>
<td>Russia</td>
<td>600</td>
<td>600</td>
<td>1440</td>
<td>Asia</td>
</tr>
<tr>
<td>China</td>
<td>800</td>
<td>850</td>
<td>13760</td>
<td>Asia</td>
</tr>
<tr>
<td>Canada</td>
<td>1100</td>
<td>300</td>
<td>360</td>
<td>America</td>
</tr>
</tbody>
</table>
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information technology, language & culture, and statistics. All were novices in InfoVis with varying self-reported expertise: four had no prior knowledge about InfoVis; four were aware of InfoVis through the web and/or magazines without knowledge about its theory; and three had been actively following visualization topics but did not have practical application experience.

4.4.2 Study Procedure

The pilot study was divided into two sessions. In Session 1 all students of the course were split into two groups. One group was introduced to Tableau Desktop and the other to iVoLVER. In Session 2 (the following week), students switched tools. Each study session started with an introduction to Tableau Desktop or iVoLVER to the respective groups. Students then completed a set of tasks with the corresponding tool and dataset. The visualization exercise involved datasets with five data points and five attributes each: one on oil production and consumption levels of countries (Table 4.1) and another one about movies (Table 4.2). The tasks were to create three different visualizations addressing different aspects of the data. For the oil dataset we asked participants to show:

- **V1**: The oil production levels by country,
- **V2**: The countries and their respective regions, and
- **V3**: The oil production, consumption and population by country.

The tasks for the movies dataset were equivalent in the type and number of attributes; participants had to show:

- **V1**: The budget of each movie,
- **V2**: The genre of each movie, and
- **V3**: Each movie’s budget, world-wide gross revenue, and duration.
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<table>
<thead>
<tr>
<th>Title</th>
<th>Budget</th>
<th>Gross</th>
<th>Duration</th>
<th>Genre</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jurassic World</td>
<td>186.73</td>
<td>266.27</td>
<td>124</td>
<td>Sci-Fi</td>
</tr>
<tr>
<td>Avatar</td>
<td>340.53</td>
<td>408.89</td>
<td>161</td>
<td>Fantasy</td>
</tr>
<tr>
<td>Titanic</td>
<td>340.52</td>
<td>628.17</td>
<td>195</td>
<td>Drama</td>
</tr>
<tr>
<td>Star Wars</td>
<td>545.32</td>
<td>138.55</td>
<td>135</td>
<td>Sci-Fi</td>
</tr>
<tr>
<td>The Avengers</td>
<td>637.89</td>
<td>494.93</td>
<td>143</td>
<td>Fantasy</td>
</tr>
</tbody>
</table>

Table 4.2: Movies Dataset

Students had 30 minutes to complete the tasks. To balance tasks, datasets and tools, participants in both groups saw the same datasets and tasks in the first session, and different (but equivalent in size and difficulty) datasets and tasks in the second.

After completing the tasks, participants filled out questionnaires about their satisfaction with the tool, the visualizations they created, and the rationale for their representation choices. They also rated the process of constructing visualizations with the tool they used in each session and listed its most useful and problematic features. Session 2 ended with a group discussion with all students, who compared their experiences with each tool and commented on their perceived benefits and drawbacks.

4.4.3 Data Collection & Analysis

We recorded 650 minutes of participants’ visualization processes in the form of video screen captures. I analyzed the video through a qualitative video coding process as proposed by Heath et al. [79]. Specifically, I coded for visualization types, selected mappings, exploration of alternative designs, experimentation with features of the tool, and problems observed during the visualization authoring process.

Similarly, participants’ statements from the questionnaires were categorized and analyzed using qualitative coding. Codes focused on design approaches, satisfaction level rationale, useful and problematic features, and benefits and limitations of the tools. The 17-minute group discussion at the end of Session 2 was audio-recorded and transcribed. The qualitative analysis of discussion statements focused on perceived differences, benefits and limitations of each tool.
4.4.4 Pilot Study Results

The analysis of the screen recordings gave us an initial understanding of the common sequences of actions participants carried out, the tool features they had problems with, and the extent to which they explored alternative designs.

Participants using Tableau Desktop explored more alternative designs than those using iVoLVER, but almost exclusively through the “Show-me” pane in something that appeared to be a trial-and-error approach. Also, the visualizations constructed in iVoLVER were more diverse than those created in Tableau and included non-standard visualizations (see Figures 4.2 and 4.3).

Some of the participants’ motivations behind their design decisions could be inferred through their questionnaire responses: “I just dragged and dropped the attributes and Tableau did the rest and I just kept moving them around until I found one I liked.” [S7], “by exploring available chart types and then selecting them depending on the available properties/measures.” [S8, commenting about her visualization approach in Tableau]. While these responses and the video analysis suggested a fundamental difference in both tools regarding how students’ approached their visualization design, the brief nature and vagueness of the students’ written comments in the questionnaire did not provide enough context for an in-depth analysis of the nature of these differences. For example, when asked how they decided on the visual mappings, one student answered “Messing around.” [S9], and another wrote “Different shapes, I like circles.” [S2].

During the group discussion conducted at the end of Session 2 students highlighted the benefits and limitations of both tools. In particular, they identified trade-offs, for example, between the level of automation (as provided by Tableau) and flexibility (provided by iVoLVER) and the interplay between these features. However, only six students actively contributed to this discussion, so this data could not be considered as representative.

Perhaps more importantly than its results, the pilot motivated several key questions: What characterizes and drives the overall visualization design process using the two tools? Do top-down and bottom-up construction approaches influence the visualization design decisions and the exploration of alternative designs? If so, how? How do non-experts experience these two approaches in comparison? Following up on this pilot, we conducted a study to explore these questions more in-depth.
4.4. In-classroom Pilot Study

Figure 4.2: Visualizations built with Tableau by students of the pilot study labelled according to student number.
Figure 4.3: Visualizations built with iVoLVER by participants of the pilot study labelled according to student number.
4.5 In-Depth Comparison of iVoLVER & Tableau Desktop

This in-depth comparative study of iVoLVER and Tableau Desktop followed a similar procedure as the pilot, but it focused more on eliciting participants’ individual perspectives on the tools which required one-on-one open-ended interviews. This study is therefore based on individual lab sessions, rather than an in-classroom setting.

4.5.1 Participants

Ten participants from the university of St Andrews were recruited via word-of-mouth (3 female, 7 male, 20–46 years old—median 28). None of them had participated in the pilot or ever taken an InfoVis course or any other training in visualization. Seven were undergrad or graduate students enrolled in computer science, mathematics, or physics; three were professionals with experience in teaching and/or researching in topics related to information technology, computer science, physics, and medical engineering. Two participants stated that they had no knowledge of visualization, six reported having come across visualizations on the web and/or in magazines, but never considered visualization concepts. One participant had been actively following and reading about visualization-related topics, but did not have any practical experience. Finally, one participant had been actively reading about the topic, and had experience in creating visualizations for at least one year.

All participants stated to be familiar with reading graphs and charts, with six stating to have created some, and one stating to be frequently involved in creating graphs and charts and to be quite comfortable with it. Some participants had experience with common visualization tools—such as MS Excel (10), D3.js (1), and Processing (1)—and programming languages, such as Matlab (4) and Python (5). None of the ten participants had used Tableau Desktop before the study, but four had heard of it. One participant had used iVoLVER once, six had heard of it but never used it, and three did not know it at all. No participant had ever received formal instruction on visualization concepts such as marks and visual properties. Even the participant who had used D3.js, stated that they had no conceptual knowledge on InfoVis. Participants received a £10 gift voucher as compensation for their time.
4.5.2 Study Procedure

Each study session consisted of the following activities:

- **Introduction to Visualization Concepts:** After filling out a questionnaire about their demographics and visualization expertise, each participant watched a 4-minute video explaining the fundamentals of the process of creating visual representations. The video explained the concepts of marks and visual variables and their relevance in the design and construction of visualizations. It also discussed how some visual variables are more (or less) effective for certain data attribute types.

  The video ended with a slide showing several visualizations encouraging participants to think about the composition of marks and their visual properties in these representations. Participants kept a printout summarizing the video to have at hand during the tasks (see Appendix B.1). This stage ensured that all participants had at least some minimum knowledge on basic visualization concepts, similar to participants in the pilot who had seen these concepts as part of their InfoVis course.

- **Introduction to Tool:** A 20-minute tool introduction session followed for the first tool (iVoLVER or Tableau Desktop) that included an overview of its interface and a demonstration of how the tool implements the concepts of marks and visual variables, as well as the interactions steps required to map data to visuals. This live demonstration showed participants how the tool was used to create a visualization of the small dataset shown in Table 4.3. Participants were provided with a printed “tool cheatsheet” to help them in the subsequent visualization tasks (available in Appendices B.3 and B.2).

<table>
<thead>
<tr>
<th>Person</th>
<th>Age</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emily</td>
<td>45</td>
</tr>
<tr>
<td>John</td>
<td>31</td>
</tr>
<tr>
<td>Charles</td>
<td>38</td>
</tr>
<tr>
<td>Claire</td>
<td>51</td>
</tr>
<tr>
<td>Samantha</td>
<td>65</td>
</tr>
</tbody>
</table>

Table 4.3: People Dataset
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■ **Visualization Task:** Participants received a dataset and tasks to complete identical to those in the pilot study. Participants had 30 minutes to complete these tasks.

■ **Feedback on Tool:** Participants filled out a questionnaire rating their experience with the visualization tool, their satisfaction with the resulting visualizations, and their understanding on the dataset after interacting with the tool. An open-ended interview followed in which they described their visualizations, their creation process, their mapping choices, and their general experience and satisfaction with the tool and its features.

Participants went again through the sequence of intro-to-tool, visualization task, and feedback session with the second tool and the second set of data and tasks. Tool order was counterbalanced across participants to reduce learning effects and assure that each tool was tested the same number of times on each dataset and task. The study session concluded with a final interview where participants compared how iVoLVER and Tableau Desktop supported the visualization process and listed their perspectives on benefits and limitations of each tool. They were also asked if they would use any of the tools in the future and if so, for what types of visualization tasks. Each study session took approximately two hours.

4.5.3 **Data Collection & Analysis**

Questionnaires were used to collect participants’ demographic and background information as well as their ratings of the visualization process and results. The questionnaire answers were coded and categorized according to themes such as design ideas, rationale for the choice of visualization type, visual mapping strategies, identified benefits and limitations of each tool, and potential usage scenarios.

In each session I took written notes of participants’ interaction processes with the tools and video captures of all on-screen activities. In total, 415 minutes of video data were analyzed using qualitative methods as proposed by Heath et al. [79]. This included a characterization of the individual visualization steps and a detailed analysis of particularly interesting episodes flagged in my observational notes (e.g., patterns in the use of specific functionality and problematic interaction paths). I also collected the visualization outcomes (30 in Tableau and 28 in iVoLVER—two participants did not complete all tasks due to time constraints).
All interviews were audio recorded, fully transcribed, and qualitatively coded by myself following a thematic analysis approach [27]. For comparison purposes, Dr Uta Hinrichs also coded a small portion of the data in an independent process. Initial coding focused on themes from the interview questions such as the visual mapping process and the benefits and limitations of the tools. From there, higher-level themes emerged, for example, suitable usage scenarios for each tool, and perceived ownership of the process and results. The coding scheme evolved through regular meetings with Dr Hinrichs until the coding scheme stabilized.

4.6 Findings

Figures 4.4 and 4.5 show the visualizations created with Tableau Desktop and iVoLVER, respectively. Visual inspection supports an overall difference in the range of visualization types created with each tool.

- **iVoLVER:** Participants created a large variety of visualization types for the three tasks. For V1, most participants (8/10) produced bar charts; two participants created a bubble chart. For V2 there was a strong preference for representing qualitative attributes with changes in shape and color (6/10); other visualization approaches included a Venn diagram (P1), a graph representation (P2), a table (P8), and a cluster-based visualization (P10). For V3, scatter plots constitute half of the visualizations, together with one multi-bar chart (i.e., one bar chart for each attribute—P8), one unfinished graph representation (P2), and three non-standard visualizations with attributes mapped to shape, color, and/or the width and height of rectangular marks (P3, P6, P9).

- **Tableau Desktop:** Visualizations created in Tableau Desktop form a less heterogeneous set. All participants created bar charts for V1. The majority of visualization types created for V2 are table-based representations with marks located in cells (7/10), with the exception of one visualization containing colored text marks (P5), one text table (P9), and a scatter plot where the latitude and longitude auto-generated by Tableau were used to position circular colored marks to represent different countries (P10). V3 visualizations were split between multi-bar charts (6/10) and scatter plots (4/10).

The popularity of bar-based constructions visible in the visualization results of both tools is consistent with Grammel et al.’s previous findings of novices constructing visualizations in Tableau with the assistance of an expert [71]. The entire set of
Figure 4.4: Visualizations built with Tableau Desktop by participants of the main study labelled according to participant number.
Figure 4.5: Visualizations built with iVoLVER by participants of the main study labelled according to participant number.
designs also resembles the *representation continuum* discussed by Walny et al. in the context of data sketching [217], but our participants did not create line graphs or pictorial representations.

### 4.6.1 The Visualization Construction Process

The analysis of the video and interview data revealed that participants approached their visualization construction process differently in iVoLVER and Tableau Desktop, as summarized in the sequence diagrams of Figure 4.6.

In *iVoLVER*, participants followed a mostly linear process (see Figure 4.6a). They reported that they first identified the *data attributes* relevant for the given task and then tried to come up with an *idea* of the type of visualization they wanted to build (e.g., a bar chart) or the types of marks they would use to represent the data (e.g., circles): “*For the first design I just thought about all the general bar graphs that we see all the time in, you know, publications and stuff like that.*” [P3].

Participants would then engage in a *representation process* trying to realize their initial idea. This process typically involved extracting relevant data points from the data table and mapping them directly onto the marks’ properties. However, some participants also reported creating first some marks and assigning them colors or labels, before connecting these marks to data points: “*It’s like you’re pulling shapes into the thing [canvas] in the same way you might in a drawing package. And only then are you kind of introducing data aspects.*” [P5].

![Figure 4.6](image.png)

**Figure 4.6:** Stages of the observed visualization construction processes performed with *iVoLVER* and *Tableau Desktop*. 
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Applying textual labels to marks to refer their corresponding data—typically discussed as a step of presentation mapping [102]—was an integral part of the representation process, as it allowed participants to keep track of what mark represented which data point. Participants would also position, align, or group their marks intentionally. Final layout adjustments and the creation of legends concluded participants’ visualization construction process in iVoLVER.

What stands out in this process is its linearity. The exploration of alternative visualization designs or iterating on initial ideas was rare with only one participant attempting to construct different designs in iVoLVER (see P1 for V3 in Figure 4.5). Exploration was mostly done in the context of testing the suitability of a representation idea, for example, a particular mapping using a single data point and a single mark. Participants’ statements indicate that it was the elaborate construction process that prevented them from further design iterations or explorations in iVoLVER: “Many things need to be manually done. For example, even for these five marks I need to drag fifteen times. [...] But if, after I drag fifteen times, I realize ‘no, a bar chart is not good’ and I need to change, then, probably it would be quite difficult to change at that point.” [P8]. Comments of this type highlight the scalability problem of ConstructiveVis discussed in subsection 3.8.2 of Chapter 3. Strategies to overcome this problem are explored in Chapter 5 of this dissertation.

In Tableau Desktop (see Figure 4.6b), as with iVoLVER, participants first identified the data attributes relevant to their task. However, they then typically started the representation process right away, dragging the attributes of interest into the rows and columns shelves, even if they did not have an idea in mind about how to represent these attributes. Only two participants reported having an initial idea before they started to explore visualization types in Tableau Desktop. Participants typically followed Tableau’s default suggestions for their initial visualization design (visible in the Tableau visualizations for V1 and V2 in Figure 4.4) and spent most of their representation process customizing this design (e.g., changing shapes or colors).

In contrast to iVoLVER, the representation process in Tableau Desktop was more iterative, with participants experimenting with the mapping of attributes to visual elements and rearranging the attributes in the “Columns and Rows” shelves to redefine existing mappings. Many participants also made use of the “Show me” pane to explore alternative visualization types, however, this type of exploration was much less frequently than in the classroom context of the pilot study. These notable differences in the sequence of actions confirm the results of previous
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studies that compared approaches of constructing bar charts using template-based
digital tools and physical tiles [223].

4.6.2 The Tools’ Influence on the Design Approach

When it comes to constructing visualizations, coming up with ideas on how to visually encode data is key. During the interviews, participants were prompted to comment on how they carried out their mappings and what drove this process. As shown in Figures 4.4 and 4.5, the two tools heavily influenced participants’ approaches to visualization design.

With iVoLVER participants typically reported to have a design idea in mind and only then to start the practical process of mapping data to visuals. They often mentioned the need to plan and/or think before engaging into the representation process—this was experienced as challenging, but also encouraged creativity: “In iVoLVER there is sort of an extra step where you actually have to come up with the plot itself and the strategy to build it. [...] When you say ‘I wanna do bar charts’ in iVoLVER, you have to think of stuff like ‘OK, so... How am I going to order the bars?’; ‘How am I gonna connect?’ It’s up to you, all kind of different things: ‘Am I gonna scale the data?’” [P2]; “In iVoLVER you have to think about the properties in one sense but also the marks. And it’s slightly more creative because you are making that selection, before you’re seeing a bar chart or a graph or something that’s quite default and typical.” [P9].

In contrast, the exploration of designs in Tableau Desktop was tool-driven, as shown by the video analysis and interviews. The process was characterized by participants following Tableau’s design lead in the absence of an initial idea or reflection on adequate data mappings: “I mean, I don’t really have to think about [the design] in any way. I just put the title in one column and the value in the rows and, you know, that automatically created the bar chart, which is perfectly adequate. [...] I didn’t necessarily have a bar chart in mind. I just wanted to put it there and decide later on how it’s best represented depending on what the program does. [...] And then see where to go from there.” [P1].

Six participants mentioned or suggested this notion of “no-need-to-think” when working in Tableau: “I was just dragging values around like ‘Oh, I’ll put this in the columns’, ‘I’ll put this in the rows’, ‘I’ll change this mapping from this thing’, but without really thinking about it.” [P5]; “[Tableau] feels like a very quick and easy way of presenting some simple data if you don’t have time to think about how you want to do it in a different
way." [P9]. One participant directly compared the design process of the two tools—their conclusions are representative: "I really, really, liked the way that I can very quickly get something going [in Tableau]. I felt that [...] I didn’t have to think as much about how to implement [the visualization] as I did in iVoLVER." [P5]. These statements confirm what the video analyses of the construction processes in both the pilot and the main study hinted at: with Tableau Desktop participants experimented rapidly with a range of different design approaches, but typically without much critical reflection.

The impact of this tool-driven approach seen with Tableau Desktop should not be underestimated; the collected evidence suggests that it can fundamentally influence the way in which people think about visualization design—even if they do not use the tool any longer. Three out of five participants who worked first with Tableau stated that their decisions on visualizations types in iVoLVER were based on what they did with Tableau: “Because I did the previous [task] using Tableau. The datasets are quite similar, so I already had in my mind it should be something like a bar chart, because I did the previous [task].” [P8]. In fact, when working with iVoLVER, this participant replicated all the visualizations he previously built with Tableau Desktop. The study did not provide any evidence that working with iVoLVER influenced design choices in Tableau.

### 4.6.2.1 Design Exploration

The fundamentally different approaches to visualization design represented by the tools also have an influence on how and how much participants explored alternative design ideas. The speedy, tool-driven process in Tableau Desktop promoted the exploration of multiple mappings as indicated by the following statements: “Since there are so many [design] options, you want to try putting data in different slots and try different kinds of graphs in order to see what looks better. In a way that’s good because you get to explore more stuff." [P3]; “I can change from bars to other things quite easily. [...] so, I can quickly experiment with different charts and see the final one. But for iVoLVER I need to decide first and then I choose the bar chart.” [P8]. As mentioned earlier, with iVoLVER participants typically did not iterate on their visualization designs once they had built them, neither did they explore different visualization types (see Figure 4.6).

However, the type of exploration promoted by Tableau seems less in-depth compared to iVoLVER, with participants not critically reflecting on the meaning
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and potential impact of their explorations: “There wasn’t any need to do anything else because what [Tableau] did automatically was what I should have done, I suppose.” [P1]; “Because it takes care of so much for you, you sort of have to build up a good set of experience to use it. You know, to just be able to expect what it will do.” [P2]. Furthermore, the tool-driven exploration hampered participants’ experimentation with their own ideas: “I think because it’s quite automated, sometimes it’s perhaps a bit more difficult to customize things in the way that you want to.” [P1]; “It felt like I wasn’t really composing the thing. I was kind of putting stuff into pre-canned visualizations.” [P5].

While design explorations can be laborious in iVoLVER, they allow for more free-form, creative experimentation and critical reflection. iVoLVER seems to promote a more “thoughtful” approach to visualization design exploration: “I think the process [in iVoLVER] is very much an atomic thing. So, you do know ‘OK, this one is bigger than this one’, because you’re dragging it and you’re doing it. And so you’re thinking about the values of each thing you are putting on consciously rather than just assuming.” [P10].

4.6.2.2 Deciding on Visual Mappings

The visualization design process not only includes coming up with an idea of how to represent the data as a whole (e.g., the type of visualization) but also how to encode particular attributes using visual variables such as size, color, or shape. According to participants’ statements these low-level visual mappings were typically a consequence of the visualization type chosen: “I chose bar charts and, of course, the height is the suitable [visual variable].” [P8, about his process with iVoLVER]. However, most participants, regardless of the tool, were able to justify their decisions on visual mappings by reflecting on the suitability of certain visual variables to encode particular attribute types. For example, working with Tableau, participants stated things like: “The budget is quantitative, so I used length.” [P4]. Statements after using iVoLVER go in a similar direction: “I decided on color because it seemed like a good way to represent categorical data.” [P5]. These statements, which link to what participants learned through our introductory video, indicate that in both tools they were able to apply visual mappings they came up with for their visualizations.
4. Bottom-up versus Top-down Visualization Authoring

4.6.3 On the Tools’ Underlying Authoring Approaches

iVoLVER and Tableau Desktop represent opposite extremes in the bottom-up/top-down visualization construction continuum described in section 4.2, and the consequences are reflected in the interviews.

Participants discussed iVoLVER’s bottom-up strategy as laborious because it requires manipulating every single data value: “For every circle I had to do the same, the same, the same thing. So, if there was a way [in which] I just do it for one circle, and it automatically does it for all the circles around—it would be perfect.” [P7]. However, they also highlighted flexibility and freedom as benefits of the bottom-up approach: “Because of the way iVoLVER presents all the values you can change all of the direct mappings. I can kind of be a bit more creative with them. [...] Perhaps a good example would be that in the case of the third activity it was very, very easy to see that I could map one value to the height and one value to the width.” [P3]; “[iVoLVER] was actually much more free and helped me come up with new ideas. In Tableau I had no idea what to do with that type of [categorical] data and there wasn’t a huge amount of freedom to play.” [P10].

The above statements highlight an important trade-off: Tableau’s top-down approach results in very few required interactions allowing for the speedy creation and exploration of different visualization types. However, this comes at the cost of transparency of the visualization process. When working with Tableau, it was sometimes difficult for participants to follow how data was mapped to the visual properties of marks, in contrast to iVoLVER where this connection is clearly visible. Along these lines, one participant stated: “iVoLVER is better for design because you actually get to see what works, what doesn’t work and why. Whereas in Tableau I don’t think you get to see what works and doesn’t work and why [...] because it’s generated so quickly that you don’t get the sense of something building up. Whereas in iVoLVER you’ve built something up from a quite low level. Whereas in Tableau you just come in and something is created. You don’t see how it is created or why.” [P10].

In general, most visualization features in Tableau operate on an attribute-level. User interactions (e.g., dragging data attributes to shelves) can introduce fundamental changes in the visualization that can be difficult to follow. Commenting on their experience with the “Show me” pane, one participant stated: “At one point I clicked on it, and it changed everything. I was like ‘This is a disaster!’ [...] I was just not quite sure what it was going to do once I put genre in columns. It was just very abstract.” [P4]. This, along with previous statements, makes clear that predicting, keeping track of, and
interpreting exactly how Tableau Desktop maps data to visual properties was often difficult for participants due to the speed and the attribute-level scale in which things change based on user’s interactions. That being said, the links that show the mappings between data and visuals in iVoLVER, while adding transparency, also frequently cluttered the interface and, therefore, hampered the visualization process. Four participants mentioned this explicitly: “You get to a certain level of complexity [in which] it becomes very hard to manage all connections.” [P5]; “You have the connections, which, again, are quite confusing sometimes. Again, you have to keep good track of what you have done so far.” [P1].

4.6.4 Control and Authorship

The type of words participants used when describing their visualization process in Tableau vs. iVoLVER further indicates that the visualization process in Tableau is largely tool-driven. When explaining their iVoLVER constructions, all participants assumed authorship of the process and outcomes. This was visible in the use of first person singular personal pronouns (e.g., “I did”, “I mapped”), as the following statement illustrates: “And the third [visualization] I’m satisfied with because I showed different data in, like, a readable way.” [P4].

Across all interviews, in just a single instance iVoLVER was credited with a design decision: when a participant released a connection on top of a circular mark and iVoLVER associated this to the mark’s radius property (its default behavior). In contrast, in their descriptions of the process with Tableau most participants (8/10) at some point accredited Tableau the responsibility for certain design decisions: “Tableau did a very good job of ordering them. For example, now we know what Canada produces.” [P6]. It was also common for participants to describe their visualization results as a consequence of a mix of their own and Tableau’s actions which they clearly separated, as illustrated in this exemplary statement: “I dragged the title and I dragged the gross here. Then it [Tableau] automatically generated this [visualization], which I think is good enough. I can understand this already and, again, I wanted to add the labels to make it easier to read. [...] so, I tried to drag the label.” [P8]).

Authorship was also explicitly commented on (without being unprompted) by six participants when summarizing their experience with the two tools: “[In] Tableau you just throw it [the data] at the system; throw everything and then it generates [the visualization] for you” [P8]. And commenting on iVoLVER: “I’d say that the process [in iVoLVER] is definitely more involved in that you have to actually interact with that data
instead of just throwing the idea of a column into a thing and having it built for you. [...] Because designing is something that you need to be involved in, and you need to understand what’s happening with the data for you to show what’s happening with the data.” [P4].

4.6.5 Overall Preferences

At the end of each study session, participants were asked what tool they preferred overall. Most of them favored Tableau Desktop (7/10) because of the speed of construction. However, two of these seven also mentioned a trade-off between speed and: (1) opportunities to explore (“I did everything quicker in Tableau, even though there was less space for exploration.” [P3]; and (2) experiencing the process (“Because I am writing papers, I just want to see the result; I don’t need the process. So, Tableau would be better. But if sometimes I need the process I might choose iVoLVER.” [P8]).

One participant preferred iVoLVER because of its flexibility, but considered Tableau her default option because of its speed: “I’m a very visual user. So, although I got a bit stuck with iVoLVER, I would probably persevere with it just because it let me drag and play around and I could quickly see changing shapes and objects and things like that. But I could see me defaulting to Tableau if I have to quickly create a graph.” [P9].

As indicated by these statements, all participants found the tools’ suitability to be context dependent. They described Tableau as convenient to deal with large datasets: “I’d probably prefer Tableau because I generally use large datasets, and in a large dataset iVoLVER is just not gonna handle it. And so, Tableau would be the only viable option.” [P10]. iVoLVER was considered useful for prototyping, for exploring unfamiliar datasets, and for more creative approaches to visualization: “iVoLVER could be a really powerful tool to prototype visualizations because of its generality and because it’s really convenient and really transparent.” [P2]; “I would say [iVoLVER] is much more useful probably with more unique types of visualizations. Something that isn’t just a standard chart; something where you want to have that fine grained control; and something where you aren’t super familiar with the dataset and you want to figure it out as you go.” [P4].

Two participants mentioned a hybrid approach using both tools. They identified iVoLVER as a good starting point to experiment with potential designs and Tableau Desktop as preferable for implementing the visualization once the design has been decided: “If I don’t know what I want yet, I would prefer to try iVoLVER first to see in how many ways I can design the visualization. And then, if I know what I actually want
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already, I would just put it on Tableau because it’s faster.” [P7]; “I would use iVoLVER for quick drafts of data visualizations. And then if I had to do maybe a more professional one, then maybe move to Tableau.” [P3].

4.6.6 Teaching and Learning InfoVis

Because of its predefined templates, one participant mentioned Tableau as a good tool to teach people the design space of standard visualizations: “If you’re sort of learning a taxonomy of different types of visualizations, Tableau is probably better because they already exist, and you can experiment very quickly by just moving a few things around.” [P5].

Conversely, iVoLVER was mentioned as useful to train beginners because of its transparency regarding the visualization process which brings across basic visualization concepts: “If I was trying to show people the ideas and the intuition and the motivation behind visualizing things, definitely iVoLVER. Once again, the triviality and the transparency [of the process] are the two winning factors.” [P2]; “Because it’s more intuitive. At least I believe that in order to learn something, you have to get your hands dirty; you actually have to go and see. The level of automation of Tableau is very high. It’s just like drag, and then you have no idea what would happen. For iVoLVER you can influence directly what will happen. [...] I believe that for a beginner iVoLVER is better than Tableau.” [P7]; “Tableau does it for you, which isn’t helpful at any kind of education system. Because you don’t have to figure out what specifically is happening and how position works and how area works. It’s just sort of you drag it into size and—whoop!—it does it. Whereas in iVoLVER you need to actually pay attention.” [P4].

4.7 Discussion

The study findings show important differences between iVoLVER and Tableau Desktop in outcomes, process, design approach, authorship, and preference. Participants recognized Tableau Desktop as an efficient tool, but often used it in a haphazard way—“no thinking required”. Although the visualization process in Tableau Desktop included more alternatives, the visualization outcomes were also more homogeneous. The analysis also shows that participants using iVoLVER initiated the design process with their own ideas whereas Tableau Desktop users were strongly led by the tool’s design suggestions. Although most participants preferred Tableau for its speed (7/10), the consensus was that iVoLVER facilitated a
better understanding of the visualization process and promoted a stronger feeling of control and authorship.

4.7.1 Efficiency vs. Understanding, Freedom and Creativity

The comparison of the two tools highlights the consequences of bottom-up and top-down visualization authoring approaches on process and outcomes, which is relevant for designers of visualization tools for non-experts. The trade-offs are remarkably tricky; Tableau’s top-down approach allows people to quickly explore many alternative designs compared to the more laborious bottom-up constructive process of iVoLVER. This reflects the tension between magic and literalism identified long ago by Smith [190], but it goes further: the efficiency of the top-down template-based or shelf configuration approaches might come at the cost of thoughtfulness and affect the transparency of the process. When participants are forced to construct a visualization from the ground up (i.e., from the level of data points), they seem to be involved in a deeper process that results in a better understanding of how the visualization evolves and in a feeling of control, ultimately leading to more creative and varied designs and a stronger experience of authorship.

In many situations tools need to be, first and foremost, quick and efficient; however, it is important to recognize that visualization design is also a creative task. There is value in enhancing the breadth of people’s explorations for visualizations that support their own purposes. Similarly, promoting “thoughtful exploration” and a thorough understanding of the consequences of representation design decisions is more in line with the goals of visual literacy [26, 87, 129], and is an important part in educational contexts. This is in stark contrast to “black boxing” functionality that might leave important design decisions to the tool.

4.7.2 Scalability of the Constructive Process

As discussed in section 3.8.2 of Chapter 3, several of iVoLVER’s design principles (atomicity, visual explicitness, and no menus or hidden operations) have a clear impact in the scalability of the visualization design process (i.e., visualization of larger datasets is tedious and requires a lot of repetitive steps and effort from the user). iVoLVER’s scalability problem was also clear in the execution of the studies reported in this chapter, as evidenced by some of the participants’ comments. Not being able to scale well to larger datasets prevented users from exploring...
alternative designs in iVoLVER (something that did not happen when they worked with Tableau Desktop). This could limit the usefulness of the tool in real-world analytical scenarios. Solutions to the “scalability problem” of ConstructiveVis are investigated in Chapter 5 of this dissertation.

New operations, such as an abstract function composition functionality, and interaction extensions such as macros could probably help. However, these solutions might also affect the tool’s expressiveness and would probably translate into a more complex environment and required interaction (against the simplicity principle of ConstructiveVis).

### 4.7.3 The Space in Between

Tableau Desktop and iVoLVER represent two extremes of a spectrum of visualization authoring approaches. Tools that allow “switching” between these two philosophies, or hybrid tools that bridge the idea of template-based, shelf configuration and constructive strategies may maximize the benefits and overcome the disadvantages of each approach. However, finding a sweet spot that balances the trade-offs found in the studies reported in this chapter requires more research. Although it would be possible to speed up iVoLVER with more abstract dataset operations, this very act of repetitive hands-on data mapping might be what provides the observed sense of thoughtfulness, creativity and authorship. Additionally, increasing automation might reduce the transparency of the process and harm its understanding [91]. The design space in-between seems a promising avenue for subsequent investigations, and is explored in Chapter 5.

### 4.8 Limitations and Open Questions

The design choices of the pilot and the main study obviously impact the generalizability and validity of the presented results. First, I have studied only two particular tools (with their own idiosyncrasies and workflows) that I believe represent the two ends of the top-down/bottom-up spectrum. Second, carrying out a controlled experiment with particular datasets and tasks may have affected participants’ process and visualization approach. While this effect has to be considered when extrapolating the findings, I believe that most of the observations here reported can be linked to the tools’ underlying approach rather than to the specifics of the study. For example, participants highlighted
the importance of the visibility and flexibility of the visualization design process regardless of the particular implementation of each tool. Participants commented—without prompting—on how the tools would scale (or not) with bigger datasets. Nevertheless, additional studies are required to investigate these research questions considering additional visualization tools, datasets and analysis tasks.

It should also be highlighted that all the participants of the study had a science background and therefore arguably an affinity to quantitative data analysis, which may have influenced the study outcomes. Additional studies should investigate if and how the findings expand to different populations (e.g., with a background in the arts or humanities) and age groups (e.g., teenagers and seniors). I believe that these new questions need to be addressed through further studies which, in combination with advances in the design and implementation of new visualization tools, will offer a more definitive emerging picture.

4.9 Conclusion

This chapter presented a two-part qualitative study that compared how non-experts design and implement visual representations of structured datasets with iVoLVER and Tableau Desktop. The chapter discussed these two tools as representatives of the ends of a continuum of strategies to visualization authoring spanned between bottom-up and top-down approaches. The presented study identified differences in how the tools’ underlying approaches shape non-experts’ visualization process, decisions and justifications regarding the visual representation of data, and their feeling of control and authorship toward the visualization outcomes.

The insights of this chapter uncovered the advantages and limitations of iVoLVER’s constructive approach to visualization authoring. As a digital constructive visualization tool, iVoLVER promotes a more hands-on, manual approach to visualization that forces designers to do more themselves, which can result in a better understanding of visualization principles and values. However, the tool does not scale well to larger datasets because it requires a large number of repetitive interaction steps, which can affect how and how much users explore alternative designs. The results discussed in this chapter can inform the design of future visualization tools implementing constructive principles, that are fast and easy to use but also empower people to create effective visualizations and promote critical thinking on their design process.
The purpose of visualization is insight, not pictures.
— Ben Shneiderman [35, p. 6]

The comparative study with iVoLVER and Tableau described in the previous chapter identified several trade-offs that arise as consequence of a tool’s underlying approach to visualization authoring. While constructive “bottom-up” tools (such as iVoLVER) promote a hands-on, user-driven design process that enables a deep understanding and control of the visual mappings, more automated “top-down” tools (like Tableau Desktop) are way more efficient and allow non-experts to rapidly explore complex alternative designs, but often at the cost of transparency.

This chapter investigates how to reconcile automation and computer-assisted design with the benefits of ConstructiveVis (Q2.C). In doing so, the chapter explores how to overcome ConstructiveVis’ scalability problem (described in section 3.8.2) to support a visualization design process that is not affected by the size of the involved dataset.

To gain an understanding of this design space, I conducted an iterative design process and organized a series of design workshops with people of different backgrounds and expertise levels. The combined set of designs contains a variety of solutions that range from example-based approaches (that directly expand ConstructiveVis) to solutions in which the visualization tool infers the designers’ goals and applies predefined design principles. After a detailed analysis of these solutions and some existing visualization tools this chapter provides an initial step towards designing scalable digital constructive visualization tools.
This chapter first discusses relevant work on automation & agency, and abstraction & encapsulation in the context of visualization tools. It then presents the outcomes of an iterative design effort, which is followed by a detailed description of the results from the design workshops. Finally, it presents a design space described in terms of agency and atomicity as dimensions that can drive the design of new visualization tools.

5.1 Background and Related Work

This chapter draws on the concepts of automation & agency, and abstraction & encapsulation in the context of visualization tools as discussed below.

5.1.1 Automation & Agency

Automation is an important concept in visualization tools in order to facilitate visual mapping of large datasets and to enable the visualization designer to rapidly explore different visual representations. For example, many tools feature recommendation modules that suggest designs as users manipulate data elements (e.g., Tableau’s “Show Me” [126] and similar strategies in other visualization tools [25, 69, 156, 176, 221]). In general, automation is meant to ease tasks that would be otherwise unnecessarily difficult, repetitive, or tedious. However, research from psychology and cognitive sciences has shown that too much automation may lead to complacency and bias [154, 153]. People tend to trust computers quickly and, thus, are less likely to reflect on what automated routines actually do on their behalf [52]. Furthermore, people often give more weight to the computer’s decisions even in the presence of contradicting evidence [37].

In digital tools, excessive automation can also affect how people perceive agency, a concept that “refers to a person’s ability to control their actions and, through them, events in the external world.” [74, p. 242]. The experience of agency is an important aspect of HCI research because users “strongly desire the sense that they are in charge of the system and that the system responds to their actions.” [181, p. 75]. Coyle et al. [49] found that too much computer assistance can harm people’s sense of agency in a point-and-click task. As shown in the previous chapter, this can also happen in visualization tools: people experience different levels of control and authorship of the visualization design process when working with tools that offer opposite levels of automation (e.g., Tableau Desktop vs. iVoLVER).
Other research efforts within the visualization community have also paid attention to agency. Tori and Möller’s taxonomy, for example, emphasizes the human aspect of visualization techniques by considering “how much the designer chooses display attributes” [206, p. 154]. Similarly, Koytek et al. incorporated the concept of agency into brushing and linking interaction [113]. Yu and Blackwell investigated the role of timing on user’s agency in mixed-initiative interaction [225]. Other works have also looked at the combination of algorithmic and computational power with manual operations (e.g., [7, 141, 155]). This chapter specifically considers how to support both agency and automation in visualization tools.

5.1.2 Abstraction & Encapsulation

To deal with datasets of different types and scales, visualization tools often create abstractions of the data and visual mapping processes. While constructive approaches have a low level of abstraction (as values are directly mapped to visual properties), other tools implement different types of abstraction on a data, visual, or interaction level. Abstraction is a cognitive process that plays an important role in human language and thought [86, p. 184]. It is a complex term discussed across many areas of study such as philosophy [162], psychology [59, 189] and mathematics [78], and it is used in engineering to cope with complexity [110], although it necessarily implies hiding of detail (i.e., encapsulation).

The remainder of this chapter will refer to one specific type of abstraction—generalization abstraction—defined narrowly as the ability to refer to a set of items with a symbol. For example, when dealing with data, the name of a column becomes an abstraction of all the values contained in that column (i.e., all the values associated to an attribute). Abstraction can also be recursive: one can abstract a group of abstractions (e.g., one could refer to the group of Name, Surname, and Age columns as the Person data table, which raises the level of abstraction). The definition of abstraction used in this chapter is related to encapsulation in software engineering and object-oriented programming [192], and it has been discussed from the point of view of visualization of algorithms [140].

5.2 Goals and Methodology

The aim of the research described in this chapter is to explore how to bring together the benefits of bottom-up and top-down approaches to visualization tools. As
suggested by the findings presented in Chapter 4, this is a difficult challenge as the benefits of bottom-up visualization tools—a deep involvement and understanding of the visualization process—might be incompatible with the benefits of top-down visualization tools: the quick and easy development of visualizations even of large datasets, made possible through automation.

To investigate possible solutions to this challenge in-depth and from multiple perspectives, I followed a mixed design methodology driven by: (1) my own and collaborators’ experience in designing visualization tools and UIs, and (2) by the ideas from people with varying degrees of expertise in data visualization and visualization tools, who took part in four design workshops. In the search of design approaches to visualization tools that would be suitable not only to domain experts but also to visualization novices, the involvement of a larger group of people with different backgrounds was important as it led to a rich set of solutions. These explorations were done with iVoLVER and focused on revising this tool’s design to make it scalable (i.e., suitable for visualizing larger datasets) while maintaining transparency and user-involvement in the visualization process. The following sections first present the in-house designs. This is followed by a discussion of the design workshops and the participants’ solutions.

### 5.3 In-house Design Solutions

Before the execution of the design workshops, I sketched my own solutions to the problem of visualizing larger datasets in iVoLVER. I then engaged in an iterative process with Dr Miguel A. Nacenta in which we revised these designs. We held four meetings of about 1.5 hours each in which we incrementally refined my initial ideas using paper sketches.

#### 5.3.1 Macro Recorder

In this solution, shown in Figure 5.1, users specify visual mappings by connecting individual values of the dataset (i.e., cells of the data table) to a mark’s visual properties while an additional interface element, the Macro Recorder, registers the history of manual actions throughout the visualization process. The recording is activated upon request, and when finished it allows to select a subset of the performed actions and a set of data records (i.e., rows of the dataset) on which the selected actions will be applied. This generalization step results in a set of new
marks that represent the selected data according to the mappings specified by the actions on the initial mark.

This design is based on the concept of demonstrational interfaces that “let the user perform actions on concrete example objects [...] while constructing an abstract program” [145, p. 61]. It preserves iVoLVER’s bottom-up approach as the visualization design process takes place by specifying mappings at the level of

---

**Figure 5.1: In-house Macro Recorder**
individual data values and marks. The recording feature allows for generalization and, in this way, resolves the problem of having to repeat individual interaction steps, one of iVoLVER’s main drawbacks.

### 5.3.2 Smart Assistant

<table>
<thead>
<tr>
<th>NAME</th>
<th>CITY</th>
<th>DOB</th>
<th>SALARY (dollars)</th>
<th>DEPARTMENT</th>
<th>SERVICE (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charles</td>
<td>Kansas</td>
<td>21/02/1983</td>
<td>1270</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>Chris</td>
<td>Dallas</td>
<td>07/09/1985</td>
<td>1580</td>
<td>Sales</td>
<td>5</td>
</tr>
<tr>
<td>Rachel</td>
<td>Miami</td>
<td>19/02/1988</td>
<td>3300</td>
<td>Marketing</td>
<td>10</td>
</tr>
<tr>
<td>Emily</td>
<td>San Jose</td>
<td>26/04/1989</td>
<td>1220</td>
<td>Sales</td>
<td>6</td>
</tr>
<tr>
<td>Gabriel</td>
<td>Chicago</td>
<td>03/03/1999</td>
<td>3620</td>
<td>Marketing</td>
<td>13</td>
</tr>
</tbody>
</table>

This solution, shown in Figure 5.2, proposes a visualization process based on a mixed-initiative interaction approach [5]. Visual mappings are specified on a single mark using individual values of the dataset. The tool monitors the designer’s...
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mapping actions and provides guidance on how to proceed in further stages of the visualization construction process. As the Smart Assistant detects a new mark or modification of a visual property, it infers how the corresponding mapping applies to other data and shows previews of the resulting visualization based on all data values. The user can accept or reject these suggestions, or explore alternatives.

5.3.3 Proxy Mark Widget

In this solution, shown in Figure 5.3, mappings are specified not directly on marks, but through a widget that acts as a proxy for a group of marks and provides access to their visual properties. Users specify visual mappings by feeding sets of data values to the widget’s graphical representations of visual properties. These sets can contain either all the values associated to a data attribute or just some parts. In this design, the former are available through the column headers of the data table while the latter can be manually constructed with a vertical dragging gesture that spans across the desired values. Once all the data mappings have been specified, an output port allows users to drag the resulting visualization to the canvas.

This solution is similar to Tableau’s “Marks Card” [196], with the important difference that the user is in full control of the visual properties of marks, including their position in the canvas which can be defined explicitly, rather than implicitly as in Tableau through the “Columns and Rows” shelves [194].

![Figure 5.3: In-house Proxy Mark Widget](image-url)
5.4 Design Workshops

In order to expand and validate the in-house design ideas on facilitating the visualization of larger data sets using iVoLVER, I conducted four design workshops with people of different backgrounds who engaged with the problem for half a day in groups of 3–4. To provide participants with some context, they first worked with Tableau and iVoLVER, before they sketched and discussed their design ideas.

5.4.1 Participants

14 people (8 female, 6 male, 19–49 years old—median 26) from the University of St Andrews participated in the study. Twelve were undergraduate or graduate students in computer science, mathematics, English literature, or museum, art history & gallery studies; one was a practitioner in research communication; and one was a lecturer and researcher in economics & education. None of them had participated in the studies reported in previous chapters of this dissertation.

Expertise in visualization varied from no knowledge (1), experience with visualizations on the web or magazines from a consumer perspective (7), an awareness of visualization concepts, without any practical experience (3), and visualization practitioners with at least one year of experience (3).

Participants’ experience with visualization tools and interface design varied. Six did not know Tableau before the study; three had heard of it. Four had used it once, and one was comfortable with it but not proficient. Five participants did not know iVoLVER; five had heard of it. One had used it once, and three were comfortable with it, but not proficient.

Four participants had no experience with designing user interfaces. Nine had varied levels of expertise, ranging from novices (1), basic knowledge from university projects (4), to practitioners with at least one year of experience (4)—their experience ranged from designing mobile or large-display touch interfaces, interfaces for domain specialists, and visualization-based interfaces including Tableau dashboards.

5.4.2 Procedure

Each workshop session consisted of the following stages:
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- **Introduction to Visualization Concepts.** After filling out a questionnaire about their background (see Appendix E.3), participants watched a 4-minute video explaining the concepts of marks and visual variables and their relevance to visualizing data\(^1\). Participants kept a printed summary of the video to have at hand during the visualization tasks (see Appendix B.1). This stage ensured that all participants had at least some minimum knowledge on basic visualization concepts.

- **Tool Introduction.** A 20-minute session consisted of a live demonstration, introducing participants to the first tool (iVoLVER or Tableau). This included an overview of its interface features, a demonstration of how the tool implemented the visualization concepts, and how to map data to visuals and create visualizations based on a small dataset. Participants were given a printed “tool cheatsheet” to facilitate the subsequent visualization tasks (see Appendices B.2 and B.3).

- **Visualization Task.** Participants received one of two datasets and corresponding tasks to complete using the tool at hand. The tool order was counterbalanced across groups, dataset order was counterbalanced across participants within a group. The datasets were the same used in the in-classroom and lab experiments described in Chapter 4: one about oil production (see Table 4.1) and one about movies (see Table 4.2), each containing five data points and five attributes. The tasks included the creation of three different visualizations involving different data attributes. The tasks for both datasets were equivalent in the type and number of attributes. Participants had 30 minutes to complete these tasks. After this, they were introduced to the second tool and used it to complete the visualization tasks with the second dataset.

- **Group Discussion on Tools.** The workshop attendees briefly discussed their overall experience with Tableau and iVoLVER, including differences, advantages and limitations.

- **Design Briefing.** These hands-on visualization sessions were followed by a briefing highlighting the main goals for the sketching session: To revise iVoLVER as a constructive visualization tool that would: (1) scale to large datasets, (2) support a speedy visualization process, and (3) avoid repetitive interaction steps; all while still supporting transparency and keeping the user in charge of the design decisions.

\(^1\)The same video used in the comparative study described in Chapter 4
5. Sketching Session. Participants then spent approx. 45 minutes sketching design solutions (see Figure 5.4) that would meet these goals. They were advised to revising iVoLVER by either modifying its current features or creating new ones. Participants were provided a sketching toolkit that, among other materials, contained several printed cutouts of a sample dataset (different from the data used in the visualization exercise) that they could glue to A3 sketching sheets and use this as a starting point for sketching a new idea. This configuration also provided a common ground to discuss all participants’ solutions later in the workshop. The dataset representations came in small, with five records/rows (see Table 5.1), and large (36 records) versions.

- Presentation of Sketches. Participants presented their sketches to the group, explaining their ideas toward a better constructive tool.

The workshops ended with a presentation of the in-house solutions leading into a concluding discussion of ideas that had come up in the session.

5.4.3 Data Collection & Analysis

Participants’ presentations of sketches were video-recorded (98 min. total), and the sketches themselves were collected (41 pages; available in Appendix E.4). This data forms the basis for the findings reported later in this chapter. The analysis of the video data followed a coding process as proposed by Heath et al. [79] that was informed by observational notes taken throughout the workshops.

Initial coding focused on the visualization stages as addressed by participants and how they envisioned particular features and their implementation. This was followed by grouping the initial codes to classify the participants’ solutions based on similarities and higher-level strategies.

<table>
<thead>
<tr>
<th>Name</th>
<th>City</th>
<th>DoB</th>
<th>Salary</th>
<th>Department</th>
<th>Service</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charles</td>
<td>Kansas</td>
<td>21/02/1983</td>
<td>1270</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>Chris</td>
<td>Dallas</td>
<td>07/09/1985</td>
<td>1580</td>
<td>Sales</td>
<td>5</td>
</tr>
<tr>
<td>Rachel</td>
<td>Miami</td>
<td>19/02/1988</td>
<td>3300</td>
<td>Marketing</td>
<td>10</td>
</tr>
<tr>
<td>Emily</td>
<td>San Jose</td>
<td>26/04/1989</td>
<td>1220</td>
<td>Sales</td>
<td>6</td>
</tr>
<tr>
<td>Gabriel</td>
<td>Chicago</td>
<td>03/03/1999</td>
<td>3620</td>
<td>Marketing</td>
<td>13</td>
</tr>
</tbody>
</table>

Table 5.1: Dataset used in the sketching exercise
5.5 Results

Participants’ approaches to the introductory visualization tasks during the workshops confirmed the observations of the study that compared bottom-up versus top-down visualization authoring using iVoLVER and Tableau Desktop (chapter 4). That is, participants explored more alternative designs when working with Tableau, and produced a more varied set of visualizations when working in iVoLVER. Along the same lines, the group discussion on tools focused on the trade-offs of the two tools’ approaches, namely the speed of construction and automation (Tableau) and the transparency and flexibility of the visualization process (iVoLVER). These outcomes validate the setup of the workshops and confirmed that participants understood the problem before the sketching session.

The participants’ sketches address three different aspects of the visualization process: (1) data preparation (e.g., formatting, sorting, filtering), (2) interactions with the data (e.g., grouping), and (3) visual mappings specification. The participant’s solutions that compose each of these categories are described in the sections below. Note that some of the sketches are annotated in yellow for better comprehension.

Figure 5.4: Sketching exercise setting
5.5.1 Data Preparation Support

Six sketches (all produced by participants with a computer science background) included solutions to pre-process the data before starting the actual visualization process. Participants with non-technical backgrounds simply assumed that the tool would recognize the data’s structure automatically.

Most of these designs extract and format the data from the table to reflect

(a) Displaying [P8].

(b) Formatting [P4].

(c) Formatting [P5].

(d) Setting the data type [P2].

(e) Sorting/filtering [P5].

(f) Rearranging [P3].

Figure 5.5: Participant designs that address data-related aspects of the visualization construction process
the relationships between values and attributes. For example, P8 proposed an automatic approach where the tool generates a “data breakdown” pane which organizes the data according to attribute types (see Figure 5.5a). This design resembles Tableau’s Data Pane [195] in appearance and functionality.

Other participants proposed a more manual approach for configuring the data extraction process. For example, P4 designed a widget to extract and format the values from an attribute’s column (Figure 5.5b) which also allows additional specifications (e.g., such as the number of values to extract). P5 proposed a similar element that extracts and formats values also across columns (Figure 5.5c), and P2 designed a widget to set the data type of each attribute (Figure 5.5d). Other participants designed configurable canvas elements to filter and sort data (Figure 5.5e) and to rearrange the individual values of an attribute (Figure 5.5f).

5.5.2 Interactions with the Data

Although some solutions required interaction with individual data values, most participants proposed manipulating several values at a time, highlighting that working with individual values makes the process tedious: “Both of my ideas are targeted towards improving efficiency because I found that [in iVoLVER] some of the tasks were quite tedious; specially since it’s all geared towards single values.” [P8].

11/14 participants proposed accessing all values of an attribute by interacting with the column headers of the data table: “We want to go from creating data bindings between a single value to some property of an object [a mark]. And we want to go from that to potentially manipulating thousands of objects [marks] at the same time. So, the natural thing to do is to consider the headings, the column headings for the data that we have.” [P7]. An example of interactions with the table’s column headers is shown in Figure 5.6a. The creation of value subsets of an attribute was commonly supported via dragging gestures to select the values of interest (Figure 5.6b). Similar to selection of nonadjacent cells in MS Excel, P13 proposed to “select multiple parts of your data [...] via drag-and-drop or ‘control plus click’”.

5.5.3 Specifying Visual Mappings

17 design ideas presented by participants focused on how to specify mappings between data and visual properties. These solutions represent six groups of unique ideas that are described below.
5. Exploring the Space in Between

Figure 5.6: Interactions with the data table (shown with cursor annotation)

(a) With column headers [P3]. (b) Direct selection [P12].

Figure 5.7: P6’s “plus popup” button to replicate visual mappings

(a) Setting properties of a mark (b) Replicated mappings

5.5.3.1 Mapping Replication

P6 proposed an idea that directly builds on iVoLVER’s way of mapping data to visuals, but replicates this mapping process to multiple values and/or attributes. As shown in Figure 5.7a, a data value Charles has been dragged into the label property of a circular mark, creating a visible link (the visual properties of the mark are not displayed in the sketch). The same is done with a quantitative value of the Salary attribute, which links it to the mark’s radius. Finally, a value of Supplies is converted to color through an additional widget before being mapped to the mark’s color property. Now that the first visual mapping step is completed, the user can press the “plus popup button” to replicate the same process using other data records by clicking rows in the table (Figure 5.7b).
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5.5.3.2 Macro Recorder

P13’s idea was to “record macros to automate actions” as described in his presentation: “You would get one mark and say ‘I want to take the country’s name for the label and I want to take the height of the bar—if it’s a rectangle—for the population of that country’. And you would kind of record your actions. Not as literal as: ‘go to this part of the screen with the mouse cursor and click here’, but just to say ‘now rinse, repeat, wax on, wax off all the way down the table’, reapplying the same set of actions as I have.” [P13]

5.5.3.3 Propagation of Individual Mapping Steps

P10’s approach (verbally presented) allows users to connect individual data values to visual properties and propagate the underlying mapping to other existing marks on the canvas via a gesture that takes into account the values’ and marks’ spatial arrangement in the data table and canvas. For example, after connecting a Salary value $v$ to the height of a rectangular mark $M$, swiping right on the canvas would modify the height of all marks located to the right of $M$ with values from Salary that are located below $v$ in the data table. Swiping left would apply the values above $v$ to the marks to the left of $M$.

5.5.3.4 Bulk Modification of Mark Properties

P2 proposed a selection tool to group marks in the visualization canvas: Figure 5.8a shows a sketch where four circular marks (highlighted in green) have been grouped. Users can access the visual properties of a mark and connect individual data values

![Figure 5.8: Bulk assignation of grouped marks' properties](image-url)
to it, which directly affects the other marks: “If you change [a visual property] for one thing [mark] in that group, that [property] changes in the same way for all of them.” [P2]. This operation can make use of actual data, but it can also facilitate changing a particular visual property across all marks: “It’s not intended for large datasets where the attributes need to be different for every one. It’s intended for, like, if you wanna change the color of several marks at the same time.” [P2].

P11 proposed an idea that also involves a group selection tool (Figure 5.8b). Here, the tool automatically associates a widget to any user-created group of marks. Double-clicking a group evokes this widget which provides access to the marks’ visual properties. Sets of data values can be connected to each of these properties. When receiving a new data link, the corresponding property of each mark within a group changes.

![Figure 5.9: Designs that specify visual mappings through a proxy object. The yellow highlighting shows the proxy’s properties where data is connected.](image_url)
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5.5.3.5 Collective Proxy Objects

Five participants (P2, 5, 6, 7, and 12) proposed specifying the mappings of several marks using a single graphical object (Figure 5.9). The circular object in Figure 5.9a, for example, is not an individual visual mark, but a widget that provides a list of four visual properties. The sketch shows the data attributes Name, Salary, and Service connected to the widget’s label, height and width visual properties, respectively. The widget eventually generates the visualization by instantiating a group of marks, each representing the specified mappings. I refer to these designs as collective proxy objects as they support a visualization process that involves an object that acts as a “proxy” for a collection of marks. Participants’ ideas proposing this type of solution differed in the following aspects:

- **Shape property.** Three participants sketched ideas where the visual appearance of the proxy object determines the shape of the marks it generates. For example, a rectangular proxy object creates a bar chart like visualization (see Figure 5.9b). P2 and P6’s ideas (shown in Figure 5.9a and 5.9c) are also based on a predefined shape property. To overcome the inherent limitation of this solution that would only allow to construct visualizations whose marks have the same shape, P7 proposed a shapeless proxy object with an additional shape property to be specified for each mark independently. P12 proposed a similar idea (see Figure 5.9e; here, the shape property is called “mark”).

- **Time and space of rendering.** Four proposed ideas require the user to explicitly trigger the generation of the visualization once the visual mappings are configured. For example, in P2’s design (Figure 5.9a), this is done via the button located at the bottom-right of the circular proxy object. Other participants proposed rendering the visualization via a drag-and-drop gesture from the proxy object onto the canvas. Only one participant proposed a design that does not require a rendering step but allows changes on marks to take place in real time, as data is connected to the proxy object’s visual properties. As shown in Figure 5.9d (left) marks (the three black rectangles) reside within the proxy object itself, which also acts as a container for the resulting visualization.

- **Position mappings.** The proxy objects of four participants lack location properties, but implement position mappings as in iVoLVER: by linking marks to an external positioner widget (i.e., a locator). In contrast, P7 incorporated the locator within his proxy object design (Figure 5.9d, right).
5.5.3.6 Axis-based Solutions

Three participants proposed ideas that include axes as a fundamental visualization component. These widgets enable the specification of position mappings when sets of quantitative values are connected to the widget’s axes (Figure 5.10). When the connected data contains categorical values, the widget applies heuristics to determine other types of visual encodings. For example, when connecting a set of quantitative values to one axis and a set of categorical values to the other, the widget generates a bar chart. The widget therefore decides the marks that compose the visualization, i.e., the data input and the order in which it is connected determines the type and layout of the visualization. This idea is comparable to Tableau’s “Columns and Rows” system where marks and visual properties are determined by the data attributes on each shelf.

5.5.3.7 Simple Representations as Building Blocks

P1 proposed an idea where the tool decides the visualization design based on the data attributes types. For example, Figure 5.11a (top row) shows two visualizations automatically generated by the tool for two data attributes: “[the tool] knows it [the city attribute] is categorical, so it makes up something like this. For the salary, it creates a distribution [histogram] of the actual values themselves.” [P1]. To define more complex visualizations, the user can merge simple representations via drag-and-drop gestures (see Figure 5.11b, bottom, showing “the average salary of every city” [P1]). In this solution, all visualization design decisions are made by the tool based on the data attributes. The more attributes, the more complex the decisions inferred by the tool. Although not sketched, P1 said that “there will be ways to sort of
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(a) Individual views  (b) Resulting Visualization

Figure 5.11: Merging simple views to create more complex one [P1]

customize this [resulting visualization], ’cause you are gonna want to customize them in different ways, presumably. But it [the tool] will give you something for a start. It will give you something basic to work with and then you can carry that on."

5.5.3.8 Chart Galleries

P3, 4 and 13 proposed in their designs a gallery of charts for the user to select in order to represent data attributes (Figure 5.12). P13 explained that this part of his design was similar to MS Excel’s charts gallery or Tableau’s “Show Me” pane. The galleries from P3 and P4 additionally provide access to other type of designs. For example, dragging a bar chart from P3’s gallery onto the canvas creates an axis-based widget.

(a) P3  (b) P4  (c) P13

Figure 5.12: Sketched chart galleries.
5.6 Families of Design Solutions

The participants’ design ideas presented above and the in-house solutions reveal three different design families (see Figure 5.13): (1) visualization by example, (2) collective proxy objects, and (3) automated principled design. The sections below characterize these families alongside their underlying design strategies: (1) automated iteration, (2) abstraction, and (3) automated choices.

5.6.1 Visualization-by-Example: Automated Iteration

Four of the presented design ideas first manually specify visual mappings based on a single data instance (e.g., one record or table row) which are then automatically applied using other data or the entire set (Figure 5.13, left). The “plus popup button” proposed by P6 (Figure 5.7) and P10’s gesture-based mapping propagation idea represent this visualization-by-example approach. This family also includes P13’s description of a Macro Recorder, the in-house one (Figure 5.1), and comparable macro recording solutions in commercial tools such as MS Excel.

These solutions directly address the issue of having to repeatedly specify the mapping between individual data points and visual elements that arises in iVoLVER due to its bottom-up approach to visualization authoring. To this end, visualization-by-example solutions implement automated iteration as a strategy that allows the application of design decisions reflected by an individual data-driven visual element to a larger scale.

As shown above, implementations of this strategy differ in terms of how automated iterations actions are specified and when results become visible. For example,
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P6’s “plus button” idea specifies how a data instance is represented by a mark’s visual properties. In contrast, macro recorder solutions specify mappings as ordered sequences of actions carried out within a particular temporal interval. Both solutions apply mappings in bulk, while others, such as P10’s gesture-based mapping propagation, do this as new individual mappings steps are specified, showing how the automated iteration is progressively carried out across the data.

5.6.2 Collective Proxy Objects: Abstraction

Eight sketches implement interface elements (e.g., a widget), separate from the resulting visualization, to specify visual mappings between data and visual elements (Figure 5.13, middle). Such proxy objects can take incoming connections with individual values, sets, or data attributes. Modifications to the visual mapping happen through the proxy object and propagate to all the corresponding visualization elements. The design solutions in Figures 5.3, 5.8b, and 5.9 show different implementations of collective proxy objects. Other examples include Tableau’s “Marks Card” [196] which acts as a proxy of the final visualization. P2 presents a different implementation of this design approach where every visualization element is also a proxy for all other elements within its group (Figure 5.8a).

Design solutions in this family are based on abstraction as a design strategy: a single interface element represents—logically—multiple data items and the visual properties of the corresponding marks while the individual constituents are hidden. Abstraction is a general term well discussed in psychology, semiotics and other areas, but here it best conveys this strategy’s meaning. As a design strategy to scale constructive visualizations, abstraction affects access to visual properties and mapping options, and to the data itself: high degree of abstraction may allow visual mappings at an attribute level, while a low degree will enable mappings at the level of individual values.

5.6.3 Automated Principled Design: Automated Choices

Seven of the presented designs support a top-down approach to visualization construction (in the sense defined in Chapter 4), where visual mappings are decided and automatically applied by the visualization tool based on pre-defined principles as specified in its implementation and not by the visualization designer (Figure 5.13, right).
For example, in P4’s solution (Figure 5.10b) the designer selects the data attributes and loosely specifies the visualization type by mapping each to the chart’s axes. The tool then specifies the chart type that fits these data types. Similarly, in P1’s design, two visualizations are automatically merged into one, whose design is decided based on the initial data types involved (Figure 5.11). In P13’s solution the tool offers a variety of chart types which will fit the attribute types selected by the designer. Once the designer selects the chart type, the tool applies the necessary visual mappings. This is similar to how MS Excel’s chart gallery [57] or Tableau’s “Show Me” [126] pane operate. P3’s solution (Figure 5.10a) supports scenarios where the designer chooses a visualization type (e.g., a bar chart), but then maps data attributes of an unsuitable type (e.g., two continuous attributes): the tool automatically performs operations to make the data fit the visualization type (e.g., bin or average data values).

The underlying strategy of this family of designs is that of automated choices in which explicit decisions by the designer are minimized, and the tool makes choices such as: (1) the visualization type (e.g., the type of marks and visual attributes), (2) the mappings between data and visual variables, and (3) applying data transformations (e.g., binning a continuous data attribute to map to a discrete visual variable). While this strategy leaves many design decisions to the tool, automated choices can be implemented as mere suggestions or as configurable by the designer.

The three strategies to scale constructive visualization approaches to large data sets—automated iteration, abstraction, and automated choices—are not necessarily mutually exclusive; design implementations can apply multiple strategies. For example, the in-house “Smart Assistant” solution (Figure 5.2) can be considered as an implementation of the automated choices strategy, as it makes unprompted decisions about generalizing visual mappings. But, it also implements the automated iteration strategy as it allows the designer to explicitly apply defined visual mappings to additional data points.

5.7 Agency and Atomicity: A Design Space for Visualization Tools

The families described in the previous section are clusters of design solutions based on strategies to implement constructive visualization tools that scale to larger datasets. This section presents a design space emerging from these strategies
5.7. Agency and Atomicity: A Design Space for Visualization Tools

Figure 5.14: Design space defined by agency & atomicity with existing tools (green), including MS Excel [57], the Google Sheets Explorer feature [68], and SPSS Chart Builder [98], alongside in-house (blue) and workshop solutions (red). The workshop solutions from the “collective proxy objects” family span horizontally because they combine abstraction with different levels of automated choices.

which is defined by agency and atomicity as two qualitative dimensions. This design space summarizes the differences between the proposed solutions (both in-house and from the workshops) and places some existing representative research and commercial tools in relation to the solutions of the design study.

5.7.1 Agency

In this design space, agency refers to who carries out the visualization process: the tool or the human designer. A visualization tool can make a range of decisions during the design process, such as selecting the visualization type suitable for a designer-selected data subset (Figure 5.12c [P13]), or even performing actions on behalf of the designer, such as applying a mapping repetitively to the full dataset (Figure 5.10b [P4]) or just to the next record (Figure 5.7 [P6]).

This dimension is represented as the horizontal axis in the design space diagram.
shown in Figure 5.14. Design solutions in which more agency is placed on the visualization tool, that is, where the tool is in charge of important design decisions and actions (e.g., visual mappings), are located more to the right. To the left on this axis are purely constructive tools, such as iVoLVER.² Agency is not exclusively linked to the automatic choices strategy. Abstraction and automated iteration also place some agency on the tool, as it takes over designer activities.

5.7.2 Atomicity

Atomicity refers to the level at which the tool allows the manipulation of both data and visual representations; that is, what designers can see and manipulate. At the most atomic level of data the tool represents and allows the manipulation of individual values (e.g., a single number in a table cell). Similarly, at the most atomic level a designer can manipulate individual marks (e.g., one bar of a bar chart). This is how iVoLVER operates. Designs with low atomicity operate mostly on groups of values, at an attribute level, or on groups of attributes (or on groups of marks, or even groups of small multiples on the visual side). Most solutions of the “collective proxy objects” family specify the visual mappings of many marks through a single widget that takes data attributes—not individual values—as an input (e.g., Figure 5.9a [P2]).

This dimension is represented as the vertical axis in the design space diagram of Figure 5.14. Solutions higher in this axis have the highest atomicity (e.g., iVoLVER, which is based on the manipulation of individual values and marks); solutions lower down represent data mostly at an attribute level (e.g., the data column becomes a single element to manipulate in Tableau, Many Eyes [213] and the designs of Figure 5.9). In DataMeadow [56], the visualization process involves manipulating data attributes, but the entire dataset can also be represented and manipulated through a single visual element. Lark [205] supports an even more lower atomicity: a complete dataset is represented as a single visual element that moves through different transformation steps and the visualization’s components cannot be manipulated directly.

²Note that even a tool like iVoLVER, built from the ground up with a constructive philosophy, makes some decisions for the designer. For example, if the designer drops a data value on top of a mark, iVoLVER will automatically assign it to a default visual property.
5.7.3 The Design Space: Strategies, Quadrants & Limitations

The set of strategies described in the Families of Design Solutions section can also be described as a collection of design tropes that allow designers of visualization tools to explore and discuss important options and their corresponding consequences. For example, adding automatic iteration to a purely constructive tool will place more agency on the tool: now the tool does something for the designer. Adding abstraction decreases the level of atomicity (abstraction hides access to the more atomic elements) and also places agency on the tool: as with automatic iterations, the tool applies operations to all individual data values and visuals on behalf of the designer. Finally, implementing automated choices shifts the agency balance to the tool side; adding automated decisions to any tool will move it closer to the right end of the design space.

Besides the in-house (orange) and workshop (blue) design solutions, the design space of Figure 5.14 shows a selection of representative existing visualization tools (green). Several interesting observations can be derived by looking at the distribution of the tools in the quadrants of this space. First, most of the surveyed tools (green) gravitate towards the bottom right corner of the space (Q4), with the exception of iVoLVER. Second, the right side of Q1 is populated mostly by solutions from the workshop (red). Third, there are parts of the space that are barely populated, most prominently Q2, which represents tools that make many decisions on behalf of the designer but stay at a high atomicity level. I believe that there is potential for tools in these underpopulated areas. For example, a Q2 tool could be a "visualization tutor" that walks a learner step-by-step through the visual mapping process using individual data values.

The presented design space should be understood as a qualitative tool as opposed to an exact quantitative metric to specify tool differences. Therefore the positioning of tools and solutions in Figure 5.14 is open to interpretation and is meant to promote discussion on how agency and atomicity are addressed within the current visualization tools landscape. Some tools also appear in several places because they incorporate multiple strategies to create visualizations (e.g., Tableau’s “Show Me” [126] pane and “Columns and Rows” [194]). Similarly, the workshop solutions grouped under the “collective proxy objects” family span horizontally because they combine abstraction with different levels of automated choices.
5.8 Discussion

This section presents an interpretation of the results, explains the relevance of the work described in this chapter, discusses its implications, and provides a critical look at the current landscape of visualization tools.

5.8.1 The Agency-Atomicity Design Space

The design explorations described in this chapter generate a design space based on agency and atomicity that conceptualizes the challenge of scale in visualization tools from the perspective of making visual mapping processes transparent and promoting informed and critical hands-on exploration.

This design space can be seen as a lens to look at and discuss existing design solutions and strategies and to inspire new ones. It brings constructive approaches into view in relation to more conventional tools, offering designers a catalog of examples and a deeper understanding of available solutions and their trade-offs. It might also help the visualization community to identify promising unexplored spaces. I believe that this space complements and further refines other characterizations of the existing landscape of visualization tools, such as Tory and Möller’s taxonomy [206] and the top-down vs. bottom-up continuum to visualization authoring presented in Chapter 4.

The design space here proposed also allows to characterize visualization processes achieved with digital tangible tools. *Zooids* [117], robots that can behave as physical pixels, have been used in data physicalization. In these scenarios, the visualization is triggered by the designer but the agency of the design process itself resides entirely on the zooids. The robots arrange themselves autonomously to compose the visualization in the physical world. Atomic pieces of data (e.g., individual values, attributes) are not accessible to the designer. Instead, the dataset is represented as a whole in a process in which the visualization designer is mainly an spectator of decisions taken by the tool. Thus, the tangible visualization scenario described in [117] is located in $Q_4$.

5.8.2 Building Better Visualization Tools

The overarching goal of the work presented in this chapter is to help create better visualization tools. This means designing tools that are able to deal with datasets that are larger than just a few records (scalable), that are not tedious but inspire
critical exploration, that are transparent and understandable, and that support
mindful design, as well as control and ownership of the results by the designer.

All design strategies presented here help to deal with the scalability issue, but
not all of them address the other desirable outcomes listed above. The findings
presented in Chapter 4 indicate that tools located far from the top-left corner of
the design space can, while increasing scalability, have a negative impact on other
desirable characteristics of use. The next step is therefore to find the “sweet spot"
that provide maximum advantages. Although the work presented in this chapter
supports this goal, further research is needed to investigate how different levels of
agency and atomicity affect visualization tool use. Moreover, where the sweet spot
is will depend on the particular task at hand (e.g., exploring new vs. familiar data),
the audience (e.g., users’ levels of expertise), and the usage scenario (exploration
vs. presentation).

5.8.3 A Critical Look at the Current Landscape of Visualization
Tools

Placing existing visualization tools into the presented design space defined by
agency and atomicity (see Figure 5.14) suggests that much effort has gone into
creating tools that support the rapid design of visualizations through a low level
of atomicity and, arguably, little effort from the designer (Q₄). Such visualization
tools are highly valuable and are indeed widely used as part of visualization
practitioners’ design, research, and teaching practice. However, while supporting
rapid visualization creation in this way (through pre-defined or automatically
inferred design choices) has its place, there is a need for more alternatives.

Recent work on supporting more manual constructive visualization processes and
physicalization [94, 96] is already going in this direction, but there is a urgency for
more approaches like this. Data analysis and required literacy [26] is starting to
have an effect beyond professional scenarios on our personal lives [88, 204] and
even on the youngest members of society [6, 134].

A visualization is not just a means to an end. Reflection on the data and insight
generation take place also during the process of constructing the visualization
itself [84, 217]. Supporting a fast visualization process is therefore not necessarily
more “efficient” or beneficial as it may gloss over important details of the data,
patterns, uncertainties and open questions, and opportunities for exploration
and critique. Previous research from (data) design practice has shown that active involvement [148], and repetition [15] can foster creativity and critical thinking. When visualization is considered as an active data exploration process, the visualization tool itself might heavily influence insights and reflections. But even if we consider visualization as something to be consumed rather than actively explored and manipulated in a hands-on way, the visualization tool plays an important role.

There is a rhetorical nature to visualizations [92], where choices in visual representation and composition steer people’s thinking of the presented topics. Tools influence the design process of visualizations and, through their implementations, can make decisions on behalf of the designer. Their power to influence messages “by design” should not be underestimated. Visualization tool designers have a responsibility, and I hope that the design space presented in this chapter fuels a discussion in the community and inspires new and alternative avenues to visualization tool design. In fact, linking these findings to philosophy and cognitive science, in particular, cognitive embodiment [43], media studies [133], feminist theory [199] and, most relevantly, the study of agency and technology [116, 199] may lead to even more research avenues.

5.9 Limitations and Questions for Future Work

Although the conceptualization of the problem, catalog of examples, strategies and the design space presented in this chapter advance the understanding in how to design scalable digital constructive visualization tools, there is much left to do, especially characterizing the effects of the different design strategies on the outcomes that we care about. Perhaps most interesting for future research is to investigate how different design strategies presented here impact the visualization design process, in particular regarding mindful and critical design, transparency and authorship.

It is also important to highlight that the outcomes of the design workshops should not be interpreted as quantitative evidence of what strategy or type of tool is best understood or comes most “naturally” to participants. The workshops were designed to find as many divergent solutions as possible. That is, to expose the nature of the design space, rather than identifying a “best” solution. They were not meant to serve as a faithful characterization of what people want or understand.
Although the workshops included people with different backgrounds and levels of experiences, they are also limited in multiple ways: (1) participants are influenced by the tools they know; (2) participants might be influenced by the tools that were used to train them and contextualize the problem; and (3) participants might need more time to provide a wider variety of designs.

5.10 Conclusion

This chapter explored the design space of visualization tools that could combine the benefits of constructive or bottom-up visualization tools, namely transparency and active involvement in the visualization process with those of top-down approaches, such as rapid visualization creation and applicability to large datasets.

The analysis included solutions resulting from an in-house design exercise, and from a group of participants of four design workshops with a varied range of skill sets and levels of expertise in visualization. This data led to a catalog of solutions, a set of three design strategies (automated iteration, abstraction, and automated choices) and a conceptualization of the design space based on agency and atomicity. Finally, based on the conducted analysis, this chapter also provides a critical discussion of the current landscape of visualization tools that hopefully will help tool designers and the InfoVis community in general to consider better options in the design of visualization tools.
The previous chapter presented the results of a design study that uncovered a set of generic strategies to overcome the scalability problem of ConstructiveVis (described in section 3.8.2). In this chapter, I consider these strategies to present the design of a more scalable version of iVoLVER that incorporates abstraction, automated repetition, and automated choices to allow for the visualization of larger datasets. This chapter also discusses the implications that applying these strategies would have on the specific implementation of iVoLVER. Rather than providing the ultimate constructive visualization tool, this chapter seeks to explore how the findings of Chapter 5 can be applied to an actual tool implementation that, in this particular case, is a visual programming environment.

6.1 Goals

In this chapter, I set out to revise iVoLVER’s original design to achieve a tool that:

- **G1**: Promotes a visualization process in which the designer (not the tool) is in charge of the design decisions (e.g., visual mappings);
- **G2**: Allows visualization of larger datasets without requiring excessive amounts of effort, time, and repetitive steps from the user; and
- **G3**: Applies the designer’s decisions in a transparent fashion.

These goals are motivated by the findings of Study 2, reported in Chapter 4. I seek to preserve the benefits that iVoLVER’s constructive approach brings into non-experts’ visualization process in a tool that can be used in analytical settings that
involve larger datasets. Although other tool characteristics would be as desirable as the ones listed above (e.g., support to work with multiple automatically linked datasets, support for non-tabular data), I prioritize here goals that are within the scope of this dissertation.

The tool this chapter presents is mainly informed by the outcomes of the design study presented in Chapter 5. It is important to acknowledge, however, that the design here proposed is one of many possible alternatives. Other solutions could achieve the pursued goals in different ways.

### 6.2 Revisions

To achieve the goals listed in the previous section, the revised iVoLVER supports different degrees of abstraction at both the data and visual representation levels. It also modifies how data tables are drawn in the iVoLVER canvas to enable the representation of bigger datasets without overcrowding the canvas. This version of the tool uses a mark design that borrows inspiration from the “collective proxy objects” (discussed in section 5.6.2 of Chapter 5). By allowing marks’ visual properties to take either individual data values or sets of these, proxies avoid the execution of repetitive interaction steps. Together, these modifications increase the overall scalability of the constructive approach to visualization that iVoLVER promotes.

![Figure 6.1: Visual representation of datasets in the revised iVoLVER](image)

**Figure 6.1:** Visual representation of datasets in the revised iVoLVER
6.2.1 Visual Representation of Datasets

Besides the need of repetitive interaction steps, working with larger datasets in iVoLVER can be problematic due to the amount of screen space they require when drawn on the canvas. This problem is a direct consequence of iVoLVER’s “avoiding hidden elements” principle, by which all the records of a dataset are available on the tool’s canvas at all times. Representing entire big datasets also imposes the need of lengthy dragging gestures and significant numbers of zooming and panning operations.

Figure 6.1 shows the modified visual representation of datasets on the iVoLVER canvas. This revised design enhances the scalability of the tool by: (1) allowing access to both individual data values (A) and entire attributes (B); (2) rendering only a few of the first records of the dataset and allowing access to others via scrolling (C); and (3) by making the canvas object resizable to make rows further down permanently visible only when required by the designer (D).

![Table showing full dataset](image1)

(a) Full dataset (showing 10 records).

![Resized table showing first five records](image2)

(b) Resized table showing only the first five records of the dataset.

**Figure 6.2**: Revised canvas representation for datasets on the iVoLVER canvas. These visual representations can be resized to show full (a) or partial views of the data contained in the dataset.
These modifications can potentially impact iVoLVER’s avoidance of hidden elements, but are essential to overcome some of the issues that lead to the scalability problem of ConstructiveVis in the tool. The design allows, nevertheless, to fully represent full datasets of moderate size within the canvas. Figure 6.2a shows an example of this for a 10-record dataset. In the depicted sketch, the scroll bar located to the right of the dataset appears disabled as no rows are hidden (the table has been resized to its maximum vertical size).

Figure 6.2b shows a smaller visual representation of the same 10-record dataset. In this case, the table has been resized to show only its first five records. The scroll bar of the right appears now enabled and the three lines at the bottom of the dataset visual representation indicate that some data records are hidden and that they are available through resizing or scrolling. This revised visual representation allows working with datasets regardless of the number of records they have.

The remaining of this chapter uses the dataset of Figure 6.2 to illustrate how the revised iVoLVER supports a scalable constructive visualization process.

**6.2.2 Revised Mark Design**

As mentioned in section 5.5.3.5, proxy objects with a fixed, non-configurable shape property only allow to construct visualizations whose marks have all the same shape (e.g., only circles, only rectangles). To overcome this limitation, the new iVoLVER mark design includes a shape property. In turn, this has implications on how the mark’s size is controlled.

In the original version of iVoLVER the size-related properties of a specific mark depended on its shape property. For example, circular marks had a radius, squared marks had a side property, and rectangular ones had a width and a height. This strategy would not work for a mark design whose shape property can take sets of shape values (e.g., the set [circle, rectangle, circle]). In the revised design, the size of marks is always determined by width and height properties, regardless of their shape. This also avoids the need to change the set of properties that individual marks have depending on their shapes.

**6.2.3 Specifying Visual Mappings**

In Figure 6.3 a value from the Name column and another from the Salary are connected to the mark’s label and height properties, respectively (steps 2 and 3).
Apart from the changes in the layout of the mark design (when expanded, the mark’s visual properties appear now to the left), this mapping process is pretty much the same as in the previous iVoLVER.

Figure 6.4 shows another sequence of mapping operations. Here, the process begins with the same mark used in the previous scenario (see step 1). In step 2 of this sketch, all the values of the Name attribute (available through the corresponding column header) are fed to the mark’s label property. This connection leads to the creation of nine additional marks of the same shape, height and color that are distributed horizontally, to the right of the first mark (step 3).

The tool automatically adds two new visual properties—X and Y—to the original property set (step 4). These properties control the 2D position of the marks respect
to the visualization’s bounding box, which preserves the scale of the contained marks when resized (step 5). The visualization process of this sketch ends when the values of the Salary attribute are connected to the height visual property (step 6). This step modifies each mark’s height with the respective values from the dataset (step 7).

The mark design described above is a variant of the Collective Proxy Objects family (discussed in section 5.6.2 of Chapter 5), in which an external widget allows to configure the visual appearance of a set of marks. However, in this design, the

![Figure 6.4: Using attributes to specify mappings](image_url)
object used at the beginning of the process is a mark itself that becomes a proxy for others only when a set of values is connected to any of its visual properties. With this modification, iVoLVER supports now two different levels of atomicity for data manipulation (values and sets of these), which in turn leads to two levels of atomicity on the visual representation side (marks and visualizations).

To preserve flexibility and expressivity, the marks that compose a visualization can still be individually accessed through direct manipulation. However, in order to avoid loosing the semantic meaning of the visualization abstraction (as a set of marks), individual marks cannot be taken out of the boundaries of their visualization’s container. If a single mark needs to be used out of its containing visualization, it should be cloned, but it cannot be removed.

By supporting additional higher levels of atomicity and abstraction, this version of iVoLVER tackles the scalability problem while still allowing the manipulation of atomic pieces of data and individual marks. This design also preserves the idea that a visual representation is also a configurator of its underlying data, avoiding the introduction of separate views (e.g., for configuration and rendering).

6.2.3.1 Combining Values and Sets

When mappings operations combine individual data values with sets of these (or entire attributes), the former are applied to all the marks of the visualization. Figure 6.5 shows an example of this. Ten marks are created in a single interaction.

![Figure 6.5: Using an individual value to modify a property in all the marks](image-url)
A step after connecting the Salary attribute to the initial mark’s height property (steps 2 and 3). The string ‘Rachel’ is then connected to the proxy’s label property and, thus, set as the label of all the marks of the visualization (steps 4 and 5).

In scenarios where a set of values is connected to a mark containing mappings with single data values, the tool creates new marks and modifies their corresponding property with data from the dataset while keeping all the properties that use individual data values unchanged.

### 6.3 Data Transformations

The examples of Figures 6.3 and 6.4 involve connecting textual and quantitative values (or attributes) to properties that are suitable for these data types (label and height, respectively). Visualization tools that implement high levels of automation often allow designers to establish mappings between attributes and visual properties of “incompatible” types (e.g., mapping a quantitative attribute to a visual property that requires categories).

![Color gradient created by Tableau from the Age numerical attribute](Figure 6.6)
In Tableau, for example, it is possible to map continuous measures (i.e., numbers) to the color card. Figure 6.6 shows a Tableau visualization for the People dataset (see Table 4.3) that maps the Age quantitative attribute to the Color visual property. This steps automatically paints each mark of the visualization with a color from an automatically created gradient. The mapping itself is visually represented below the Marks card (see yellow rectangle in Figure 6.6).

Mappings that involve incompatible data attributes and visual properties are not possible in the current version of iVoLVER. The tool rejects, for example, connections between a string value and a mark’s color property. This impacts the tool’s flexibly and scalability, as it prevents users from mapping data attributes and visual properties that require an intermediate transformation step (e.g., converting numbers into colors, or strings into shapes). The revised iVoLVER presented in
this chapter addresses this issue by using mapper widgets whose functionality resembles iVoLVER’s original mappers (described in Section 3.4.7 of Chapter 3).

Figure 6.7 shows a visualization in which the Name and Salary attributes of the dataset define the label and height properties of ten rectangular marks (step 1). A mapper object is then brought to the canvas (step 2) and configured to transform the strings from the Department attribute (step 3) into color values (step 4). These steps populate the mapper with the unique elements of the Department attribute, each of which is associated to a different color (step 5). Additionally, all the values of the Department attribute are automatically fed to the mapper’s input port and thus converted into colors (step 6). The result of this conversion is available through the mapper’s output port that is finally connected to the color property of the visualization (step 7). This sequence of actions color each mark according to the corresponding Department (step 8).

The use of a mapper object solves the problem of connecting incompatible attributes and visual properties, enhancing the tool’s flexibility. However, it also requires additional steps. The process, nevertheless, is transparent as it shows the intermediate data transformation step explicitly. To speed the process, the

![Figure 6.8: Automatic creation of a mapper to achieve a mapping operation that involves incompatible attribute and property types.](image)
revised design of iVoLVER also allows for the automatic introduction of the mapper widget. Figure 6.8 shows the same initial visualization used in the previous example. In this sketch, mapping the Department attribute to the color property simply requires creating the corresponding connection (step 1). When the tool detects an unsuitable connection (that involves incompatible data and property types), it automatically creates a mapper that transforms the input values accordingly. The newly created mapper is added to the canvas and shown compressed (step 2). The tool also adds the corresponding intermediate connections to represent the final mapping.

![Diagram of mapping Department to color]

(a) Dragging the Person attribute

![Diagram of dragging Age attribute]

(b) Dragging the Age attribute

Figure 6.9: Steps to build a bar chart in Tableau. Yellow rectangles indicate the areas of the interface that change after the indicated interaction step.
6.4 Threats to Transparency

As discussed throughout this dissertation, one of the biggest drawbacks of excessive automation is that it harms the transparency of the visualization process because individual interaction steps might result in the application of several default behaviors, which in turn introduces in the visualization changes that could be difficult to identify, follow, and interpret. Ultimately, nontransparent changes have an impact on the users’ perceived sense of agency and on their feelings of control and authorship regarding the visualization design process and its outcomes.

To illustrate this problem in Tableau, Figure 6.9 shows the steps required to build a bar chart in this tool. First, we drag the Person attribute to the Column shelf (Figure 6.9a), which produces the first version of the visualization: a table-like representation whose column headers are the unique elements of the Person attribute. We then drag the Age attribute to the Rows shelf (Figure 6.9b). This step introduces several changes in different parts of the interface. First, the table-like visualization is replaced by a bar-based representation designed by the tool. Second, the shape attribute in the Marks card is changed (from Automatic to Bar). Finally, some of the options of the “Show Me” pane are enabled.

As the results of Study 2 suggest, transitions between individual interaction steps could be problematic, especially when they lead to fundamentally different outcomes (e.g., when the tool suddenly generates a bar chart from a table-based representation). These changes are often so drastic that not only harm the transparency of the visualization process but also affect the users’ sense of agency (as the tool seems to be in charge of the process). Sudden, abrupt changes also make the visualization process look less incremental and, in consequence, less constructive.

As demonstrated by the example of above, the changes that take place when creating a new visualization in Tableau can be sometimes hard to track. However, editing an existing design could be even less transparent. Figure 6.10 shows two visualizations that result after two independent modifications of the bar chart of Figure 6.9b. Both visualizations can be achieved in Tableau Desktop with a single interaction step. In Figure 6.10a we modify the marks’ shape property via the Marks card. This step replaces the previous rectangular marks with non-filled circular ones whose vertical positions encode the age of each person. In this example, modifying the shape property also changes the marks’ color and introduces a
specific position mapping. On the other hand, the visualization of Figure 6.10b shows the result of selecting the “packed bubbles” design from Tableau’s “Show Me” pane. This second outcome also involves circular marks, but these are now colored by person and arranged to form a packed structure (although this positioning is not data-driven). The tool also removes the attributes previously dragged onto the “Columns and Rows” shelves.

As in Tableau, transparency could also be affected in the revised iVoLVER because of the higher level of abstraction it now supports. Given that attribute-level operations are now possible, some interaction steps have consequences on all

![Diagram](image.png)

(a) Changing the shape visual property

![Diagram](image.png)

(b) Selecting a bubble chart design.

**Figure 6.10:** Results of two independent changes made to the bar chart visualization shown in Figure 6.9b. Yellow highlights indicate the areas of the interface that change after the indicated interaction step.
the marks of the visualization. Additionally, the modification of specific visual properties will necessarily require the application of default settings.

Consider, for example, the sequence of Figure 6.11 that shows how a bar chart is transformed into a bubble chart-like visualization. To promote a transparent visualization process, the revised iVoLVER requires the designer to execute a few more steps to achieve results that in Tableau would only take a single click. The tool still requires users to drive the process, but also provides the needed built-in automated repetition. The designer first needs to modify the shape attribute of the visualization (step 1) by selecting the new shape from a list of built-in options (step 2). The tool then converts the existing rectangles into circular marks in a process that preserves all the properties that are not related to shape (e.g., label, color—step 3). Finally, the designer manually rearranges the marks to achieve the desired layout (step 4).

The process depicted in Figure 6.11 requires the tool to apply at least two default settings when converting a single rectangular mark into a circular one. First, it

![Figure 6.11: Converting a bar chart into a bubble chart visualization in the revised design of iVoLVER](image)
preserves the area of the original rectangles and uses it to decide the size of each new circle. A rectangle of height $h$ and width $w$ results in a circle of radius equal to $\sqrt{(w \times h)/\pi}$. The tool also decides the position of the new marks. In the depicted sketch, all the circles’ center points are aligned and this positioning also determines the location of their labels (see step 3 in Figure 6.11).

The process described above is arguably more transparent than its Tableau counterpart, but it still imposes some threats to transparency. First, replacing existing marks with new ones of a different shape could be an abrupt change that non-experts might have problems following. Second, the application of default settings when specific visual properties are changed might not be quite evident. Along these lines, preserving the area might not be the best option for the rectangle-to-circle transition. Each default setting will have specific implications on the perceived transparency and agency of the design process.

6.5 Discussion and Open Issues

The revised iVoLVER enhances the scalability of the constructive visualization process promoted by the tool’s original version. This is achieved by supporting interactions with the data and the visual representation at lower levels of atomicity. The revised design supports operations at the attribute-level (not only with individual values) and interaction with the visual construction as a whole (not only with the marks that compose it).

These features, however, impose the need of automated repetition and automated choices (i.e., application of default settings). The presented design applies these strategies while aiming to achieve a user-driven design process that is as transparent as possible. However, as discussed in Chapter 4, the trade-offs are quite tricky and intertwined. Any of the applied strategies increases scalability but could also place too much agency on the tool side and affect its constructive nature.

6.5.1 Alternative Solutions

As stated at the beginning of the chapter, the design here presented is one of many that could achieve scalability in iVoLVER. In particular, this solution attempts to preserve most of iVoLVER’s original ideas without altering the interaction with the tool at a fundamental level. For example, regardless of the atomicity of the data involved, mappings are still achieved with drag-and-drop gestures that begin on
the dataset and end in a mark’s visual property. This allows designers to transition seamlessly between manipulation of individual values and sets of these, without having to execute additional steps (such as special gestures or activating modes).

However, other solutions could achieve similar results by applying the strategies used here in different ways. For example, the automated repetition that this design implements takes place incrementally, as designers carry out new mapping operations. Although a macro recorder solution (based on a by-example strategy) would also introduce automated iteration, it would execute it in bulk, after a series of several mapping operations. In the revised iVoLVER design presented in this chapter, I decided in favor of incremental automated iteration to further preserve the constructive nature of the tool.

### 6.5.2 Mechanisms to Preserve Transparency

Additional mechanisms to preserve transparency could be introduced in the steps in which the tool applies automated choices. For example, modifications of the shape property could be animated to reduce the potential impact of sudden changes in the visualization. Heer and Robertson investigated the design of animated transitions between a specific set of visualizations and found that, if designed appropriately, “animated transitions can improve graphical perception of changes between statistical data graphics” [82, p. 1247]. More general research has also shown that animation can keep people oriented [171, 209] and that it can increase levels of engagement [209]. Considering these observations, I believe that using animations at the mark level (rather than at the visualization one) could help to preserve the transparency of the process. The alternatives include morphing shapes, smoothly transitioning colors, and tweening changes in size-related mark properties. These ideas, however, must be investigated in experimental settings. After all, animation introduces a level of complexity that static representations do not have.

### 6.5.3 Aggregating Data

In InfoVis, aggregation is a common way to represent large amounts of data by replacing individual data points with representation of subsets. This type of mechanisms sound promising to further increase the scalability of digital constructive visualization tools such as iVoLVER. However, aggregating implies, by definition, encapsulating (i.e., hiding) which is in direct opposition to the visual explicitness principle of iVoLVER and to the idea of enabling high levels of
atomicity. I suspect that it would be feasible to implement widgets that make data aggregation processes more visually explicit and, thus, more transparent (like the mapper presented in section 6.3). Further design iterations could explore this type of solutions and the advantages that they have (if any) to increase the tool’s overall scalability.

### 6.5.4 Visual Representation of Large Canvas Objects

The visual explicitness principle that drove the design of iVoLVER aimed at avoiding hidden elements both in its UI and in its visual programs. This principle also enables making some components of the visualization design process visually explicit. For example, iVoLVER represents the visual mappings themselves through connections between the data tables and the proxy objects’ visual properties. Other mapping-related operations, such as the representation of data transformation through mappers (see Section 6.3), also make specific steps of the visualization design process visually explicit on the tool’s canvas.

The visual explicitness principle has, however, serious implications on how the screen real estate is used in the tool, which is a critical aspect of any visual programming environment. The revised design presented in this chapter addresses the issue of graphically representing large datasets on the screen by introducing scrolling and resizing (see Section 6.2.1). These strategies allow to show data on demand, as explicitly requested by the visualization designer. However, they might also require a significant number of interactions with the visual representation of the dataset, especially when trying to access records near the end of the table.

In general, scrolling and resizing could be applied when large collections of objects need to be visually represented on iVoLVER’s canvas. These strategies could be incorporated, for example, in the design of the mapper objects used to transform data (see Section 6.3) or in the visualization containers that proxy objects create.

New design iterations could explore other ways to cope with the issue of representing large canvas objects. It is also important to investigate whether making all the elements of a collection (e.g., all the rows of a data table) visible is essential or even beneficial in digital constructive visualization tools. It could be argued, for example, that showing every single data point of a large dataset might be unnecessary in the revised design, as accessing the dataset’s attributes (through the column headers) might be enough to carry out the visualization process.
6.5.5 Flexibility and Scalability

In the revised design of iVoLVER, the marks that compose a visualization are still accessible individually. In the sketch of Figure 6.11, for example, marks are manually manipulated (i.e., dragged) to achieve a specific spatial arrangement. As found in Study 2, this direct manipulation leads to a more flexible process and enables the expressivity principle of ConstructiveVis. This strategy, however, does not scale well to larger sets of marks. New interactions techniques are still needed to support scalable manipulations of marks. It is also important to acknowledge that this chapter does not go all the way to make the design fully scalable. As discussed in the previous subsections, there are some scalability issues that remain unsolved.

6.5.6 Need of Empirical Validation

It is still unclear whether this revised version of iVoLVER would exhibit the same benefits (and limitations) than its original version. In some ways, the solution this chapter presents incorporates several Tableau-like functionalities but with increased transparency and less arbitrary—or enforced—involvement of the tool. Additional investigations are still needed to assess this design from an experimental perspective.

6.6 Conclusion

This chapter presented a revised version of iVoLVER that integrates the lessons learned from the studies conducted in the preceding chapters to make the tool more scalable. The presented design incorporates automated repetition, includes a higher level of abstraction, and implements automated choices for specific parts of the visualization process. The design applies these strategies as an initial step to preserve a user-driven and transparent visualization process that is still constructive but more automated than the one of iVoLVER’s original version. This chapter also discusses the proposed design and shed lights on how some open issues could be addressed in an actual implementation.
This chapter presents a summary of the findings of this research and interprets the overall results and implications. It also summarizes the limitations of this work and discusses the questions that remain open. The chapter ends with a summary of guidelines for visualization tools designers and a critical reflection.

7.1 Summary of Findings

The preceding chapters presented and discussed several findings around the design, implementation and use of iVoLVER, a digital tool that promotes a bottom-up, constructive approach to visualization authoring. This dissertation described three studies that investigated the use of this tool from different perspectives. Study 1 (Chapter 3) looked at the usability of an early version of iVoLVER. The outcomes of this study motivated several modifications within the iterative approach I took to design and implement the tool.

Study 2 (Chapter 4) compared how two tools that implement opposite approaches to visualization construction influence non-experts’ visualization authoring process. I studied iVoLVER and Tableau Desktop as representatives of the ends of a continuum spanned between bottom-up and top-down approaches to visualization authoring. The study showed that Tableau Desktop enabled the speedy exploration of visualization solutions with minimum input from the user, but it did not promote a strong understanding and critical reflection on the visualization process and outcomes. On the other hand, as a constructive tool, iVoLVER required initial thinking about the intended visualizations and a hands-on, sometimes tedious procedure of mapping data to visuals. This resulted, however, in a transparent,
flexible visualization authoring process that facilitated creative and critical thinking as well as a stronger feeling of control and authorship.

I further explored the design space of constructive visualization tools. To this end, Study 3 (Chapter 5) involved a mixed methodology that combined the outcomes of an iterative in-house design exercise with the ideas from a group of people who took part in a series of design workshops. This study investigated how to design tools that support a user-driven, transparent design process while enabling efficiency and automation. The outcomes of the study ranged from example-based approaches that directly expand ConstructiveVis to designs in which the tool infers visualization solutions on behalf of the designer (e.g., based on data attributes). Further analysis on this data led to a characterization of the design space of visualization tools in terms of agency and atomicity.

Finally, the outcomes of Studies 2 and 3 drove the revision of iVoLVER’s original design, presented in Chapter 6. This new design allows access to data and visual representations at an additional lower level of atomicity (supporting operations with attributes, affecting the entire visualization with individual interaction steps). The new design increases the tool’s level of abstraction, requires the implementation of automated repetition, and introduces automated choices for the steps in which the tool needs to apply default settings.

### 7.2 Overall Discussion

This dissertation sheds light on the implications that constructive principles have when integrated in digital visualization tools and contributes insights on the challenges that arise in the design and implementation of such tools. I supported my research in the area of digital ConstructiveVis with a visual programming environment. Although it would be unfeasible to establish a one-to-one correspondence between the design of iVoLVER and the features of the tangible tokens originally used by Huron [93, 95, 97], taking a visual programming approach supported an important aspect of the constructive process: the direct manipulation of atomic pieces of data and individual visual marks. This, in turn, allowed me to study iVoLVER in settings comparable to the ones used by Huron in his initial investigations of constructive visualization processes (e.g., [97, 223]).

The findings of Study 2 show that iVoLVER, as a digital constructive tool, promotes a mindful visualization process that encourages users to reflect on their design
approach. The outcomes of comparing iVoLVER and Tableau Desktop are largely explained by the theoretical foundations of ConstructiveVis. In Papert’s vision, for example, knowledge is a personal experience to be constructed, not merely a commodity to be transmitted [3]. Study 2 supports that it is precisely the hands-on nature of the process iVoLVER promotes that leads to the observed benefits, as it requires users to actively engage in the design of the visualization. The findings show, however, that this can also be perceived as tedious and unnecessary, as people often expect the tool to do more on their behalf. I see this as a “desirable difficulty” in the sense defined by Bjork: as a task that requires a considerable but desirable amount of effort [18]. Research has shown that introducing desirable difficulties in educational material can make learning more effective [17, 19]. These principles have also been investigated in InfoVis. Hullman et al., for example, showed that introducing visual difficulties in visualizations can, to a certain extent, benefit comprehension and recall [91].

Based on Bjork’s theory, the desirable difficulties iVoLVER’s imposes in the visualization process can indeed be helpful. However, to be desirable, a task must also be accomplishable. In this regard, iVoLVER’s need of repetitions of gestures and actions represents a critical issue that could make the whole enterprise of digital ConstructiveVis unpractical: the construction process does not scale well to larger datasets. Making iVoLVER (and possibly any digital constructive visualization tool) scalable, without sacrificing the observed benefits, could be challenging. iVoLVER’s design principles (e.g., atomicity, visual explicitness) unavoidably lead to trade-offs that, if unbalanced properly, can sweep away the constructive nature of the tool entirely.

The scalability problem of iVoLVER is mainly a consequence of the individual manipulation of “atoms” of data and visual representations that the tool requires. Although problematic, this is a fundamental characteristic of ConstructiveVis as it allows for an incremental (i.e., constructive) process in which the visualization emerges a consequence of the user’s actions. There is also some evidence to support that iVoLVER’s desirable difficulties also explain the increased feeling of control and authorship that participants experienced when working with it.

The results of the visualization exercise conducted as part of Study 3 confirm the previous observations. As in Study 2, participants perceived as disadvantageous that Tableau takes the design lead right after they identified—and dragged out—the data attributes involved in a given visualization task. iVoLVER’s scalability
problem was equally evident, popping out after just a few interactions. One participant actually identified the problem during the tool training phase of the workshop asking “How can I make it to repeat the same mapping for all the data points?".

Study 3 leveraged participants’ contrasting experiences with iVoLVER and Tableau to motivate ideas to make iVoLVER able to support visualization of larger datasets, without losing the benefits of its constructive principles. This study focused on mapping the design space of digital constructive visualization tools and uncovered three families of potential solutions: visualization by example, collective proxy objects, and automated principled design. The ideas that compose these families span across the bottom-up top-down continuum of approaches to visualization authoring described in Chapter 4 of this dissertation. Each family is driven by a different underlying strategy: automated repetition, abstraction, and automated choices, respectively.

As mentioned earlier, given the empirical evidence gathered throughout this research, I suspect that tools located in $Q_1$ of the design space presented in Chapter 5 could address the scalability problem of ConstructiveVis while preserving most of its benefits. In fact, very recent research within the InfoVis community has started to explore visualization authoring tools based on a by-example strategy. In VisExemplar [176], Saket et al. support exploration of data by allowing users to provide visual demonstrations of incremental changes to the visual representation. From these manipulations the tool constantly recommends potential data transformations that users can apply at any time. In line with iVoLVER’s design principles, VisExemplar supports the direct manipulation of visuals and implements automated iteration. Although in this type of design the tool still contributes to construct the visualization, its role is providing guidance to the user in response to their actions. Unlike Tableau Desktop, this design does not enforce its suggestions or execute them without the users’ request. In this regard, it is similar to the in-house “Smart Assistant” presented in section 5.3.2 of Chapter 5.

The revised design of iVoLVER presented in Chapter 6 achieves a more scalable visualization process that is still transparent and user-driven. This, however, required increasing the tool’s level of abstraction (see Section 6.2.3), implementing automated iteration and applying automated choices. Although the introduction of these strategies can potentially decrease the level of atomicity and shift the agency balance towards the tool side, the design preserves most of iVoLVER’s original principles. In fact, this version still supports interaction at the most atomic
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level (individual data values and marks), allowing a visualization process with the same characteristics of its original version. In addition, it supports visualization authoring at less atomic levels, allowing users to perform operations at an attribute and visualization levels. Empirical evaluation of this design is still needed to get insights on its impact on non-experts’ visualization process.

One of the main outcomes of Study 3 is the design space defined by agency and atomicity, dimensions that specify, respectively, who drives the visualization process (i.e., the designer or the tool) and with what type of elements (i.e., atoms or higher-level abstractions). The aspects of atomicity and agency are key to the paradigm of Constructive Visualization. As the findings of Study 2 suggest, atomicity is essential to achieve a constructive process, as it allows the execution of incremental steps. On the other hand, given that constructionism focuses on personal experience as the gateway to understanding and reflection, careful analysis of agency is fundamental to achieve visualization processes centered on the designer (not on the tool). After all, Papert’s theory is concerned with contexts “where the learner is consciously engaged in constructing a public entity.” [152, p. 1].

This research provides insights on how the concepts of agency and atomicity conceptualize the problem of scale in any visualization tool (not only constructive ones). These dimensions provide a lens to look at existing approaches and strategies and, on a more practical level, bring ConstructiveVis into a more holistic perspective providing common ground to discuss it in the wider context of the current visualization tools landscape. The characterization of the existing landscape of visualization tools in terms of agency and atomicity is complementary to others, such as the top-down vs. bottom-up continuum of visualization authoring approaches discussed in Chapter 4 or Tory and Möller’s taxonomy [206].

The empirical evidence gathered through this research shows that the lack of visualization expertise in analytical scenarios does not have to be tackled, necessarily, with black box-like solutions that do (almost) everything on behalf of the designer. There is a tendency within the software development and HCI communities to build solutions that are fast, efficient, and prevent users from making mistakes—so much so that we often measure the quality of a software solution in terms of times and errors, both of which we try to minimize. However, characterizing the effectiveness of visualization tools from the user’s perspective goes beyond usability metrics [13, 14]. The activities that take place in analytical settings are quite complex and, thus, require other types of assessment.
These challenges have been discussed within the InfoVis community for over a decade [158] and some efforts have explored ways to focus the evaluation of visualization tools on understanding [161, 182] rather than just usability. Saraiya et al. [161], for example, investigated insight generation in the long-term usage of a visualization tool.

ConstructiveVis is an attractive alternative to the tools that promote a no-need-to-think philosophy, not only because it supports the creation of effective visualizations but also because it promotes critical reflection on the steps involved in the process. In turn, this not only democratizes visualization technologies but the design process itself. An even more exciting alternative is a scalable visualization tool in which users can transition between the two ends of the bottom-up vs. top-down continuum of approaches to visualization authoring according to their level of expertise. The revised design of iVoLVER partially achieves this, as it allows the manipulations of both atoms (individual values and marks) and higher abstractions (sets of values and visualizations). In a more general sense, the implementation of such tools should allow to adjust the required level of atomicity and agency according to the users’ needs or expertise (or both). In any case, digital ConstructiveVis should not be seen as a one-size-fits-all approach. Its application and benefits should always be contextualized based on the users’ expertise and the pursued goals.

7.3 Limitations

The findings this dissertation reports are recognizably limited by the research methodology followed in the conducted studies. Although I chose study methodologies that fit the purpose, no methodology is perfect and we need to be aware of the limits of the knowledge obtained by this research.

I used Tableau and iVoLVER to investigate the visualization process of non-experts at the extremes of the bottom-up vs. top-down continuum of approaches to visualization authoring. Although both tools are comparable in the interaction steps they require to build visualizations (e.g., simple mouse operations, drag-and-drop) and the concepts they use (e.g., marks and visual properties), each has a specific workflow. The design of this study considered Tableau and iVoLVER as specific lenses to investigate the ends of a continuum of visualization authoring approaches. Evidently, the study could have included other tools with different
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interfaces and workflows. However, as discussed in Chapter 4, the observations and findings of this study reflect on the underlying approach that each tool follows rather than on its specific implementation. Most of the reported observations are about high-level concepts that any visualization tool would exhibit and that are not interface-specific. For example, participants identified the importance of the visibility and flexibility of the visualization design process regardless of the particular implementation of each tool. Nevertheless, further evaluation on how other concrete tools also located at the ends of the bottom-up vs. top-down continuum are needed to confirm the validity and generalizability of the results here presented. It is also important to highlight that the comments gathered through interviews are about participants’ self-reported experiences. Thus, they are subjective and might be background-dependent.

Similarly, the ideas gathered through the design workshops to solve the problem of scalability in digital constructive tools (Chapter 5) should be seen as a catalogue of solutions limited in several aspects. First, it is clear that participant’s experience with Tableau and iVoLVER influenced their motivations for the sketching exercise. In their solutions, they often focused on reducing the level of effort that constructing visualizations in iVoLVER required. Furthermore many of their designs were inspired in tools they had used in the past (e.g., MS Excel) or even in Tableau Desktop itself, because of its familiar look-and-feel. There is also a clear bias in the participants’ designs towards the use of conventional WIMP-like design which, by definition, is in opposition to some of iVoLVER’s design principles and to its underlying visual programming approach. Finally, although I explicitly set out to include people with different backgrounds and levels of expertise, the study’s sampling is small and not fully representative of all potential audiences. Additional studies are needed to investigate approaches of other populations (e.g., professionals).

7.4 Open Questions and Directions for Future Research

Several questions remain unanswered regarding whether the observations here reported hold for users, scenarios, settings, datasets, or tool implementations that are different from the ones used in this research. The following subsections reflect on some of these questions and provide directions for future investigations.
7. DISCUSSION

7.4.1 Benefits for Expert Users

ConstructiveVis was born as a potential solution to the problems that non-experts find when working with more conventional visualization tools. The findings reported in this dissertation confirm Huron’s early observations on ConstructiveVis with physical tokens. However, both Huron’s experiments and the studies conducted in this research involved participants with no expertise or formal training on InfoVis concepts. Because of this, the findings reported in this dissertation cannot be generalized to other populations or analytical scenarios in which visualization expertise can be assumed.

This dissertation discusses ConstructiveVis as a way to scaffold and clarify visualization principles while engaging non-experts with visualization. However, this research does not touch on the following questions: Would more experienced users perceive a constructive approach as beneficial as non-experts did? What kind of limitations would they find when working with constructive tools? How could digital constructive visualization tools be adapted to support authoring process of more expert users?

7.4.2 ConstructiveVis Without Visual Programming

Using visual programming to implement iVoLVER as a digital constructive tool supported a visualization process in which users could establish mappings by directly manipulating both the data and the visual marks. Aiming at integrating data representation and configuration within a single space, in my research, this construction process took place within an open canvas. The elements of this canvas are not only representations of some underlying data, but also the gateway to configure how such data is visually represented.

It is safe to assume that other visualization tools could achieve constructive features, for example, by implementing interfaces based on the WIMP paradigm. Could these tools bring the same (or even additional) benefits that this dissertation identified into the visualization process of non-experts? Along the same lines, which design principles should guide the development of such tools? How would their visualization process compare to the one of iVoLVER?
7.4.3 Benefits Beyond Critical Reflection

The insights gathered in this research show that digital constructive visualization tools have the potential to promote reflection on design principles while engaging non-experts with visualization. The main aim of exploring data with the support of visual representations, however, is the generation of insights, learning, and reflection on the manipulated data itself. That is, data exploration processes should help people to identify patterns and raise questions on the analyzed data.

Along these lines, Huron’s investigations with tangible tokens, showed that people “spontaneously manipulated their visualizations to support their arguments” [97, p. 2108] about the datasets. This suggests that tangible ConstructiveVis could indeed contribute to the generation of richer insights on the data. Future research is needed to investigate if these observations hold for digital constructive visualization tools. Assuming that scalability is not a problem, could a constructive tool lead to the generation of richer or more insights on the visualized data?

7.4.4 Digital ConstructiveVis with Non-Tabular Datasets

All the investigations conducted as part of my research involved the use of tabular data. I decided in favor of this type of dataset because they are widespread in most areas of science and education. Hence, even non-experts would be familiar with the way information is organized within a table. However, visual data analysis also takes place with other types of datasets, such as networks [55, 73, 191] or textual information [101, 186, 188].

Given that ConstructiveVis enforces users to get involved in the process of mapping data attributes and visual properties, it would be interesting to explore whether this visualization paradigm can also support the construction of scientific visualizations, in which spatial encodings are mostly driven by the nature of the data itself. Tangible representations of non-tabular datasets have been explored before, for example, to model proteins using plasticine [109]. However, the question in the digital constructive realm remains open: how could digital constructive tools support visualization of datasets beyond tabular data?

7.4.5 Visualization in Opportunistic Settings

Besides contributing to materialize ConstructiveVis into a digital solution, the design of iVoLVER also sought to contribute to democratize visualization
technologies in casual and opportunistic scenarios where the data does not exist in structured database-like documents. By including in iVoLVER several types of data extraction capabilities, I tried to make visualization available in a wider set of scenarios. This included support for informal, casual and opportunistic data analyses that take place without anticipation, away from the desk, and that might involve the use of digital artifacts encoding unstructured data. Data extraction functionalities, however, were not evaluated when studying the constructive features of the tool. When Tableau was used as a counterpart of iVoLVER, it was necessary to reduce the scope of the problem exclusively to visualization tasks in order to ensure the ecological validity of the conducted studies.

Although I believe there is value and potential in supporting data extraction in visualization tools, as also evidenced by a large body of recent research in this area (e.g., [46, 75, 76, 106, 105, 159, 224]), this sort of investigations deserve their own space. Future research endeavors in this area could investigate: What are the effects of supporting ConstructiveVis in a wider range of scenarios (e.g., opportunistic ones)? Would tools with data extraction capabilities encourage more people to engage with visualization technologies for their day-to-day activities?

7.5 Guidelines for Tool Designers

The studies described in Chapters 4 and 5 report specific insights that can guide the design of new and better visualization tools. This section provides a brief summary of the most relevant guidelines for visualization tools designers according to the findings of these studies:

- Designers should seek a healthy balance between the user’s and the tool’s decisions.
- Although a speedy visualization construction process is generally desirable, speed may also be harmful as it can reduce transparency.
- Black box-like designs should be avoided; they can lead to the notion of “no need to think”.
- Tools with many default behaviors can achieve ease of construction, but often at the cost of flexibility and transparency.
- Default behaviors can also reduce the users’ sense of agency (including ownership and authorship of the process’ outcomes).
7.6 Critical Reflection

- Abrupt changes in spatially separated sections of the interface could make users feel lost after carrying out a particular action.

- Designers should aim at tools that overcome ConstructiveVis’ inherent scalability problem. Non-scalable solutions (i.e., those that require excessive amounts of time, effort, and repetitive interaction steps) will harm people’s willingness to explore alternative visualization designs.

- Three strategies may be applied to achieve scalable digital constructive visualization tools: automated iteration, abstraction, and automated design.

- Any of the strategies that achieve scalability mentioned above will have an impact on the agency of the process a tool supports. Designers must consider their implications when choosing which one to implement.

7.6 Critical Reflection

In the past few decades, InfoVis and visual literacy have started to play an increasingly important role in people’s lives. Regardless of our background or what we do for a living, we are constantly surrounded and exposed to data representations. From activities like reading the newspaper, to browsing social networks, to walking inside a venue with posters, we are exposed to objects that present us data in one way or another. Examples include visualizations depicted in the print media, infographics works published in blogs, tabular data contained in web pages, and photographs of statistical charts.

Recent developments in sensing technologies have actually shifted the role of non-experts from being simply passive observers of visualizations that other people make to a more active role in which they not only generate data but also interact with it to understand themselves and gain several types of insights [88, 168]. Similar technological advances have even motivated research on how also children can benefit from visualization [6, 134].

The advances in the democratization of visualization technologies call for a redesign of how visualization authoring is currently supported. This dissertation contributes with work in this direction. By using constructive principles originally explored in the context of InfoVis by Huron and colleagues [93, 95, 97, 223], I have studied how to design alternatives to the predominant visualization authoring
strategy that heavily relies on automation and pre-defined built-in solutions (e.g., templates).

This type of tool design can impose fundamental problems for non-experts, as often the tool takes the design lead. Previous research from data design has shown that active involvement [148], and repetition [15] can foster creativity and critical thinking. Designing tools that promote critical reflection on visualization principles instead of simply orchestrate most of the process is one of the goals that motivated this research. As Nicholas Carr wrote, “The real danger we face from computer automation is dependency. Our inclination to assume that computers provide a sufficient substitute for our own intelligence has made us all too eager to hand important work over to software and accept a subservient role for ourselves” [36]. Although the quote refers to the broader discussion about general replacement of human skills, it is also relevant for visualization design. After all, the tools that we design aim at helping people in a process that, by definition, augments cognition through the use of visual representations [35]. Hence, there is value in designing tools that encourage users to critically think on their design decisions. Ultimately, computational tools for visualization tasks should support users’ cognitive process, not replace it.

Although this work does not provide a comprehensive analysis of all potential design considerations around digital constructive tools, it contributes insights that further our understanding on this area. My investigations on how digital tools that incorporate constructive principles shape people’s visualization approach can inform the design of new tools both from an InfoVis and a HCI perspective.

Throughout my research, I have identified benefits, limitations and challenges that arise when working in this design space. Some of the findings of this dissertation have been published in conference papers and are starting to direct attention of members from the InfoVis community to the issues here addressed. I hope that the contributions of this dissertation help visualization researchers and tool designers to push forward the democratization of visualization technologies and to design better visualization tools.
A graphic is not only a drawing; it is a responsibility, sometimes a weighty one, in decision-making. A graphic is not ‘drawn’ once and for all; it is ‘constructed’ and reconstructed until it reveals all the relationships constituted by the interplay of the data. The best graphic operations are those carried out by the decision-maker himself. A graphic is never and end in itself; it is a moment in the process of decision-making. To construct a useful graphic, we must know what has come before and what is going to follow.

— Jacques Bertin [11, p. 16]

This dissertation provides an analysis of the design and study of digital visualization tools that incorporate constructive principles. The findings of this research also further our understanding on the role of ConstructiveVis within the broad design space of visualization authoring tools. On a practical level, the insights here described can guide the design of better visualization tools that not only allow people to create effective visualizations but also promote critical reflection and support a better sense of authorship of the process and ownership of its outcomes.

8.1 Answers to the Research Questions

To further our understanding of how ConstructiveVis principles could be integrated in digital visualization tools, this research set out to address several research questions (listed in Section 1.2 of the Introduction chapter). In this section, I briefly summarize the answer to each of these questions as discussed throughout this dissertation.
Q1: Is it possible to design and implement digital constructive visualization tools?
Yes, it is. The implementation of iVoLVER, described in Chapter 3, shows how a digital visualization tool can incorporate constructive principles.

Q1.A: What kind of principles could drive the design of such tools?
If supported by visual programming, a digital constructive tool should: (1) seek atomicity by making small pieces of data and visual marks accessible through direct manipulation, (2) make the interface elements and the process as visually explicit as possible, and (3) avoid menus and hidden operations. See section 3.2 of this dissertation for more details.

Q1.B: What challenges arise in the design and development processes?
There is a complex set of intertwined trade-offs that emerges when building a constructive visualization tool (e.g., user- vs. tool-driven design, ease of construction vs. flexibility, speed vs. transparency). Balancing these trade-offs is critically important as, if done improperly, they can remove the constructive nature of the tool. See sections 3.8 and 4.7 for more details.

Q2: How do digital constructive tools compare to others implementing a more conventional visualization authoring strategy?
As explained in Chapter 4, opposite approaches to visualization construction shape people’s visualization process in particular ways. A tool’s underlying approach influence people’s overall approach, their decisions on the visualization design, and their willingness to explore alternative designs.

Q2.A: What kind of benefits do constructive principles bring into people’s visualization design process?
They promote a hands-on, user-driven design approach that enables a deep understanding and control of the visual mappings. In turn, this leads to a better sense of agency (i.e., feeling of control of the process and authorship of the outcomes). Section 4.6 provides more details on this.

Q2.B: What limitations do they impose?
Because of the need of repeated interaction steps, a digital constructive visualization tool requires a significant amount of time and effort from the designer. As a consequence, the visualization process might not scale well to large datasets. See section 4.7 for more details.
8.2. Research Contributions

This dissertation presented the following main contributions:

- **Design and implementation of a novel constructive visualization tool**
  I designed and implemented iVoLVER, a web-based pen and touch visual programming environment that supports visualization using a constructive, bottom-up approach. The tool also allows for extraction of data from different types of digital artifacts, supporting visualization in casual and opportunistic settings away from the desk.

- **Empirical evidence on how opposite approaches to visualization construction affect people’s design processes**
  Through a two-part observational study I investigated how people’s design approach changes when using two different tools, each implementing a different approach to visualization construction. This study showed how the tools influence: (1) the visualization process, (2) decisions on the visualization design, (3) people’s feeling of control and authorship, and (4) their willingness to explore alternative designs.

- **Characterization of the visualization tools design space in terms of agency and atomicity**
  I further investigated how to design constructive visualization tools that support a user-driven, transparent design process while enabling efficiency and automation. To this end, I ran a series of design workshops that looked at how both visualization experts and novices approach this problem. The findings of this study led to the characterization of the visualization tools design space in terms of *agency* and *atomicity*.

In addition to the main contributions mentioned above, this thesis makes the following secondary contributions:

- The design and implementation of a set of novel widgets that extract data from varied types of digital artifacts.
8. Conclusion

- A conceptualization of the problem of designing more automated constructive visualization tools.
- A catalogue of example solutions to achieve scalability in constructive visualization tools.

8.3 Summary of Future Work

As detailed in section 7.4 of the Discussion chapter, several questions on digital ConstructiveVis remain open. The opportunities for future work in the area can be summarized as follows:

- Could ConstructiveVis also benefit the visualization process of experts (i.e., people with formal training on visualization design)?
- How could constructive tools look like if not implemented with visual programming? What design goals and principles should be considered for these tools? How would the authoring process of these tools compare to the one of iVoLVER?
- Besides critical reflection, could digital ConstructiveVis also be beneficial for the generation of more or richer insights?
- How could digital ConstructiveVis support visualization of non-tabular datasets (e.g., networks, textual, or spatial data)?
- How could data extraction within visualization tools benefit analysis of data in casual and opportunistic scenarios?

8.4 Closing Remarks

This dissertation has demonstrated that it is possible to incorporate constructive principles in digital visualization tools. It has also deepened our understanding of the benefits and drawbacks of the approach, as well as some potential solutions. The research perspectives for the area of ConstructiveVis in the digital realm seem both promising and exciting. It is my hope that the insights here presented can guide the design of better visualization tools, motivate further research in this area, and assist other researchers in future explorations with digital constructive visualization tools.
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</tr>
<tr>
<td>Researchers Name(s):</td>
<td>Gonzalo Mendez and Uta Hinrichs</td>
</tr>
<tr>
<td>Supervisor(s):</td>
<td>Dr Miguel Nacenta</td>
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Thank you for submitting your application which was considered at the Computer Science School Ethics Committee meeting on the 03/02/2016. The following documents were reviewed:

1. Ethical Application Form 02/02/2016
2. Participant Information Sheet 02/02/2016
3. Consent Form 15/01/2016
4. Debriefing Form 15/01/2016
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Approval is given for three years. Projects, which have not commenced within two years of original approval, must be re-submitted to your School Ethics Committee.

You must inform your School Ethics Committee when the research has been completed. If you are unable to complete your research within the 3 three year validation period, you will be required to write to your School Ethics Committee and to UTREC (where approval was given by UTREC) to request an extension or you will need to re-apply.

Any serious adverse events or significant change which occurs in connection with this study and/or which may alter its ethical consideration must be reported immediately to the School Ethics Committee, and an Ethical Amendment Form submitted where appropriate.

Approval is given on the understanding that the ‘Guidelines for Ethical Research Practice’ [link] are adhered to.

Yours sincerely

Convenor of the School Ethics Committee

Ccs Supervisor
School Ethics Committee
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University Teaching and Research Ethics Committee Sub-committee
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<tbody>
<tr>
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<tr>
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</tr>
<tr>
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<tr>
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<td>CS11923</td>
</tr>
<tr>
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<td></td>
</tr>
<tr>
<td>Original Application Approval Date</td>
<td>3rd February 2016</td>
</tr>
<tr>
<td>Amendment Application Approval</td>
<td>3rd August 2016</td>
</tr>
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Ethical Amendment Approval

Thank you for submitting your amendment application which was considered at the Computer Science School Ethics Committee meeting on the 3rd August 2016. The following documents were reviewed:

1. Ethical Amendment Application Form 15/07/2016
2. Advertisement 15/07/2016
3. Participant Information Sheet 15/07/2016
4. Consent Form 15/07/2016
5. Sample Questions 15/07/2016

The University Teaching and Research Ethics Committee (UTREC) approves this study from an ethical point of view. Please note that where approval is given by a School Ethics Committee that committee is part of UTREC and is delegated to act for UTREC.

Approval is given for three years from the original application only. Ethical Amendments do not extend this period but give permission to an amendment to the original approval research proposal only. If you are unable to complete your research within the original 3 three year validation period, you will be required to write to your School Ethics Committee and to UTREC (where approval was given by UTREC) to request an extension or you will need to re-apply. You must inform your School Ethics Committee when the research has been completed.

Any serious adverse events or significant change which occurs in connection with this study and/or which may alter its ethical consideration, must be reported immediately to the School Ethics Committee, and an Ethical Amendment Form submitted where appropriate.

Approval is given on the understanding that the ‘Guidelines for Ethical Research Practice’ ([http://www.st-andrews.ac.uk/media/UTREC/guidelines%20Feb%2008.pdf](http://www.st-andrews.ac.uk/media/UTREC/guidelines%20Feb%2008.pdf)) are adhered to.

Yours sincerely

P.P.

Convenor of the School Ethics Committee
Ces  Supervisor
School Ethics Committee
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Thank you for submitting your application which was considered at the Computer Science School Ethics Committee meeting on the 16/11/2016. The following documents were reviewed:

1. Ethical Application Form 16/11/2016
2. Participant Information Sheet 16/11/2016
3. Consent Form 16/11/2016
4. Debriefing Form 16/11/2016

The University Teaching and Research Ethics Committee (UTREC) approve this study from an ethical point of view. Please note that where approval is given by a School Ethics Committee that committee is part of UTREC and is delegated to act for UTREC.

Approval is given for three years. Projects, which have not commenced within two years of original approval, must be re-submitted to your School Ethics Committee.

You must inform your School Ethics Committee when the research has been completed. If you are unable to complete your research within the 3 three year validation period, you will be required to write to your School Ethics Committee and to UTREC (where approval was given by UTREC) to request an extension or you will need to re-apply.

Any serious adverse events or significant change which occurs in connection with this study and/or which may alter its ethical consideration must be reported immediately to the School Ethics Committee, and an Ethical Amendment Form submitted where appropriate.

Approval is given on the understanding that the ‘Guidelines for Ethical Research Practice’ https://www.st-andrews.ac.uk/utrec/guidelines/ are adhered to.

Yours sincerely

Convenor of the School Ethics Committee

Ccs Supervisor
School Ethics Committee

ethics-cs@st-andrews.ac.uk
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Presentations and Tool Cheatsheets for Studies with iVoLVER and Tableau
B.1 Introduction to Infovis: Slides from the Video
Computer-based visualization systems provide visual representations of datasets designed to help people carry out tasks more effectively.

Data

- Relational
  - Tabular
    - Spatial
    - Categorical
    - Ordered
      - Ordinal
      - Quantitative
  - Fruits
  - Animals
  - Cars

- Lengths
  - 9 inches
  - 5 inches

- T-shirt sizes
  - S
  - M
  - L

- Heights
  - tall
  - short
  - ?

- Relational
  - Spatial

- Quantitative
  - Lengths
    - 4 inches
Marks
Geometric primitives that compose visualizations

Points

Lines

Areas

Volumes

Visual Properties
Control the appearance of marks

Position
Horizontal
Vertical
Both

Color

Tilt

Size

Shape
For **Ordered** data:

- Position on common scale
- Position on unaligned scale
- Length (1D size)
- Tilt/angle
- Area (2D size)
- Depth (3D position)
- Color luminance
- Color saturation
- Curvature
- Volume (3D size)

For **Categorical** data:

- Spatial region
- Color hue
- Motion
- Shape

Some Visualization Examples
B.2 Tableau CheatSheet
Importing Data

1. Click the **Text File** option and select the CSV dataset with the file browser.

2. Your data will be shown as a table:

3. Go to your newly created Worksheet by clicking the orange **Sheet 1** tab.
Worksheet Interface

Categorical Attributes

Quantitative Attributes

Marks’ Visual Variables (and other useful stuff)

Attributes we want to visualize are dropped here

Visualizations will appear here
The **Columns** shelf creates the columns of a table, while the **Rows** shelf creates the rows of a table. You can place any number of fields on these shelves.

Placing a categorical attribute creates headers for the members of that category.

Placing quantitative data crates numeric axes.
Example:

This view shows the members of the **Person** category as column headers, while the **Age** attribute is displayed as a vertical axis.
Adding more **attributes** to the **Rows** and **Columns** shelves adds more rows, columns, and panes to the table.
A mark is encodes the data point in the intersection of the dragged attributes. The inner attributes on the **Rows** and **Columns** shelves determine the **default mark type**.

For example, if the inner attributes are a categorical and quantitative one, the default mark type is a bar.
You can manually select a different mark type using the Marks card drop-down menu. This will set the mark’s shape property.
You can show additional information about the data using mark properties such as color, size, labels, etc.

Marks’ properties are controlled by the *Marks* card. Here, you can drag attributes to the different visual properties.
Modifying the marks’ shape

After changing the marks’ type (shape) of our visualization, we end up with this:

Let’s now *play* with other properties of this visualization’s marks!
Coloring the marks

Dragging the *Person* attribute to the *Color* property will assign a different color for each person of the dataset.

1. Dragging the *Person* attribute to the *Color* property.
2. A color per person.
3. Tableau will tell you that the attribute *Person* is now mapped to the *Color* property.
4. And will show you the mapping it built.
Labelling the marks

Dragging the *Age* attribute to the *Label* property will label each mark of the visualization with the corresponding age.

Tableau will tell you that the attribute *Age* is now used to label the marks.

The age is shown in the marks’ labels.
The Show me Panel

Provides suggestions to build visualizations based on the attributes you have already dropped.

Tableau automatically evaluates the selected attributes and suggests you several types of visualization that would be “appropriate” for those attributes.
Sometimes, Tableau automatically creates attributes.

For example, when detecting geographic roles in your data (such as names of countries or cities), it associates each value in a field with a **latitude** and **longitude** values.

You can use these attributes as numeric values, for example, to place marks on top of maps.
B.3  iVoLVER CheatSheet
**The Interface**

Infinite canvas

- zoomable (mouse wheel or menu buttons)
- objects can be dragged, dropped and connected

Somewhat like sketching, but with some automation

- infinite canvas

Somewhat like sketching, but with some automation

- zoomable (mouse wheel or menu buttons)
- objects can be dragged, dropped and connected
### Values and Data Types

Dragged from the right toolbar. Six different types:

<table>
<thead>
<tr>
<th>Number</th>
<th>Text</th>
<th>Color</th>
<th>Date &amp; Time</th>
<th>Duration</th>
<th>Shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>100.00</td>
<td>Some text</td>
<td>rgb(112,112,112)</td>
<td>09/Feb/2016, 16:08:01</td>
<td>61.02 minutes</td>
<td>Circle</td>
</tr>
</tbody>
</table>

Double clicking on a value allows edition:
Drag them from the right toolbar and drop them on the canvas.

There are several types (squares, rectangles, circles, ellipses).

Double clicking on a mark expands it and exposes its properties. Different marks have different properties:
Connections

They exist between two objects that store a value. Indicate the information flow between elements.

**CREATION:**

1. press and hold until the value blinks. Then drag to create the connection

2. release the new connection at the destination object

**DISCONNECTING:**

Disconnect by crossing a connection while the disconnection mode is active.

All connections in the canvas can be hidden (e.g., to avoid clutter) or shown again with the hide/show connectors button:
Loading: Click this icon of the main menu and find the file you want to load.

The dataset will be shown in the canvas as a draggable table:

<table>
<thead>
<tr>
<th>Person</th>
<th>Age</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emily</td>
<td>45</td>
</tr>
<tr>
<td>John</td>
<td>31</td>
</tr>
<tr>
<td>Charles</td>
<td>38</td>
</tr>
<tr>
<td>Claire</td>
<td>51</td>
</tr>
<tr>
<td>Samantha</td>
<td>65</td>
</tr>
</tbody>
</table>

Be careful with big numbers

The elements that compose this table are can be output as values or used to modify marks’ properties:
Positioners

They define a reference system around which marks can be positioned. Drag them from right toolbar:

1. You can associated mark to a positioner by creating a link between them. Press and hold, wait until the positioner blinks and then drag the new connection to your mark:

2. Double clicking the positioner will expand it and you will have access to the position properties of its associated marks:
Click this icon to activate the mark selection mode.

1. Click and drag the mouse to select your marks.
2. Release the mouse. Your selection will appear highlighted:
3. Double-clicking a selection will show some alignment options:
4. Click an option to align the objects you selected:
Canvas and System-wide Operations

**Zoom**
- zoom in
- zoom out

**Clear**

**Delete object**

**Clone**
- mark(s)

**Canvas modes**
- disconnection
- panning
- marks
- selection

**Expand/Compress**
- All Marks
- expand
- compress

**Saving your work**
- XML file
- Save project
- Open project

Menu also available when double clicking on a blank area of the canvas.
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Experimental Material Tableau & iVoLVER Comparison: Pilot In-classroom Study
C. EXPERIMENTAL MATERIAL TABLEAU & iVOIVER COMPARISON: PILOT IN-CLASSROOM STUDY

C.1 Participant Information Sheet
Project Title
Studying the construction of visual encodings with iVoLVER and Tableau

What is the study about?
We invite you to participate in a research project on the use of iVoLVER (the Interactive Visual Language for Visualization Extraction and Reconstruction) and Tableau to implement visual encodings when learning to visualise datasets.

This study is being conducted as part of my PhD Thesis in the School of Computer Science.

Do I have to take Part?
This information sheet has been written to help you decide if you would like to take part. It is up to you and you alone whether or not to take part. If you do decide to take part you will be free to withdraw at any time without providing a reason.

Participating or not in this study or withdrawing from it will not have any effect in your learning experience in the module or in the way that you will be assessed for this module. If you decide not to take part, you will go through all the same stages as those who participate; the only difference is that we will not record or analyse your data.

What would I be required to do?
You will be given one or multiple demonstrations on two different visualization tools (iVoLVER and Tableau). After each training session, you will use these tools—in two separate lab sessions—to create visual encodings to visualise small datasets. In this process, you will apply the theory explained in the initial lectures of your CS5044 module (Information Visualisation and Visual Analytics). With your permission, we will record the screen and your interactions with the visualizations tools. In addition, at the end of the experiment, we will record you while describing and discussing your encodings in a group discussion where all the students of the module will also participate.

At the beginning of the experiment, we will ask you to provide some demographic details (e.g. age, gender) and to answer a set of multiple-choice questions (e.g. using numeric response scales) regarding your previous experience with visualization tools. After each lab session, we will ask you to fill in a questionnaire about the work that you have done and about your experience with the tool you used. We will also evaluate your learning experience and understanding of visual encodings with a quiz that will include multiple choice and open questions. We will use all the gathered data as evidence for discoveries in our research publications and presentations.

Will my participation be Anonymous and Confidential?
Only the researchers and the supervisor will have access to the raw data which will be kept strictly confidential. We will take notes, which will be anonymous. The results from the questionnaires will not be associated to your name in any publications; only the researchers will be able to connect your comments and answers to the questionnaires to your identity. If the videos and photos that we will take show your face, your voice, or identifiable parts of your body or your behaviour, we will generate anonymized versions of these materials (e.g. blurring your face and transcribing your spoken statements). We ask for explicit permission from you to share these anonymized versions of the video snippets or pictures in our publications. Please read carefully and answer the questions in the Consent form that accompanies this information sheet.
Storage and Destruction of Data Collected
The raw data collected during the study will be accessible by the researchers and the supervisor involved in this study only and stored for a maximum of 5 years. During its existence, raw data will be held securely in an office in the University of St Andrews’ Department of Computer Science and in the securely encrypted data drives of the researchers.

What will happen to the results of the research study?
The results will be finalised by approximately 2018 and written up as part of my PhD Thesis and possibly as other research publications and presentations.

Are there any potential risks to taking part?
The risks of taking part should be no different from those you experience on a normal lecture or lab session.

Questions
You will have the opportunity to ask any questions in relation to this project before completing the Consent Form attached.

Consent and Approval
This research proposal has been scrutinised and been granted Ethical Approval through the University ethical approval process.

What should I do if I have concerns about this study?
A full outline of the procedures governed by the University Teaching and Research Ethical Committee is available at http://www.st-andrews.ac.uk/utrec/Guidelines/complaints
Contact details of the researchers are below.

Contact Details
Researcher: Gonzalo Gabriel Méndez
Contact Details: ggm@st-andrews.ac.uk

Researcher: Uta Hinrichs
Contact Details: uh3@st-andrews.ac.uk

Supervisor: Dr. Miguel Nacenta
Contact Details: mans@st-andrews.ac.uk Phone: +44 (0)1334 46 3265
C.2 Participant Consent Form – Coded Data
The University of St Andrews attaches high priority to the ethical conduct of research. We therefore ask you to consider the following points before signing this form. Your signature confirms that you are happy to participate in the study.

What is Coded Data?
The term ‘Coded Data’ refers to when data collected by the researcher is identifiable as belonging to a particular participant but is kept with personal identifiers removed. The researcher(s) retain a ‘key’ to the coded data which allows individual participants to be re-connected with their data at a later date if necessary. The un-coded data is kept confidential to the researcher(s) (and Supervisors). If consent is given to archive data (see consent section of form) the participant may be contacted in the future by the original researcher(s) or other researcher(s).

Consent
The purpose of this form is to ensure that you are willing to take part in this study and to let you understand what it entails. Signing this form does not commit you to anything you do not wish to do and you are free to withdraw at any stage and without providing a reason.

Material gathered during this research will be coded and kept confidentially by the researcher, with only the researchers and supervisor listed above having access. All data will be securely stored in an office at the Computer Science Department of the University of St Andrews for a maximum of 5 years. Video snippets, photographs taken during the study sessions and data/statements that you provide via the questionnaires or during the group discussion may be used as part of research publications and presentations in anonymised form.

Please answer each statement concerning the collection and use of the research data.

I have read and understood the information sheet. □ Yes □ No
I have been given the opportunity to ask questions about the study. □ Yes □ No
I have had my questions answered satisfactorily. □ Yes □ No
I understand that I can withdraw from the study at any time without having to give an explanation. □ Yes □ No
I understand that participating, not participating, or withdrawing from the study at any point will not have any effect on the evaluation or learning process of the CS5044 module. □ Yes □ No
I understand that my data will contain identifiable personal data, but that will be stored with personal identifiers removed by the researcher and that only the researchers and the supervisor listed above will be able to decode this information as and when necessary. □ Yes □ No
I understand that my data will be stored for a period of up to 5 years before being destroyed □ Yes □ No
I have been made fully aware of the potential risks associated with this research, and I am satisfied with the information provided. □ Yes □ No
I agree to take part in the study. □ Yes □ No
Part of our research involves taking video- and audio recordings as well as photographs. These recordings will be kept secure and stored with no identifying documents i.e. consent forms and questionnaires. With your consent, we would like to use this data in anonymised form as part of publications and presentations. We will blur any identifying parts in the video or photographs and transcribe verbal statements so that you cannot be identified based on your voice. However, you should know that there is still a chance that you are identified in these photographs and video recordings.

Photographs and video/audio are highly valuable resources for future studies. We therefore ask for your additional consent to maintain data and images for this purpose.

I agree to be video- and audio recorded and photographed during the study sessions. □ Yes □ No

I agree for my video, audio and photographic recorded material to be presented and published in anonymised form as part of this research. I understand that even in anonymised form video, audio and photos may still allow others to identify me.

I agree for all recorded data to be used in future studies. □ Yes □ No

Participation in this research is completely voluntary and your consent is required before you can participate in this research. If you decide at a later date that data should be destroyed we will honour your request in writing.

Name in Block Capitals _______________________________________________________

Signature ________________________________________________________________

Date ________________________________________________________________
C. Experimental Material Tableau & iVoLVER Comparison: Pilot In-classroom Study

C.3 Demographics and Experience Questionnaire
Study Constructing Visual Encodings

*Required

Demographic Information

1. What is your age? *

2. What is your gender? *
   *Mark only one oval.*
   - Female
   - Male
   - Other

3. What is your current level of study? *
   *Mark only one oval.*
   - Undergraduate
   - Graduate

4. What is your area of study? *
   e.g., Middle Eastern Literary and Cultural Studies, Art History and Mathematics, Computer Science

About your visualization experience

In the following questions, select the option that best represents your answer regarding your personal experience and background with visualizations:

5. How familiar are you with Information Visualization? *
   *Select the option that applies best.*
   *Mark only one oval.*
   - 1. I do not know anything about information visualization at all.
   - 2. I just started to explore visualization topics as part of the CS5044 module. Before, I did not have any knowledge about it at all.
   - 3. I have come across information visualizations on the web and in magazines, but before this module I never considered the concepts and theory behind them.
   - 4. I have been actively following and reading about visualization related topics, but I do not have much experience with practically applying visualization concepts myself.
   - 5. I know what information visualization is; I am actively reading about the topic and I have been creating visualizations myself for at least two years.
6. How familiar are you with reading and creating graphs and charts? *
E.g. bar charts, line graphs
Mark only one oval.

☐ 1. I do not really know what graphs and charts are.
☐ 2. I have seen charts in newspapers and the like but I have not paid much attention to them.
☐ 3. I know graphs and charts from the newspapers and the web and I know how to read them.
☐ 4. I know how to read graphs and charts and I have created some on my own a couple of times.
☐ 5. I feel very comfortable at both reading and creating graphs and charts and I do it often.

7. How often do you create information visualizations? *
Mark only one oval.

☐ 1. Never.
☐ 2. I have sketched out abstract concepts and/or data representations on paper before, but never created a visualization using computational tools.
☐ 3. I have created some static visualizations (with Excel, for example).
☐ 4. I regularly create basic charts and I have created at least one interactive visualization.
☐ 5. I create interactive visualizations regularly as part of my studies/research/job.

8. How would you rate your experience with the following visualization tools: *
Mark only one oval per row.

<table>
<thead>
<tr>
<th>Tool</th>
<th>I do not know this tool</th>
<th>I am aware of it, but I've never used it</th>
<th>I have used it once</th>
<th>I am comfortable with it, but not proficient</th>
<th>I consider myself proficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tableau Desktop</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>MS Excel</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>D3.js</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Processing</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Google Fusion Tables</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Gephi</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Python / Bokeh / iPython</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Notebook</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Matlab</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>R/Shiny</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
</tbody>
</table>
C.4 Tool Questionnaire
Study Constructing Visual Encodings

Tool Questionnaire

The following questions refer to the tool you used during this practical.

1. **What tool did you use today?**
   
   Select the tool you used in the practical of today
   
   Mark only one oval.
   
   - iVoLVER
   - Tableau

2. **How satisfied are you with your overall experience using this tool to create visualizations?**

   Mark only one oval.

   1 2 3 4 5
   
   Very Dissatisfied  ||  1 2 3 4 5  ||  Very Satisfied

3. **What best describes the process of constructing visualizations with this tool?**

   Mark only one oval.

   1 2 3 4 5
   
   Very Difficult  ||  1 2 3 4 5  ||  Very Easy

4. **In your opinion, how well does this tool reflect what you have learned so far about constructing visualizations?**

   Mark only one oval.

   1 2 3 4 5
   
   Very well  ||  1 2 3 4 5  ||  Very badly

5. **Explain why**

   ………………………………………………………………………………………………………………………………………………………………………………………………
   ………………………………………………………………………………………………………………………………………………………………………………………………
   ………………………………………………………………………………………………………………………………………………………………………………………………
   ………………………………………………………………………………………………………………………………………………………………………………………………
   ………………………………………………………………………………………………………………………………………………………………………………………………
   ………………………………………………………………………………………………………………………………………………………………………………………………
6. Which features of this tool did you find most useful or did you like the most?

7. Which features of this tool did you find less useful or encounter problems with? Describe why

8. How would you improve this tool?
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C.5 Visualizations Questionnaire
Section 1: About your housing dataset visualization sketch

The following questions refer to the visualization of the housing dataset you worked on in the second part of the tutorial (Exercise 2). Please, answer them considering the final version of your sketch. If you have created several sketches, consider the one that you think is the most effective.

1. How satisfied are you with your visualization sketch? *

   Mark only one oval.

   1  2  3  4  5

   Very dissatisfied  ☐  ☐  ☐  ☐  ☐  Very satisfied

2. What aspects of the data does your visualization sketch highlight and how? *

   ………………………………………………………………………………………………………

   ………………………………………………………………………………………………………

   ………………………………………………………………………………………………………

   ………………………………………………………………………………………………………

   ………………………………………………………………………………………………………

3. How did you decide on the visual encoding of data in your visualization sketch? *

   ………………………………………………………………………………………………………

   ………………………………………………………………………………………………………

   ………………………………………………………………………………………………………

   ………………………………………………………………………………………………………

   ………………………………………………………………………………………………………

4. Did you consider a different visual encoding while working with the software? If so, describe the different designs you considered and explain why you discarded them at the end? *

   ………………………………………………………………………………………………………

   ………………………………………………………………………………………………………

   ………………………………………………………………………………………………………

   ………………………………………………………………………………………………………

   ………………………………………………………………………………………………………
5. With more time, what aspects of your visualization would you change? *
   Provide a brief reason why you would apply them.

6. Describe, step by step, how Alice and Bob (the people mentioned in the scenario) would use your visualization to find candidate houses to buy.

Section 2: About the housing dataset

7. Please specify the data attributes that your visualization shows as well as their type.
   Mark only one oval per row.

<table>
<thead>
<tr>
<th>Data Attribute</th>
<th>Categorical</th>
<th>Ordinal</th>
<th>Quantitative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year Built</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Garage</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Price</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Footage Class</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>House ID</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distance to Shops</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td># of Bedrooms</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lot Width</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

8. Which visual variables did you use to encode the following attributes of the dataset?
   # of Bedrooms:

9. Type:

10. Lot Width:

11. Price:
12. Year Built:


13. Garage:


14. Distance to Town:


15. Footage Class:


16. How do you make use of hue or value in your visualization (if at all)?
   Provide a short explanation on how/what for you are using colors in your sketch


17. How do you make use of position in your visualization (if at all)?
   Provide a short explanation on how/what for you are using positions in your sketch
APPENDIX D

EXPERIMENTAL MATERIAL TABLEAU & iVoLVER COMPARISON: MAIN LAB CONTROLLED STUDY
D.1 Participant Information Sheet
Project Title
Studying the construction of visual encodings with iVoLVER and Tableau

What is the study about?
We invite you to participate in a research project on the use of iVoLVER (the Interactive Visual Language for Visualization Extraction and Reconstruction) and Tableau to implement visual encodings when learning to visualise datasets.

This study is being conducted as part of my PhD Thesis in the School of Computer Science.

Do I have to take Part?
This information sheet has been written to help you decide if you would like to take part. It is up to you and you alone whether or not to take part. If you do decide to take part you will be free to withdraw at any time without providing a reason.

What would I be required to do?
At the beginning of the experiment, we will ask you to provide some demographic details (e.g. age, gender) and to answer a set of multiple-choice questions (e.g. using numeric response scales) regarding your previous experience with visualization tools. You will then be asked to use two different visualization tools to build visualizations of a given data set. Each visualization session will start with a demonstration of one of the visualization tools (iVoLVER or Tableau). After this, we will ask you to use the tool to create visualizations of a small dataset. With your permission, we will record all your interactions with the visualization tools via screen captures – your face will not be visible in these. After the visualization session, we will ask you to fill out a questionnaire and we may ask you some questions about your experience with the tool. You will then do a second visualization session with the other tool, followed again, by filling out a brief questionnaire and answering some questions. At the end of the experiment, we will ask you some questions about your experience with both tools in comparison. With your permission, we will audio record this interview.

All data gathered during this experiment (i.e., data from questionnaires, audio recordings from interviews, and screen captures of your interactions with the visualization tools) may be used as part of research publications and presentations in anonymized form.

Will my participation be Anonymous and Confidential?
Only the researchers and the supervisor will have access to the raw data gathered during this experiment which will be kept strictly confidential. Data gathered during this study (statements from the interviews and questionnaires, and screen captures of your visualization process) will be fully anonymized prior to their use as part of publications and presentations. All data will generate anonymized versions of these materials (e.g. blurring your face and transcribing your spoken statements). We ask for explicit permission from you to share these anonymized versions of the video snippets or pictures in our publications. Please read carefully and answer the questions in the Consent form that accompanies this information sheet.

Storage and Destruction of Data Collected
The raw data collected during the study will be accessible by the researchers and the supervisor involved in this study only and stored for a maximum of 5 years. During its existence, raw data will be held securely in an office in the University of St Andrews’ Department of Computer Science and in the securely encrypted data drives of the researchers.
What will happen to the results of the research study?

The results will be finalised by approximately 2018 and written up as part of my PhD Thesis and possibly as other research publications and presentations.

Are there any potential risks to taking part?

The risks of taking part should be no different from those you experience on a normal lecture or lab session.

Questions

You will have the opportunity to ask any questions in relation to this project before completing the Consent Form attached.

Consent and Approval

This research proposal has been scrutinised and been granted Ethical Approval through the University ethical approval process.

What should I do if I have concerns about this study?

A full outline of the procedures governed by the University Teaching and Research Ethical Committee is available at http://www.st-andrews.ac.uk/utrec/Guidelines/complaints

Contact details of the researchers are below.

Contact Details

Researcher: Gonzalo Gabriel Méndez
Contact Details: ggm@st-andrews.ac.uk

Researcher: Uta Hinrichs
Contact Details: uh3@st-andrews.ac.uk

Supervisor: Dr. Miguel Nacenta
Contact Details: mans@st-andrews.ac.uk Phone: +44 (0)1334 46 3265
D.2 Participant Consent Form – Coded Data
The University of St Andrews attaches high priority to the ethical conduct of research. We therefore ask you to consider the following points before signing this form. Your signature confirms that you are happy to participate in the study.

**What is Coded Data?**
The term ‘Coded Data’ refers to when data collected by the researcher is identifiable as belonging to a particular participant but is kept with personal identifiers removed. The researchers retain a ‘key’ to the coded data which allows individual participants to be re-connected with their data at a later date if necessary. The un-coded data is kept confidential to the researchers and supervisors. If consent is given to archive data (see consent section of form) the participant may be contacted in the future by the original researchers or other researchers.

**Consent**
The purpose of this form is to ensure that you are willing to take part in this study and to let you understand what it entails. Signing this form does not commit you to anything you do not wish to do and you are free to withdraw at any stage and without providing a reason.

Material gathered during this research will be coded and kept confidentially, with only the researchers and supervisor listed above having access. All data will be securely stored in an office at the Computer Science Department of the University of St Andrews for a maximum of 5 years.

Please answer each statement concerning the collection and use of the research data.

<table>
<thead>
<tr>
<th>Statement</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>I have read and understood the information sheet.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I have been given the opportunity to ask questions about the study.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I have had my questions answered satisfactorily.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I understand that I can withdraw from the study at any time without having to give an explanation.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I understand that my data will contain identifiable personal data, but that will be stored with</td>
<td></td>
<td></td>
</tr>
<tr>
<td>personal identifiers removed by the researcher and that only the researchers and the supervisor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>listed above will be able to decode this information as and when necessary.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I understand that my data will be stored for a period of up to 5 years before being destroyed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I have been made fully aware of the potential risks associated with this research, and I am satisfied</td>
<td></td>
<td></td>
</tr>
<tr>
<td>with the information provided.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I agree to take part in the study.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Part of our research involves taking video and audio recordings (of your screen and your interview, respectively). These recordings will be kept secure and stored with no identifying documents i.e. consent forms and questionnaires. With your consent, we would like to use this data in anonymised form as part of publications and presentations. We will transcribe all your verbal statements so that you cannot be identified based on your voice.

Audio and video recordings are highly valuable resources for future studies. We therefore ask for your additional consent to maintain this data for this purpose.

I agree to have my screen and interview video and audio recorded respectively. □ Yes □ No

I agree for my screen video and audio recorded material to be presented and published in anonymised form as part of this research. □ Yes □ No

I agree for all recorded data to be used in future studies. □ Yes □ No

Participation in this research is completely voluntary and your consent is required before you can participate in this research. If you decide at a later date that data should be destroyed we will honour your request in writing.

Name in Block Capitals

Signature

Date
D.3 Demographics and Experience Questionnaire
Study Constructing Visual Encodings

Demographic Information

1. What is your age? __________

2. What is your gender?
   - Female
   - Male
   - Other

3. What is your current occupation?
   - Undergraduate student
   - Graduate student
   - Professional
   - Other

4. What is your area of study / professional expertise? ______________________________________________________

About your Visualization Experience

In the following questions, select the option that best represents your answer regarding your personal experience and background with visualizations. Please, select just one option.

5. How familiar are you with Information/Data Visualization?
   - I do not know anything about information/data visualization at all.
   - I started to explore visualization topics very recently. Before, I did not have any knowledge about it at all.
   - I have come across information/data visualizations on the web and in magazines, but I have never considered the concepts and theory behind them.
   - I have been actively following and reading about visualization related topics, but I do not have much experience with practically applying visualization concepts myself.
   - I have been actively reading about the topic, and I have been creating visualizations myself for at least one year.

6. How familiar are you with reading and creating graphs and charts (e.g. bar charts, line graphs)?
   - I do not really know what graphs and charts are.
   - I have seen charts in newspapers and the like, but I have not paid much attention to them.
   - I know graphs and charts from the newspapers and the web, and I know how to read them.
   - I know how to read graphs and charts, and I have created some on my own a couple of times.
   - I feel very comfortable at both reading and creating graphs and charts, and I do it often.
7. How often do you create information visualizations (e.g. bar charts, line graphs)?

- Never.
- I have sketched out concepts and/or data representations on paper before, but never created a visualization using computational tools.
- I have created some static visualizations (with Excel, for example).
- I regularly create basic charts and I have created at least one interactive visualization.
- I create interactive visualizations regularly as part of my studies/research/job.

8. How would you rate your experience with the following visualization tools? Please, select just one option per tool.

<table>
<thead>
<tr>
<th>Tool</th>
<th>I do not know this tool.</th>
<th>I am aware of it, but I have never used it</th>
<th>I have used it once.</th>
<th>I am comfortable with it, but not proficient</th>
<th>I consider myself proficient.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tableau Desktop</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
</tr>
<tr>
<td>iVoLVER</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
</tr>
<tr>
<td>Microsoft Excel</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
</tr>
<tr>
<td>D3.js</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
</tr>
<tr>
<td>Processing</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
</tr>
<tr>
<td>Google Fusion Tables</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
</tr>
<tr>
<td>Gephi</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
</tr>
<tr>
<td>Python / Bokeh / iPython Notebook</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
</tr>
<tr>
<td>Matlab</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
</tr>
<tr>
<td>R/Shiny</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
<td>◯</td>
</tr>
</tbody>
</table>
D.4 Tool Interview Questions
Study Constructing Visual Encodings
«Tool_1» Interview Questions

A. The Visualization & Satisfaction Level

1. Can you please explain a bit what your visualization(s) show and how they work?

2. So you answered you are generally pretty satisfied / unsatisfied with your visualizations.
   i. <if satisfied> Can you explain what you think works particularly well?
   ii. <if unsatisfied> Can you explain what you feel did not work so well in your visualizations?

B. Design Process

1. How would you summarize then the process of building visualizations with <a_tool>?
   i. When you say <something>, you mean <something else>?

2. How did you decide on the visual encoding of data in your visualizations?
   i. I mean, what criteria did you use to map the data attributes to specific visual characteristics?
   ii. Did you applied that strategy from the beginning or did you do something different and change it at some point?
   iii. What did you do at first?
   iv. Why did you change it?

3. Did you consider different designs before ending up with your final visualizations?
   i. <if yes>: Did you attempt to build any of them?
   ii. Why did you discard them?
   iii. <if no>: So, you started with the goal of building a <design_1>, < design_2> and a <design_3>?
   iv. How did you decide on particular types of visualizations?

4. Do you think <a_tool> allowed you to achieve all your design ideas?
   i. So, you encounter limitations to express with the tool what you had in mind?
   ii. Like what. Can you give an example?

5. Did you find that in <a_tool> you can always do what you wanted to?

6. Did the design process you have explained to me influence your level of satisfaction with your visualization?
   i. If so, how does it influence your level of satisfaction?
   ii. Why?
   iii. Can you give examples?

C. Tool

1. Which features of this tool did you find most useful?
   i. Do you mean the ....
   ii. How come? / Why?
   iii. Can you give examples?

2. Where there any features you encountered problems with?
   i. Do you mean the ....
   ii. How come? / Why?
   iii. Can you give examples?

3. (OPTIONAL for Tableau) Were there any features that you felt were missing?
D.5 Tools Comparison Questions
Study Constructing Visual Encodings

Tools Comparison Questions

A. Differences

1. How did you experience the transition between Tableau and iVoLVER?

2. How do you think these two tools differ from each other?
   i. Can you give examples?
   ii. So, apart from <a_criteria>, do you think there is another difference
   iii. What about the type of visualizations you can build on each?
   iv. What about the process of creating visualizations?

3. If you compare the two tools, how would you summarize each of their benefits and limitations:

<table>
<thead>
<tr>
<th>BENEFITS</th>
<th>LIMITATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>iVoLVER</td>
<td></td>
</tr>
<tr>
<td>TABLEAU</td>
<td></td>
</tr>
</tbody>
</table>

B. Future Use

1. Now that you have used both tools, can you see yourself using them as part of your work/life activities?
   i. iVolVER...
   ii. Tableau...
   iii. If "no" why not – do you use other tools already? Do you just not need to generate visualizations much?

2. If you think about the two tools, do you think they would be suitable for an educational scenario (InfoVis novices), i.e., for people just learning how to design and implement visualizations?
   i. iVoLVER ...
   ii. Tableau ...
   iii. If you think they are suitable, can you explain what makes them suitable?
   iv. If you do not think they are suitable, can you explain why?

C. Preference

1. Overall, which tool would you prefer? Why?
APPENDIX E

EXPERIMENTAL MATERIAL DESIGN STUDY
E.1 Participant Information Sheet
Project Title
Designing Language Elements and Interactions to Automate iVoLVER Visualizations

What is the study about?
We invite you to participate in a research project on how people design visuals and interactions to speed up the construction process of visualizations in iVoLVER, the Interactive Visual Language for Visualization Extraction and Reconstruction.

This study is being conducted as part of my PhD Thesis in the School of Computer Science.

Do I have to take Part?
This information sheet has been written to help you decide if you would like to take part. It is up to you and you alone whether or not to take part. If you do decide to take part you will be free to withdraw at any time without providing a reason.

What would I be required to do?
You will be given a demonstration on how iVoLVER and Tableau visualizations are constructed. You will then use these two tools to create visual encodings of two small datasets. In this process, you will experience the different levels of automation of both tools. We will then ask you to design and sketch potential solutions to implement features in iVoLVER that allow users to speed up the process of building visualizations. With your permission, we will photograph your sketches as you work on them. In addition, at the end of the sketching exercise, we will record you while describing and discussing your designs in a group discussion where all the participants of the workshop will also participate. In this discussion, we will also ask your opinion on some of our own preliminary designs to implement automation in iVoLVER.

At the beginning of the experiment, we will ask you to provide some demographic details (e.g. age, gender) and to answer a set of multiple-choice questions (e.g. using numeric response scales) regarding your previous experience with visualization tools, sketches and design. We will use all the gathered data as evidence for discoveries in our research publications and presentations.

Will my participation be Anonymous and Confidential?
Only the researchers and the supervisor will have access to the raw data which will be kept strictly confidential. We will take notes, which will be anonymous. The results from the questionnaires will not be associated to your name in any publications; only the researchers will be able to connect your comments and answers to the questionnaires to your identity. If the videos and photos that we will take show your face, your voice, or identifiable parts of your body or your behaviour, we will generate anonymized versions of these materials (e.g. blurring your face and transcribing your spoken statements). We ask for explicit permission from you to share these anonymized versions of the video snippets or pictures in our publications. Please read carefully and answer the questions in the Consent form that accompanies this information sheet.
Storage and Destruction of Data Collected
The raw data collected during the study will be accessible by the researchers and the supervisor involved in this study only and stored for a maximum of 5 years. During its existence, raw data will be held securely in an office in the University of St Andrews’ Department of Computer Science and in the securely encrypted data drives of the researchers.

What will happen to the results of the research study?
The results will be finalised by approximately 2018 and written up as part of my PhD Thesis and possibly as other research publications and presentations.

Are there any potential risks to taking part?
The risks of taking part should be no different from those you experience on a normal lecture or lab session.

Questions
You will have the opportunity to ask any questions in relation to this project before completing the Consent Form attached.

Consent and Approval
This research proposal has been scrutinised and been granted Ethical Approval through the University ethical approval process.

What should I do if I have concerns about this study?
A full outline of the procedures governed by the University Teaching and Research Ethical Committee is available at http://www.st-andrews.ac.uk/utrec/Guidelines/complaints
Contact details of the researchers are below.

Contact Details
Researcher: Gonzalo Gabriel Méndez
Contact Details: ggm@st-andrews.ac.uk

Researcher: Uta Hinrichs
Contact Details: uh3@st-andrews.ac.uk

Supervisor: Dr. Miguel Nacenta
Contact Details: mans@st-andrews.ac.uk Phone: +44 (0)1334 46 3265
E.2  Participant Consent Form – Coded Data
The University of St Andrews attaches high priority to the ethical conduct of research. We therefore ask you to consider the following points before signing this form. Your signature confirms that you are happy to participate in the study.

**What is Coded Data?**
The term ‘Coded Data’ refers to when data collected by the researcher is identifiable as belonging to a particular participant but is kept with personal identifiers removed. The researcher(s) retain a ‘key’ to the coded data which allows individual participants to be re-connected with their data at a later date if necessary. The un-coded data is kept confidential to the researcher(s) (and Supervisors). If consent is given to archive data (see consent section of form) the participant may be contacted in the future by the original researcher(s) or other researcher(s).

**Consent**
The purpose of this form is to ensure that you are willing to take part in this study and to let you understand what it entails. Signing this form does not commit you to anything you do not wish to do and you are free to withdraw at any stage and without providing a reason.

Material gathered during this research will be coded and kept confidentially by the researcher, with only the researchers and supervisor listed above having access. All data will be securely stored in an office at the Computer Science Department of the University of St Andrews for a maximum of 5 years. Video snippets, photographs taken during the study sessions and data/statements that you provide via the questionnaires or during the group discussion may be used as part of research publications and presentations in anonymised form.

Please answer each statement concerning the collection and use of the research data.

I have read and understood the information sheet. □ Yes □ No

I have been given the opportunity to ask questions about the study. □ Yes □ No

I have had my questions answered satisfactorily. □ Yes □ No

I understand that I can withdraw from the study at any time without having to give an explanation. □ Yes □ No

I understand that my data will contain identifiable personal data, but that will be stored with personal identifiers removed by the researchers and that only the researchers and the supervisor listed above will be able to decode this information as and when necessary. □ Yes □ No

I understand that my data will be stored for a period of up to 5 years before being destroyed □ Yes □ No

I have been made fully aware of the potential risks associated with this research, and I am satisfied with the information provided. □ Yes □ No

I agree to take part in the study. □ Yes □ No
Part of our research involves taking video- and audio recordings as well as photographs. These recordings will be kept secure and stored with no identifying documents i.e. consent forms and questionnaires. With your consent, we would like to use this data in anonymised form as part of publications and presentations. We will blur any identifying parts in the video or photographs and fully transcribe verbal statements so that you cannot be identified based on your voice. However, you should know that there is still a chance that you are identified in these photographs and video recordings.

Photographs and video/audio are highly valuable resources for future studies. We therefore ask for your additional consent to maintain data and images for this purpose.

I agree to be video- and audio recorded and photographed during the study sessions.

Yes  No

I agree for my video, audio and photographic recorded material to be presented and published in anonymised form as part of this research. I understand that even in anonymised form video, audio and photos may still allow others to identify me.

Yes  No

I agree for all recorded data to be used in future studies.

Yes  No

Participation in this research is completely voluntary and your consent is required before you can participate in this research. If you decide at a later date that data should be destroyed we will honour your request in writing.

Name in Block Capitals ________________________________
Signature ________________________________
Date ________________________________
E.3 Demographics and Experience Questionnaire
Designing Language Elements and Interactions to Automate iVoLVER Visualizations

Demographic Information

1. What is your age? __________

2. What is your gender?
   ○ Female
   ○ Male
   ○ Other

3. What is your current occupation?
   ○ Undergraduate student
   ○ Graduate student
   ○ Professional
   ○ Other

4. What is your area of study / professional expertise? ____________________________________________________

About your Visualization Experience

In the following questions, select the option that best represents your answer regarding your personal experience and background with visualizations. Please, select just one option.

5. How familiar are you with Information/Data Visualization?
   ○ I do not know anything about information/data visualization at all.
   ○ I started to explore visualization topics very recently. Before, I did not have any knowledge about it at all.
   ○ I have come across information/data visualizations on the web and in magazines, but I have never considered the concepts and theory behind them.
   ○ I have been actively following and reading about visualization related topics, but I do not have much experience with practically applying visualization concepts myself.
   ○ I have been actively reading about the topic, and I have been creating visualizations myself for at least one years.

6. How familiar are you with reading and creating graphs and charts (e.g. bar charts, line graphs)?
   ○ I do not really know what graphs and charts are.
   ○ I have seen charts in newspapers and the like, but I have not paid much attention to them.
   ○ I know graphs and charts from the newspapers and the web, and I know how to read them.
   ○ I know how to read graphs and charts, and I have created some on my own a couple of times.
   ○ I feel very comfortable at both reading and creating graphs and charts, and I do it often.
7. How often do you create information visualizations (e.g. bar charts, line graphs)?

- Never.
- I have sketched out concepts and/or data representations on paper before, but never created a visualization using computational tools.
- I have created some static visualizations (with Excel, for example).
- I regularly create basic charts and I have created at least one interactive visualization.
- I create interactive visualizations regularly as part of my studies/research/job.

8. How would you rate your experience with the following visualization tools? Please, select just one option per tool.

<table>
<thead>
<tr>
<th>Tool</th>
<th>I do not know this tool</th>
<th>I am aware of it, but I have never used it</th>
<th>I have used it once</th>
<th>I am comfortable with it, but not proficient</th>
<th>I consider myself proficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tableau Desktop</td>
<td>☐</td>
<td>☒</td>
<td>☒</td>
<td>☒</td>
<td>☒</td>
</tr>
<tr>
<td>iVoLVER</td>
<td>☐</td>
<td>☒</td>
<td>☒</td>
<td>☒</td>
<td>☒</td>
</tr>
<tr>
<td>Microsoft Excel</td>
<td>☐</td>
<td>☒</td>
<td>☒</td>
<td>☒</td>
<td>☒</td>
</tr>
<tr>
<td>D3.js</td>
<td>☐</td>
<td>☒</td>
<td>☒</td>
<td>☒</td>
<td>☒</td>
</tr>
<tr>
<td>Processing</td>
<td>☐</td>
<td>☒</td>
<td>☒</td>
<td>☒</td>
<td>☒</td>
</tr>
<tr>
<td>Google Fusion Tables</td>
<td>☐</td>
<td>☒</td>
<td>☒</td>
<td>☒</td>
<td>☒</td>
</tr>
<tr>
<td>Gephi</td>
<td>☐</td>
<td>☒</td>
<td>☒</td>
<td>☒</td>
<td>☒</td>
</tr>
<tr>
<td>Python / Bokeh / iPython Notebook</td>
<td>☐</td>
<td>☒</td>
<td>☒</td>
<td>☒</td>
<td>☒</td>
</tr>
<tr>
<td>Matlab</td>
<td>☐</td>
<td>☒</td>
<td>☒</td>
<td>☒</td>
<td>☒</td>
</tr>
<tr>
<td>R/Shiny</td>
<td>☐</td>
<td>☒</td>
<td>☒</td>
<td>☒</td>
<td>☒</td>
</tr>
</tbody>
</table>

9. About your Interface Design Experience

In the following questions, select the option that best represents your answer regarding your personal experience and background with interface design and sketching. Please, select just one option.

9. How familiar are you with designing graphical user interfaces?

- I do not know anything about designing graphical user interfaces at all.
- I have come across graphical interfaces prototypes, but I have not worked on one myself.
- I started to design user interfaces very recently.
- I have been working on interface design of university projects for a while, but I do not have much real-world experience.
- I have been actively designing interfaces myself for at least one year.

10. Briefly describe the most relevant graphical user interface you have ever designed (e.g., an academic project that involved a graphical/visual interface)

__________________________________________________________________________
__________________________________________________________________________
__________________________________________________________________________
__________________________________________________________________________
__________________________________________________________________________
__________________________________________________________________________
About your Sketching Habits

11. How familiar are you with sketching as part of your work, academic, or everyday life activities?

- I do not draw sketches as part of my work at all. Instead, I normally implement my ideas directly.
- I have sporadically interacted with someone else’s sketches before trying to implement an idea.
- I have occasionally sketched ideas before implementing them, but it is not my usual approach.
- I sometimes use paper sketches when working. They seem to be useful, but not essential.
- I use both paper and digital sketches all the time to develop, evolve, and communicate my ideas before trying to implement them.

12. When you do sketch user interfaces, what kind of system/tool do you use?

- Pen and paper
- Digital tools: ________________________________________________________
- Paper mockups
- Other: ____________________________________________________________
E.4 Participants Sketches
AUTOMATICALLY CREATE A MARK FOR EACH ROW

Different groups of the same dataset can be created simultaneously

Note that categorical (left) data is shown differently than numerical (right) data

Clicking on categorical fields creates markers grouped by category

Clicking the grouped mode shows all the possible attributes

Note that categorical (left) data is shown differently than numerical (right) data

<table>
<thead>
<tr>
<th>Name</th>
<th>City</th>
<th>DoB</th>
<th>Salary (dollars)</th>
<th>Department</th>
<th>Service (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charles</td>
<td>Kansas</td>
<td>21/02/1983</td>
<td>1270</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>Chris</td>
<td>Dallas</td>
<td>07/09/1985</td>
<td>1580</td>
<td>Sales</td>
<td>5</td>
</tr>
<tr>
<td>Rachel</td>
<td>Miami</td>
<td>19/02/1988</td>
<td>3300</td>
<td>Marketing</td>
<td>10</td>
</tr>
<tr>
<td>Emily</td>
<td>San Jose</td>
<td>26/04/1989</td>
<td>1220</td>
<td>Sales</td>
<td>6</td>
</tr>
<tr>
<td>Gabriel</td>
<td>Chicago</td>
<td>03/03/1999</td>
<td>3620</td>
<td>Marketing</td>
<td>13</td>
</tr>
</tbody>
</table>

Name | City | DoB       | Salary (dollars) | Department | Service (years) |
---|------|-----------|------------------|------------|-----------------|
Charles | Kansas | 21/02/1983 | 1270 | Supplies | 4 |
Chris | Dallas | 07/09/1985 | 1580 | Sales | 5 |
Rachel | Miami | 19/02/1988 | 3300 | Marketing | 10 |
Emily | San Jose | 26/04/1989 | 1220 | Sales | 6 |
Gabriel | Chicago | 03/03/1999 | 3620 | Marketing | 13 |
MERGE THE CITY AND SALARY VISUALISATIONS?  YES NO

Adding one vis on top of another gives an opportunity to MERGE...

...which then creates a default representation of the two.

<table>
<thead>
<tr>
<th>Name</th>
<th>City</th>
<th>DoB</th>
<th>Salary (dollars)</th>
<th>Department</th>
<th>Service (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charles</td>
<td>Kansas</td>
<td>21/02/1983</td>
<td>1270</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>Chris</td>
<td>Dallas</td>
<td>07/09/1985</td>
<td>1580</td>
<td>Sales</td>
<td>5</td>
</tr>
<tr>
<td>Rachel</td>
<td>Miami</td>
<td>19/02/1988</td>
<td>3300</td>
<td>Marketing</td>
<td>10</td>
</tr>
<tr>
<td>Emily</td>
<td>San Jose</td>
<td>26/04/1989</td>
<td>1220</td>
<td>Sales</td>
<td>6</td>
</tr>
<tr>
<td>Gabriel</td>
<td>Chicago</td>
<td>03/03/1999</td>
<td>3620</td>
<td>Marketing</td>
<td>13</td>
</tr>
</tbody>
</table>

This can be repeated for many dimensions!
"Grouper"

1. Select grouper tool

2. Select marks to group (outtie changes)

3. Value change for one changes all
### Step 2: Assign value types

![Diagram of attribute-value assignment process]

User clicks a value type and selects appropriate data type for each attribute.
<table>
<thead>
<tr>
<th>Name</th>
<th>City</th>
<th>DoB</th>
<th>Salary (dollars)</th>
<th>Department</th>
<th>Service (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charles</td>
<td>Kansas</td>
<td>21/02/1983</td>
<td>1270</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>Chris</td>
<td>Dallas</td>
<td>07/09/1985</td>
<td>1580</td>
<td>Sales</td>
<td>5</td>
</tr>
<tr>
<td>Rachel</td>
<td>Miami</td>
<td>19/02/1988</td>
<td>3300</td>
<td>Marketing</td>
<td>10</td>
</tr>
<tr>
<td>Emily</td>
<td>San Jose</td>
<td>26/04/1989</td>
<td>1220</td>
<td>Sales</td>
<td>6</td>
</tr>
<tr>
<td>Gabriel</td>
<td>Chicago</td>
<td>03/03/1999</td>
<td>3620</td>
<td>Marketing</td>
<td>13</td>
</tr>
</tbody>
</table>

*in an ideal world done once, but could be done attribute by attribute

Step 3: assign Data to Template

Outline changes to show data is held

User selects data and drag to template

Outline changes to show data is held
Step 4: Assign Values to Mark Template

(\& step 5: Generate)

1. Select mark type (left)

2. Select marks (right)

3. Create connections between values + mark template

4. When done, click this to generate marks

Presto chango!

\[ \text{Attribute: Value} \]

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>Y</td>
<td>Z</td>
</tr>
<tr>
<td>a</td>
<td>b</td>
<td>c</td>
</tr>
</tbody>
</table>
Step 6: Marvel in Your Genius (or hit undo)

a collection of names mapped to the
work template
Intelligent Extraction based on rows and columns:

1. The user selects the new widget on the menu.
2. The user uses the tool to select the data he wants to work.

"Collection of cities"?

4. Double click to change the properties of cities. This will associate each element of this collection

5. Do the same with another row you want to work.
<table>
<thead>
<tr>
<th>Name</th>
<th>City</th>
<th>DoB</th>
<th>Salary (dollars)</th>
<th>Department</th>
<th>Service (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charles</td>
<td>Kansas</td>
<td>21/02/1983</td>
<td>1270</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>Chris</td>
<td>Dallas</td>
<td>07/09/1985</td>
<td>1580</td>
<td>Sales</td>
<td>5</td>
</tr>
<tr>
<td>Rachel</td>
<td>Miami</td>
<td>19/02/1988</td>
<td>3300</td>
<td>Marketing</td>
<td>10</td>
</tr>
<tr>
<td>Emily</td>
<td>San Jose</td>
<td>26/04/1989</td>
<td>1220</td>
<td>Sales</td>
<td>6</td>
</tr>
<tr>
<td>Gabriel</td>
<td>Chicago</td>
<td>03/03/1999</td>
<td>3620</td>
<td>Marketing</td>
<td>13</td>
</tr>
</tbody>
</table>

A new widget to automatically plot the relationship between those collections. Double click to see all possible combinations.

The user can easily drag & drop the collections to use it as a graph.
<table>
<thead>
<tr>
<th>Name</th>
<th>City</th>
<th>DoB</th>
<th>Salary (dollars)</th>
<th>Department</th>
<th>Service (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charles</td>
<td>Kansas</td>
<td>21/02/1983</td>
<td>1270</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>Chris</td>
<td>Dallas</td>
<td>07/09/1985</td>
<td>1580</td>
<td>Sales</td>
<td>5</td>
</tr>
<tr>
<td>Rachel</td>
<td>Miami</td>
<td>19/02/1988</td>
<td>3300</td>
<td>Marketing</td>
<td>10</td>
</tr>
<tr>
<td>Emily</td>
<td>San Jose</td>
<td>26/04/1989</td>
<td>1220</td>
<td>Sales</td>
<td>6</td>
</tr>
<tr>
<td>Gabriel</td>
<td>Chicago</td>
<td>03/03/1999</td>
<td>3620</td>
<td>Marketing</td>
<td>13</td>
</tr>
</tbody>
</table>

1. After dragging string check the Data stack box.

2. Indicate direction of search, number of title rows and number of values. Workflow looks down and gathers the appropriate number of strings and values.
3. The string icon now has icons stacked behind it representing values.

<table>
<thead>
<tr>
<th>Name</th>
<th>City</th>
<th>DoB</th>
<th>Salary (dollars)</th>
<th>Department</th>
<th>Service (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charles</td>
<td>Kansas</td>
<td>21/02/1983</td>
<td>1270</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>Chris</td>
<td>Dallas</td>
<td>07/09/1985</td>
<td>1580</td>
<td>Sales</td>
<td>5</td>
</tr>
<tr>
<td>Rachel</td>
<td>Miami</td>
<td>19/02/1988</td>
<td>3300</td>
<td>Marketing</td>
<td>10</td>
</tr>
<tr>
<td>Emily</td>
<td>San Jose</td>
<td>26/04/1989</td>
<td>1220</td>
<td>Sales</td>
<td>6</td>
</tr>
<tr>
<td>Gabriel</td>
<td>Chicago</td>
<td>03/03/1999</td>
<td>3620</td>
<td>Marketing</td>
<td>13</td>
</tr>
</tbody>
</table>

4. The user drags the graph icon to the canvas.
Different Types of data sets.  
eg Numeric/String/Date

**Step 1**: Creating the data set object.

- **Names**
  - **Src**: Provides the source of the data (whether Horizontal or Vertical)
  - **Type**: Specify type of data if user wants to. Otherwise, type doesn’t have to be specified
  - **#: Number of data to include. Default: max.
  - **#: Name of data set**

**Step 2**: Combining data sets

<table>
<thead>
<tr>
<th>Name</th>
<th>City</th>
<th>DoB</th>
<th>Salary (dollars)</th>
<th>Department</th>
<th>Service (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charles</td>
<td>Kansas</td>
<td>21/02/1983</td>
<td>1270</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>Chris</td>
<td>Dallas</td>
<td>07/09/1985</td>
<td>1580</td>
<td>Sales</td>
<td>5</td>
</tr>
<tr>
<td>Rachel</td>
<td>Miami</td>
<td>19/02/1988</td>
<td>3300</td>
<td>Marketing</td>
<td>10</td>
</tr>
<tr>
<td>Emily</td>
<td>San Jose</td>
<td>26/04/1989</td>
<td>1220</td>
<td>Sales</td>
<td>6</td>
</tr>
<tr>
<td>Gabriel</td>
<td>Chicago</td>
<td>03/03/1990</td>
<td>3620</td>
<td>Marketing</td>
<td>1</td>
</tr>
</tbody>
</table>

---

Maps names to department depending on index
eg.

| 0: | Charles | Supplies
| 1: | Chris  | Sales
| 2: | Rachel | Marketing

---

Can change order/remove etc.
Step 3: Drilling down the data:

- [Diagram of a spreadsheet with columns for Names and Departments]
- Double-click:
  - [Details: Cumulative, Same, Identical]
- If search is selected:
  - [Diagram of a search icon]
  - Will narrow down data.

Step 4: Displaying the data

- [Diagram of a data display with columns for No. of Names and Department]
- Can edit name:

Output: A collection of Rectangle Objects

- [Diagram of rectangle objects: Sales, Supply, Assembly, Axes]
"Nodes" allow manual removal of individual data points.

Shapes are thicket generated automatically linked to template widget. Use of positioner or free movement of shapes still possible.

Existing marker design.
- Data is linked across.
- Filter widget allows auto-split or selection of subsets of data.

### Table

<table>
<thead>
<tr>
<th>Name</th>
<th>City</th>
<th>DoB</th>
<th>Salary (dollars)</th>
<th>Department</th>
<th>Service (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charles</td>
<td>Kansas</td>
<td>21/02/1983</td>
<td>1270</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>David</td>
<td>Guttenberg</td>
<td>20/12/1965</td>
<td>1300</td>
<td>Marketing</td>
<td>2</td>
</tr>
<tr>
<td>Alfred</td>
<td>Union City</td>
<td>01/01/1990</td>
<td>1550</td>
<td>Marketing</td>
<td>8</td>
</tr>
<tr>
<td>Alvin</td>
<td>Hoboken</td>
<td>01/10/1972</td>
<td>1245</td>
<td>Sales</td>
<td>3</td>
</tr>
<tr>
<td>Andrew</td>
<td>Kaser</td>
<td>07/09/1985</td>
<td>1220</td>
<td>Marketing</td>
<td>10</td>
</tr>
<tr>
<td>Alastair</td>
<td>Maywood</td>
<td>19/02/1968</td>
<td>1600</td>
<td>Sales</td>
<td>15</td>
</tr>
<tr>
<td>Fenton</td>
<td>Cudahy</td>
<td>26/04/1989</td>
<td>1980</td>
<td>Supplies</td>
<td>1</td>
</tr>
<tr>
<td>Benjamin</td>
<td>Somerville</td>
<td>03/03/1999</td>
<td>2500</td>
<td>Marketing</td>
<td>2</td>
</tr>
<tr>
<td>Broderick</td>
<td>Paterson</td>
<td>20/06/1985</td>
<td>1575</td>
<td>Supplies</td>
<td>2</td>
</tr>
<tr>
<td>Cary</td>
<td>Poplar Hills</td>
<td>07/06/1985</td>
<td>1580</td>
<td>Marketing</td>
<td>4</td>
</tr>
<tr>
<td>Chandler</td>
<td>Sweetwater</td>
<td>05/06/1983</td>
<td>3300</td>
<td>Sales</td>
<td>7</td>
</tr>
<tr>
<td>Conan</td>
<td>Millbourne</td>
<td>05/08/1982</td>
<td>1220</td>
<td>Sales</td>
<td>8</td>
</tr>
<tr>
<td>Crispin</td>
<td>Cambridge</td>
<td>21/02/1983</td>
<td>3620</td>
<td>Supplies</td>
<td>6</td>
</tr>
<tr>
<td>Culver</td>
<td>Garfield</td>
<td>20/12/1965</td>
<td>1245</td>
<td>Sales</td>
<td>2</td>
</tr>
<tr>
<td>Curtis</td>
<td>Jersey City</td>
<td>01/01/1990</td>
<td>1220</td>
<td>Sales</td>
<td>9</td>
</tr>
<tr>
<td>Craig</td>
<td>Chelsea</td>
<td>01/10/1972</td>
<td>1600</td>
<td>Sales</td>
<td>7</td>
</tr>
<tr>
<td>Dexter</td>
<td>Fairview</td>
<td>07/09/1985</td>
<td>1980</td>
<td>Supplies</td>
<td>8</td>
</tr>
<tr>
<td>Dirk</td>
<td>Long Beach</td>
<td>19/02/1988</td>
<td>2500</td>
<td>Sales</td>
<td>8</td>
</tr>
<tr>
<td>Donald</td>
<td>Lynnwood</td>
<td>26/04/1989</td>
<td>1575</td>
<td>Marketing</td>
<td>6</td>
</tr>
<tr>
<td>Harrison</td>
<td>Millbourne</td>
<td>20/06/1985</td>
<td>1550</td>
<td>Supplies</td>
<td>2</td>
</tr>
<tr>
<td>Bruce</td>
<td>Cambridge</td>
<td>07/06/1983</td>
<td>1245</td>
<td>Marketing</td>
<td>2</td>
</tr>
<tr>
<td>William</td>
<td>Garfield</td>
<td>05/06/1983</td>
<td>1220</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>Francis</td>
<td>Jersey City</td>
<td>03/03/1999</td>
<td>1980</td>
<td>Sales</td>
<td>4</td>
</tr>
<tr>
<td>Drew</td>
<td>Kaser</td>
<td>07/06/1985</td>
<td>1575</td>
<td>Marketing</td>
<td>3</td>
</tr>
<tr>
<td>Dudley</td>
<td>Maywood</td>
<td>05/06/1983</td>
<td>1580</td>
<td>Sales</td>
<td>14</td>
</tr>
<tr>
<td>Durwin</td>
<td>Cudahy</td>
<td>05/08/1982</td>
<td>3300</td>
<td>Sales</td>
<td>11</td>
</tr>
<tr>
<td>Eaton</td>
<td>Somerville</td>
<td>05/06/1983</td>
<td>1250</td>
<td>Sales</td>
<td>2</td>
</tr>
<tr>
<td>Efrian</td>
<td>Paterson</td>
<td>01/10/1972</td>
<td>4500</td>
<td>Marketing</td>
<td>12</td>
</tr>
<tr>
<td>Egerton</td>
<td>Poplar Hills</td>
<td>01/03/1990</td>
<td>1250</td>
<td>Marketing</td>
<td>9</td>
</tr>
<tr>
<td>Erskine</td>
<td>Sweetwater</td>
<td>07/09/1985</td>
<td>1580</td>
<td>Sales</td>
<td>5</td>
</tr>
<tr>
<td>Fletcher</td>
<td>Millbourne</td>
<td>03/01/1990</td>
<td>1250</td>
<td>Sales</td>
<td>10</td>
</tr>
<tr>
<td>Forrest</td>
<td>Cambridge</td>
<td>05/08/1982</td>
<td>3300</td>
<td>Marketing</td>
<td>9</td>
</tr>
<tr>
<td>Chris</td>
<td>Garfield</td>
<td>07/09/1985</td>
<td>1220</td>
<td>Sales</td>
<td>6</td>
</tr>
<tr>
<td>Rachel</td>
<td>Miami</td>
<td>19/02/1988</td>
<td>1580</td>
<td>Sales</td>
<td>5</td>
</tr>
<tr>
<td>Emily</td>
<td>San Jose</td>
<td>26/04/1989</td>
<td>1220</td>
<td>Sales</td>
<td>13</td>
</tr>
</tbody>
</table>

Related/linked data is lightly highlighted to illustrate connection.
Clicking allows duplication of a mark with new data following the same structure.

Next row may be auto selected but if the user chooses a different row, it will be visualized instead.

Group selection offers further alignment options, e.g., randomly distributed, close-packed, overlapping.

Extra dialogue on double-click for parameters (e.g., filter by data or select data items, etc...).
**Issues:**

- Limitations on the types of visualizations that can be created
- Need a new concept to allow for multiple marks to represent one data row
- Heterogeneity could be complicated to implement.

**The goal is to allow the user to manipulate N rows at once.**

**We introduce the concept of a mark set, which represents a set of N marks.**

**We can manipulate properties of all marks in the set at once by dragging column titles into set options.**
We add positioners into a mark set by dragging. Only 1 positioner is allowed per mark set.
<table>
<thead>
<tr>
<th>Name</th>
<th>City</th>
<th>DoB</th>
<th>Salary (dollars)</th>
<th>Department</th>
<th>Service (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charles</td>
<td>Kansas</td>
<td>21/02/1983</td>
<td>1270</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>David</td>
<td>Guttenberg</td>
<td>20/12/1965</td>
<td>1300</td>
<td>Marketing</td>
<td>2</td>
</tr>
<tr>
<td>Alfred</td>
<td>Union City</td>
<td>02/01/1990</td>
<td>1550</td>
<td>Marketing</td>
<td>8</td>
</tr>
<tr>
<td>Alvin</td>
<td>Hoboken</td>
<td>01/10/1972</td>
<td>1245</td>
<td>Sales</td>
<td>3</td>
</tr>
<tr>
<td>Andrew</td>
<td>Kaser</td>
<td>07/09/1985</td>
<td>1220</td>
<td>Marketing</td>
<td>10</td>
</tr>
<tr>
<td>Alastair</td>
<td>Maywood</td>
<td>19/02/1988</td>
<td>1200</td>
<td>Sales</td>
<td>13</td>
</tr>
<tr>
<td>Fenton</td>
<td>Cudahy</td>
<td>26/04/1989</td>
<td>1980</td>
<td>Supplies</td>
<td>1</td>
</tr>
<tr>
<td>Benjamin</td>
<td>Somerville</td>
<td>03/03/1999</td>
<td>2500</td>
<td>Marketing</td>
<td>2</td>
</tr>
<tr>
<td>Broderick</td>
<td>Paterson</td>
<td>20/06/1985</td>
<td>1575</td>
<td>Supplies</td>
<td>2</td>
</tr>
<tr>
<td>Cary</td>
<td>Poplar Hills</td>
<td>07/06/1985</td>
<td>1580</td>
<td>Marketing</td>
<td>4</td>
</tr>
<tr>
<td>Chandler</td>
<td>Sweetwater</td>
<td>05/06/1983</td>
<td>3300</td>
<td>Sales</td>
<td>7</td>
</tr>
<tr>
<td>Conan</td>
<td>Millbourne</td>
<td>05/08/1982</td>
<td>1220</td>
<td>Sales</td>
<td>8</td>
</tr>
<tr>
<td>Crispin</td>
<td>Cambridge</td>
<td>21/02/1983</td>
<td>3620</td>
<td>Supplies</td>
<td>6</td>
</tr>
<tr>
<td>Culver</td>
<td>Garfield</td>
<td>20/12/1965</td>
<td>1245</td>
<td>Sales</td>
<td>2</td>
</tr>
<tr>
<td>Curtis</td>
<td>Jersey City</td>
<td>01/01/1990</td>
<td>1220</td>
<td>Sales</td>
<td>9</td>
</tr>
<tr>
<td>Craig</td>
<td>Chelsea</td>
<td>01/10/1972</td>
<td>1600</td>
<td>Sales</td>
<td>7</td>
</tr>
<tr>
<td>Dexter</td>
<td>Fairview</td>
<td>07/09/1985</td>
<td>1980</td>
<td>Supplies</td>
<td>8</td>
</tr>
<tr>
<td>Dirk</td>
<td>Long Beach</td>
<td>19/02/1988</td>
<td>2500</td>
<td>Sales</td>
<td>8</td>
</tr>
<tr>
<td>Donald</td>
<td>Lynwood</td>
<td>26/04/1989</td>
<td>1575</td>
<td>Marketing</td>
<td>6</td>
</tr>
<tr>
<td>Harrison</td>
<td>Millbourne</td>
<td>20/06/1985</td>
<td>1550</td>
<td>Supplies</td>
<td>2</td>
</tr>
<tr>
<td>Bruce</td>
<td>Cambridge</td>
<td>07/06/1985</td>
<td>1245</td>
<td>Marketing</td>
<td>2</td>
</tr>
<tr>
<td>William</td>
<td>Garfield</td>
<td>05/06/1983</td>
<td>1220</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>Francis</td>
<td>Jersey City</td>
<td>05/08/1982</td>
<td>1600</td>
<td>Marketing</td>
<td>4</td>
</tr>
<tr>
<td>Drew</td>
<td>Kaser</td>
<td>03/03/1999</td>
<td>1980</td>
<td>Sales</td>
<td>4</td>
</tr>
<tr>
<td>Dudley</td>
<td>Maywood</td>
<td>20/06/1985</td>
<td>2500</td>
<td>Sales</td>
<td>4</td>
</tr>
<tr>
<td>Durwin</td>
<td>Cudahy</td>
<td>07/06/1985</td>
<td>1575</td>
<td>Marketing</td>
<td>3</td>
</tr>
<tr>
<td>Eaton</td>
<td>Somerville</td>
<td>05/06/1983</td>
<td>1580</td>
<td>Sales</td>
<td>14</td>
</tr>
<tr>
<td>Efrain</td>
<td>Paterson</td>
<td>05/08/1982</td>
<td>3300</td>
<td>Sales</td>
<td>11</td>
</tr>
<tr>
<td>Egerton</td>
<td>Poplar Hills</td>
<td>20/12/1965</td>
<td>3600</td>
<td>Sales</td>
<td>9</td>
</tr>
<tr>
<td>Erskine</td>
<td>Sweetwater</td>
<td>01/01/1990</td>
<td>1250</td>
<td>Marketing</td>
<td>9</td>
</tr>
<tr>
<td>Fletcher</td>
<td>Millbourne</td>
<td>01/10/1972</td>
<td>4500</td>
<td>Marketing</td>
<td>12</td>
</tr>
<tr>
<td>Forrest</td>
<td>Cambridge</td>
<td>03/01/1990</td>
<td>1250</td>
<td>Sales</td>
<td>2</td>
</tr>
<tr>
<td>Chris</td>
<td>Garfield</td>
<td>07/09/1988</td>
<td>1580</td>
<td>Sales</td>
<td>5</td>
</tr>
<tr>
<td>Rachel</td>
<td>Miami</td>
<td>19/02/1988</td>
<td>3300</td>
<td>Marketing</td>
<td>10</td>
</tr>
<tr>
<td>Emily</td>
<td>San Jose</td>
<td>26/04/1989</td>
<td>1220</td>
<td>Sales</td>
<td>6</td>
</tr>
<tr>
<td>Gabriel</td>
<td>Chicago</td>
<td>03/03/1999</td>
<td>3620</td>
<td>Marketing</td>
<td>13</td>
</tr>
<tr>
<td>Name</td>
<td>City</td>
<td>DoB</td>
<td>Salary (dollars)</td>
<td>Department</td>
<td>Service (years)</td>
</tr>
<tr>
<td>------------</td>
<td>----------------</td>
<td>-----------</td>
<td>------------------</td>
<td>------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Charles</td>
<td>Kansas</td>
<td>21/02/1983</td>
<td>1270</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>David</td>
<td>Guttenberg</td>
<td>20/12/1965</td>
<td>1300</td>
<td>Marketing</td>
<td>2</td>
</tr>
<tr>
<td>Alfred</td>
<td>Union City</td>
<td>01/01/1990</td>
<td>1550</td>
<td>Marketing</td>
<td>8</td>
</tr>
<tr>
<td>Alvin</td>
<td>Hoboken</td>
<td>01/10/1972</td>
<td>1245</td>
<td>Sales</td>
<td>3</td>
</tr>
<tr>
<td>Andrew</td>
<td>Kaser</td>
<td>07/09/1985</td>
<td>1220</td>
<td>Marketing</td>
<td>10</td>
</tr>
<tr>
<td>Alastair</td>
<td>Maywood</td>
<td>19/02/1988</td>
<td>1600</td>
<td>Sales</td>
<td>15</td>
</tr>
<tr>
<td>Fenton</td>
<td>Cudahy</td>
<td>26/04/1989</td>
<td>1980</td>
<td>Supplies</td>
<td>1</td>
</tr>
<tr>
<td>Benjamin</td>
<td>Somerville</td>
<td>03/03/1999</td>
<td>2500</td>
<td>Marketing</td>
<td>2</td>
</tr>
<tr>
<td>Broderick</td>
<td>Paterson</td>
<td>20/06/1985</td>
<td>1575</td>
<td>Supplies</td>
<td>2</td>
</tr>
<tr>
<td>Cary</td>
<td>Poplar Hills</td>
<td>07/06/1985</td>
<td>1580</td>
<td>Marketing</td>
<td>4</td>
</tr>
<tr>
<td>Chandler</td>
<td>Sweetwater</td>
<td>05/06/1983</td>
<td>3300</td>
<td>Sales</td>
<td>7</td>
</tr>
<tr>
<td>Conan</td>
<td>Millibourne</td>
<td>05/08/1982</td>
<td>1220</td>
<td>Sales</td>
<td>8</td>
</tr>
<tr>
<td>Crispin</td>
<td>Cambridge</td>
<td>21/02/1983</td>
<td>3620</td>
<td>Supplies</td>
<td>6</td>
</tr>
<tr>
<td>Culver</td>
<td>Garfield</td>
<td>20/12/1965</td>
<td>1245</td>
<td>Sales</td>
<td>2</td>
</tr>
<tr>
<td>Curtis</td>
<td>Jersey City</td>
<td>01/01/1990</td>
<td>1220</td>
<td>Sales</td>
<td>9</td>
</tr>
<tr>
<td>Craig</td>
<td>Chelsea</td>
<td>01/10/1972</td>
<td>1600</td>
<td>Sales</td>
<td>7</td>
</tr>
<tr>
<td>Dexter</td>
<td>Fairview</td>
<td>07/09/1985</td>
<td>1980</td>
<td>Supplies</td>
<td>8</td>
</tr>
<tr>
<td>Dirk</td>
<td>Long Beach</td>
<td>19/02/1988</td>
<td>2500</td>
<td>Sales</td>
<td>8</td>
</tr>
<tr>
<td>Donald</td>
<td>Lymwood</td>
<td>26/04/1989</td>
<td>1575</td>
<td>Marketing</td>
<td>6</td>
</tr>
<tr>
<td>Harrison</td>
<td>Millibourne</td>
<td>20/06/1985</td>
<td>1550</td>
<td>Supplies</td>
<td>2</td>
</tr>
<tr>
<td>Bruce</td>
<td>Cambridge</td>
<td>07/06/1985</td>
<td>1245</td>
<td>Marketing</td>
<td>2</td>
</tr>
<tr>
<td>William</td>
<td>Garfield</td>
<td>05/06/1983</td>
<td>1220</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>Francis</td>
<td>Jersey City</td>
<td>05/08/1982</td>
<td>1600</td>
<td>Marketing</td>
<td>4</td>
</tr>
<tr>
<td>Drew</td>
<td>Kaser</td>
<td>03/03/1999</td>
<td>1980</td>
<td>Sales</td>
<td>4</td>
</tr>
<tr>
<td>Dudley</td>
<td>Maywood</td>
<td>20/06/1985</td>
<td>2500</td>
<td>Sales</td>
<td>4</td>
</tr>
<tr>
<td>Durwin</td>
<td>Cudahy</td>
<td>07/06/1985</td>
<td>1575</td>
<td>Marketing</td>
<td>3</td>
</tr>
<tr>
<td>Eaton</td>
<td>Somerville</td>
<td>05/06/1983</td>
<td>1580</td>
<td>Sales</td>
<td>14</td>
</tr>
<tr>
<td>Efrain</td>
<td>Paterson</td>
<td>05/08/1982</td>
<td>3300</td>
<td>Sales</td>
<td>11</td>
</tr>
<tr>
<td>Egerton</td>
<td>Poplar Hills</td>
<td>20/12/1965</td>
<td>3600</td>
<td>Sales</td>
<td>9</td>
</tr>
<tr>
<td>Erskine</td>
<td>Sweetwater</td>
<td>01/01/1990</td>
<td>1250</td>
<td>Marketing</td>
<td>9</td>
</tr>
<tr>
<td>Fletcher</td>
<td>Millibourne</td>
<td>01/10/1972</td>
<td>4500</td>
<td>Marketing</td>
<td>12</td>
</tr>
<tr>
<td>Forrest</td>
<td>Cambridge</td>
<td>03/01/1990</td>
<td>1250</td>
<td>Sales</td>
<td>2</td>
</tr>
<tr>
<td>Chris</td>
<td>Garfield</td>
<td>07/09/1985</td>
<td>1580</td>
<td>Sales</td>
<td>5</td>
</tr>
<tr>
<td>Rachel</td>
<td>Miami</td>
<td>19/02/1988</td>
<td>3300</td>
<td>Marketing</td>
<td>10</td>
</tr>
<tr>
<td>Emily</td>
<td>San Jose</td>
<td>26/04/1989</td>
<td>1220</td>
<td>Sales</td>
<td>6</td>
</tr>
<tr>
<td>Gabriel</td>
<td>Chicago</td>
<td>03/03/1999</td>
<td>3620</td>
<td>Marketing</td>
<td>13</td>
</tr>
<tr>
<td>Name</td>
<td>City</td>
<td>DoB</td>
<td>Salary (dollars)</td>
<td>Department</td>
<td>Service (years)</td>
</tr>
<tr>
<td>--------</td>
<td>--------</td>
<td>---------</td>
<td>------------------</td>
<td>------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Charles</td>
<td>Kansas</td>
<td>21/02/1983</td>
<td>1270</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>Chris</td>
<td>Dallas</td>
<td>07/09/1985</td>
<td>1580</td>
<td>Sales</td>
<td>5</td>
</tr>
<tr>
<td>Rachel</td>
<td>Miami</td>
<td>19/02/1988</td>
<td>3300</td>
<td>Marketing</td>
<td>10</td>
</tr>
<tr>
<td>Emily</td>
<td>San Jose</td>
<td>26/04/1989</td>
<td>1220</td>
<td>Sales</td>
<td>6</td>
</tr>
<tr>
<td>Gabriel</td>
<td>Chicago</td>
<td>03/03/1999</td>
<td>3620</td>
<td>Marketing</td>
<td>13</td>
</tr>
</tbody>
</table>

- The user selects a rectangle shape and places text "Charles".

- Once copied, user is prompted to enter data, instead of re-dragging everything and double-clicking.

- User has copied shape with existing data and is prompted to customise data to create similar marks.
3. Press and hold 'copy' option, allows users to draw box

4. Once box is selected, the interior can be replicated but user will once again be prompted to correct data

newly "posted" graph

prompt to change

DATA
Drag tool

1. User selected drag tool to drag marks to numerical value desired

2. Large datasets are still entered but a drag tool makes sizing quick, & establishes numerical value automatically, and adjustable with the drag tool.
Select all

1. User selects all names or other category.

2. User can then drag the names onto a graph, together.

3. User can snap the data onto the graph, like the (3) option but on a bigger scale.
<table>
<thead>
<tr>
<th>Name</th>
<th>City</th>
<th>DoB</th>
<th>Salary (dollars)</th>
<th>Department</th>
<th>Service (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charles</td>
<td>Kansas</td>
<td>21/02/1983</td>
<td>1270</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>Chris</td>
<td>Dallas</td>
<td>07/09/1985</td>
<td>1580</td>
<td>Sales</td>
<td>5</td>
</tr>
<tr>
<td>Rachel</td>
<td>Miami</td>
<td>19/02/1988</td>
<td>3300</td>
<td>Marketing</td>
<td>10</td>
</tr>
<tr>
<td>Emily</td>
<td>San Jose</td>
<td>26/04/1989</td>
<td>1220</td>
<td>Sales</td>
<td>6</td>
</tr>
<tr>
<td>Gabriel</td>
<td>Chicago</td>
<td>03/03/1999</td>
<td>3620</td>
<td>Marketing</td>
<td>13</td>
</tr>
</tbody>
</table>

1. Press and drag the whole column to highlight it and release

2. Click on the highlighted column and drag it to the shape

3. This creates a shape for each city.
<table>
<thead>
<tr>
<th>Name</th>
<th>City</th>
<th>DoB</th>
<th>Salary (dollars)</th>
<th>Department</th>
<th>Service (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charles</td>
<td>Kansas</td>
<td>21/02/1983</td>
<td>1270</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>David</td>
<td>Guttenberg</td>
<td>20/12/1965</td>
<td>1300</td>
<td>Marketing</td>
<td>2</td>
</tr>
<tr>
<td>Alfred</td>
<td>Union City</td>
<td>01/01/1990</td>
<td>1550</td>
<td>Marketing</td>
<td>8</td>
</tr>
<tr>
<td>Alvin</td>
<td>Hoboken</td>
<td>01/10/1972</td>
<td>1245</td>
<td>Sales</td>
<td>3</td>
</tr>
<tr>
<td>Andrew</td>
<td>Kaser</td>
<td>07/09/1985</td>
<td>1220</td>
<td>Marketing</td>
<td>10</td>
</tr>
<tr>
<td>Alastair</td>
<td>Maywood</td>
<td>19/02/1988</td>
<td>1600</td>
<td>Sales</td>
<td>15</td>
</tr>
<tr>
<td>Fenton</td>
<td>Cudahy</td>
<td>26/04/1989</td>
<td>1980</td>
<td>Supplies</td>
<td>1</td>
</tr>
<tr>
<td>Benjamin</td>
<td>Somerville</td>
<td>03/03/1999</td>
<td>2500</td>
<td>Marketing</td>
<td>2</td>
</tr>
<tr>
<td>Broderick</td>
<td>Paterson</td>
<td>20/06/1985</td>
<td>1575</td>
<td>Supplies</td>
<td>2</td>
</tr>
<tr>
<td>Cary</td>
<td>Poplar Hills</td>
<td>07/06/1985</td>
<td>1580</td>
<td>Marketing</td>
<td>4</td>
</tr>
<tr>
<td>Chandler</td>
<td>Sweetwater</td>
<td>05/06/1983</td>
<td>3300</td>
<td>Sales</td>
<td>7</td>
</tr>
<tr>
<td>Conan</td>
<td>Millbourne</td>
<td>05/08/1982</td>
<td>1220</td>
<td>Sales</td>
<td>8</td>
</tr>
<tr>
<td>Crispin</td>
<td>Cambridge</td>
<td>21/02/1983</td>
<td>3620</td>
<td>Supplies</td>
<td>6</td>
</tr>
<tr>
<td>Culver</td>
<td>Garfield</td>
<td>20/12/1965</td>
<td>1245</td>
<td>Sales</td>
<td>2</td>
</tr>
<tr>
<td>Curtis</td>
<td>Jersey City</td>
<td>01/01/1990</td>
<td>1220</td>
<td>Sales</td>
<td>9</td>
</tr>
<tr>
<td>Craig</td>
<td>Chelsea</td>
<td>01/10/1972</td>
<td>1600</td>
<td>Sales</td>
<td>7</td>
</tr>
<tr>
<td>Dexter</td>
<td>Fairview</td>
<td>07/09/1985</td>
<td>1980</td>
<td>Supplies</td>
<td>8</td>
</tr>
<tr>
<td>Dirk</td>
<td>Long Beach</td>
<td>19/02/1988</td>
<td>2500</td>
<td>Sales</td>
<td>8</td>
</tr>
<tr>
<td>Donald</td>
<td>Lynwood</td>
<td>26/04/1989</td>
<td>1575</td>
<td>Marketing</td>
<td>6</td>
</tr>
<tr>
<td>Harrison</td>
<td>Millbourne</td>
<td>20/06/1985</td>
<td>1550</td>
<td>Supplies</td>
<td>2</td>
</tr>
<tr>
<td>Bruce</td>
<td>Cambridge</td>
<td>07/06/1965</td>
<td>1245</td>
<td>Marketing</td>
<td>2</td>
</tr>
<tr>
<td>William</td>
<td>Garfield</td>
<td>05/06/1983</td>
<td>1220</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>Francis</td>
<td>Jersey City</td>
<td>05/08/1982</td>
<td>1600</td>
<td>Marketing</td>
<td>4</td>
</tr>
<tr>
<td>Drew</td>
<td>Kaser</td>
<td>03/03/1999</td>
<td>1980</td>
<td>Sales</td>
<td>4</td>
</tr>
<tr>
<td>Dudley</td>
<td>Maywood</td>
<td>20/06/1985</td>
<td>2500</td>
<td>Sales</td>
<td>4</td>
</tr>
<tr>
<td>Durwin</td>
<td>Cudahy</td>
<td>07/06/1985</td>
<td>1575</td>
<td>Marketing</td>
<td>3</td>
</tr>
<tr>
<td>Eaton</td>
<td>Somerville</td>
<td>05/06/1983</td>
<td>1580</td>
<td>Sales</td>
<td>14</td>
</tr>
<tr>
<td>Efrain</td>
<td>Paterson</td>
<td>05/08/1962</td>
<td>3300</td>
<td>Sales</td>
<td>11</td>
</tr>
<tr>
<td>Egerton</td>
<td>Poplar Hills</td>
<td>20/12/1965</td>
<td>3600</td>
<td>Sales</td>
<td>9</td>
</tr>
<tr>
<td>Erskine</td>
<td>Sweetwater</td>
<td>01/10/1990</td>
<td>1250</td>
<td>Marketing</td>
<td>9</td>
</tr>
<tr>
<td>Fletcher</td>
<td>Millbourne</td>
<td>01/10/1972</td>
<td>4500</td>
<td>Marketing</td>
<td>12</td>
</tr>
<tr>
<td>Forrest</td>
<td>Cambridge</td>
<td>03/01/1990</td>
<td>1250</td>
<td>Sales</td>
<td>2</td>
</tr>
<tr>
<td>Chris</td>
<td>Garfield</td>
<td>07/09/1985</td>
<td>1580</td>
<td>Sales</td>
<td>5</td>
</tr>
<tr>
<td>Rachel</td>
<td>Miami</td>
<td>19/02/1988</td>
<td>3300</td>
<td>Marketing</td>
<td>10</td>
</tr>
<tr>
<td>Emily</td>
<td>San Jose</td>
<td>26/04/1989</td>
<td>1220</td>
<td>Sales</td>
<td>6</td>
</tr>
<tr>
<td>Gabriel</td>
<td>Chicago</td>
<td>03/03/1999</td>
<td>3620</td>
<td>Marketing</td>
<td>13</td>
</tr>
<tr>
<td>Name</td>
<td>City</td>
<td>DoB</td>
<td>Salary (dollars)</td>
<td>Department</td>
<td>Service (years)</td>
</tr>
<tr>
<td>------------</td>
<td>----------</td>
<td>-----------</td>
<td>------------------</td>
<td>------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Charles</td>
<td>Kansas</td>
<td>21/02/1983</td>
<td>1270</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>David</td>
<td>Guttenberg</td>
<td>20/12/1965</td>
<td>1300</td>
<td>Marketing</td>
<td>2</td>
</tr>
<tr>
<td>Alfred</td>
<td>Union City</td>
<td>01/01/1990</td>
<td>1350</td>
<td>Marketing</td>
<td>8</td>
</tr>
<tr>
<td>Alvin</td>
<td>Hoboken</td>
<td>01/10/1972</td>
<td>1245</td>
<td>Sales</td>
<td>3</td>
</tr>
<tr>
<td>Andrew</td>
<td>Kaser</td>
<td>07/09/1985</td>
<td>1220</td>
<td>Marketing</td>
<td>10</td>
</tr>
<tr>
<td>Alastair</td>
<td>Maywood</td>
<td>19/02/1988</td>
<td>1600</td>
<td>Sales</td>
<td>15</td>
</tr>
<tr>
<td>Fenton</td>
<td>Cudahy</td>
<td>26/04/1989</td>
<td>1980</td>
<td>Supplies</td>
<td>1</td>
</tr>
<tr>
<td>Benjamin</td>
<td>Somerville</td>
<td>03/03/1999</td>
<td>2500</td>
<td>Marketing</td>
<td>2</td>
</tr>
<tr>
<td>Broderick</td>
<td>Paterson</td>
<td>20/06/1985</td>
<td>1575</td>
<td>Supplies</td>
<td>2</td>
</tr>
<tr>
<td>Cary</td>
<td>Poplar Hills</td>
<td>07/06/1985</td>
<td>1580</td>
<td>Marketing</td>
<td>4</td>
</tr>
<tr>
<td>Chandler</td>
<td>Sweetwater</td>
<td>05/06/1983</td>
<td>3300</td>
<td>Sales</td>
<td>7</td>
</tr>
<tr>
<td>Conan</td>
<td>Millbourne</td>
<td>05/08/1982</td>
<td>1220</td>
<td>Sales</td>
<td>8</td>
</tr>
<tr>
<td>Crispin</td>
<td>Cambridge</td>
<td>21/02/1983</td>
<td>3620</td>
<td>Supplies</td>
<td>6</td>
</tr>
<tr>
<td>Culver</td>
<td>Garfield</td>
<td>20/12/1965</td>
<td>1245</td>
<td>Sales</td>
<td>2</td>
</tr>
<tr>
<td>Curtis</td>
<td>Jersey City</td>
<td>01/01/1990</td>
<td>1220</td>
<td>Sales</td>
<td>9</td>
</tr>
<tr>
<td>Craig</td>
<td>Chelsea</td>
<td>01/10/1972</td>
<td>1600</td>
<td>Sales</td>
<td>7</td>
</tr>
<tr>
<td>Dexter</td>
<td>Fairview</td>
<td>07/09/1985</td>
<td>1980</td>
<td>Supplies</td>
<td>8</td>
</tr>
<tr>
<td>Dirk</td>
<td>Long Beach</td>
<td>19/02/1988</td>
<td>2500</td>
<td>Sales</td>
<td>8</td>
</tr>
<tr>
<td>Donald</td>
<td>Lynwood</td>
<td>26/04/1989</td>
<td>1575</td>
<td>Marketing</td>
<td>6</td>
</tr>
<tr>
<td>Harrison</td>
<td>Millbourne</td>
<td>20/06/1985</td>
<td>1550</td>
<td>Supplies</td>
<td>2</td>
</tr>
<tr>
<td>Bruce</td>
<td>Cambridge</td>
<td>07/06/1985</td>
<td>1245</td>
<td>Marketing</td>
<td>2</td>
</tr>
<tr>
<td>Willian</td>
<td>Garfield</td>
<td>05/06/1983</td>
<td>1220</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>Francis</td>
<td>Jersey City</td>
<td>05/08/1982</td>
<td>1600</td>
<td>Marketing</td>
<td>4</td>
</tr>
<tr>
<td>Drew</td>
<td>Kaser</td>
<td>03/03/1999</td>
<td>1980</td>
<td>Sales</td>
<td>4</td>
</tr>
<tr>
<td>Dudley</td>
<td>Maywood</td>
<td>20/06/1985</td>
<td>2500</td>
<td>Sales</td>
<td>4</td>
</tr>
<tr>
<td>Darwin</td>
<td>Cudahy</td>
<td>07/06/1985</td>
<td>1575</td>
<td>Marketing</td>
<td>3</td>
</tr>
<tr>
<td>Fulton</td>
<td>Somerville</td>
<td>05/06/1983</td>
<td>1580</td>
<td>Sales</td>
<td>14</td>
</tr>
<tr>
<td>Efrain</td>
<td>Paterson</td>
<td>05/08/1982</td>
<td>3300</td>
<td>Sales</td>
<td>11</td>
</tr>
<tr>
<td>Egerton</td>
<td>Poplar Hills</td>
<td>20/12/1965</td>
<td>3600</td>
<td>Sales</td>
<td>9</td>
</tr>
<tr>
<td>Erskine</td>
<td>Sweetwater</td>
<td>01/01/1990</td>
<td>1250</td>
<td>Marketing</td>
<td>9</td>
</tr>
<tr>
<td>Fletcher</td>
<td>Millbourne</td>
<td>01/10/1972</td>
<td>4500</td>
<td>Marketing</td>
<td>12</td>
</tr>
<tr>
<td>Forrest</td>
<td>Cambridge</td>
<td>03/01/1990</td>
<td>1250</td>
<td>Sales</td>
<td>2</td>
</tr>
<tr>
<td>Chris</td>
<td>Garfield</td>
<td>07/09/1985</td>
<td>1580</td>
<td>Sales</td>
<td>5</td>
</tr>
<tr>
<td>Rachel</td>
<td>Miami</td>
<td>19/02/1988</td>
<td>3300</td>
<td>Marketing</td>
<td>10</td>
</tr>
<tr>
<td>Emily</td>
<td>San Jose</td>
<td>26/04/1989</td>
<td>1220</td>
<td>Sales</td>
<td>6</td>
</tr>
<tr>
<td>Gabriel</td>
<td>Chicago</td>
<td>03/03/1999</td>
<td>3620</td>
<td>Marketing</td>
<td>13</td>
</tr>
<tr>
<td>Name</td>
<td>City</td>
<td>DoB</td>
<td>Salary (dollars)</td>
<td>Department</td>
<td>Service (years)</td>
</tr>
<tr>
<td>----------</td>
<td>---------------</td>
<td>----------</td>
<td>------------------</td>
<td>------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Charles</td>
<td>Kansas</td>
<td>21/02/1983</td>
<td>1270</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>David</td>
<td>Guttenberg</td>
<td>20/12/1965</td>
<td>1300</td>
<td>Marketing</td>
<td>2</td>
</tr>
<tr>
<td>Alfred</td>
<td>Union City</td>
<td>01/01/1990</td>
<td>1550</td>
<td>Marketing</td>
<td>8</td>
</tr>
<tr>
<td>Alvin</td>
<td>Hoboken</td>
<td>01/10/1972</td>
<td>1245</td>
<td>Sales</td>
<td>3</td>
</tr>
<tr>
<td>Andrew</td>
<td>Kaser</td>
<td>07/09/1985</td>
<td>1220</td>
<td>Marketing</td>
<td>10</td>
</tr>
<tr>
<td>Alastair</td>
<td>Maywood</td>
<td>19/02/1988</td>
<td>1600</td>
<td>Sales</td>
<td>15</td>
</tr>
<tr>
<td>Fenton</td>
<td>Cudahy</td>
<td>26/04/1989</td>
<td>1980</td>
<td>Supplies</td>
<td>1</td>
</tr>
<tr>
<td>Benjamin</td>
<td>Somerville</td>
<td>03/03/1999</td>
<td>2500</td>
<td>Marketing</td>
<td>2</td>
</tr>
<tr>
<td>Broderick</td>
<td>Paterson</td>
<td>20/06/1985</td>
<td>1575</td>
<td>Supplies</td>
<td>2</td>
</tr>
<tr>
<td>Cary</td>
<td>Poplar Hills</td>
<td>07/06/1985</td>
<td>1580</td>
<td>Marketing</td>
<td>4</td>
</tr>
<tr>
<td>Chandler</td>
<td>Sweetwater</td>
<td>05/06/1983</td>
<td>3300</td>
<td>Sales</td>
<td>7</td>
</tr>
<tr>
<td>Conan</td>
<td>Millbourne</td>
<td>05/08/1982</td>
<td>1220</td>
<td>Sales</td>
<td>8</td>
</tr>
<tr>
<td>Crispin</td>
<td>Cambridge</td>
<td>21/02/1983</td>
<td>3620</td>
<td>Supplies</td>
<td>6</td>
</tr>
<tr>
<td>Culver</td>
<td>Garfield</td>
<td>20/12/1965</td>
<td>1245</td>
<td>Sales</td>
<td>2</td>
</tr>
<tr>
<td>Curtis</td>
<td>Jersey City</td>
<td>01/01/1990</td>
<td>1220</td>
<td>Sales</td>
<td>9</td>
</tr>
<tr>
<td>Craig</td>
<td>Chelsea</td>
<td>01/10/1972</td>
<td>1600</td>
<td>Sales</td>
<td>7</td>
</tr>
<tr>
<td>Dexter</td>
<td>Fairview</td>
<td>07/09/1985</td>
<td>1980</td>
<td>Supplies</td>
<td>8</td>
</tr>
<tr>
<td>Dirk</td>
<td>Long Beach</td>
<td>19/02/1988</td>
<td>2500</td>
<td>Sales</td>
<td>8</td>
</tr>
<tr>
<td>Donald</td>
<td>Lynwood</td>
<td>26/04/1989</td>
<td>1575</td>
<td>Marketing</td>
<td>6</td>
</tr>
<tr>
<td>Harrison</td>
<td>Millbourne</td>
<td>20/06/1985</td>
<td>1550</td>
<td>Supplies</td>
<td>2</td>
</tr>
<tr>
<td>Bruce</td>
<td>Cambridge</td>
<td>07/06/1985</td>
<td>1245</td>
<td>Marketing</td>
<td>2</td>
</tr>
<tr>
<td>William</td>
<td>Garfield</td>
<td>05/06/1983</td>
<td>1220</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>Francis</td>
<td>Jersey City</td>
<td>05/08/1982</td>
<td>1600</td>
<td>Marketing</td>
<td>4</td>
</tr>
<tr>
<td>Drew</td>
<td>Kaser</td>
<td>03/03/1999</td>
<td>1980</td>
<td>Sales</td>
<td>4</td>
</tr>
<tr>
<td>Dudley</td>
<td>Maywood</td>
<td>20/06/1985</td>
<td>2500</td>
<td>Sales</td>
<td>4</td>
</tr>
<tr>
<td>Durwin</td>
<td>Cudahy</td>
<td>07/06/1985</td>
<td>1575</td>
<td>Marketing</td>
<td>3</td>
</tr>
<tr>
<td>Eaton</td>
<td>Somerville</td>
<td>05/06/1983</td>
<td>1580</td>
<td>Sales</td>
<td>14</td>
</tr>
<tr>
<td>Efrain</td>
<td>Paterson</td>
<td>05/08/1982</td>
<td>3300</td>
<td>Sales</td>
<td>11</td>
</tr>
<tr>
<td>Egerton</td>
<td>Poplar Hills</td>
<td>20/12/1965</td>
<td>3600</td>
<td>Sales</td>
<td>9</td>
</tr>
<tr>
<td>Erskine</td>
<td>Sweetwater</td>
<td>01/01/1990</td>
<td>1250</td>
<td>Marketing</td>
<td>9</td>
</tr>
<tr>
<td>Fletcher</td>
<td>Millbourne</td>
<td>01/10/1972</td>
<td>4500</td>
<td>Marketing</td>
<td>12</td>
</tr>
<tr>
<td>Forrest</td>
<td>Cambridge</td>
<td>03/01/1990</td>
<td>1250</td>
<td>Sales</td>
<td>2</td>
</tr>
<tr>
<td>Chris</td>
<td>Garfield</td>
<td>07/09/1985</td>
<td>1580</td>
<td>Sales</td>
<td>5</td>
</tr>
<tr>
<td>Rachel</td>
<td>Miami</td>
<td>19/02/1988</td>
<td>3300</td>
<td>Marketing</td>
<td>10</td>
</tr>
<tr>
<td>Emily</td>
<td>San Jose</td>
<td>26/04/1989</td>
<td>1220</td>
<td>Sales</td>
<td>6</td>
</tr>
<tr>
<td>Gabriel</td>
<td>Chicago</td>
<td>03/03/1999</td>
<td>3620</td>
<td>Marketing</td>
<td>13</td>
</tr>
</tbody>
</table>
4. Choose all marks

6. Get a drop down menu for all chosen marks

7. Choose another category name, drag and drop it to the field you want it.

9. The program will combine all chosen marks with the given data in the same order they are provided and in the chosen format.

10. [Salary] dollars

[10^x]

Name | City | DoB | Salary (dollars) | Department | Service (years)
---|---|---|---|---|---
Charles | Kansas | 21/02/1983 | 1270 | Supplies | 4
David | Guttenberg | 20/12/1965 | 1300 | Marketing | 2
Alfred | Union City | 01/01/1990 | 1550 | Marketing | 8
Alvin | Hoboken | 01/10/1972 | 1245 | Sales | 3
Andrew | Kaser | 07/09/1985 | 1220 | Marketing | 10
Alastair | Maywood | 19/02/1988 | 1600 | Sales | 15
Fenton | Cudahy | 26/04/1989 | 1980 | Supplies | 1
Benjamin | Somerville | 03/03/1999 | 2500 | Marketing | 2
Broderick | Paterson | 20/06/1985 | 1575 | Supplies | 2
Cary | Poplar Hills | 07/06/1985 | 1580 | Marketing | 4
Chandler | Sweetwater | 05/06/1983 | 3300 | Sales | 7
Conan | Millbourne | 05/08/1982 | 1220 | Sales | 8
Crispin | Cambridge | 21/02/1985 | 3620 | Supplies | 6
Culver | Garfield | 20/12/1965 | 1245 | Sales | 2
Curtis | Jersey City | 01/01/1990 | 1220 | Sales | 9
Craig | Chelsea | 01/10/1972 | 1600 | Sales | 7
Dexter | Fairview | 07/09/1985 | 1980 | Supplies | 8
Dirk | Long Beach | 19/02/1988 | 2500 | Sales | 8
Donald | Lynwood | 20/02/1984 | 1575 | Marketing | 6
Harrison | Millbourne | 20/06/1985 | 1550 | Supplies | 2
Bruce | Cambridge | 07/06/1985 | 1245 | Marketing | 2
William | Garfield | 05/06/1983 | 1220 | Supplies | 4
Frances | Jersey City | 05/08/1982 | 1600 | Marketing | 4
Drew | Kaser | 03/03/1999 | 1980 | Sales | 4
Dudley | Maywood | 20/06/1985 | 2500 | Sales | 4
Durwin | Cudahy | 07/06/1985 | 1575 | Marketing | 3
Eaton | Somerville | 05/06/1983 | 1580 | Sales | 14
Efrain | Paterson | 05/08/1982 | 3300 | Sales | 11
Egerton | Poplar Hills | 20/12/1965 | 3600 | Sales | 9
Erskine | Sweetwater | 01/01/1990 | 1250 | Marketing | 9
Fletcher | Millbourne | 01/10/1972 | 4500 | Marketing | 12
Forrest | Cambridge | 03/01/1990 | 1250 | Sales | 2
Chris | Garfield | 07/09/1985 | 1580 | Sales | 5
Rachel | Miami | 19/02/1988 | 3300 | Marketing | 10
Emily | San Jose | 26/04/1989 | 1220 | Sales | 6
Gabriel | Chicago | 03/03/1999 | 3620 | Marketing | 13
Selecting in BK.

<table>
<thead>
<tr>
<th>Name</th>
<th>City</th>
<th>DoB</th>
<th>Salary (dollars)</th>
<th>Department</th>
<th>Service (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charles</td>
<td>Kansas</td>
<td>21/02/1983</td>
<td>1270</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>Chris</td>
<td>Dallas</td>
<td>07/09/1985</td>
<td>1580</td>
<td>Sales</td>
<td>5</td>
</tr>
<tr>
<td>Rachel</td>
<td>Miami</td>
<td>19/02/1988</td>
<td>3300</td>
<td>Marketing</td>
<td>10</td>
</tr>
<tr>
<td>Emily</td>
<td>San Jose</td>
<td>26/04/1989</td>
<td>1220</td>
<td>Sales</td>
<td>6</td>
</tr>
<tr>
<td>Gabriel</td>
<td>Chicago</td>
<td>03/03/1999</td>
<td>3620</td>
<td>Marketing</td>
<td>13</td>
</tr>
</tbody>
</table>

0. Select tool that enables you to select a section of data from a column.

1. Drag menu item on canvas. 
   a) Double click for drop down.
   b) Drag mark on canvas
   c) Affilicate mark to represent
   d) Affilicate data extraction with data field

2. Selection on Canvas

3. Drag each field with a mark

4. Having a menu similar to the Positioners Menu that would allow you to treat your selected data subset.
Break Table Down
Isolate into separate entities

Name  | City  | DoB       | Salary (dollars) | Department | Service (years)
------|-------|-----------|------------------|------------|----------------
Charles | Kansas | 21/02/1983 | 1270             | Supplies   | 4
Chris   | Dallas | 07/09/1985 | 1580             | Sales      | 5
Rachel  | Miami  | 19/02/1988 | 3300             | Marketing  | 10
Emily   | San Jose | 26/04/1989 | 1220             | Sales      | 6
Gabriel | Chicago | 03/03/1999 | 3620             | Marketing  | 13

Service
(Service now no longer in original group)
Create Connections Between Table Rows/Columns

<table>
<thead>
<tr>
<th>Name</th>
<th>City</th>
<th>DoB</th>
<th>Salary (dollars)</th>
<th>Department</th>
<th>Service (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charles</td>
<td>Kansas</td>
<td>21/02/1983</td>
<td>1270</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>Chris</td>
<td>Dallas</td>
<td>07/09/1985</td>
<td>1580</td>
<td>Sales</td>
<td>5</td>
</tr>
<tr>
<td>Rachel</td>
<td>Miami</td>
<td>19/02/1988</td>
<td>3300</td>
<td>Marketing</td>
<td>10</td>
</tr>
<tr>
<td>Emily</td>
<td>San Jose</td>
<td>26/04/1989</td>
<td>1220</td>
<td>Sales</td>
<td>6</td>
</tr>
<tr>
<td>Gabriel</td>
<td>Chicago</td>
<td>03/03/1999</td>
<td>3620</td>
<td>Marketing</td>
<td>13</td>
</tr>
</tbody>
</table>

Double Click and Hold to Drag

Output of selected fields

This field remains editable
<table>
<thead>
<tr>
<th>Name</th>
<th>City</th>
<th>DoB</th>
<th>Salary (dollars)</th>
<th>Department</th>
<th>Service (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charles</td>
<td>Kansas</td>
<td>21/02/1983</td>
<td>1270</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>David</td>
<td>Guttenberg</td>
<td>20/12/1965</td>
<td>1300</td>
<td>Marketing</td>
<td>2</td>
</tr>
<tr>
<td>Alfred</td>
<td>Union City</td>
<td>01/01/1990</td>
<td>1550</td>
<td>Marketing</td>
<td>8</td>
</tr>
<tr>
<td>Alvin</td>
<td>Hoboken</td>
<td>01/10/1972</td>
<td>1245</td>
<td>Sales</td>
<td>3</td>
</tr>
<tr>
<td>Andrew</td>
<td>Kaser</td>
<td>07/09/1985</td>
<td>1220</td>
<td>Marketing</td>
<td>10</td>
</tr>
<tr>
<td>Alastair</td>
<td>Maywood</td>
<td>19/02/1988</td>
<td>1600</td>
<td>Marketing</td>
<td>2</td>
</tr>
<tr>
<td>Fenton</td>
<td>Cudahy</td>
<td>26/04/1989</td>
<td>1980</td>
<td>Supplies</td>
<td>1</td>
</tr>
<tr>
<td>Benjamin</td>
<td>Somerville</td>
<td>03/03/1999</td>
<td>2500</td>
<td>Marketing</td>
<td>2</td>
</tr>
<tr>
<td>Broderick</td>
<td>Paterson</td>
<td>20/06/1985</td>
<td>1575</td>
<td>Supplies</td>
<td>2</td>
</tr>
<tr>
<td>Cary</td>
<td>Poplar Hills</td>
<td>07/06/1985</td>
<td>1580</td>
<td>Marketing</td>
<td>4</td>
</tr>
<tr>
<td>Chandler</td>
<td>Sweetwater</td>
<td>05/06/1983</td>
<td>3300</td>
<td>Sales</td>
<td>7</td>
</tr>
<tr>
<td>Conan</td>
<td>Milbourne</td>
<td>05/08/1982</td>
<td>1220</td>
<td>Sales</td>
<td>8</td>
</tr>
<tr>
<td>Crispin</td>
<td>Cambridge</td>
<td>21/02/1983</td>
<td>3620</td>
<td>Supplies</td>
<td>6</td>
</tr>
<tr>
<td>Culver</td>
<td>Garfield</td>
<td>20/12/1965</td>
<td>1245</td>
<td>Sales</td>
<td>2</td>
</tr>
<tr>
<td>Curtis</td>
<td>Jersey City</td>
<td>01/01/1990</td>
<td>1220</td>
<td>Sales</td>
<td>9</td>
</tr>
<tr>
<td>Craig</td>
<td>Chelsea</td>
<td>01/10/1972</td>
<td>1600</td>
<td>Sales</td>
<td>7</td>
</tr>
<tr>
<td>Dexter</td>
<td>Fairview</td>
<td>07/09/1985</td>
<td>1980</td>
<td>Supplies</td>
<td>8</td>
</tr>
<tr>
<td>Dirk</td>
<td>Long Beach</td>
<td>19/02/1988</td>
<td>2500</td>
<td>Sales</td>
<td>8</td>
</tr>
<tr>
<td>Donald</td>
<td>Lynwood</td>
<td>26/04/1989</td>
<td>1575</td>
<td>Marketing</td>
<td>6</td>
</tr>
<tr>
<td>Harrison</td>
<td>Milbourne</td>
<td>20/06/1985</td>
<td>1550</td>
<td>Supplies</td>
<td>2</td>
</tr>
<tr>
<td>Bruce</td>
<td>Cambridge</td>
<td>07/06/1985</td>
<td>1245</td>
<td>Marketing</td>
<td>2</td>
</tr>
<tr>
<td>William</td>
<td>Garfield</td>
<td>05/06/1983</td>
<td>1220</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>Francis</td>
<td>Jersey City</td>
<td>05/08/1982</td>
<td>1600</td>
<td>Marketing</td>
<td>4</td>
</tr>
<tr>
<td>Drew</td>
<td>Kaser</td>
<td>03/03/1999</td>
<td>1980</td>
<td>Sales</td>
<td>4</td>
</tr>
<tr>
<td>Dudley</td>
<td>Maywood</td>
<td>20/06/1985</td>
<td>2500</td>
<td>Sales</td>
<td>4</td>
</tr>
<tr>
<td>Durwin</td>
<td>Cudahy</td>
<td>07/06/1985</td>
<td>1575</td>
<td>Marketing</td>
<td>3</td>
</tr>
<tr>
<td>Eaton</td>
<td>Somerville</td>
<td>05/06/1983</td>
<td>1580</td>
<td>Sales</td>
<td>14</td>
</tr>
<tr>
<td>Efrain</td>
<td>Paterson</td>
<td>05/08/1982</td>
<td>3300</td>
<td>Sales</td>
<td>11</td>
</tr>
<tr>
<td>Egerton</td>
<td>Poplar Hills</td>
<td>20/12/1965</td>
<td>3600</td>
<td>Sales</td>
<td>9</td>
</tr>
<tr>
<td>Erskine</td>
<td>Sweetwater</td>
<td>01/01/1990</td>
<td>1250</td>
<td>Marketing</td>
<td>9</td>
</tr>
<tr>
<td>Fletcher</td>
<td>Millbourne</td>
<td>01/10/1972</td>
<td>4500</td>
<td>Marketing</td>
<td>12</td>
</tr>
<tr>
<td>Forrest</td>
<td>Cambridge</td>
<td>03/01/1990</td>
<td>1250</td>
<td>Sales</td>
<td>2</td>
</tr>
<tr>
<td>Chris</td>
<td>Garfield</td>
<td>07/09/1985</td>
<td>1590</td>
<td>Sales</td>
<td>5</td>
</tr>
<tr>
<td>Rachel</td>
<td>Miami</td>
<td>19/02/1988</td>
<td>3300</td>
<td>Marketing</td>
<td>10</td>
</tr>
<tr>
<td>Emily</td>
<td>San Jose</td>
<td>26/04/1989</td>
<td>1220</td>
<td>Sales</td>
<td>6</td>
</tr>
<tr>
<td>Gabriel</td>
<td>Chicago</td>
<td>03/03/1999</td>
<td>3620</td>
<td>Marketing</td>
<td>13</td>
</tr>
</tbody>
</table>
• Titles, captions, labels (axes, values)
• Format painter
• Bulk select for mark creation/encoding
• Ordinal color scales
• Create new columns in dataset for calculated values
• Create color from recently used
• Sort data
• Visual guidelines when dragging elements around canvas

1. Use group select tool ([-purple]) to select multiple parts of your data. Could be via drag & drop or ctrl+click.

2. Once data selected, drag selection onto marks and release.

3. User then prompted with question about what to do: 1 mark per item, or 1 mark per item with visual encoding (size, col) drawn from another column of that items corresponding row.

1. Drag and drop a chart type onto the canvas.
2. User then prompted (prompt different for each chart type) to select axes, labels, marks to plot (from data), columns to encode for size/height/etc.
<table>
<thead>
<tr>
<th>Name</th>
<th>City</th>
<th>Age</th>
<th>Salary</th>
<th>Department</th>
<th>Year of Service</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chris</td>
<td>Kansas</td>
<td>30</td>
<td>4000</td>
<td>Sales</td>
<td>5</td>
</tr>
<tr>
<td>Emily</td>
<td>Miami</td>
<td>28</td>
<td>3500</td>
<td>Marketing</td>
<td>7</td>
</tr>
<tr>
<td>Rachel</td>
<td>San Jose</td>
<td>32</td>
<td>1500</td>
<td>Supplies</td>
<td>10</td>
</tr>
</tbody>
</table>

Average age: 30.5 years
Average salary: $3500
by department average?
by age average?
by any average?

Age? "DoB" → Age  
"recognize a number" 1983

Table:
<table>
<thead>
<tr>
<th>Name</th>
<th>City</th>
<th>DoB</th>
<th>Salary (dollars)</th>
<th>Department</th>
<th>Service (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charles</td>
<td>Kansas</td>
<td>21/02/1983</td>
<td>1270</td>
<td>Supplies</td>
<td>4</td>
</tr>
<tr>
<td>Chris</td>
<td>Dallas</td>
<td>07/09/1985</td>
<td>1580</td>
<td>Sales</td>
<td>5</td>
</tr>
<tr>
<td>Rachel</td>
<td>Miami</td>
<td>19/02/1988</td>
<td>3300</td>
<td>Marketing</td>
<td>10</td>
</tr>
<tr>
<td>Emily</td>
<td>San Jose</td>
<td>26/04/1989</td>
<td>1220</td>
<td>Sales</td>
<td>6</td>
</tr>
<tr>
<td>Gabriel</td>
<td>Chicago</td>
<td>03/03/1999</td>
<td>3620</td>
<td>Marketing</td>
<td>13</td>
</tr>
</tbody>
</table>