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Abstract

In this thesis, I explore sex differences in adult human social learning, and how these sex differences might be underpinned by differences in risk-taking and confidence. The capacity for high-fidelity social learning is fundamental to the complex culture observed in humans. Examining when we choose to learn socially rather than asocially and the factors that influence these choices is valuable for understanding broader patterns of cultural evolution. In Chapter 1, I give an overview of the literature on sex differences in social learning, particularly how individual differences in risk-taking and confidence impact upon social information use. I introduce stereotype threat as a possible factor affecting women’s confidence. I then use the stereotype threat literature as an example of the replication crisis in psychology, and discuss how improved methods of statistical analysis could help to elucidate the ambiguity in this literature. Chapter 2 provides an experimental investigation into when adult humans choose to use social or asocial information to solve a virtual construction task. I found that when the asocial information was made to be risky, women, but not men, preferred to learn socially. In Chapter 3, I present experimental data exploring the links between confidence and conformity. I found that lower confidence led to a greater likelihood of conforming, although I was unable to reliably alter confidence levels experimentally. In Chapter 4, I present a model of the stereotype threat literature by simulating numerous datasets and analysing them using four different statistical methods. I found that using informative priors in a Bayesian framework provided greater certainty about the presence or absence of an effect in a population. Finally, in Chapter 5 I conclude that studying the factors that lead to sex differences in social learning provides researchers with a greater understanding of the dynamics of cultural evolution.
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Chapter 1: Introduction
1.1 Overview

The field of cultural evolution is based on the assertion that human culture is governed by similar rules to those that underlie biological evolution, and thus can be understood and explained in terms of Darwinian evolutionary processes (Mesoudi, Whiten & Laland 2004). In this way, human culture can change over time as successful behaviours persist over generations and unsuccessful ones die out, analogously to biological evolution. Behaviours are modified and passed between individuals through social learning, in which individuals acquire new behaviours through observing or interacting with conspecifics (Hoppitt & Laland 2013). Humans are proficient social learners, and it has been argued that our capacity for high-fidelity social learning is one of the reasons that human culture is so vast, complex and diverse (Dean, Kendal, Schapiro, Thierry & Laland 2012). A large amount of research effort has gone into investigating the factors that lead to human culture far exceeding the complexity of animal cultures (Dean, Vale, Laland, Flynn & Kendal 2014). Other research questions are concerned with the cultural micro-evolutionary processes in humans specifically, i.e. the details of who, when, and how people learn from others (Mesoudi 2016). In particular, I am interested in whether and when sex differences emerge in social learning, and how these differences might be underpinned by individual differences in risk-taking and confidence.

There is some sparse evidence of sex differences in social learning from studies of non-human animals (e.g. Lonsdorf, Eberly & Pusey 2004) and from some human experimental work in children and adults (e.g. Flynn & Whiten 2008), and I am interested in how these differences might relate to other factors such as risk-taking and confidence. Theoretical and experimental work suggests that when personal experience becomes unreliable and risky, individuals rely on social information (e.g. Arbilly, Motro, Feldman & Lotum 2011; van Bergen, Coolen & Laland 2004). Additionally, individual differences in risk-taking tendencies predict the use of social or asocial learning to solve a problem (see
Thus, due to reported sex differences in men and women’s risk-taking tendencies (Charness & Gneezy 2012), I am interested in whether men and women rely on risky sources of social and asocial information to differing extents. Similarly, differences in confidence have been found to underpin differences in conformity in previous studies, in that lower levels of confidence in a task led to higher levels of conformity (Morgan et al. 2012). Moreover, a sex difference in confidence on a mental rotation task had an indirect effect on conformity in the task (Cross et al. 2016). The factors that influence men and women’s confidence in a task may themselves be socially learned or part of the cultural environment. One such example is stereotype threat (Stoet & Geary 2012), which can be seen as a type of social information affecting members of a stereotyped group in particular. Therefore I investigated whether manipulating men and women’s confidence using stereotype threat differentially affected their likelihood of conforming to a majority decision.

Distinguishing when men and women use social and asocial learning to differing extents, and deciphering the contexts in which factors such as confidence and risk-taking play an important role, are valuable for understanding and predicting patterns of social information use. A fuller understanding of these cultural micro-evolutionary processes can inform research that looks at the macro-evolutionary consequences, such as the population-level dynamics of social learning (Mesoudi 2016). In addition, understanding how confidence and risk-taking differences affect men and women’s social learning behaviour can also shed light on why men and women behave differently in other contexts, as well as highlighting the importance of exploring underlying factors that account for reported sex differences in behaviour. By manipulating the factors that differentially affect men and women’s behaviour, sex differences in behaviour may be exaggerated, ameliorated or remain unchanged, giving greater insights into how flexible or context-dependent behavioural sex differences may or may not be.
In this thesis, I present experimental work investigating whether altering the riskiness of social and asocial information differentially affects men and women’s tendency to use these information sources (Chapter 2). I also present an attempt to manipulate men and women’s confidence using stereotype threat, to see if a decrease in confidence results in an increase in conformity (Chapter 3). I then present a study addressing the uncertainty within the stereotype threat literature by simulating datasets based on this literature and analysing them using a variety of statistical methods (Chapter 4). Before discussing this work in detail, I will first give a broad overview of the relevant literature. Specifically, I highlight the current experimental and empirical evidence for sex differences in social learning in animals and humans, and how these sex differences in social learning might relate to individual differences in risk-taking. I then discuss the conformity literature from a social psychology and cultural evolution perspective, as well as discussing the current evidence for sex differences in conformity. I point to research suggesting that sex differences in conformity might be underpinned by differences in confidence, and how confidence itself may be influenced by social information such as stereotypes. Finally, I describe the controversies surrounding the stereotype threat literature, the broader context of the replication crisis in psychology, and how these controversies might be addressed with improved statistical methods.
1.2 Terminology and Methodology

1.2.1 Sex and Gender

Throughout this thesis I have used both the term ‘sex’ and ‘gender’ when discussing my own and others’ research. The terms ‘sex’ and ‘gender’ can carry different meanings and interpretations depending on not only the historical context in which the term is being used, but also the norms and cultures that have developed within certain disciplines and fields of study (Torgrimson & Minson 2005). For example, the term ‘gender’ was not widely used in Psychology journals before the 1960s (Muehlenhard & Peterson 2011), and has markedly increased in frequency in both Physiology and Psychology journals since then (Torgrimson & Minson 2005; Muehlenhard & Peterson 2011).

The term ‘gender’ became more commonplace after John Money and colleagues (Money et al. 1955; 1957) defined gender role as distinct from anatomical or physiological sex (e.g. chromosomes, hormones, reproductive organs and external genitalia) and childhood socialisation (e.g. assigned sex and rearing) in the context of research into individuals with ambiguous biological sex, then termed hermaphrodites, now more commonly termed intersexed. From then on, many other researchers, notably Gayle Rubin (1975) and Rhoda Unger (1979) proposed a move away from using the term ‘sex’ ubiquitously and replacing it with the term ‘gender’ when appropriate. Specifically, Rubin argued that ‘sex’ refers to the biological body which one is born with, whereas ‘gender’ is the social role that is imposed on each sex (Rubin 1975). Further to this, Unger proposed that when researchers use the term ‘sex’ it is implied, or can be construed as meaning that there is an underlying biological mechanism responsible for any characteristics or differences specific to one sex (Unger 1979). She argued that using the term ‘gender’ instead would make it less likely for people to assume that psychological differences are the result of physiological sex differences, rather than environmental or social factors. Since Unger’s publication, the use of the term ‘gender’
has rapidly increased relative to the term ‘sex’ (Glasser & Smith 2008; Basow 2010; Muehlenhard & Peterson 2011). Indeed a recent article on ‘The New Science of Cognitive Sex Differences’ by Miller and Halpern (2014, p.37) explicitly defined ‘gender’ as “meanings that societies and individuals give to female and male categories”, whereas ‘sex’ was defined as “grouping of people into female and male categories. Use of the term ‘sex differences’ does not imply that those differences are primarily biologically or environmentally caused.”

Despite strong arguments for favouring one term over the other in certain contexts, in investigating current psychological researchers’ uses and definitions of the terms sex and gender, Muehlenhard and Peterson (2011) found many inconsistencies in not only the way in which terms were used, but also how they were defined, as well as justifications for those definitions. The authors concluded, similarly to Yoder (2003), that, although distinguishing between sex and gender has been important in developing understanding of the relative contributions of physiological versus societal factors in shaping one’s sex identity, the reality is that these lines cannot be distinctly drawn and are of course blurred. Thus, strict definitions distinguishing between the relative physiological and societal contributions to one’s sex are inevitably going to be inconsistent, incomplete or contradictory. Yoder argued that if we let go of the distinction between sex and gender, this will “open the door to regarding sex and gender as inseparable and intertwined so that a holistic understanding of women and men, girls and boys, will include biology (sex) and what our culture makes of our biological sex (i.e. gender)” (Yoder 2003, p.17).

In this thesis, I explicitly look to both evolutionary and social factors in helping to understand sex differences in human behaviour. In particular I employ ideas from social psychology, evolutionary psychology and cultural evolution which inherently reject a dichotomy between biology and culture, but fundamentally acknowledge their complex intertwinement. For example, in Chapter 2 I consider the idea that sex differences in risk-taking may affect social
learning. Although I refer to comparative literature showing sex differences in risk-taking to be present in non-human animals, I assume that human sex differences in risk-taking are determined by a multitude of environmental, physiological, evolutionary and cultural factors. Similarly in Chapter 3, I explore how gender stereotypes may affect men and women’s confidence in mental rotation tasks. Again, I assume that sex differences in confidence are determined by a combination of environmental, physiological, evolutionary and cultural factors. Thus, in line with Yoder, I try to avoid the false “biology versus culture” dichotomy by assuming that both factors are always at play in the emergence of any behaviour. Therefore I use the terms ‘sex’ and ‘gender’ interchangeably throughout this thesis; instances in which ‘gender’ are used reflect the norm of the field of literature to which I am referring (e.g. social psychology) whereas ‘sex’ is used in particular when referring to comparative animal behaviour studies.

1.2.2 Online studies and external/internal validity

In this thesis I have used computer-based tasks to examine the effects of factors such as confidence and risk-taking on individuals’ social learning propensities. Some of these tasks were conducted online via an online survey and recruiting service, Qualtrics. Other tasks were conducted by recruiting participants to take-part in a computer-based study in person.

A particular concern with recruiting participants online is one of internal validity. Due to the participants being remote from the experimenter, and indeed never meeting the experimenter, it is difficult to gain confidence in the participants’ motivation, attention and commitment to the online task. For example, participants may be skim-reading the instructions and/or not thoroughly understanding the task, thus not behaving as they would if
they were participating with full understanding of the consequences of their actions in the
task. However, it is important to note that all tasks designed and implemented using
Qualtrics (all tasks in Chapter 3) include specific attention filters and measures to exclude
participants who are not giving the task appropriate attention. For example, any participants
who took less than a third of the average amount of time taken to complete the task are
automatically excluded by Qualtrics’ own quality filters, as this suggests that the participant
was completing the task as quickly as possible rather than fully engaging with the task. My
study also made use of time-limits per question, so participants who did not answer a
question within the allotted time were excluded also (this prevents participants in engaging in
other activities such as watching T.V. whilst taking part). Another measure that is put in place
by Qualtrics is the use of attention filters within the task itself. These consist of up to three
randomly placed requests in the task, such as the request to “write the following word in the
box below” to ensure participants are reading the information thoroughly throughout. Thus,
although researchers may never know for certain how online participants interact with their
task, these measures can at least provide confidence in the attention that participants are
giving to the task.

As the use of online platforms such as Mturk become more popular, researchers are testing
the validity of these samples compared to other commonly used samples including face-to-
face recruited samples. Indeed, growing research is beginning to suggest that Mturk
samples actually pay more attention (Berinsky, Huber & Lens 2012; Hauser & Shwarz 2016);
are more representative of the general population (Berinsky, Huber & Lens 2012; Poalacci &
Chandler 2014; Huff & Tingley 2015) and respond similarly to external stimuli as other
samples (Berinsky, Huber & Lens 2012). One of the main differences found between Mturk
samples and the general public is that they tend to be younger and more ideologically liberal
(Berinsky, Huber & Lens 2012; Poalacci & Chandler 2014). Accordingly, researchers are
encouraged to bear these caveats in mind when interpreting results of Mturk studies. One
way to boost confidence in the results of online studies would be to also collect data with participants in person, to see if they respond comparably.

Recruiting participants in person can help to control for some of the problems discussed above, for example participants are able to ask the experimenter questions if they do not understand something, and experimenters can monitor and oversee participants’ engagement and attention with the task. However, recruiting participants in person can have its own obstacles and restrictions. Notoriously, participants recruited by university researchers are often, due to accessibility, recruited from within the university, usually undergraduate students. This process can lead to a sample that is more homogenous and less varied than a typical sample of the general public. These homogenous samples have been aptly dubbed by the acronym ‘WEIRD’, which stands for western, educated, industrialised, rich and democratic (Henrich, Heine & Norenzayan 2010). This is a well-known and commonly encountered problem in the field of Psychology and Anthropology thus researchers are actively looking for alternative samples, often through online resources. Therefore, a good strategy for any behavioural research is to obtain a variety of samples with which to conduct a study, in order to test their replicability across samples.

Another concern with results from computer-based experiments is of external validity, i.e. do participants interaction with a computer task reflect how people would act in the real world, with real people. Furthermore, when playing an isolated computer game the consequences of participants’ actions rarely affect anything other than their final score or payment. Therefore participants may not be motivated to behave in a way in which they would if there were ‘real world’ consequences to their actions. However, as the famous expression by George E. P. Box states “all models are wrong, some are useful.” To understand complex, real world behaviour, scientists inevitably have to break down their study system into simpler
units to study. Thus the argument that online experiments may not translate into real life may be similarly applied to many other experimental set-ups in behavioural science, online or not. However, it is imperative to bear this caveat in mind, especially when interpreting results of a single study. Again, if many similar experiments are conducted on different aspects of a given behaviour and provide replicable results, it may be reasonable to assume that they are addressing a general behavioural mechanism that applies in many contexts, including ‘real world’ scenarios. Indeed, many behavioural researchers are starting to address the problem of external validity in their research studies by using observational data from local communities or social media in order to study more ‘real world’ scenarios.
1.3 Sex Differences in Social Learning

1.3.1 Darwinian Cultural Evolution

As previously mentioned, the field of cultural evolution is based on the assertion that human culture is governed by similar rules to those that underlie biological evolution, and thus can be understood and explained in terms of Darwinian evolutionary processes (Mesoudi, Whiten & Laland 2004). However, the extent to which cultural evolution can be described as truly Darwinian has been heavily debated. Culture can be characterized as changing over time under the same core principles of Darwinian natural selection, i.e. variation, competition and inheritance (Mesoudi, Whiten & Laland 2004). Nevertheless, cultural transmission can clearly differ from biological replication in many ways, most conspicuously in that culture can be transmitted horizontally or obliquely rather than just vertically (Mesoudi, Whiten & Laland 2006). Many other parallels and distinctions have been drawn as the field of cultural evolution has gained recognition and prominence (see Mesoudi 2007 for review). A related issue is whether the field of biological evolution needs to incorporate cultural evolution formally into its framework, namely as part of an “Extended Evolutionary Synthesis,” (Laland, Wray & Hoekstra 2014). The details of this debate are beyond the scope of this thesis, however it is worth noting that a growing group of evolutionary biologists argue that the process of biological evolution goes beyond those of the modern synthesis, and that we need to emphasise and better understand other processes including niche construction, cultural evolution and developmental bias (Laland, Wray & Hoekstra 2014).
Although much valuable work has been done in the past 30 years on the general population-level processes and consequences of cultural evolution, as well as understanding the scope and mechanisms of social learning in humans and other species, the field of cultural evolution has been criticized for neglecting cognitive science and the concept of ‘meta-cognition’ (Heyes 2016; Clarke & Heyes 2017; Heyes 2017). In particular, it has been argued that many of the social learning ‘strategies’ may be better explained by domain-general associative learning processes (Heyes 2012). Much work has been done in bringing together evolutionary biology, evolutionary anthropology, evolutionary psychology, comparative psychology and social psychology within the cultural evolution framework (Henrich & McElreath 2003; Mace & Holden 2005; Mesoudi, Whiten & Laland 2006; Mesoudi 2009; Mesoudi 2011; Mesoudi 2016). However the next step for the field of cultural evolution could be to combine theories and evidence from within cognitive neuroscience research to understand how the functioning of the human brain enables our species to be ‘cultural learning’ experts as outlined by many prominent cultural evolutionists (Henrich 2016; Laland 2017). Appealing to cognitive neuroscientists could also help shed light on the “cultural attractors” debate that is currently ongoing within cultural evolutionary research also (see Acerbi & Mesoudi 2015).

1.3.2 Social Learning Strategies

A core component of cultural evolutionary theory is the use of social learning by humans and non-human animals, as it is the mechanism by which cultural information is transmitted from one individual to another. Social learning has been defined as “learning that is facilitated by observation of, or interaction with, another individual or its products” (Hoppitt & Laland 2013, p.4). In contrast, asocial learning is broadly defined as “individual learning stemming solely
through direct interaction with the environment, for example, through trial and error” (Rendell et al. 2010, p.209). Thus, in classic ‘producer scrounger’ dilemmas (Barnard & Sibly 1981), asocial learners are seen as the information producers, and social learners as the information scroungers (e.g. Kameda & Nakanishi 2002). Social learners gain information about the environment that has been acquired by others, thus avoiding the costs of directly sampling from the environment themselves. A population cannot entirely consist of social learners, as some individuals have to gain new knowledge directly from the environment (Rogers 1988). Moreover, copying others indiscriminately will not inherently lead to fitness benefits; and social learning only becomes adaptive when it is used selectively and in combination with asocial learning (Laland 2004). Therefore, identifying when individuals choose to learn socially or asocially is a valuable pursuit.

A social learning strategies tournament attempted to tease apart when it is adaptive to copy, and who to copy from (Rendell et al 2010). The results of this tournament suggested that strategies relying heavily on social learning are the most successful, even when asocial learning is no more costly (Rendell et al. 2010). Although theoretical models predict when it may be most adaptive to use social and asocial information, other factors may come into play that influence when individuals employ social or asocial learning. Some experimental studies with adult participants have found that social learning is often under-used, and asocial learning is favoured even when social learning is the adaptive choice (Mesoudi 2011; Atkinson, O’Brien & Mesoudi 2012; Morgan et al. 2012). The propensity to choose asocial over social information has also been associated with cultural differences in individualism and collectivism, in that Western cultures are typically considered to be more individualistic than East Asian cultures, which are relatively collectivist in comparison (Mesoudi et al. 2015). Indeed differences in prosociality, narcissism, individualism and collectivism have been found to account for individual differences in the tendency to use asocial as opposed to
social information (Toelch et al. 2014; Eriksson & Strimling 2009). An additional factor is risk; if either social or asocial learning becomes a more risky strategy than the other, this difference in riskiness could influence an individual’s likelihood to use social or asocial learning. Similarly, individual differences in risk-taking may determine which individuals use social or asocial learning in contexts when the pay-offs differ between the options. How differences in risk-taking interact with social and asocial learning is discussed further below.

1.3.3 Risk-taking and Asocial Learning

Asocial learning relies on performing a novel behaviour that has not been learnt from other individuals; when referring to asocial learning I am including instances of innovation given that definitions of asocial learning and innovation are often hard to tease apart (see Carr, Kendal & Flynn 2016). Moreover, definitions of innovation include that the behaviour is novel in the population (e.g. Reader & Laland 2003), therefore it must have been learned asocially. New behaviours in a population have to be introduced by someone, thus some individuals in a population learn new behaviours through sampling the environment directly, for example via trial and error learning, or modifying an already learnt behaviour. Which individuals tend to perform these novel behaviours has been found to co-vary with factors such as boldness, neophilia and risk-taking (Brosnan & Hopper 2014).

The costs and risks involved in learning asocially or socially will determine when individuals engage in either form of learning. Performing a new behaviour can often be costly or risky to the individual, either because it involves overcoming neophilia to interact with a novel object or because the pay-off is unknown (Brosnan & Hopper 2014). Relying on asocial learning may simply be more costly in terms of time and energy than acquiring the behaviour socially
Social learning can be used to help avoid the associated risks with obtaining information asocially, particularly in changing environments where asocial learning can become unreliable (Boyd & Richardson 1988; Feldman, Aoki & Kumm 1996). In bumblebees, starlings, sticklebacks and frog-eating bats, variable pay-offs in personal information cause an increased reliance on social learning (Rafacz & Templeton 2003; van Bergen, Coolen & Laland 2004; Jones, Ryan, Flores & Page 2013; Smolla, Alem, Chittka & Shultz 2016). Thus, there is within-individual variation in the use of social versus asocial learning; social learning may be employed when the environment is risky and personal information is unreliable in its pay-offs.

Consistent between-individual differences, sometimes termed ‘animal personality’ in the behavioural ecology literature (Eysenck & Eysenck 1985), have also been found to predict innovation rates in a diverse range of non-human animals. For example, differences in traits such as neophilia, exploratory behaviour and boldness predict asocial learning in fish, bird and primate species (e.g. Verbeek et al. 1994; Greenberg 2003; Boogert, Reader & Laland 2006; Tebbich, Stankewitz & Teschke 2011; Guenther et al. 2014). Individual differences in the “boldness shyness continuum” (Wilson et al. 1994), broadly defined as the willingness to take a risk (Smith & Blumstein 2008; Réale et al. 2007) are arguably explained by differences in neophobia, with less neophobic individuals more likely to approach a novel item, and therefore interact with it to solve a problem or retrieve a reward. As well as being more likely to solve the task, bolder individuals are also more likely to solve novel tasks more quickly and efficiently, as was the case in cavies and Darwin’s finches (Guenther et al. 2014; Tebbich, Stankewitz & Teschke 2012). Less neophobic individuals may also be more likely to approach and solve a novel task asocially, as has been shown in starlings, guppies and chimpanzees (Boogert, Reader & Laland 2006; Laland & Reader 1999; Massen et al.
Therefore inter-individual differences in traits such as neophilia and boldness may predict the tendency to use asocial over social information sources.

Differences in traits such as boldness and neophilia can often be understood in terms of risk-taking behaviour (Wolf et al. 2007). Individual differences in risk-taking behaviour can be partly explained through differences in life-history trade-offs, arguably contributing to the presence of sex differences in risk-taking behaviour found in a broad range of species (Wolf et al. 2007; Biro & Stamps 2008; Bengston, Shin & Dornhaus 2016; Orsini & Setlow 2017). For example, males have been found to be bolder, or more aggressive, than females in a range of species such as cichlids, sticklebacks, rats, prairie voles and guppies (for review see Smith & Blumstein 2008). Aggressiveness, or boldness, could evolve in response to competition for mates via sexual selection, and is therefore expected to be found more often in males than females when males are competing for mating opportunities (Trivers 1972). Likewise, for species in which females initiate copulation, higher levels of aggression in females compared to males are found (Cole et al. 1980; Budaev et al. 1999). Sex differences in risk-taking have been linked to decision-making in rats, in which males chose a larger reward associated with a risk of a small shock, instead of a small, safe reward, significantly more often than females did (Orsini et al. 2016). Although risk-taking differences predict differences in asocial learning and decision-making in a range of non-human species, a question remains as to whether sex differences in risk-taking affect men and women’s asocial and social learning choices.

Men show higher average risk-taking scores than women on a range of measures (Byrnes, Miller & Schafer 1999; Cross, Copping & Campbell 2011; Charness & Gneezy 2012; Cross, Cyrenne & Brown 2013), although there is large overlap between men and women’s scores on many of the risk-taking measures (Nelson 2015) and not all risk-taking measures exhibit
a sex difference in scores (Harris, Jenkings & Glaser 2006). Some researchers have argued that the observed sex differences in risk-taking measures can be explained in terms of evolutionary theory, in that men and women differ in their parental investment with women having more to lose than men in terms of reproductive success by taking physical risks (Daly & Wilson 1988; Campbell 1999). Others highlight the importance of cultural and developmental factors (Nelson 2015). For example, in an experimental lottery and investment task, boys and girls in same-sex education did not show the reported sex difference in risk-taking that co-educated children did (Booth & Nolen 2012). Similarly, men who took part in a same-sex discussion group on risk scenarios gave higher risk-taking scores than controls and their own pre-experiment scores (Ronay & Kim 2006). The authors interpreted this difference in terms of social identity theory (Tajfel 1982); the men were motivated to conform to the cultural norms and expectations of their gender. Finally, sex differences in risk-taking measures are not consistent cross-culturally; participants including an African Masaai group and South Asian Khaai group did not show a sex difference in risk-taking measures (Gneezy et al. 2009). Some research suggests that the largest difference in risk-taking measures is not between men and women, but white males and everyone else (Kahan et al. 2007). It is argued that white males perceive less risk on average compared to non-white males and females due to their position at the top of a social hierarchy (Kahan et al. 2007; Flynn et al. 1994). Thus, there are many potential factors involved that contribute to apparent sex differences in risk-taking measures.

Regardless of the evolutionary, developmental or cultural factors that may contribute to the presence of sex differences in some risk-taking measures, the impact of these sex differences on the tendency to use social or asocial information has not yet been explicitly addressed. This is the basis of the experimental work in Chapter 2, in which I investigate
whether varying the riskiness of social and asocial sources of information leads men and women to choose different information sources on a novel computer-based task.

1.3.4 Sex Differences in Asocial Learning

Sex differences in rates of innovation have been found in a range of non-human animal species such as meerkats, lemurs, guppies and primates (Thornton & Samson 2012; Dean, Hoppitt, Laland & Kendal 2011; Laland & Reader 1999, Reader & Laland 2001). Nevertheless, the degree and direction of the sex difference, as well as the postulated explanations, are thus far variable and mixed. For example, Thornton and Samson (2012) gave extractive foraging tasks to a group of wild meerkats and found that the majority of the innovators were males. These authors suggested that males, which are the dispersing sex, might be more innovative than females due to their need to explore and learn in novel environments. Likewise, an experiment with seven groups of ruffed lemurs of varying sex ratios, found that individuals of the less represented sex showed higher rates of innovation than individuals of the other sex when given a novel problem to solve (Dean et al. 2011). Here, the authors proposed that the sex difference could be explained by female dominance found in this species, with females having greater access than males to novel food sources. An experimental study found that foraging innovation was positively correlated with competitive ability in male, but not female, guppies (Laland & Reader 1999). The proposed explanation involved differing levels of parental investment between the sexes, and the authors predicted greater levels of foraging innovation in females when maternal investment exceeds paternal investment. In contrast to these predictions, a large meta-analysis looking at 22 species of wild and captive non-human primates found that males innovated more than females (Reader & Laland 2001). This pattern persisted when controlling for research effort and when the chimpanzee data were analysed separately, as most innovation observations...
were of chimpanzees (Reader & Laland 2001). Thus, there appear to be sex differences in innovation rates in a range of species, although the underlying mechanisms and factors that contribute to these differences are poorly understood.

The extent to which sex differences are found in the tendency to solve a novel problem individually, or to innovate, is so far unclear and is likely to be intertwined with the specific life-history traits, ecology, social structure, and developmental environment of the species and individuals (Smith & Blumstein 2008). Indeed, it has been argued that sex should be viewed as a biological factor to act as a proxy for other, unknown factors that may explain variation in behaviour better than sex (Maney 2016). It may be the case that sex differences actually reflect individual differences in traits such as boldness and aggression, as mentioned above. Similarly, sex differences may act as a proxy for hormonal differences which explain variation in behaviour more accurately than just the sex of the individual. A more informative and accurate approach to apparent sex differences in behaviour is to ask how much variation is accounted for by sex, and to what extent the sexes differ, rather than whether or not sex “explains” the difference (Maney 2016). Accordingly, I am interested in looking for alternative factors that help to explain apparent sex differences in behaviour, such as individual differences in risk-taking tendencies.

1.3.5 Sex Differences in Social Learning

Few animal studies have examined sex differences in social learning explicitly. One such study comes from observations of wild chimpanzees using tools to fish for termites (Lonsdorf et al. 2004). Based on a four-year longitudinal study of 14 chimpanzees under 11 years old, the researchers found that female chimpanzees fished more often and from an earlier age than males. The study found that the females’ technique (i.e. length of stick and number of dips) matched the mothers’ more closely than the males’ technique did, and that the females
were more proficient at fishing for termites than the males were (i.e. the number of termites gathered per dip). Despite the fact that there was no difference found in the time the mother spent with their infants, or the tolerance for their infants between the sexes, females watched their mothers more, while males played at the mound more than individuals of the other sex. However, this study was based on a small number of chimpanzees and has yet to be replicated directly. Furthermore, no sex difference was found in equivalent measures and observations of ant-dipping behaviour (Humle, Snowdon, Matsuzawa 2009).

Zefferman (2016) has argued that sex-biased transmission of tool use seen in dolphins (Mann & Sargeant 2003) and chimpanzees (Lonsdorf et al. 2004) could theoretically be explained via uniparental teaching. Using a mathematical model, Zefferman argued that mothers are predicted to invest more in teaching daughters, who then go on to teach granddaughters, than sons, as it leads to larger inclusive fitness benefits. However, the sex biased transmission of tool use that he refers to has only been reported in dolphins and chimpanzees (Mann & Sargeant 2003; Lonsdorf et al. 2004). Although these two isolated examples of sex-biased tool use transmission are interesting and worth understanding, it is unlikely that they represent a general adaptation to uniparental teaching that would be generalisable to many other species as stated. A recent study of captive bonobos found that females were quicker to attempt and to solve a termite fishing problem (Boose, White & Meinelt 2013), however there is no way of knowing from the task whether the bonobos acquired the tool use socially or asocially. Furthermore, any sex differences in social learning of tool use in chimpanzees and bonobos likely reflects the sex difference in tool use generally in these species (McGrew 1975; Gruber, Clay & Zuberbuehler 2010).

One study looking at the social transmission of tool use in children reported a sex difference in which more girls than boys “dropped out” of the task due to a failure to be an effective
model for the next participant, and boys gained higher achievement scores than girls in their first demonstration sessions (Flynn & Whiten 2008). However, the higher drop-out rate in girls, as well as the higher achievement score in boys, only occurred on the first demonstration session, and not on either the first two solo attempts or the second demonstration. Furthermore, the higher achievement score in boys was only present for three year olds and not five year olds. Therefore, the reasons behind this sex difference remain unclear and may be linked to motivation or confidence, as it is only apparent when the participant is first watched by the next participant. In addition, the task involves retrieving a reward from a restricted space inside a puzzle box using a tool, skills that rely on spatial and motor abilities, in which males have been found to generally outperform females (Voyer et al. 1995; Vederhus & Krekling 1996; Davies & Rose 2000; Dorfberger et al. 2009). Indeed many social learning tasks require the learning of new motor skills, making it difficult to tease apart a male advantage in social learning generally, or motor skills specifically. For example, in another puzzle-box based task, Rawlings and colleagues (In Prep) found that boys aged 7-11 years old were more likely to choose to solve a puzzle box asocially than girls were, and girls were more likely to choose to learn socially than boys were.

A task with adult humans by Mesoudi and colleagues (2015) found that females used social learning more than males did in a task involving the virtual construction of arrowheads, although the effect was much smaller than the effect of culture (i.e. participants of East Asian cultures used social learning more than those of Western cultures), which was the focus of the study. Moreover, this finding was not found in other experiments using the same task (Mesoudi & O’Brien 2008; Mesoudi 2011; Atkisson, O’Brien & Mesoudi 2012). Studies explicitly examining social learning in children and adult humans often don’t report or analyse sex differences, either because the researchers don’t have an appropriate sample of participants, or because it wasn’t a variable of interest (e.g. Flynn, Turner & Giraldeau...
In some cases, studies exploring social and asocial learning mechanisms have only tested participants of one sex (e.g. Derex et al. 2015). Therefore most claims of sex differences in social learning come from the social psychology literature, which reports that women conform more than men (e.g. Cooper 1979; Eagly & Carli 1981; Bond & Smith 1996). However, the use of the term “conformity” in social psychology research differs to that used in the social learning literature in cultural evolution research, as discussed in detail in the following section.
1.4 Conformity and Confidence

1.4.1 Defining Conformity

Conformity has been defined by cultural evolutionists as a form of frequency dependent social learning bias in which individuals are disproportionately likely to copy the most common behaviour in their group (Boyd & Richerson 1985, p.206). Theoretical models have shown conformity to be more adaptive than copying at random, as it allows individuals to learn the adaptive behaviour of the local group when moving to new environments (Boyd & Richerson 1985; Henrich & Boyd 1998). Most experimental evidence for conformity in humans, however, comes from the social psychology literature, where participants have been shown to override their own personal perceptions to go with a conflicting, and wrong, majority view provided by confederates of the experiment (e.g. Sherif 1936; Asch 1951). This particular conformity effect has been replicated many times since (e.g. Deutsch & Gerard 1955; Latane & Wolf 1981; Baron et al 1996; Bond & Smith 1996; Bond 2005). Social psychologists have typically studied when individuals dismiss their own judgement in the face of ambiguous, or even conspicuously incorrect, information. This is in contrast to how cultural evolutionists have characterised conformity, perhaps because the fields are asking quite different questions. Cultural evolutionists tend to be interested in how behaviours such as conformity evolve in the first place, and what the population-level consequences of conformity are. Social psychologists are typically interested in individual-level conformity, i.e. in what contexts is an individual's behaviour altered by that of other group members, especially when the group's behaviour is in direct contrast to their own perception or knowledge.

One study by Jacobs and Campbell (1961) appeared to bridge the gap between social psychology and cultural evolution experiments by running a transmission chain experiment
with Sherif’s (1936) autokinetic conformity task. This task involves judging the distance that a speck of light has moved, and includes confederates exaggerating the distance, similarly to the Asch test in which the judgement of a line length is exaggerated. The researchers wanted to know whether the conformity effect would persist over many generations of individuals when each individual is replaced with a new, naive participant. This transmission chain design is now commonly used by cultural evolutionists to look at how between-group variation and within-group similarities emerge experimentally (Mesoudi & Whiten 2008). Jacobs and Campbell (1961) found that once all original individuals had been replaced with naive individuals, the judgements reverted to those of individual controls. This result contradicts findings of similar studies by cultural evolutionists, but a possible explanation could be that in this case, the behaviour of the rest of the group was in direct conflict with the perceptions of the individual. Indeed, social learning and conformity is adaptive when individual or asocial learning is unreliable (Kendal et al. 2005).

Recent debates around the current evidence for conformist behaviour in both animal populations and human experiments have highlighted the need to distinguish between population-level conformity and individual-level conformity biases (Acerbi et al. 2016). A particular point of contention is that the sigmoidal (or “s-shaped”) curve is often used to support claims of both conformist-biased transmission in a population and a conformity-bias in individuals (e.g. Efferson et al. 2008; Mesoudi & Lycett 2009; Morgan et al. 2012). However, as shown through various simulations, the sigmoidal curve can be achieved through other forms of learning bias and does not necessarily point to the presence of a conformity bias (Acerbi et al 2016). An alternative way that the sigmoidal curve can be generated is if individuals are copying a subset of the population, such as dominant, popular, or more conspicuous individuals. Another way that the sigmoid curve would be present is if individuals had an underlying bias for one of the two alternative behaviours (Acerbi et al
Thus, the presence of a sigmoidal pattern in the adoption of majority behaviours does not always bolster a case for conformity.

Another distinction that needs to be clearer is between when an individual has observed a majority of individuals display a particular behaviour and when an individual has observed a majority of behaviours being displayed by a smaller number of individuals (van Leeuwen et al. 2016). For example, a chimpanzee may view three conspecifics each press a particular button once, whereas another chimpanzee may see just one conspecific press that button three times. It has been argued that some claims of conformity, particularly in animal observations, could be explained by animals simply observing a behaviour more often than other behaviours, rather than an underlying bias for copying a majority of individuals (van Leeuwen et al. 2016). Many of the discussed criticisms for claims of conformity are particularly relevant to animal studies and indeed have been aimed at two studies in particular with vervet monkeys and great tits (van de Waal, Borgeaud & Whiten 2013; Aplin et al. 2015). Deciphering which behavioural strategies animals are using often relies upon making inferences based on their behaviour in naturalistic experimental settings. However, with human studies, experiments can be more precise and controlled due to the use of computer-based tasks, and due to the benefit of being able to use language to communicate with the participants. Thus, some of the discussed criticisms that are directed at animal studies of conformity are less relevant for human experimental work on conformity.

Convincing evidence for individual-level conformity biases in humans has been put forward by Morgan and colleagues (2012) who ran several computer-based experiments exploring the contexts in which people use social learning. One of these experiments involved participants completing 25 trials of two-alternative forced-choice mental rotation tasks. After each trial, participants recorded their confidence in their answer, and were then shown what
a group of other participants, or “demonstrators”, thought the correct answer was. The number of demonstrators varied from 5 to 10, and the proportion of demonstrators agreeing and/or disagreeing with the participant varied. Morgan and colleagues (2012) found that participants did indeed display individual-level conformity biases, by switching their answer to match the majority's answer disproportionately more often than chance, given the proportion of demonstrators disagreeing with them. This experimental design avoided some of the criticisms of other conformity studies. Firstly, the participants gave their own answer first, without seeing input from anyone else, so that the use of social information is in direct comparison to what participants did individually. Secondly, participants see a varied number of demonstrators, with varying proportions that disagree with them, rather than just a unanimous opposition. Finally, as participants were only exposed to flashing tiles that represented demonstrators’ answers, and not the demonstrators themselves, it is unlikely that participants could have been copying a subset of the demonstrators. Therefore, it seems reasonable to conclude that participants were using a copy-the-majority social learning strategy in this task.

1.4.2 Sex Differences in Conformity

In classic conformity experiments in the field of social psychology, such as the Asch line test mentioned above, women have been found to conform more than men (e.g. Cooper 1979; Eagly & Carli 1981; Bond & Smith 1996). For example a meta-analysis by Bond and Smith (1996) looked at 133 studies of the Asch experiment from 17 countries and found that the percentage of female participants had the largest impact on the conformity effect of all the moderator variables. However, information on the sex of participants wasn’t present for one sixth of studies, and for those in which it was, more than half of them used all men, and a quarter used all women. Nevertheless, sex was still found to have a significant moderating
effect when comparing male-only studies to female-only studies, as well as looking within studies that contained both men and women. A recent replication of the Asch task used a visual illusion to display the stimuli, so that participants unknowingly saw different line lengths from each other and no confederates were needed (Mori & Arai 2010). In this version of the task, only the females conformed to the opposing majority, whilst males did not. However, participants were tested in same-sex groups of 4 at a time, and only 26 out of the 164 participants saw a majority disagree with them. Therefore, the number of participants who could have conformed to a majority in this study was small, and the reasons for the apparent sex difference in conformity are speculative and unclear.

One factor that appears to moderate the sex difference in conformity is anonymity; sex differences in conformity are reportedly smaller when the participants in the experiment can conform anonymously (Eagly & Carli 1981). One study found that when responses were overseen, men behaved in a non-conformist way whereas women’s conformity levels stayed the same as in the anonymous condition (Eagly, Wood & Fishbaugh 1981). The authors suggest that rather than women behaving in a conformist way, men actually behave in a non-conformist way when responses are visible to others. Recent research in computer mediated communication, such as through emails or online forums, have had mixed results in terms of sex differences in conformity and how it is affected by anonymity. For example, Guadagno and Cialdini (2002) looked at dyadic online interactions and found that prior interaction was related to higher conformity in women but not in men. In contrast, Lee (2006) found that women were more likely to conform to a group decision, but only when in a depersonalised context, i.e. lacking any individuating or personal information about each other. A follow-up study by Guadagno and Cialdini (2007) found that men were more easily persuaded than women, but only when shared identity with the persuader was low. Finally, a study exploring group identity used participants from various online communities and forums.
and gave them a range of questions on logic, attitudes and general knowledge (Rosander & Eriksson 2012). Some participants were shown answers from members of their online community in which the majority gave the wrong answer. In contrast to previous findings, men conformed more than women in both the logic type of questions and in the more difficult questions (Rosander & Eriksson 2012). Thus, there are many potential variables that influence sex differences in conformity and the effects of being observed by others in the group.

One relevant factor that could explain some of the sex differences in conformity is differences in confidence. Morgan and colleagues (2012) ran a variety of experiments looking at when participants utilised social information to solve tasks as mentioned above. After seeing the demonstrators’ answers, participants were then given the opportunity to change their mind or stick with their initial answer. Participants were more likely to switch to a majority’s answer when their confidence was low. Similarly, Cross and colleagues (2016) found that women’s confidence on a mental rotation task was lower than that of men’s; lower confidence predicted higher conformity, and sex had an indirect effect on conformity mediated by confidence. In a comparable letter-transformation task, in which men and women’s confidence levels did not differ, there was no indirect effect of sex on conformity (Cross et al. 2016). One explanation for the confidence differences on the different tasks could be due to stereotypes about the performance of men and women on mental rotation tasks. Indeed, early studies comparing gender-stereotyped questionnaire items found that women were more likely to conform to a majority’s answer when the content was stereotypically masculine, such as fishing, whereas men were more likely to conform to a stereotypically feminine item, such as knitting (Goldberg 1975). Further evidence of sex differences in confidence are reviewed in the following section.
1.4.3 Sex Differences in Confidence

Women are reported to have lower self-confidence than men in a broad range of areas, both in cognitive tasks, within the work-place and throughout education (e.g. Syzmanowicz & Furnham 2011; Blanch, Hall, Roter & Frankel 2008). A study involving meta-analyses of gender differences in confidence in mathematical, spatial, verbal and general intelligence tasks found that women were less confident than men in all except verbal tasks (Syzmanowicz & Furnham 2011). Males rate their intelligence higher than females do (Furnham 2001), and this has been found to be the case across 12 different nations (Von Stumm, Chamorro-Premuzic & Furnham 2009). Both boys and men are more self-confident than girls and women in their writing ability (Pajares, Miller & Johnson 1999; Pajares & Valiante 2001). A study of Swedish school children found boys were overconfident in their maths ability, while girls were underconfident (Dahlbom, Jakobsson, Jakobsson & Kotsadam 2011), a finding that has been replicated in El Salvadorian children also (Jakobsson, Levin & Kotsadam 2013). Within higher education, women underrate their performance in macroeconomics (Jakobsson 2012) and biology (Langan et al. 2008). The same pattern is found in medicine, despite empirical evidence showing their performance is equivalent, if not superior to, their male peers (Blanch, Hall, Roter & Frankel 2008).

Sex differences in confidence have been found in mental rotation tasks (Cooke-Simpson & Voyer 2007), in which sex differences in general have been studied extensively (e.g. Reilly & Neumann 2013). Mental rotation tasks typically display four arrangements of cubes in various configurations, and participants have to pick the two that match an example shape. Two out of the four shapes have been rotated, the other two are different shapes entirely (Vandenburg & Kuse 1978). Another version typically used is that of Shepard & Metzler (1971) version in which only two shapes are displayed and participants have to state
whether they match or not. These tasks seem to produce a reliable sex difference in that men outperform women on average, with a meta-analysis finding an overall effect size of $d = 0.67$ (Voyer et al. 1995). Many potential explanations for this sex difference have been put forward, from evolutionary psychology perspectives (e.g. Eals & Silverman 1994; Silverman, Choi & Peters 2007), developmental perspectives (e.g. Feng, Spence & Pratt 2007; Quaiser-Pohl, Geiser & Lehmann 2006), hormonal differences (Clint et al. 2012; Aleman et al. 2004) and gender roles in society (Reilly & Neumann 2013). However, the magnitude of the sex difference, and indeed its presence at all, varies depending on the type of stimuli used in the mental rotation (Voyer et al. 1995; Grimshaw et al. 1995; Voyer & Hou 2006; Alexander & Evardone 2008). There are potentially many factors that affect men and women’s performance on mental rotation tasks; one of these factors could be underlying differences in confidence, as discussed below.

Cooke-Simpson & Voyer (2007) found that men were significantly more confident in their mental rotation responses than women were. Likewise, Cross and colleagues (2016) found that women’s confidence ratings were lower than expected for their performance in a mental rotation task, but not in a letter-transformation task. Estes & Felker (2012) explicitly addressed the role of confidence in affecting mental rotation performance. Confidence predicted performance both between and within sex, and manipulating participants’ confidence by giving them false feedback on a previous line-judgement task significantly affected performance. In conditions in which participants weren’t allowed to omit responses, no sex difference in performance was found (Estes & Felker 2012). The authors argued that because participants had to answer every trial in these conditions, evaluating confidence on each trial was ineffective and thus irrelevant to the task. By making confidence irrelevant to the task in this way, sex differences in performance on the task were eliminated. However, other studies of the mental rotation task in which participants have to provide an answer on
every trial, as well as their confidence, found sex differences in performance on the task (Morgan et al. 2012; Cross et al. 2016). Therefore, the impact of making every trial compulsory on participants’ confidence and performance is unclear. Nevertheless, it appears that confidence may play an important role in sex differences on mental rotation tasks.

1.4.4 Confidence and Stereotype Threat

Sex differences in confidence may be partly due to the phenomenon of stereotype threat. Stereotype threat “refers to the conscious or unconscious belief that one belongs to a group stereotypically known for specific performance deficits... these beliefs lead to suboptimal performance on tasks specific to the stereotype,” (Stoet & Geary 2012). The stereotype threat effect has frequently been explored in the context of mental rotation tasks due to the assumption that awareness of a sex difference in this task might contribute to the sex difference in performance (Moé & Pazzaglia 2006). By applying stereotype threat, or conversely stereotype lift (in which attempts at improving the affected group’s performance are made), the sex difference has been increased or reduced respectively. For example, Sharps, Price and Williams (1994) found that when the spatial elements of the task were emphasised in the instructions, boys outperformed girls as expected, but when the spatial element of the task was de-emphasised, boys did not outperform girls. Another study primed female and male participants with descriptions of a “typical day in the life” of a female or male character before taking the test (Ortner & Sieverding 2008). The descriptions contained gender stereotyped words to activate either a female or male stereotype. Both sexes performed worse in the female stereotype condition, and sex differences in performance disappeared when women were primed as male. Similarly, students at a private college were primed to either think about their status as a student at a selective college or as a student of their particular sex (McGlone & Aronson 2006). Females performed worse on a mental
rotation task when primed to think about their sex compared to when primed to think about their student status, and the reverse was true for male students.

The mechanism underlying the stereotype threat phenomenon has yet to be deciphered, with some suggesting that stereotype threat causes a decrease in performance by decreasing motivation (Steele & Aronson 1995; Walton & Cohen 2003), whilst others suggest that it affects performance by increasing cognitive load (Croizet et al 2004; Schneeberger & Williams 2003). Clearly confidence is important, and no one has yet explicitly tested whether stereotype threat affects confidence. Previous research shows that confidence affects mental rotation performance (Estes & Felker 2012), and that stereotype threat affects mental rotation performance (e.g. McGlone & Aronson 2006; Moé & Pazzaglia 2006; Hausmann, Schoofs, Rosenthal & Jordan 2009; Heil, Jansen, Quaiser-Pohl & Neuburger 2012), but whether confidence is the underlying mechanism by which these effects occur remains to be determined. This research question is addressed by experimental work in Chapter 3 in which I measure men and women’s confidence in a mental rotation task under different conditions involving stereotype threat primes. I also wanted to know whether manipulating men and women’s confidence using stereotype threat would have an effect on their likelihood to conform in the task. Thus I not only measure participants’ confidence levels in response to stereotype threat conditions, but also measure the impact that participants’ confidence has on the likelihood to adopt a majority decision in the task. However, the reliability of the stereotype threat effect itself has come under question as a number of meta-analyses have suggested that the literature may be suffering from publication bias. This uncertainty surrounding stereotype threat as well as other forms of priming and the replicability of psychology studies in general will be discussed further in the next section.
1.5 Uncertainty in the Stereotype Threat Effect

1.5.1 The Stereotype Threat Literature

There is a large volume of literature on stereotype threat, with over one hundred papers examining the effect of stereotype threat on women's maths, science and spatial skills alone (Flore & Wicherts 2015), and seven independent meta-analyses on various aspects of those reported effects (Walton & Cohen 2003; Nguyen & Ryan 2008; Walton & Spencer 2009; Stoet & Geary 2012; Picho, Rodriguez & Finnie 2013; Flore & Wicherts 2014; Doyle & Voyer 2016). Although six of these meta-analyses reported significant effects of stereotype threat on either maths or spatial skills, the effect sizes varied from small to medium, and four of the meta-analyses explicitly stated that publication bias is likely to be distorting the literature considerably. Flore and Wicherts (2015) argued that the stereotype threat literature is particularly vulnerable to publication bias as it meets criteria laid out in Ioannidis’ (2005) influential paper detailing how most published scientific findings are false. Ioannidis argued that a field will be particularly susceptible to publication bias if it involves small sample sizes, small effect sizes and if it allows flexibility in definition, study design and outcome measures. Stereotype threat has, like many scientific phenomena, many definitions. Moreover, stereotype threat is particularly difficult to conceptualise, as it relies on a pervasive belief within a culture or society, yet is also “activated” within experimental contexts. It appears that some studies attempt to activate a stereotype threat that they assume to be already present in participants, whereas others try to explicitly create a stereotype within an experimental context. The concept is confused further by the fact that some studies, either intentionally or incidentally, cause a stereotype “lift” or “boost” effect in which the non-negatively stereotyped group experiences a relative increase in performance (Walton & Cohen 2003; Hirnstein et al. 2014). Not having a clear or precise description of a) what the phenomenon consists of, b) in
what contexts it is expected to be found, and c) predictions of how it could be experimentally induced, manipulated and measured, means that the stereotype threat literature is inconsistent, and most likely subject to publication bias.

1.5.2 The Replication Crisis in Psychology

The stereotype threat literature can be understood as part of a wider priming literature in psychology in which participants are given information prior to, or during an experiment, and this information has a detectable effect on their behaviour. However, whilst priming has been reported to affect a wide range of behaviours such as performance on intelligence tests, decision making, individualism and collectivism and walking speed (Bower 2012; Doyen et al. 2012), the field has achieved little consensus with regards to the genuine existence of such effects. Concern over the lack of robustness in psychological findings, in general, led to the Reproducibility Project in which a global collaboration of scientists attempted to replicate 100 findings from three top psychology journals published in 2008 (Open Science Collaboration 2015). The project only managed to successfully replicate the results of 30 of the original findings (but see critique by Gilbert et al. 2016). Since then, many more failed replication attempts have come to light and gained wide-spread attention not only from the academic community but also in the media (e.g. Ioannidis 2015; Hagger et al. 2016; Ranehill et al. 2015; Smith 2016).

Although the field of psychology has received particular attention, evidence of replication failures and publication bias are present in many, possibly all, areas of science (e.g. Horton 2015; Ioannidis 2005; Enserink 2012; Peterson 2016; Vul, Harris, Winkielman & Pashler 2009) and psychology has in fact been heralded as setting a precedent for explicitly addressing the problem in the field (Gelman 2016). The replication crisis in psychology is
part of a larger debate surrounding the current process of scientific publication in general, including problems such as publication bias, p-hacking, the misuse of statistical techniques and the “file-drawer” effect, problems that have existed in science for many years with mixed opinions and widespread debate (e.g. Bissell 2013; Bohannon 2014; Kahneman 2014; Schnall 2014; Fischer 2015; Pulverer 2015). Recent proposals such as guidelines against the mis-use of p-values (Wasserstein & Lazar 2016), banning the p-value (Trafimow & Marks 2015), pre-registering methods (Chambers et al. 2014; van’t Veer & Giner-Sorolla 2016), and the Open Science movement (e.g. Kidwell et al. 2016) are propagating discussion and endorsement of substantial changes to scientific publishing and research methods.

Recently, researchers have modelled the scientific process itself in order to establish which changes are likely to have the most positive outcomes (McElreath & Smaldino 2015). In this way, hypothetical scenarios, such as researchers only publishing novel positive findings, can be explored and meaningful implications from the model can be discussed (McElreath & Smaldino 2015; Rzhetsky et al. 2015; Smaldino & McElreath 2016). For example, McElreath and Smaldino (2015) created a mathematical model of scientific discovery to simultaneously examine the effects of hypothesis formation, replication, publication bias and variation in research quality. They found that replication studies help to gradually decipher true hypotheses from false, but are just as vulnerable to problems such as false positive rates. Additionally, the communication of negative replications is more beneficial to the scientific process than the communication of novel negative findings. Complementing this study, Smaldino and McElreath (2016) created an evolutionary model of science representing labs competing for publications and consequently prestige and jobs. Members of labs inherit their methods culturally, thus more successful labs’ methods ‘survive’. The model demonstrated that, due to incentives for high numbers of publications, poorer methods that produced false positives persisted and proliferated. Although replication slowed this process down, it could
not halt it altogether; hence the authors concluded that institutional changes of incentives are required to improve the quality of scientific research.

1.5.3 Frequentist versus Bayesian Approaches to Statistical Analysis

There are many possible improvements that could be made to the process of scientific publishing; one area of improvement that is often focussed on is the appropriate use of statistical analyses. Indeed, discussions around the recent increase in statistical errors being found and publicly exposed from peer-reviewed psychology papers reached a climax with an exchange between psychologist Susan Fiske and statistician Andrew Gelman (Gelman 2016; Fiske 2016). Spurred on by this debate, many psychologists are endorsing the exposure of statistical mistakes as a means of improving statistical practice in the field. Notwithstanding erroneous statistical practices, the use of null-hypothesis significance testing (NHST) in general has come under criticism and is often contrasted with Bayesian approaches as an alternative (e.g. Kruschke 2011; van de Schoot 2012; Lee & Wagenmakers 2005). Many advocates of Bayesian methods of data analysis have previously tried to introduce the approach to psychologists as an alternative to classical frequentist methods (e.g. Rouder et al. 2012, van de Schoot et al. 2014; Yuan & Mackinnon 2009), but without widespread success or response from the field.

It is argued that Bayesian approaches have many advantages over frequentist methods, such as the flexibility to create highly complex models tailored specifically to your dataset, better handling of non-normal parameters, better handling of small sample sizes, a more intuitive interpretation of results than significance testing, the ability to accumulate and update knowledge based on previous research, and a more explicit inclusion of researcher
uncertainty (van de Schoot et al. 2014; Bolker et al. 2009). Bayesian inference can also solve the multiple comparisons problem that occurs when conducting multiple statistical tests, so common in psychology research (Gelman & Tuerlinckx 2000). Gelman and Tuerlinckx (2000) demonstrate that Bayesian inference is more conservative than frequentist inference in that it is consistent with previous inferences unless the data forces a change (Gelman 2010). Therefore, if Bayesian methods are more conservative, they may be of use for helping to minimise false positive findings.

Use of ‘priors’, at the most obvious level, can be used to restrict the search space to theoretically plausible values and prevent exploration of space that is logically impossible. To give a very crude example, if the variable of interest is body temperature, a prior can be set for the reasonable values of body temperature (e.g. between 36 and 38 degrees centigrade, with room for error), so that values outside of these ranges are not explored unnecessarily. Additionally, “weakly regularizing” priors can be used to help prevent a model overfitting to the data (McElreath 2016). Ideally, priors are tuned to avoid both overfitting and underfitting; the model can learn about the patterns in the data, but doesn’t place so much weight on the data that it is no longer generalisable to other samples. Thus, employing appropriate priors can help researchers to make the most of their data in terms of uncovering patterns, but also making meaningful and realistic out-of-sample predictions.

Of particular interest is the potential use of “posterior passing” where results from one experiment are used to inform the analysis of data collected in another (Beppu & Griffiths 2009). Proponents of posterior passing argue that it could have strong implications for how scientific fields develop certainty about supposed effects. The posterior passing approach was used by Beppu and Griffiths (2009) and led to successively better inferences over time in a lab experiment and a theoretical model of simulated participants. These researchers
concluded that information about the certainty and plausibility of information, as well as the observations themselves, are needed for knowledge and inference to cumulatively improve over time. This same philosophy can be applied when thinking of science as a whole, especially in the context of the replication crisis. To avoid each experimental dataset carrying too much weight, priors could be used to incorporate what is already known, or what the data are expected to look like, based on previous studies. As long as priors allow room for error, the model will be predominantly directed by the data, but not to the extent that each dataset is treated as a completely isolated case outside of the context of the rest of the relevant data in the literature.

Thus far, psychologists employing Bayesian methods of analysis have largely used minimally informative priors. Indeed Bayesian methods have often been criticised and misunderstood as allowing any results to be found by using priors to alter the results of an analysis. However, these criticisms are unfounded and stem from a misunderstanding of Bayesian methods and the use of priors. Nevertheless, the use of informative priors to analyse experimental datasets in psychology has not yet been explored. Bayesian methods have only recently started to be adopted by researchers in areas such as psychology, evolutionary biology and neuroscience, and so the implications of implementing priors, other than minimally informative ones, are not currently understood. Therefore, in Chapter 4, I present a model which compares frequentist and Bayesian methods of analysis over many datasets simulated to represent the stereotype threat literature. The Bayesian methods include a form of “posterior passing” in which the estimates from a previous analysis are used as priors for the next analysis. This use of priors was implemented to explore whether it would increase certainty about the presence or absence of an effect over many replicated studies, such as is the case in stereotype threat literature.
Thesis Outline

In this thesis I address some of the questions raised by the literature discussed above. Specifically, in Chapter 2, I address the question of whether altering the riskiness of social and asocial information differentially affects men and women’s tendency to use these information sources. Specifically, I wanted to know whether men would choose to learn asocially more than women when asocial learning is made to be riskier than social learning. I present a novel computer-based experiment that involves constructing virtual spaceships. Participants were given the choice between using social or asocial sources of information, and I manipulated how risky these sources of information appeared to the participants. In Chapter 3, I provide more evidence of a relationship between confidence and conformity in an experimental setting using a novel version of a mental rotation task in which 3D images of human figures were used rather than blocks of cubes. I also tried to experimentally manipulate confidence in this task using the stereotype threat paradigm. In Chapter 4, I simulated 60 datasets to represent multiple typical stereotype threat priming studies, and analysed these datasets using five different methods of analysis, i.e. commonly used frequentist methods, and more novel forms of Bayesian analysis that employ informative priors based on parameter estimates of previous analyses. I predicted that using informative priors would lead to more certainty about the presence or absence of an effect over many datasets. In Chapter 5, I discuss the implications of my findings within the context of cultural evolution research in general, as well as the implications for improving research methods and statistical analysis in psychology.
Chapter 2:

Risk-taking and Social Learning
2.1 Introduction

This study aims to address whether altering the riskiness of social and asocial information will differentially affect men and women’s tendency to use these information sources. Individuals use social and asocial learning to differing extents depending on the trade-offs between the reliability and cost of information (Kendal et al. 2005). Individual differences in risk-taking predict differential use of social and asocial learning in a range of non-human species (e.g. Brosnan & Hopper 2014). In humans, men give higher average scores on risk-taking measures than women (e.g. Cross, Copping & Campbell 2011). Thus, I hypothesised that when asocial learning is riskier than social learning, women will rely more heavily on social learning than men will, due to their lower levels of risk-taking compared to men. To test this hypothesis I created a novel computer-based task in which participants had to construct a virtual spaceship then choose between using social or asocial sources of information to complete the task. The spaceship task was chosen to be novel and opaque to the participants, so that they were unlikely to have any previous knowledge relevant for completing the task. The task was designed in a similar vein to other computer-based tasks used to study social learning strategies such as the arrowheads task (Mesoudi & O'Brien 2008), the fishing-net task (Derex, Godelle & Raymond 2012), and the “Creature League” (Wisdom & Goldstone 2010) in that participants had to make decisions on multiple elements to achieve an overall score. At the end of the game, participants were also given a risky impulsivity personality questionnaire (Campbell & Muncer 2009). This was to check if the sample of participants displayed the predicted sex difference in risky impulsivity, in that men are found to have higher risky-impulsivity scores than women on average.

Participants were incentivised with a monetary bonus to try and achieve the top score for their spaceship. I manipulated the riskiness of the social and asocial information in each condition; in Condition 1 (“Social Risky”), choosing to use social information was risky but
choosing to use asocial information was comparatively safe. In Condition 2 (“Asocial Risky”), choosing to use asocial information was risky but choosing to use social information was comparatively safe. In the Control condition both options were safe. Social information consisted of viewing other participants’ spaceships and being able to copy some items from their spaceship. Asocial information consisted of viewing new spaceship items not previously seen by the participants. When a source of information was risky, participants were told that if they chose it then their score could greatly increase or decrease. When a source of information was safe, participants were told that if they chose it then their score was guaranteed to remain the same, or increase slightly. The control condition was implemented to detect whether participants had a preference for social or asocial learning when both options were safe, and to compare this behaviour to participants in the other two conditions.

The aim of this study was to examine whether altering the potential payoffs of using asocial and social sources of information would differentially influence the probability that men and women used these sources. Here I am defining riskiness in terms of variation in expected payoffs (Wang 2002). I predicted that, when one of these sources of information appeared to be risky, women would be more likely than men to use the alternative source of information. In the control condition, no sex difference in the use of asocial and social information was predicted.

Although not the primary focus of the study, I wanted to ensure that participants were motivated to achieve the top score in the study, and were thus behaving in a way consistent with the “Bounded Risk Distribution” model in which individuals are expected to maximize their probability of reaching a certain goal while minimizing their probability of falling below a certain threshold (Wang 2002). In this instance, participants are trying to achieve the goal of a top score, and theoretically want to minimize their chance of falling below this threshold in
order to achieve a bonus payment. Thus I predicted that when participants were the lowest rank, they would be more likely to choose the risky option.
2.2 Methods

2.2.1 Participants

88 participants (50 females and 38 males) were recruited through the University of St Andrews online recruitment system (SONA). All participants were over 16 years of age, with the majority falling into the 18-25 age range (91%). Participants read an information page and gave their full consent before taking part in the experiment. Participants were given the opportunity to ask the experimenter questions before and after the experiment, and the experimental protocol was approved by the University of St Andrews ethics committee. All participants were reimbursed £3 for their time and were given the opportunity of winning an additional £2 during the experiment. Participants were randomly assigned to three conditions (Control = 13m, 15f; Asocial Risky = 10m, 18f; Social Risky = 15m, 17f) during the experiment as described below and were tested in groups of 4 - 9 people at a time to give the impression of competing for the top score within a group. At the start of the task, participants provided their age, gender, education level and country of origin.

2.2.2 Procedure

The experiment was conducted via an interactive computer game, programmed by Ken Munro and me in the School of Psychology using JavaScript, jQuery, HTML and CSS. The design, appearance and logistics of the game were devised by me. The aim of the game was to construct a virtual spaceship with the highest score out of all players. Players were told within the task advertisement, and verbally at the start of the task, that if they scored the top score they would receive a bonus payment. Players had an initial attempt at building a ship on their own to familiarise themselves with the task, and were given a score and rank
(either 1st, 3rd or 5th) for their first attempt (Phase I). The participants were unaware that
their rank and score was randomly assigned, but the task instructions implied that it reflected
their performance within the game. Ranks were assigned so that player’s could gauge how
close they were to achieving the top score, so this would motivate them to try and learn
about the game. The ranks were randomly assigned so that each player were placed 1st,
3rd, and 5th once, to control for the effect of rank on their subsequent behaviour in the
game. Participants were then given the choice of seeing either social or asocial information
to improve their ship’s score (Phase II). The social and asocial information was described as
either risky or safe (see below). Once participants had seen this information, they could then
construct another ship (Phase III) using items collected via social or asocial information
during Phase II. Once participants had finished Phase III, they were told that their score had
been saved and their best score out of the three Rounds would be revealed at the end of the
experiment. Participants then entered Round 2, where they went through Phases I, II and III
again. Participants played three Rounds altogether to ensure that each player was assigned
each rank once (1st, 3rd and 5th).

**Phase I**

*Spaceship Construction:*

The spaceship was constructed by selecting tiles from a grid of 30 available items, arranged
into themes of “Crew, Cargo, Engines, Shields and Lasers” (See Fig.2.1). Players had two
minutes to explore these items and choose ten to place on to the spaceship template on the
right. The only “rule” was to choose at least one crew member and one engine. Players were
given no information on how to achieve a good score for their spaceship or on which items
were best.
Figure 2.1: Participants’ view of their first building attempt of the experiment (Phase I)

Rank Assignment:

After finishing their first spaceship, each player was given a spaceship score and “rank” in the league table (see Fig.2.2). Ranks were assigned to control for players’ confidence in their ship and to ensure they were motivated to attend to information to help them to achieve the top score. To control for how rank affected subsequent choices in the game, each player was randomly assigned 1st, 3rd and 5th rank once in the game; a different rank in each round. Players were not informed that the ranking was randomly assigned and were told that this was based on their spaceship’s score.
Phase II

After seeing their ship's score, players were given the option of either using social or asocial information to help improve their score when building their next spaceship. The social and asocial information was manipulated to seem like a safe or risky choice to the participant, depending on which condition participants were in (see below).
Risky and Safe Manipulations:

A participant was randomly assigned to either Condition 1 ("Social Risky"), Condition 2 ("Asocial Risky"), or the control condition ("Control") for the duration of the experiment. In Condition 1, social information was “risky” and asocial information was “safe.” Social information (i.e. “seeing other players’ ships”) was risky, in that choosing this option would lead to a large increase or decrease in score (see Fig.2.3). Asocial information (i.e. “spaceship scrapheap”) was safe in that participants’ score was guaranteed to remain the same or increase slightly.

<table>
<thead>
<tr>
<th>Please choose your next step:</th>
</tr>
</thead>
<tbody>
<tr>
<td>See other players’ ships</td>
</tr>
<tr>
<td>You will be shown three spaceships built by previous players. Some of the spaceships might be well-built, some of them might be poorly built and unable to fly. The ships may have a much worse or much better score than your current ship’s score. You will get to choose three items from one of the ships to copy. Depending on which you choose, your score could go up or down.</td>
</tr>
</tbody>
</table>

**Figure 2.3:** Participants’ view of the social and asocial choice, in the Social Risky condition

In Condition 2, social information was ‘safe’, and asocial was ‘risky’ ("Asocial Risky"). Social information (i.e. “seeing other players' ships”) was safe, in that choosing this option would guarantee participants' score to remain the same or increase slightly. Asocial information (i.e. “spaceship scrapheap”) was risky in that choosing this option could lead to a large increase or decrease in score (Fig.2.4).
Figure 2.4: Participants’ view of social or asocial choice in the Asocial Risky condition, n.b. order of display is counterbalanced within the task

In the Control Condition, both options were ‘safe,’ in that both options guaranteed participants’ score to remain the same or increase slightly. This wording reflects the “Bounded Risk Distribution” model in which individuals are expected to maximize their probability of reaching a certain goal while minimizing their probability of falling below a certain threshold (Wang 2002). In this instance, participants are trying to achieve the goal of a top score, and want to minimize their chance of falling below this threshold in order to achieve a bonus payment. Therefore, although the risky options can be interpreted as having a lower expected payoff, this may still be a rational choice if participants are needing to greatly improve their score, due to the potential large increase in score.
Social or Asocial Information Choice:

Social information consisted of viewing three spaceships built by previous players and their associated scores (see Fig. 2.5). Players could then choose one out of these three spaceships to “copy,” and select three items to keep for use in the next building phase.

![Ship Selection Screen](image)

**Figure 2.5:** Participants’ view of the social choice, viewing another player’s complete ship and score.

Asocial information consisted of viewing the “spaceship scrapheap” (see Fig. 2.6) in which a collection of 30 previously unseen items were presented. The participant could reveal up to ten of those items within a time limit of two minutes, and choose three items to keep for use in the next building phase.
Figure 2.6: Participants’ view of the asocial option, the “spaceship scrapheap”

Phase III

After choosing three items from either the spaceship scrapheap (asocial) or from other players’ ships (social), participants had to build another ship within a time limit of two minutes, similar to Phase I. The only difference to Phase I was that participants already had the three new items chosen from Phase II placed on their ship, and so only had to select 7 more items from the left (see Fig.2.7).
Figure 2.7: Participants’ view of Phase III; building another ship using three items from their previous social or asocial choice. n.b. This is described as ‘phase 2’ for participants due to how the task is explained to the participants.

When participants completed this ship, they were told that their final score had been saved from that round, and their best score from all three rounds would be displayed at the end of the game (see Fig.2.8). Participants were not presented with their second score immediately so that participants’ did not get any feedback on whether choosing social or asocial learning was a good choice. This ensured that participants’ subsequent choices in round 2 and 3 of the game were not influenced by their choice in round 1 or 2.
**Figure 2.8:** Participants are told that their score has been saved and they will see their top score at the end of the game.

**Risky-impulsivity Measure:**

Participants were given a twelve item risky-impulsivity test (Campbell & Muncer 2009) at the end of the task to test if there was a sex difference in risk-taking in the sample of participants (see Fig.2.9). Participants had to rate out of 5 how likely they were to take part in each of the twelve activities.

![Risky-impulsivity Measure](image)

**Figure 2.9:** Twelve risky-impulsivity items as seen by participants.
2.3 Analysis

All analysis code is available at www.github.com/lottybrand22/GH_RiskySpaceships

The participants' decision to use social or asocial information was modelled using Bayesian binomial logistic regression with the map2stan function in the Rethinking package in R (McElreath 2016). The probability that a participant chose social or asocial information in the task was modelled as a Bernoulli variable (appropriate for binary data, social = 1, and asocial = 0). The full model included an effect for sex (males = 0, females = 0; males are represented as the baseline), an effect for condition one and condition two, an interaction between sex and each condition, and an effect for assigned rank. The control condition was represented in the model as the baseline, so that any effects from condition one or condition two are in relation to males in the control condition.

Model predictions were calculated by averaging across all candidate models weighted according to WAIC weight. Candidate models were chosen based on a priori hypotheses formulated before data collection (see table 2.1).
Table 2.1: Candidate models and included parameters based on a priori hypotheses

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Model</th>
<th>Parameters included</th>
</tr>
</thead>
<tbody>
<tr>
<td>Null</td>
<td>1</td>
<td>intercept</td>
</tr>
<tr>
<td>Full</td>
<td>2</td>
<td>intercept + sex + condition1 + condition2 + sex<em>condition1 + sex</em>condition2 + rank + personality</td>
</tr>
<tr>
<td>Sex and Condition Interactions predict choice</td>
<td>3</td>
<td>intercept + sex<em>condition1 + sex</em>condition2</td>
</tr>
<tr>
<td>Sex, and Sex and Condition Interactions predict choice</td>
<td>4</td>
<td>intercept + sex + sex<em>condition1 + sex</em>condition2</td>
</tr>
<tr>
<td>Sex and Conditions predict choice</td>
<td>5</td>
<td>intercept + sex + condition1 + condition2</td>
</tr>
<tr>
<td>Only Conditions predict choice</td>
<td>6</td>
<td>intercept + condition1 + condition2</td>
</tr>
<tr>
<td>Only Sex predicts choice</td>
<td>7</td>
<td>intercept + sex</td>
</tr>
</tbody>
</table>

Although not the primary focus of the study, I wanted to ensure that participants were motivated and attending to the task appropriately (in line with the proposed “Bounded Risk Distribution” model (Wang 2002)). Thus, I ran an additional model with risky/safe choice rather than social/asocial choice as the outcome variable. This model excluded data from the C condition, because both options in this condition were safe and therefore no risky choice could be made. The risky/safe choice was modelled using a Bayesian binomial logistic regression with rank, sex and a sex*rank interaction as predictors. Finally, I modelled participants’ risky impulsivity scores using a Bayesian linear model, with sex as a predictor variable, to check whether our sample displayed the expected sex difference in risky impulsivity. To check that the sex difference was not due to the two questions that were explicitly referring to sexual activity, I also conducted the analysis with these questions removed.
2.4 Results

All model estimates are reported with 89% credible intervals (CIs), which are the default in the *Rethinking* package (McElreath 2016). The CIs provide an upper and lower estimate around the mean of the parameter estimate and encompass 89% of the posterior distribution. This method contrasts with the traditional use of 95% confidence intervals in null hypothesis testing. Using 95% intervals would not change the interpretation of our results, because we are using a model comparison approach, and the size of the credible intervals does not affect which models best fit the data. All error bars are 89% credible intervals and can be interpreted as the region within which the model expects to find 89% of responses, given the data and the assumptions in the model.

2.4.1 Risky Impulsivity Model

There was a sex difference in the risky impulsivity test in our sample, in that women scored lower on the risky-impulsivity measure than men *(β mean = -0.06, 89% confidence interval: -0.09, -0.04)*. Mean risk-taking score out of 60: males 27.24(7.59), females: 23.41(6.97), cohen’s d: 0.52. This small sex difference was still present, yet reduced, when removing the two questions (Q7 & Q8) that specifically relate to sexual activity *(β mean = -0.04, 89% CI: -0.07, 0.00)*. Mean risk-taking score out of 60: males 22.29(6.56), females: 20.12(6.02), cohen’s d: 0.35. A density plot of female and male risky-impulsivity scores on the full 12 questions is shown below *(Fig. 2.10)*.
2.4.2 Social Learning Model

When modelling the probability of choosing social or asocial information, the model with the lowest WAIC value included an effect for sex and an effect for the interaction between sex and the Asocial Risky condition. A comparison of all model fits is shown below (table 2.2) ordered by lowest WAIC score.
<table>
<thead>
<tr>
<th>Model</th>
<th>Hypothesis</th>
<th>Parameters included</th>
<th>WAIC (±SE)</th>
<th>Akaike weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Null</td>
<td>Intercept</td>
<td>360.3 (5.10)</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>Full</td>
<td>Intercept + sex + AR + SR + sex<em>AR + sex</em>SR + rank + personality</td>
<td>357.1 (10.36)</td>
<td>0.01</td>
</tr>
<tr>
<td>3</td>
<td>Sex and condition interactions predict choice</td>
<td>Intercept + sex<em>AR + sex</em>SR</td>
<td>351.1 (9.11)</td>
<td>0.25</td>
</tr>
<tr>
<td>4</td>
<td>Sex, and sex and condition interactions, predict choice</td>
<td>Intercept + sex + sex<em>AR + sex</em>SR</td>
<td>349.6 (9.77)</td>
<td>0.52</td>
</tr>
<tr>
<td>5</td>
<td>Sex and condition predict choice</td>
<td>Intercept + sex + AR + SR</td>
<td>354 (8.92)</td>
<td>0.06</td>
</tr>
<tr>
<td>6</td>
<td>Only condition predicts choice</td>
<td>Intercept + AR + SR</td>
<td>352 (8.77)</td>
<td>0.16</td>
</tr>
<tr>
<td>7</td>
<td>Only sex predicts choice</td>
<td>Intercept + sex</td>
<td>362.3 (5.32)</td>
<td>0.00</td>
</tr>
</tbody>
</table>

*Table 2.2: Models ordered by WAIC value, the lowest value indicates a better fit of the model to the data.*
A table of model coefficients for the best model (Model 4) is shown below (Table 2.3) as well as a table of the model coefficients for the full model (Model 2) for comparison (Table 2.3b).

Table 2.3: Parameter estimates for the best-fitting model, model 4.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean estimate</th>
<th>StdDev</th>
<th>lower .89</th>
<th>upper.89</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-0.41</td>
<td>0.19</td>
<td>-0.72</td>
<td>-0.10</td>
</tr>
<tr>
<td>Sex</td>
<td>-0.72</td>
<td>0.41</td>
<td>-1.36</td>
<td>-0.05</td>
</tr>
<tr>
<td>Sex*AsocialRisky</td>
<td>1.72</td>
<td>0.46</td>
<td>1.03</td>
<td>2.51</td>
</tr>
<tr>
<td>Sex*SocialRisky</td>
<td>0.62</td>
<td>0.47</td>
<td>-0.09</td>
<td>1.40</td>
</tr>
</tbody>
</table>

Table 2.3b: Parameter estimates for the best-fitting model, model 4.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean estimate</th>
<th>StdDev</th>
<th>lower .89</th>
<th>upper.89</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-0.36</td>
<td>0.68</td>
<td>-1.46</td>
<td>0.71</td>
</tr>
<tr>
<td>Sex</td>
<td>-0.84</td>
<td>0.50</td>
<td>-1.63</td>
<td>-0.05</td>
</tr>
<tr>
<td>Sex*AsocialRisky</td>
<td>1.59</td>
<td>0.70</td>
<td>0.46</td>
<td>2.70</td>
</tr>
<tr>
<td>Sex*SocialRisky</td>
<td>1.03</td>
<td>0.67</td>
<td>-0.10</td>
<td>2.07</td>
</tr>
<tr>
<td>Rank</td>
<td>0.05</td>
<td>0.16</td>
<td>-0.22</td>
<td>0.29</td>
</tr>
<tr>
<td>AsocialRisky</td>
<td>0.18</td>
<td>0.52</td>
<td>-0.66</td>
<td>0.98</td>
</tr>
<tr>
<td>SocialRisky</td>
<td>-0.42</td>
<td>0.48</td>
<td>-1.19</td>
<td>0.33</td>
</tr>
<tr>
<td>PersonalityScore</td>
<td>-0.09</td>
<td>1.07</td>
<td>-1.85</td>
<td>1.59</td>
</tr>
</tbody>
</table>

A plot of these coefficients is displayed below (Fig.2.11).
Figure 2.11: Model coefficients from the best model plotted for each parameter in the model (a) and for the full model (b).

These model estimates show that the sex and asocial risky interaction had a strong effect in the model ($\beta = 1.76$, 89% CI: 1.03, 2.51). This effect can be seen more clearly in the model predictions plotted below (Fig. 2.12). Model predictions were generated by averaging across several candidate models, and weighting model predictions according to WAIC values (McElreath 2016).
Figure 2.12: Predicted mean proportions that chose social information plotted according to condition and sex. Error bars show 89% CI’s

In the control condition, both men and women showed a preference for using asocial information (men: $\beta = -0.41$, 89% CI: -0.72, -0.10; women: $\beta = -0.72$, 89% CI: -1.36, -0.05).

In the Social Risky condition, neither men nor women’s choice changed compared to the control ($\beta = 0.62$, 89% CI: -0.09, 1.40). In the Asocial Risky condition, women are choosing social information more often than asocial, whereas men still show a preference for asocial information ($\beta = 1.76$, 89% CI: 1.03, 2.51).
2.4.3 Rank Model

In order to check if assigned rank affected participants’ choices, and whether rank interacted with sex, I ran a separate model with risky/safe choice as the outcome variable, rather than social/asocial choice. I did not predict rank to affect social or asocial choice, but assumed that it may affect participants’ willingness to choose the risky or safe option. This model excludes data from the control condition, as both options in this condition were “safe” and therefore there was no risky choice to be made. The results for this model are shown in table 2.4 below.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean estimate</th>
<th>StdDev</th>
<th>lower .89</th>
<th>upper.89</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-2.38</td>
<td>1.14</td>
<td>-4.20</td>
<td>-0.56</td>
</tr>
<tr>
<td>Sex</td>
<td>1.12</td>
<td>1.23</td>
<td>-0.71</td>
<td>3.13</td>
</tr>
<tr>
<td>Rank</td>
<td>1.14</td>
<td>0.55</td>
<td>0.22</td>
<td>1.95</td>
</tr>
<tr>
<td>Sex*Rank</td>
<td>-0.77</td>
<td>0.69</td>
<td>-1.98</td>
<td>0.19</td>
</tr>
</tbody>
</table>

Table 2.4: parameter estimates of the rank model

These results show that across the two conditions in general, participants are choosing the safe option ($\beta = -2.38$, 89% CI: -4.20, -0.56), and women are not choosing differently than men ($\beta = 1.12$, 89% CI: -0.71, 3.13). However, when participants are the lowest rank (rank 5) they are more likely to make a risky choice ($\beta = 1.14$, 89% CI: 0.22, 1.95). There was not strong evidence for an interaction between sex and rank in the model ($\beta = -0.77$, 89% CI: -1.98, 0.19).
2.5 Discussion

I found that women preferentially chose to use social information when asocial information was risky, whereas men showed a preference for asocial learning even when it was the risky option. Both sexes showed a preference for asocial information in the control condition, and this preference remained when social information was risky too. Rank did not predict participants’ choice to use social or asocial information, but it did predict whether they chose the risky or safe option, in that participants who were ranked lowest were more likely to choose the risky option. There was no interaction between sex and rank, showing that women and men were responding to rankings in a similar way. I found a sex difference in a risky-impulsivity measure in that men scored higher on the risky-impulsivity scale on average than women.

When asocial information was risky, women preferentially chose to use social information, whereas women in the control condition showed a preference for asocial information. However, this pattern did not occur in men, as men showed a preference for asocial information across all three conditions. This result fits in with previous findings that women are less risk-taking than men (e.g. Cross, Copping & Campbell 2011). Furthermore it is consistent with the interpretation that sex differences in risky behaviour can be better explained by differences in punishment sensitivity rather than reward sensitivity, as women changed their behaviour to avoid the risky option when it became risky, whereas men did not change their behaviour. Thus this pattern of results may be better explained as women being more sensitive to the possible punishment of a low score in the risky option, rather than men being more sensitive to the possible reward of a large score in the risky option.

Similarly, men’s preference for asocial information did not change according to riskiness across the conditions. A likely explanation for this result is that in our experiment, the risk
was salient enough to alter women’s behaviour, but not high enough to alter men’s behaviour. Given the sex difference in risky-impulsivity in this population, it is reasonable to expect men and women to have different cut-off points at which a choice is perceived to be risky enough to alter one’s behaviour. Future studies could implement a more complex pay-off structure, so that the point at which both women and men change their behaviour according to riskiness could be observed and compared. Alternatively a more continuous, sensitive measure of how participants are perceiving risk in the task could be implemented, such as that used in a study of overconfidence by Muthukrishna and colleagues (in press) and a recent delay-discounting study (Yim et al. 2016). A similar method could be used to assess participants’ estimation of risk within a task. More accurate and continuous measures of risk perception could allow us to discover different within-sex cut-off points for when participants change their behaviour.

Participants also had a preference for asocial information in the control condition. This preference fits with previous experimental findings showing that social information is often underused even when adaptive (Mesoudi 2011; Morgan et al. 2012). Although theoretical models have shown that social learning is the most adaptive strategy over many generations of simulated evolution (Rendell et al. 2010), in our study and others it appears participants are keen to solve the task for themselves initially. Furthermore, in our task it could be the case that the asocial option is perceived as inherently more appealing, novel or interesting, and thus the majority of the participants chose to learn asocially overall. The fact that participants show a preference for the asocial option in the control condition could also help to explain why participants had an asocial preference in the Social Risky condition too, as there is even more incentive to choose the asocial option when it is also the safe option.

When social information was risky, neither men nor women’s behaviour changed compared to the control condition. One reason for this could be because the social information was not
perceived as very risky, even though it was described as such. Although participants knew that their score could increase or decrease dramatically by choosing the social information, it could be perceived as inherently “safe” as the social information has presumably been derived by other participants. Although they are told that other participants’ ships could have very high or very low scores, the fact that they are viewing information from other individuals could be perceived as a helpful strategy regardless of how variable this information might be. This interpretation of social information being inherently “safe” or beneficial ties in with previous social learning research that shows social learning to be the most adaptive strategy in a social learning strategies tournament (Rendell et al. 2010). Learning from others in a new environment that you have not yet learned about is usually the safe, adaptive strategy (Henrich & Boyd 1998; Rendell et al. 2010).

If it is the case that the asocial option is more appealing in our task, the fact that women, but not men, forfeited the more appealing option when it was made riskier is still of interest. However, men were not more sensitive to the more rewarding choice than women, as both men and women preferred the perhaps more appealing, novel, or enjoyable asocial option in both the control and the Social Risky condition. It could be the case that the social option is perceived as the more boring option in this task, supporting previous findings of sex differences in choosing the “safe but boring” option compared to a more novel, yet potentially more dangerous, option (e.g. Tellegen 1982). This interpretation could be tested in future studies by trying to design a task in which the social choice is the most inherently appealing when controlling for risk, or by controlling for novelty value in various task conditions.

Participants with the lowest rank were more likely to choose the risky option, regardless of sex. This is consistent with results from research in economic games in which participants are more likely to take a risk if they are performing poorly in comparison to other
participants, as they have less to lose and more to gain (Mishra, Him & Lalumiere 2015). However, low ranking individuals were not more likely to choose to learn socially over asocially. Although copy-when-unsuccessful is an adaptive social learning strategy (Hoppitt & Laland 2013), another social learning experiment also found that participants were no more likely to copy when given a lower rank (Toelch et al. 2011). Furthermore, there was no guarantee in our task that participants would see a ship from a high ranking individual, even if they did choose to copy. The risky-impulsivity measure scores also did not predict use of social or asocial, or risky or safe sources of information. However, individual differences are more likely to occur in larger samples, and could be more apparent in a more relevant risk-taking measure such as one specific to economic risk.

Another avenue for future research could examine the link between perceived rank and risk-taking more closely by providing a more continuous and varied rank assignment. Our assignment of rank was the most basic in that participants could either be top, bottom, or middle rank (1,3,5). The relationship between confidence and risk-taking could be explored by measuring how perceived rank affects confidence, which in turn may lead to riskier or safer choices within a task. As confidence has previously been found to affect social information use, exploring how manipulating rank affects confidence would be of interest. In support of previous work, the sample of participants in this study showed the predicted sex difference in risky-impulsivity in that men had higher risky-impulsivity scores on average than women (Campbell & Muncer 2009). However, it is worth noting that this small sex difference was reduced when the two questions explicitly related to sexual activity were removed from the 12 items. Although the 12-item scale that we used has been previously validated as a ‘risky-impulsivity’ measure, the confounding questions on sexual activity, which are inherently riskier to men than women anyway, may deem this scale inappropriate for our type of study. Thus in future studies, a scale specific to ‘economic risk-taking’ (ie behaviours related to gambling and personal finances) may be more appropriate.
Chapter 3:
Confidence and Conformity
3. Confidence & Conformity

Introduction

The aim of these studies was to directly test whether men and women's confidence levels on a mental rotation task can be altered using stereotype threat, and to see if this difference in confidence then leads to a difference in conformity levels. A recent study found that women's confidence was lower than men's, and consequently conformity was higher, in a mental rotation task but not in a letter transformation task (Cross et al. 2016). This presence of a sex difference in one of the tasks but not the other indicated that stereotype threat may have affected women's confidence in the mental rotation task. I used a different version of a mental rotation task (used in one previously published study; Alexander & Evardone 2008), which uses 3D images of human figures, rather than 3D shapes made out of blocks. Alexander and Evardone (2008) found a sex difference in the version which used images of human figures, with males performing better than females on average, but the difference was not as marked as the classic block version. Thus, I used the human figure version so that expectations about how men and women perform on the task could be manipulated, as it is a less well-known version than the standard blocks design.

In a similar vein to Sharps, Price and Williams (1994), who described a drawing task as either relying on geometrical skills or memorising ability, I attempted to manipulate expectations about the task by describing it as either a spatial-shifting task or a perspective-taking task. The descriptions are based on commonly held stereotypes that are either positive for men or women, in that men are believed to be better at spatial tasks (Hirnstein, Andrews & Hausmann 2014), and women are believed to be better at perspective-taking tasks (Mohr, Rowe & Blanke 2010; Davies & Stone 1995). These descriptions are combined with explicit statements about men and women’s previous performance on this task (i.e. women have been found to perform better than men, or men have been found to perform
better than women). A previous meta-analysis found that subtle primes are more effective at altering performance than explicit ones (Nguyen & Ryan 2008); thus we employed distractor material about the task alongside the primes (i.e. reporting the University at which the bodies version originally took took place), and embedded them within the instructions so as not to be too conspicuous to the participants.

Participants were required to state whether two images were rotations of the same or different body positions, and rate their confidence in their answer. I predicted that women’s average confidence levels would be higher in the condition in which they were primed as ‘females better’ compared to women’s average confidence levels in the control group (no prime). Similarly I predicted that women’s average confidence levels would be lower in the ‘males better’ condition compared to women’s average confidence levels in the control condition. I expected the opposite pattern for males. I predicted participants’ confidence to be correlated with their performance (i.e. whether they got the answer correct or incorrect), as their confidence ratings should be a rough estimate of how they are performing. I also included a manipulation check questionnaire at the end of the study to get an indication of whether participants remembered, believed, and understood the stereotype threat primes that were embedded in the task instructions.

After successfully manipulating participants’ confidence in a novel mental rotation task using stereotype threat in Study 1, I then used these same stereotype threat primes in an identical task with an added social information component (Study 2). After giving their answer and confidence rating, participants were shown other peoples’ answers for each trial, and given an opportunity to change their answer to conform to the majority’s answer. Social information was always displayed as a majority of people (out of 12 possible people) giving their answer “yes” or “no” to that trial. Participants were then reminded of their own original answer, and asked again if they thought the images matched or not. “Switching” was defined as when a participant changed their original answer after seeing the social information. Social
information was displayed randomly, thus not all majorities disagreed with the participant’s original answer. The social information aspect of the task was based on Cross and colleagues’ (2016) methodology. I predicted that lower confidence ratings would lead to higher rates of conformity, as was the case in two previous studies with similar methodology (Morgan et al. 2012; Cross et al. 2016).

The study by Morgan and colleagues (2012) found that lower confidence predicted higher conformity on a mental rotation task, indicating that people were using a “copy-when-uncertain” social learning strategy. Cross and colleagues (2016) then found that although sex had no direct effect on switching, it did have an indirect effect on switching mediated by confidence (see Fig. 3.1). This mediating effect of confidence was not found on the letter transformation task. Therefore I wanted to examine whether confidence was also a mediating factor in this version of the mental rotation task, in which human figures rather than blocks were used.

Figure 3.1: Diagram of mediation analysis in which the effect of sex on switching (c’) is mediated by confidence. Path c’ represents a product of two paths, i.e. path ‘a’ and path ‘b’.
In Study 3, I repeated Study 2 but with an online sample rather than administering the task in person with participants recruited from the University. This was to check that the different results in Study 2 to Study 1 were not due to a difference in sample. Thus, Study 1 was aimed at manipulating participants’ confidence. Study 2 was aimed at examining the effect of confidence in conformity, and Study 3 was a replication of Study 2 using an online sample.
Study 1: Manipulating Confidence

In Study 1, I tested whether the stereotype threat primes would have an effect on participants’ confidence ratings compared to the control condition with no primes. Specifically, I predicted that women in the ‘males better’ condition would have lower confidence than women in the control, or than women in the ‘females better’, condition. Although, as previously mentioned, results on how men react to stereotype threat are mixed, I predicted the opposite pattern for males, based on results from studies with comparable stereotype threat primes to the ones used in our study.

3.1 Methods

3.1.1 Participants

120 participants (60 males and 60 females, 20 of each sex in each condition) were recruited through Qualtrics, an online survey software and sample recruitment service. Participants were randomly assigned to each condition, as it was a between-subject design. A sample of participants aged over 16 from the UK was pre-specified with Qualtrics, and all participants had to read an information page and give their full consent before taking part in the experiment online. Participants knew that they could withdraw from the study at any point without explanation. The experimental protocol was approved by the departmental ethics committee (see Appendix for letter of approval). 64% of participants fell into the 31-60 years age category, 26% in the 16-30 range, 9% in the 61-80 category and 1 participant preferred not to disclose their age category. Before the experiment began, participants were asked to provide their age, gender and country of birth. Participants were rewarded £3 for their time and had the opportunity of achieving a further £2 bonus based on performance in the task.
3.1.2 Materials

The stimuli were obtained from Gerianne Alexander, Texas A&M University. Images of human figures had been put into various configurations and rotated using the classic Vandenberg & Kuse (1978) stimuli as a template; rotations of the human figures also included occlusions of some features just as the original Vandenberg and Kuse stimuli did. My presentation of the stimuli differed to that of Alexander and Evardone in that our participants were presented with two images on the screen at once that either matched or did not match; this set-up is most similar to the Shepard and Metzler (1971) style of mental rotation task. I generated 24 stimuli that were made up of 12 matching and 12 non-matching rotations (half of the stimuli are female figures, the other half are male figures) all of which were displayed wearing identical t-shirt and trousers. The stimuli were randomly ordered for each participant.

3.1.3 Primes

All participants were first shown an example of the traditional mental rotation stimuli (see below) and were given instructions on how to complete a classic mental rotation task. All participants were then shown an example of the bodies stimuli. Primes were embedded in the instructions, as shown in the following excerpts stating the exact wording seen on screen by the participants. The sections in red are wording that changed in the two conditions, and were absent in the control condition. The example wording is for Condition One ('Females Better'): 
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Condition one (‘Females better’):

Here is an example of a widely used spatial task in which participants have to decide if the second image is a rotated version of the first image, or if it is a different object altogether.

This task relies on spatial shifting skills, and men have been found to perform better than women.

Examples:

Do these images match?

![Image 1](image1.png)

These images match. They are the same except one is rotated. Therefore the correct answer is YES.

Do these images match?

![Image 2](image2.png)

These images do not match. They are two different images. Therefore the correct answer is NO.
Here is a different version of the task that you will see today, in which human figures are used. This new task was developed in 2007 at the Texas A&M University. Participants still have to decide if the two images are the same or different.

Unlike the previous task, this version relies on your ability to take on another’s perspective, and women have been found to perform better than men.

Examples:

Do these images match?

These images match, they are the same except one is rotated. Therefore the correct answer is YES.

Do these images match?

These images do not match, they are two different images. Therefore the correct answer is NO.
In Condition 2 (‘males better’), the red writing was altered to be the following:

“Here is a similar version of the task that you will see today, in which human figures are used. This new task was developed in 2007 at the Texas A&M University. Participants still have to decide if the two images are the same or different.

Just like the previous task, this version relies on spatial shifting skills, and men have been found to perform better than women.”

In the control condition, the first red sentence mentioning gender was eliminated, as was the final sentence; no mention of gender or skill-type was made. All participants were told that the information had been manipulated at the end of the experiment during the debrief.

3.1.4 Procedure

After giving consent and providing their age, gender, country of birth and education level, participants then read the instructions as shown above, depending on which condition they had been assigned to. In each trial, participants saw a pair of 3D images of human figures on a computer screen online, as shown above. The participants had to judge whether the two images were identical except for one having been rotated, or whether the two figures were different altogether. The participants saw the pair of images for 4 seconds before being asked “Did these images match?” and responded by clicking either “yes” or “no” on the computer screen. Each participant completed 24 trials. After each “yes” or “no” response, participants were asked “how confident are you that you got that right?” and responded using a 7 point Likert scale (see Fig.3.2). Participants were told that rating their confidence as 0 on the scale meant that they guessed their answer, and felt there was a 50% chance that they got the question right. They were told that rating their confidence as 6 on the scale meant that they were 100% sure that they got the question right. The scale pointer began at 3 (mid-way) and participants had to click on the pointer before being able to proceed to the next page. Participants did not get feedback on their performance at any point during the
experiment, so their confidence ratings should be a direct reflection of their estimation of their performance throughout the study.

![Figure 3.2: Confidence scale used by participants after giving their initial answer on each trial.](image)

### 3.1.5 Manipulation Check

After the experiment, participants were asked how familiar they were with the stereotype that men perform better at spatial tasks than women previous to taking part in the study. They were also asked whether they believed the stereotype (on a 7 point likert scale). We then reminded them of the manipulation that was within the instructions at the beginning of the experiment and asked them if they remembered reading the information, and whether they believed the information. We then asked them how well they expected to perform on the task compared to members of the opposite and same sex.
3.1.6 Statistical Analysis

The data were analysed using Bayesian generalized linear mixed models (GLMMs), modelling the performance of the participants on the task (ie whether they got each trial correct or incorrect), and their confidence per trial, in R and JAGS using the R2Jags package.

Mediation Analysis

Throughout this chapter I will be using mediation analysis. Mediation analysis is a type of path analysis, akin to structural equation modelling (SEM), in which a third variable is added to the interpretation of a relationship between an independent and a dependent variable. Structural equation modelling (SEM) is a powerful means of comparing different theoretical relationships between variables by comparing how well the different models fit the data. In contrast, mediation analysis is concerned with one particular aspect of a relationship between two variables. Specifically, a mediating variable is intermediate in the causal path between the independent and dependent variable, i.e. there is a causal relationship between the independent variable, the mediating variable, and the dependent variable (MacKinnon 2008). Thus, in contrast to a covariate, a confound, or a moderator, a mediating variable changes the relationship between the independent variable and the dependent variable such that it adds an extra causal step between the independent and dependent variable, via the mediating variable (MacKinnon 2008; MacKinnon, Fairchild & Fritz 2007). Mediation analysis is very common in social psychological research as it is intrinsic to the theoretical frameworks that researchers use, i.e. in understanding how psychological or social factors play a mediating role in affecting behavioural outcomes (MacKinnon, Fairchild & Fritz 2007). Indeed, 59% of articles published in the Journal of Personality and Social Psychology from 2005-2009 contained at least one mediation analysis, as did 65% of articles in Personality and Social Psychology Bulletin.
Traditionally, the majority of mediation analyses involve following a “causal steps” approach outlined originally by Baron and Kenny (1986), in which the relationship between two variables is tested prior to introducing a potential mediating variable into the analysis. Testing the relationship before and after adding a mediating variable ensures that there is indeed a relationship to mediate (a “direct effect”), and that the mediating variable accounts for part (or all) of the effect (an “indirect effect”). However, many researchers have called for a move away from the emphasis on obtaining significant direct effects, arguing that focusing on the presence of direct effects can lead to misleading or false conclusions (Rucker et al. 2011), as well as preventing researchers from exploring important and interesting theoretical questions (Zhao, Lynch & Chen 2010). Thus, many researchers argue that the only requirement for mediation is that an indirect effect be present (Zhao, Lynch & Chen 2010). Furthermore many researchers have heavily criticized the traditional Baron & Kenny approach (Hayes 2009; Zhao, Lynch & Chen 2010; MacKinnon, Krull & Lockwood 2000; Shrout & Bolger 2002; Rucker et al. 2011) and have demonstrated that it is not only underpowered (Fritz & MacKinnon 2007) but also the least effective means of testing intervening variables (MacKinnon et al. 2002; Hayes 2009).

Examples of how an indirect effect may be present whilst the direct effect is absent include suppression effects, asymmetries in statistical power between the effects, and differing strengths of effects (Rucker et al. 2011). Suppression effects occur when an indirect effect has a sign which is opposite to the total (direct) effect (MacKinnon 2000). For example, the presence of lifeguards at a beach may have a direct negative effect on number of fatalities at the beach (i.e. reducing fatalities). However, there could be a mediating positive effect, in that the presence of lifeguards reduces the perceived risk of swimming in the sea. As the perceived risk of swimming in the sea decreases, the number of people choosing to swim in the sea increases, thus the number of fatalities increases. If the strength of the indirect effect
is large enough, and the strength of the direct effect is small enough, this could lead to a non-significant direct effect whilst a significant indirect effect is present. Furthermore, it could be the case that both effects are present, perhaps the perceived risk only has a small effect, and the overall “net gain” of lifeguard presence is positive, in which case both the indirect and direct effect are “significant,” with a small “partial” indirect effect. Nevertheless, this ‘partial’ indirect effect is still important and worthy of study, as it could have important implications for understanding that number of lifeguards may increase number of swimmers. Accordingly, if there is theoretical evidence or support for the presence of an indirect effect, this effect should be investigated, regardless of the size or presence of a direct effect.

In this chapter, I am basing my research on previous findings that suggest confidence may be a mediating factor, not only in the effect of gender on conformity, but also the effect of stereotype threat on performance. Furthermore, previous work by Cross and colleagues (2016), to which I used similar methodology, found evidence of an indirect effect of sex on conformity, mediated by confidence, but no evidence of a direct effect. Thus, I investigated the mediating variable of confidence on conformity, regardless of the presence of a direct effect of sex on conformity or not. Specifically, I conducted a Bayesian mediation analysis (Yuann & Mackinnon 2009) to assess the indirect effect of stereotype threat on performance via confidence, as well as the indirect effect of sex on conformity via confidence.

**Binomial logistic regression vs. Ordered logit**

Throughout this chapter, confidence was measured via a 7-point Likert scale (0-6). We chose to model this ordinal data using a binomial logistic regression, with 6 trials. This was in contrast to using an ordered logit model, although both methods were used and compared on pilot data to ensure that they would not lead to meaningful differences in inference. The binomial model with 6 trials can be interpreted as a kind of multinomial model, although each response is treated as one event, rather than 7 separate events. A binomial model with 6
trials can be understood by imagining that each confidence level corresponds to flipping a coin 6 times; heads = “confident” and tails = “not confident.” Thus, a confidence rating of “3” represents landing on “heads” three out of six times. Although seemingly counterintuitive, representing the confidence scale in this way effectively makes the middle of the scale the most likely (i.e. 3/6), and the extremes of the scale least likely (i.e. 0/6, 6/6), which we feel is representative of the scale, particularly as the default position for the slider-scale is 3, and participants have to actively move the slider-scale up and down to select their level of confidence (discussed further in the methods section).

In contrast, modelling the data as their ordered categories requires using a log-cumulative-odds scale with a cumulative link function (McElreath 2016). The cumulative probability of a value is the probability of that value, or any smaller value. In our confidence scale, the probability of a confidence ratings of 3 is the sum of the probability of confidence ratings 1, 2 and 3. Due to this summing of probabilities, our scale cannot include a zero, and thus the scale was shifted from 0-6 to 1-7 to allow for ordinal logit modelling. Using cumulative probability enables the use of a linear model with predictor values whilst ensuring the correct ordering of the outcomes. This requires defining intercepts that represent the cumulative probability of each confidence level. Thus the model output provides 6 estimates of the relative frequencies of each confidence level (when the predictors are set to zero), as well as the estimates for the predictors in the model. Therefore, interpreting the predictor estimates relies on interpreting the relative change in cumulative log-odds for every value of the response variable (McElreath 2016). For this reason, alongside the significant increase in running-time for ordered logit models, we decided to use the binomial model for all subsequent analyses. There was no meaningful difference in inference between the models, and both types of models gave very similar model fits. Examples of both types of model code are openly available at www.github.com/lottybrand22/GH_ConfidenceConformity.
The model of participants’ confidence ratings included a baseline value, an effect for sex, condition one, condition two, an effect for performance, an interaction between sex and each condition, and two random effects to allow for variation between individuals and between question numbers. Again, the control condition was represented in the model as the baseline, so that any effects from condition one and two are in comparison to the control condition.

The probability that a participant’s answer was correct was modelled as a Bernoulli variable (appropriate for binary data, correct = 1, and incorrect = 0). A binomial logistic regression model was written in JAGS, and ran in R using R2Jags. The model included a baseline value, an effect for sex, condition one and two, interaction between sex and condition, and two random effects to allow for variation between individuals and between trials. The control condition was represented in the model as the baseline, so that condition one and condition two are compared to the control condition separately, and not to each other.

Participants’ responses to the manipulation check questions were modelled in the same manner. Whether the participant remembered and believed the task manipulation was modelled as a Bernoulli variable. The 0-6 likert response for how participant’s expected to perform compared to the opposite sex was modelled as a binomial with 6 trials in the same manner as the confidence analysis.

All models were chosen a priori based on hypotheses formed before the data were collected. All models ran 3 chains with 61,000 iterations, a burnin period of 1000 and went through thinning of 20. Full model code can be found at www.github.com/lottybrand22 and examples of model output such as posterior distributions of parameter estimates and trace plots of Markov chains can be found in the appendix to this chapter.

All plots are a display of the raw data only, with error bars showing 95% confidence intervals. All results in brackets are parameter estimates from the model output, including the median
and 95% posterior distribution parameter estimates. 95% credible intervals that include zero suggest there is little evidence that the parameter had an effect on the outcome variable. 95% credible intervals that do not include zero suggest that the parameter had a negative or positive effect on the outcome variable in the model, depending on the direction of the estimates.
3.1 Results

3.1.7 Confidence

Sex did not predict confidence in the control condition ($\beta_{\text{median}} = -0.47$, 95% Credible Intervals: (-1.00, 0.08)), but it did predict confidence across all three conditions, in that men gave higher confidence ratings on average than women overall ($\beta = -0.47$, 95% CI: -0.77, -0.17, Fig.3.3). Both men and women gave higher confidence ratings in the ‘females better’ condition compared to men and women in the control condition ($\beta = 0.43$, 95% CI: 0.06, 0.81, Fig.3.3). There was no interaction between sex and either condition (condition 1: $\beta = 0.02$, 95% CI: -0.74, 0.75, condition 2: $\beta = -0.12$, 95% CI: -0.89, 0.62). Performance predicted confidence, in that participants gave higher confidence ratings when they answered a question correctly compared to when they answered a question incorrectly ($\beta = 0.27$, 95% CI: 0.19, 0.34, see Fig.3.4).
Figure 3.3: Plot showing men and women’s mean confidence ratings per condition. Error bars represent 95% confidence intervals bootstrapped for non-normal data.
Figure 3.4: Plot showing the relationship between men and women’s confidence ratings and their proportion of correct trials. Error bars show 95% confidence intervals.
3.1.8 Performance

Sex predicted performance in the control condition in that men performed better than women ($\beta = -0.78$, 95% CI: -1.42, -0.15, see Fig. 3.5). Neither condition affected performance compared to the control condition, in that participants performed similarly across all three conditions (Condition 1: $\beta = -0.23$, 95% CI: -0.68, 0.22, Condition 2: $\beta = -0.18$, 95% CI: -0.63, 0.28). There was no evidence of an interaction between sex and either condition, in that both men and women’s responses remained similar to the control responses in both conditions (Condition 1: $\beta = 0.18$, 95% CI: -0.68, 1.06, Condition 2: $\beta = 0.37$, 95% CI: -0.51, 1.25).

**Figure 3.5**: Plot showing men and women’s mean proportion of correctly answered trials per condition. Error bars show 95% confidence intervals.
3.1.9 Mediation analysis

As stated above, neither condition predicted performance directly, however the ‘females better’ condition did affect participants’ confidence compared to the control, and confidence predicted performance ($\beta = 0.22$, 95% credible interval: 0.15, 0.28). Therefore I conducted a mediation analysis to see if there was an indirect effect of the ‘females better’ condition on performance, mediated by confidence. There was evidence of a small indirect effect of the ‘females better’ condition on performance, mediated by confidence ($\beta$ median = 0.09, 95% credible interval: 0.02, 0.18), which suggests that the raised confidence of participants in the ‘females better’ condition had an indirect effect on their performance in the task, despite no detectable direct effect of condition on performance.

3.1.10 Manipulation check

Our manipulation check data supported our main results; only the ‘females better’ condition had an effect on how men and women expected to perform compared to the opposite sex, in that both men and women reported that they expected to perform better than the opposite sex in the ‘females better’ condition compared to the control ($\beta = 0.32$, 95% CI: 0.07, 0.58), but not in the ‘males better’ condition ($\beta = 0.32$, 95% CI: -0.32, 0.89). There was no evidence for sex affecting the likelihood of remembering the task manipulation ($\beta = 0.36$, 95% CI: -0.86, 1.59), however more participants remembered reading the ‘females better’ manipulation than the ‘males better’ manipulation ($\beta = -1.15$, 95% CI: -1.96, -0.45). As well as being more memorable, there was evidence that participants were less likely to believe the ‘females better’ manipulation than the ‘males better’ manipulation ($\beta$ median = -1.00, 95% CI: -1.75, -0.34), despite it increasing their confidence.
3.1 Discussion

In this online study, I manipulated participants' confidence in a mental rotation task by using a stereotype threat prime. Both men and women were more confident in the condition in which they were told that women perform better within the instructions of the task. This result supports the idea that confidence plays a role in the stereotype threat effect on mental rotation performance, and supports a previous finding in which women's confidence was lower than men's on a mental rotation task but not on a letter transformation task (Cross et al. 2016). Moreover, confidence, but not performance was affected by the stereotype threat prime, which is in line with the idea that changes in performance found in other stereotype threat studies on mental rotation could be a downstream effect of changes in confidence. In this study, men had higher performance than women in the control condition, but performance was not affected by condition.

Unexpectedly, when told that women perform better on the task, men's average confidence rating was also higher than those in the control condition, and the 'males better' condition. This was unexpected in that I predicted men's confidence to be higher in the 'males better' condition compared to the control, and compared to the 'females better' condition. However, some previous research has also found men's performance to increase in response to a stereotype threat (Hirnstein et al. 2012) and has been termed “stereotype reactance” (Nguyen & Ryan 2008). Although men's increase in confidence seems counterintuitive, studies measuring the effect of stereotype threat on men's performance so far have given mixed results. Men's performance has been reduced in social and emotional intelligence tests when given stereotype threat manipulations (Koenig & Eagly 2005; Leyens et al. 2000), as well as a verbal fluency task (Hirnstein et al. 2014). However, this result was in direct contrast with results from a study using the same task and same manipulation in which men's performance did not change (Hausmann et al. 2009), as well as a study in which men's performance increased in response to the stereotype manipulation (Hirnstein et
One way of interpreting such mixed results is in terms of how each participant appraises or interprets the manipulation. Hausmann (2014) has suggested that reference to a stereotype could be interpreted as challenging and could therefore result in motivation to compete, resulting in enhanced performance. Alternatively the stereotype could be perceived as threatening in which an arousal threshold is reached meaning that cognitive deficits occur, resulting in decreased performance. This interpretation fits within the Yerkes-Dodson framework of an inverted U-shape relationship between arousal and cognition (Yerkes & Dodson 1908). Our manipulation directly told participants that either men or women were better at the task, and could therefore be interpreted as inducing competition, enhancing motivation and consequently increasing performance in men. More evidence that competition may play a role in differing appraisals of stereotype threat comes from a study in which testosterone has been measured in the context of stereotype threat. The results demonstrated an increase in testosterone levels in men in the stereotype activated condition on mental rotation tasks compared to males in the control condition (Hausmann et al. 2009). Previous studies have also shown that fluctuations in testosterone levels can be induced by competition in men and women (Bateup et al. 2002; Archer 2006). More generally, research indicates a tendency for men to be more competitive than women, and that this difference persists throughout childhood (Sutter & Glätzle-Rützler 2014). In our study, we found no direct effect of condition on performance, but an indirect effect mediated by confidence. This result supports the idea that stereotype threat effects on performance may be a downstream effect of motivational or competitive responses to the primes, which have a direct effect on confidence first and foremost.

Strikingly, in our study there was no difference in confidence between controls and the ‘males better’ condition. Indeed, telling participants that men perform better on the task had no discernible effect on either men or women’s confidence. This response is indicative of
both men and women assuming that males are better at this task, even when no information is provided to encourage this, and no mention of gender is made in the task. This result has some potentially important implications, especially in the context of debates around women in STEM disciplines (e.g. Smith 2011; Blickenstaff 2005). If men and women approach certain tasks with the assumption that men are better, and this is reflected in their confidence levels, this could have important downstream effects for women leading to either suboptimal performance or disengagement with the area altogether (e.g. Bench et al 2015; Rothgerber & Wolsiefer 2014). Encouragingly, simply stating that the task relies on skills in which women outperform men increases women’s (and men’s) confidence significantly, at least in this task, in this context.
Study 2: Confidence and Conformity

Having successfully manipulated participants’ confidence levels in Study 1, I then ran the same study with an additional social learning stage, to see if these confidence changes had a predictable effect on participants’ conformity levels.

I ran the same study as Study 1, this time in person rather than online, and with the two opposing conditions only; the ‘males better’ and ‘females better’ primes. This time participants were shown social information after each trial and were given the opportunity to change their answer after viewing the social information. Based on the results from the pilot study in Study 1, I predicted that participants in the ‘females better’ condition would have higher confidence than participants in the ‘males better’ condition, and that higher confidence in this condition would result in lower levels of conformity compared to the ‘males better’ condition.

3.2 Methods

3.2.1 Procedure

The procedure, materials and primes were identical to Study 1 (see sections 3.1.2, 3.1.3 and 3.1.4) except for the addition of social information (see below) and except that no Control condition was used. In Study 1, the control condition produced indistinguishable levels of confidence to the ‘males better’ condition, thus I just ran the two priming conditions in Study 2. As it takes longer to recruit participants in person than it does through an online platform such as Qualtrics, having only two conditions allowed me to recruit a similar number of participants for each condition as the online study.
3.2.2 Participants

101 participants, 50 males and 51 females, (Condition 1: 24F, 26M. Condition 2: 27F, 24M) were recruited using the University of St Andrews SONA system and posters advertising the experiment around the university campus. The experiment was conducted in person in the Psychology department at the University of St Andrews. All participants had to read an information page and give their full consent before taking part in the experiment. The experimental protocol was approved by the departmental ethics committee (see Appendix). 94% of participants fell into the 16-30 range and 6% in the 31-60 range. Participants were allocated to groups when possible, with a minimum group size of 4 and a maximum of 9, in order to give the impression of the social information being valid and trustworthy and to encourage participants to attend to the social information. All participants were reimbursed £3 for taking part in the study and were offered a bonus payment of £2 for achieving a high score in the experiment.

3.2.3 Social information

After participants gave each answer and their confidence rating, identically to Study 1, they were reminded of their response, and shown the responses of other participants (see Fig. 3.6). The social information was displayed as 12 circles, representing a majority “yes” or “no” response. The participants were then asked “Now, what do you think? Did the images match?” and were given the opportunity to change their mind or stick with their original answer.

The social information was generated from answers in Study 1, and also generated by me to ensure that the information always portrayed a majority answer (i.e. never 6:6). Participants saw genuine social information from Study 1 for the first three questions, and the rest was generated for the experiment. Participants were motivated to attend to the social information
by being told that only their second answer, after viewing the social information, would count towards their score. Participants were motivated to achieve a high score by being offered a bonus payment of £2 if they get a certain number of questions right. Participants were told during the debrief at the end of the experiment that their payment was only based on the first three questions in which the social information was genuine, to avoid participants feeling as if they had been deceived and that the deception may have altered their payment.

Figure 3.6: Example of social information shown to participants on screen after each trial
3.2.4 Statistical Analysis

The data were analysed in an identical way to Study 1 (see section 3.1.6) except only one parameter is used to compare the effects of each condition to each other, as no control condition was used as the baseline in this study.

To model “switching” i.e. when participants’ second answer differed to their first, the probability that a participant’s answer changed was modelled as a Bernoulli variable (switched = 1, and did not switch = 0) using a logit link function, identical to the previous models. The binomial logistic regression model included a baseline value, an effect for sex, condition, interaction between sex and condition, an effect for confidence, an interaction between sex and confidence, an effect for number of demonstrators disagreeing, and two random effects to allow for variation between individuals and between questions.

A bayesian mediation analysis (Yuann & Mackinnon 2009) was used to to assess the indirect effect of sex on switching via confidence.

All plots are a display of the raw data only, with 95% confidence intervals. All results in brackets are parameter estimates from the model output, including the median and 95% credible intervals. 95% credible intervals that include zero suggest there is little evidence that the parameter had an effect on the outcome variable. 95% credible intervals that do not include zero suggest that the parameter had a negative or positive effect on the outcome variable in the model, depending on the direction of the estimates.
3.2 Results

3.2.5 Confidence

Sex predicted confidence, in that men gave higher confidence ratings than women overall ($\beta = -0.57$, 95% CI: -0.90, -0.28, see Fig.3.7). In contrast to Study 1, condition did not predict confidence in that confidence levels were similar across the two conditions ($\beta = -0.07$, 95% CI: -0.39, 0.25). There was no interaction between sex and condition ($\beta = -0.11$, 95% CI: -0.73, 0.52). Performance predicted confidence, in that participants gave higher confidence ratings when they answered a question correctly compared to when they answered a question incorrectly ($\beta = 0.58$, 95% CI: 0.48, 0.69, see Fig.3.8).

![Figure 3.7: Plot showing men and women’s mean confidence ratings in each condition. Error bars show 95% confidence intervals, bootstrapped for non-normal data.](image)
Figure 3.8: Plot showing the relationship between men and women’s confidence ratings and their proportion of correct trials. Error bars show 95% confidence intervals.

3.2.6 Performance

Unlike Study 1, sex did not predict performance, in that men and women gave a similar proportion of correct answers in the task ($\beta = -0.17$, 95% CI: -0.59, 0.25, see Fig.3.9). Also in contrast to Study 1, condition did predict performance, in that participants performed better in the ‘females better’ condition compared to the ‘males better’ condition ($\beta = -0.43$, 95% CI: -0.86, -0.02, see Fig.3.9). There was no evidence of an interaction between sex and condition (Condition 1: $\beta = -0.52$, 95% CI: -1.35, 0.30).
Figure 3.9: Plot showing men and women’s mean proportion of correctly answered trials for each condition. Error bars show 95% confidence intervals.

3.2.7 Switching

Because the social information was randomly generated for the majority of questions, and as participants could choose either answer before seeing the social information, participants did not see a majority of demonstrators disagreeing with them for all trials. Therefore a breakdown of social information is provided in table 3.1 below. Out of 2419 total trials, the majority disagreed with participants on 1138 trials altogether. Out of these trials in which the majority disagreed with participants, the majority was correct (and thus the participant incorrect) on 260 trials. Participants were more likely to switch answer to conform to an opposing majority, as 95% of all switching occurrences were within these trials. Out of all
trials, participants only switched 8% of the time. However, in trials in which the majority disagreed, they switched 17% of the time. In trials in which the majority disagreed and the majority were correct (260 trials) participants switched 29% of the time.

<table>
<thead>
<tr>
<th>Trial Type</th>
<th>Total Trials</th>
<th>Total Switched</th>
<th>Proportion Switched</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>2419</td>
<td>204</td>
<td>0.08</td>
</tr>
<tr>
<td>Majority Disagreed</td>
<td>1138</td>
<td>194</td>
<td>0.17</td>
</tr>
<tr>
<td>(m=50, f=51)</td>
<td></td>
<td>(m=16, f=13)</td>
<td></td>
</tr>
<tr>
<td>Majority Disagreed AND Majority Correct</td>
<td>260</td>
<td>75</td>
<td>0.29</td>
</tr>
<tr>
<td>(m=41, f=43)</td>
<td></td>
<td>(m=13, f=11)</td>
<td></td>
</tr>
<tr>
<td>Majority Disagreed AND Majority incorrect</td>
<td>878</td>
<td>119</td>
<td>0.16</td>
</tr>
<tr>
<td>(m=50, f=51)</td>
<td></td>
<td>(m=13, f=10)</td>
<td></td>
</tr>
</tbody>
</table>

*Table 3.1: Table showing a breakdown of the social information displayed on all trials across all participants.*

All results given below are from the statistical models described in section 3.2.4 which included all trials. Confidence predicted switching, in that when participants gave lower confidence ratings they were more likely to switch answers after seeing social information ($\beta = -1.02, 95\% CI: -1.20, -0.86, \text{see Fig 3.10}$). Performance did not predict switching ($\beta = -0.17, 95\% CI: -0.63, 0.31$). Number of demonstrators disagreeing with the participant did predict switching, in that more demonstrators disagreeing led to higher rates of switching answer ($\beta = 0.47, 95\% CI: 0.39, 0.55, \text{see Fig 3.11}$). Sex did not predict switching ($\beta = 0.37, 95\% CI: -0.86, 1.64$). There were no interactions between sex and condition, or sex and confidence ($\beta = -0.24, 95\% CI: -1.80, 1.30; \beta = -0.08, 95\% CI: -0.38, 0.22$).
Figure 3.10: Plot showing the relationship between men and women’s mean confidence ratings and the proportion of trials they switched their answer on. Error bars show 95% confidence intervals.
3.2.8 Mediation analysis

As stated above, sex did not directly predict switching, although it did predict confidence, and confidence predicted switching. Therefore I conducted a mediation analysis to see if there was an indirect effect of sex on switching, mediated by confidence. The mediation analysis revealed a medium to large indirect effect of sex on switching via confidence ($\beta = 0.61$, 95% CI: 0.26, 0.97), which suggests that lower average confidence in women led to a greater probability of switching, despite the lack of a direct effect of sex on switching.
3.2. Discussion

In Study 2, I found that men and women’s confidence was not altered by the stereotype threat primes, but men’s average confidence remained higher than women’s in both conditions. Men and women performed similarly on the task in terms of proportion of correct trials, but those in the ‘females better’ condition performed slightly better than those in the ‘males better’ condition. Men and women did not differ in their levels of switching answer, but similarly to Cross and colleagues (2016), I also found an indirect effect of sex on switching answer, mediated by confidence. My methodology was similar to Cross and colleagues’ (2016), except that I used a different version of the mental rotation task in which bodies rather than blocks were rotated. Sex predicted confidence in this version of the task also, in that men were more confident than women. Similarly, confidence predicted likelihood of switching answer, as did the number of demonstrators disagreeing with the participant, as was the case in Cross and colleagues’ study.

The results of this study therefore support previous findings suggesting that conformist behaviour may sometimes be underpinned by a copy-when-uncertain social learning strategy (Morgan et al. 2012; Cross et al. 2016), in that participants that were less certain in their answer were subsequently more likely to switch their answer after seeing a majority of demonstrators disagree with them. Similarly to previous studies, participants were more likely to switch their answer as the number of demonstrators disagreeing with them increased. On this version of a mental rotation task in which bodies rather than cubes were used, men still had higher confidence than women on average. This resulted in an indirect effect of sex on switching, mediated by confidence, even though no direct effect of sex on switching was found.

Although there was a sex difference in confidence on this task, there wasn’t a corresponding sex difference in performance. Also in contrast to Study 1, confidence was not affected by
the stereotype threat primes in either condition. One reason for these conflicting findings may be the differences in sample between Study 1 and Study 2. Study 1 was conducted online, and so the sample of participants may have been more varied and diverse compared to the participants from Study 2, who were recruited predominantly from the University. University students could be expected to have higher confidence levels in the task in general, due to regular tests and performance assessments throughout university. In contrast, an average member of the public may be less familiar with this type of task, as well as having to have their cognitive performance assessed in this exam-style manner. It is also possible that they were more affected by the information they were told about the task beforehand if they were less familiar with the task to begin with. University students may be less likely to believe primes in an experiment due to a greater exposure to the idea of priming in experimental settings. A way to test this would be to re-run Study 2 with an online sample to see if the confidence difference found in Study 1 is replicated in another online sample (see Study 3).

Another possibility is the presence of an experimenter effect in Study 2. In a previous study (Morgan et al. 2012, personal communication) the presence of a male experimenter compared to a female experimenter led to lower female confidence ratings. As I was the only experimenter present in each lab study, this could have affected female confidence levels to be higher than it would be if it were a male experimenter. Again, this could be explored by re-running Study 1 with another online sample in which an experimenter not be present or visible to the participants.

A particularly counter-intuitive finding from this study is that, in contrast to Study 1, confidence was not affected by condition, but performance was. Participants performed slightly better in the ‘females better’ condition compared to the ‘males better’ condition. In Study 1, participants in the ‘females better’ condition had higher confidence than those in the ‘males better’ condition, but not higher performance. The result of Study 1 supported my
prediction that stereotype threat affects confidence first and foremost, and any performance effects are a downstream consequence of confidence differences. However, in Study 2, participants' performance appears to be altered by the stereotype threat condition, but not their confidence. One potential explanation could be related to the fact that the student participants are performing better overall, with their mean correct trials at 82% compared to 65% correct in the online sample from Study 1. Furthermore, when looking at the raw data, the student sample appears to show a stronger correlation between performance and confidence than the online sample does (see Figs 3.4 and 3.8). Thus, the student sample appears to have a more accurate assessment of their performance on the task than the online sample. It is therefore possible that as the student sample was both confident and capable at the task, the ‘females better’ condition enabled the students to perform slightly better without affecting their ability to rate their confidence accurately. In Study 1, however, women were slightly less accurate at rating their confidence in that women who gave the highest confidence ratings (5 and 6) were not performing any better than women who gave a confidence rating of 4. Thus, perhaps the ‘females better’ condition falsely boosted female confidence in Study 1 whilst not improving their performance. However, these explanations are highly speculative and more data would be needed to support them.
Study 3: Replication of Study 2

As the results of Study 1 were not replicated in Study 2, I wanted to repeat Study 2 with an online sample, to address the fact that the stereotype threat manipulations may have failed due to the sample in Study 2 comprising of predominantly undergraduate students.

3.3 Method

3.3.1 Procedure

The procedure is identical to Study 1, this time with the social information of Study 2 at the end also (see sections 3.1.2, 3.1.3 and 3.2.3).

3.3.2 Participants

130 participants were recruited altogether, 65 male and 65 female. (Control: 22M, 22F. Condition1: 22M, 22F. Condition 2: 21M, 21F). Participants were recruited using Qualtrics, as in Study 1. Participants knew that they could withdraw from the study at any time without explanation. The study was approved by the departmental ethics committee for the School of Psychology & Neuroscience at the University of St Andrews. The sample requested was from the UK, aged over 16. Participants were randomly assigned to the control and two conditions. 38% of participants fell into the 31-60 years age category, 32% in the 16-30 range, 30% in the 61-80 category and 1 participant preferred not to disclose their age category. Participants were reimbursed £3 for their time and given the opportunity to earn a £2 bonus based on performance.

All plots show the raw data only, with 95% confidence intervals. All results in brackets represent model parameter estimates, including 95% credible intervals. 95% credible intervals that include zero suggest there is little evidence that the parameter had an effect on the outcome variable. 95% credible intervals that do not include zero suggest that the
parameter had a negative or positive effect on the outcome variable in the model, depending on the direction of the estimates.

3.3 Results

3.3.3: Confidence

In contrast to Study 1, but similarly to Study 2, there was no strong evidence that either condition affected confidence ratings compared to the control condition (Condition 1: $\beta = 0.21$, 95% CI: -0.22, 0.63, Condition 2: $\beta = 0.07$, 95% CI: -0.36, 0.50 see Fig 3.12). As was the case in both Study 1 and Study 2, sex predicted confidence: women gave lower confidence ratings than men on average across all three conditions ($\beta = -0.42$, 95% CI: -0.76, -0.07). Consistently with the previous two studies, there was no interaction between sex and either condition (Condition 1: $\beta = 0.29$, 95% CI: -0.57, 1.16, Condition 2: $\beta = -0.06$, 95% CI: -0.93, 0.81). Consistently with the previous two studies, performance predicted confidence, in that participants gave higher confidence ratings when they answered a question correctly compared to when they answered a question incorrectly ($\beta = 0.15$, 95% CI: 0.07, 0.23, see Fig 3.13).
Figure 3.12: Plot showing mean confidence ratings per sex, per condition. Error bars are 95% confidence intervals bootstrapped for non-normal data.
3.3.4 Performance

In contrast to Study 1, but similarly to Study 2, sex did not predict performance in the control (\(\beta = 0.41, 95\% \text{ CI: } -0.30, 0.93\), see Fig.3.14), or across all three conditions overall (\(\beta = 0.16, 95\% \text{ CI: } -0.16, 0.48\)). In contrast to Study 2, but similarly to Study 1, there was no strong evidence that either condition affected performance compared to the control (Condition 1: \(\beta = 0.20, 95\% \text{ CI: } -0.18, 0.52\), Condition 2: \(\beta = 0.10, 95\% \text{ CI: } -0.38, 0.44\) see Fig.3.14). As was the case in both previous studies, there was no evidence of an interaction between sex and condition (Condition 1: \(\beta = -0.19, 95\% \text{ CI: } -0.99, 0.48\), Condition 2: \(\beta = -0.37, 95\% \text{ CI: } -1.11, 0.20\)).
Figure 3.14: Plot showing the mean proportion of correct trials per condition per sex, error bars show 95% confidence intervals.

3.3.5 Switching

As the social information was randomly generated for the majority of questions, and as participants could choose either answer before seeing the social information, participants did not see a majority of demonstrators disagreeing with them for all trials. Therefore a breakdown of social information is provided in table 3.2 below. Out of 3120 total trials, the majority disagreed with participants on 1524 trials altogether. Out of these trials in which the majority disagreed with participants, the majority was correct (and thus the participant incorrect) on 706 trials. Participants were more likely to switch answer to conform to an
opposing majority, as 93% of all switching occurrences were within these trials. Out of all trials, participants only switched 15% of the time. However, in trials in which the majority disagreed, they switched 28% of the time. In trials in which the majority disagreed and the majority were correct (706 trials) participants switched 34% of the time.

<table>
<thead>
<tr>
<th>Trial Type</th>
<th>Total Trials</th>
<th>Total Switched</th>
<th>Proportion Switched</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>3120</td>
<td>462</td>
<td>0.15</td>
</tr>
<tr>
<td>Majority Disagreed</td>
<td>1524 (m=65, f=65)</td>
<td>428 (m=24, f=28)</td>
<td>0.28</td>
</tr>
<tr>
<td>Majority Disagreed AND Correct</td>
<td>706 (m=65, f=64)</td>
<td>241 (m=24, f=27)</td>
<td>0.34</td>
</tr>
<tr>
<td>Majority Disagreed AND Incorrect</td>
<td>818 (m=65, f=65)</td>
<td>187 (m=16, f=14)</td>
<td>0.23</td>
</tr>
</tbody>
</table>

*Table 3.2: Table showing a breakdown of the social information displayed on all trials across all participants.*

All results shown below are from the statistical models described in section 3.2.4 which included all trials. As was the case in Study 2, confidence predicted switching in that lower confidence ratings increased the likelihood of switching answer ($\beta = -0.93$, 95% CI: -1.05, -0.70, see Fig.3.15). In contrast to Study 2, performance also predicted switching, in that lower performance on the task increased the likelihood of switching answer ($\beta = -0.48$, 95% CI: -0.77, -0.13). As the number of demonstrators disagreeing with the participant increased, the likelihood of them switching answer increased ($\beta = 0.34$, 95% CI: 0.30, 0.39, see Fig. 3.16). There was no sex difference in the likelihood of switching overall ($\beta = -0.52$, 95% CI: -1.62, 0.66).
Figure 3.15: Plot showing the relationship between confidence and the proportion that switched their answer, per sex. Error bars show 95% confidence intervals.
3.3.6 Mediation analysis

As was the case in Study 2, sex did not predict switching directly, although it did predict confidence, and confidence predicted switching. Therefore I conducted a mediation analysis and found an indirect effect of sex on switching, mediated by confidence. \( \beta = 0.26, 95\% \text{ CI: 0.04, 0.49} \).
3.3 Discussion

In Study 3, I found that neither ‘females better’ nor ‘males better’ conditions affected participants’ confidence or performance on the task. Men were overall more confident than women, but there was no sex difference in performance on the task. Consistently with Study 2, participants were more likely to switch their answer when they had lower confidence compared to when they had higher confidence, as well as being more likely to switch answer as the number of demonstrators disagreeing with them increased. As was the case in Study 2, sex predicted confidence in that men were more confident than women overall, and there was an indirect effect of sex on switching, mediated by confidence.

The switching results from Study 3 were consistent with those from Study 2, and supported previous findings (Cross et al. 2016; Morgan et al. 2012), in that lower confidence led to higher levels of switching. This result appears to be robust, at least in the context of mental rotation tasks, and further supports the idea of a copy-when-uncertain social learning strategy in adult humans. Furthermore, as the number of demonstrators disagreeing with the participant increased, so did the likelihood of switching, supporting theoretical and experimental evidence of adaptive conformist transmission in humans (Boyd & Richerson 1985; King & Cowlishaw 2007; Morgan et al. 2012). The fact that women appear to consistently have lower confidence in this task, as well as the classic version of the mental rotation task, and that this low confidence has a mediating effect on social information use, contributes to the social learning literature and merits further study. It seems likely that in cases in which women have lower confidence than men, this confidence difference will have an indirect effect on their social information use.

However, the results of Study 3 did not provide evidence of any effect of the stereotype threat primes, as neither condition affected participants’ confidence or performance. It is unlikely that the lack of effect of condition is due to differences in sample, as Study 3’s sample was collected from the same resource as Study 1, in that a UK based sample of
adults was requested from Qualtrics. Indeed the spread of age categories of Study 1 and Study 3 were more similar to each other than Study 2. Moreover, the stereotype threat primes and conditions were identical to Study 1, yet neither condition affected participants’ confidence. Nor was performance affected by either condition. Thus it is possible that the previous effects of stereotype threat from Study 1 and Study 2 were coincidental and not reflective of an underlying stereotype threat effect induced by our experimental conditions. Another possibility is that our primes were either too subtle or unclear to have a reliable effect, or that the stereotype threat effect is moderated by other factors that I have not considered in these three studies. Possible explanations for the contradictory findings are discussed further below.

General Discussion

Neither of the effects of stereotype threat from Study 1 and Study 2 were replicated in Study 3. In Study 1, participants in the ‘females better’ condition had higher confidence than participants in the Control or ‘males better’ condition, but this effect was not present for participants’ performance. In Study 2, participants’ performance was higher in the ‘females better’ condition compared to the ‘males better’ condition, but this effect was not present for participants’ confidence. However in Study 3, neither confidence nor performance was affected by the ‘females better’ or ‘males better’ condition. Thus, in this replication attempt, I did not replicate either of the effects that were found in the previous two studies.

The inconsistent results from these three studies add to the already contradictory and somewhat confusing nature of the stereotype threat literature. For example, as previously mentioned, stereotype threat has been found to decrease men’s performance (Leyens et al. 2000; Koenig & Eagly 2005; Hirnstein et al. 2014), have no effect on men’s performance (Hausmann et al. 2009), and increase men’s performance (Hirnstein, Freund & Hausmann
2012), known as “stereotype reactance” (Nguyen & Ryan 2008). Various explanations for these mixed results have been put forward relating to how participants are interpreting the stereotype threat primes. One explanation is that some participants interpret the prime as threatening or challenging, which could either increase or decrease motivation (Hausmann 2014). Alternatively, participants could interpret the primes as inducing a competitive context (Hausmann et al. 2009), causing men to respond differently to the primes than women (Sutter & Glätzle-Rützler 2014).

The effects of stereotype threat on women are similarly mixed, with many meta-analyses examining the effect on women’s spatial and mathematical skills in particular (Nguyen & Ryan 2008; Stoet & Geary 2012; Picho et al. 2013; Flore & Wicherts 2014; Doyle & Voyer 2016) as well as one meta-analysis looking at the counter-intuitive “stereotype lift” results in particular (Walton & Cohen 2003). Many moderating effects have been reported, such as task difficulty and prime subtlety (Nguyen & Ryan 2008), level of education and testing context (Picho et al. 2013), sex of experimenter (Doyle & Voyer 2016), plus a confounding effect of adjusted mathematical scores (Stoet & Geary 2012). Furthermore, after controlling for this confounding effect of adjusted scores, Stoet and Geary (2012) only found that 33% of studies replicated the original stereotype threat findings of Spencer, Steele & Quinn (1999). The authors concluded that the evidence did not strongly support stereotype threat as a potential explanation for the gender gap in mathematics.

One potential problem with the stereotype threat literature which is often highlighted is the “file-drawer effect” or publication bias. This is the idea that researchers are more likely to try to publish, or be successful in publishing, studies which find an effect rather than null findings (Rosenthal 1979). In their meta-analysis of stereotype threat effects on girls in maths and spatial skills, Flore and Wicherts (2014) examined the effect of publication bias using several methods. These methods included funnel plot testing (Duval & Tweedie 2000), Egger’s test (Egger, Smith, Schneider & Minder 1997), rank correlation tests (Begg and
Mazumdar 1994) and Ioannidis and Trikalinos’ test (Ioannidis & Trikalinos 2007), among others. The authors concluded that there was strong evidence of publication bias in the literature (Flore & Wicherts 2014).

A recent meta-analysis by Doyle and Voyer (2016) examined all four directions of stereotype effects on math and spatial performance; i.e threat to females, threat to males, lift for females and lift for males. The authors examined unpublished data too, but could only access three unpublished datasets, thus were unable to compute a simple comparison of published versus unpublished effect sizes. However, using Egger’s test (1997), the meta-analysis revealed a publication bias effect for the threat to females category, but not the other three categories (Doyle & Voyer 2016). Moreover, out of 224 effect sizes, the threat to females category was the only category in which a mean effect size greater than zero was found (Doyle & Voyer 2016).

In Studies 1, 2 and 3 of this chapter, the stereotype threat primes can be interpreted as fulfilling all four possible stereotype effects on gender, in that the ‘females better’ prime could be interpreted as a threat to males or a lift for females, and vice versa for the ‘males better’ prime. Therefore for each study, eight different possible results could have supported the presence of a stereotype effect; four for confidence and four for performance. Thus out of all three studies, there could have been any of 24 results interpreted as evidence of a stereotype threat effect. In reality, 2 results were found in support of an effect, thus a proportion of 0.08 studies. In light of this, I am inclined to conclude that these results were spurious and that there is not strong evidence for stereotype threat effects within my three studies. Given the strong evidence of publication bias in two recent meta-analyses of stereotype threat (Flore & Wicherts 2014; Doyle & Voyer 2016), there is reason to suspect that the stereotype threat effect is a product of publication bias. Furthermore, the results that were found in Study 1 and Study 2 were not in the direction of predictions, and so any explanation for these results relies on “HARKing” (Kerr 1998), in which hypotheses are
derived after the results are known. The costs of harking to the progress of science are thought to outweigh the potential benefits and is therefore widely discouraged (Kerr 1998, Forstmeier, Wagenmakers & Parker 2016).
Chapter 4:
Statistical Comparisons of the Stereotype Threat Literature
4.1 Introduction

Given the inconsistencies and uncertainty in the stereotype threat literature as discussed at the end of Chapter 3, I was interested in exploring methods that could prevent the accumulation of a large, ambiguous literature. By simulating datasets based on the stereotype threat literature, I examine the effect of using different methods of analysis on the development of a field of research. In particular, I was interested in whether this certainty is helped or hindered by different statistical practices that are employed by a field of research. I compared four different analysis methods; a frequentist analysis of variance (ANOVA), a frequentist generalised linear mixed model (GLMM), a Bayesian GLMM using markov chain Monte Carlo estimation (MCMC), (henceforth “BGLMM”) and a Bayesian GLMM using MCMC methods and posterior passing (henceforth “PP”).

These four approaches have been chosen as they are representative of current approaches used in the stereotype threat literature, but also include more recently developed methods that are yet to be fully adopted by psychologists. For example, ANOVAs have been widely used in psychology for decades and still represent one of the most commonly used analytic approaches in the field of stereotype threat despite suggestions of their inadequacy for many types of experimental design (Jaeger 2008). A move towards using generalised linear mixed models for categorical and binomial data has been suggested as more appropriate than methods often used by psychologists and ecologists (Jaeger 2008; Bolker et al. 2009). Bayesian approaches have also been suggested as an alternative to null hypothesis significance testing (Howard, Maxwell & Fleming 2000; Bolker et al. 2009; van de Schoot et al. 2014), as null hypothesis testing has been debated and widely criticised (Lee & Wagenmakers 2005; Kruschke 2011; van de Schoot 2012).

One of the fundamental distinctions between Bayesian and frequentist approaches is the use of priors, in which bayesian models can include information about the researcher’s prior beliefs and expectations. These beliefs are then updated based on the data put into the
model. Bayesian approaches are not commonly used in the field of psychology at the moment, and when they are implemented, minimally informative priors are often chosen to avoid unintentionally influencing the results in someway. However, proponents of Bayesian analysis suggest that weakly informative priors are preferable over flat, or uninformative, priors (Gelman 2006; McElreath 2016). I was particularly interested in the use of informative priors in the context of many datasets examining the same effect, and whether the use of priors based on previous datasets can help to discern the presence of a true effect in the population. One way of implementing informative priors is a technique known as “posterior passing” (Beppu & Griffiths 2009) in which the posterior distribution from a previous analysis is used to update beliefs and forms the prior distribution of the next analysis. In particular, the mean and variance of the posterior distribution from one analysis becomes the mean and variance of the prior distribution for the subsequent analysis. I was interested to see whether implementing posterior passing in this way would be beneficial for a field such as stereotype threat, in which many experiments are conducted to examine the same effect.

Thus, I was interested in how a field of literature might develop differently over time if posterior passing is implemented, compared to the current norm of null hypothesis significance testing. To examine the accuracy of our implementation of posterior passing, I also conducted a “mega BGLMM” in which all data from each of the 60 datasets were combined into a single dataset, and a single analysis was performed. In reality, multiple datasets representing multiple experiments are rarely similar enough to be combined and used for one single analysis. Therefore, our “mega BGLMM” represents a “best case scenario” comparison to the performance of posterior passing.
4.2 Methods

4.2.1 Summary

The simulation involved the following four steps which will be explained in detail below: 1) a population of one million individuals was simulated, 2) 60 datasets were simulated; each data set comprised of data taken from 80 participants of the population, 3) summary data from the 60 datasets were saved and analysed using the four different analysis methods, and 4) these three steps were repeated 20 times, and results from the four analyses over the 20 repeats were compared and plotted.

Steps one to four were repeated with five different effect sizes and variance levels of stereotype threat in the population. This resulted in 25 example stereotype threat scenarios, ranging from no effect in the population with no variance, to a medium effect in the population with a large amount of variance. Thus, 25 lots of 20 simulations resulted in 500 simulations altogether, with a total sample size of 2.4 million.

4.2.2 Creating the Population

A population of 1,000,000 individuals was created. Each individual was defined by two values; sex (0 or 1, male or female) and a baseline level of performance at the experimental task, which varied between individuals.

To ensure that the population mean of the baseline could be equal to 0, and that the variance among individuals of each sex was the same for both sexes, we employed the following method: first a random value (x) was drawn from a normal distribution with mean 0 and variance (v), then four individuals were created with the following sex and baseline values: [0, x]; [0, -x]; [1, x]; [1, -x]. This procedure essentially created sets of four individuals, in which each individual had an individual with the opposite baseline rate to them, as well as an opposite member of sex with the opposite baseline to them, to ensure
that the variance between and within sex remains the same within each population. This process was repeated 250,000 times to generate a population of 1,000,000 individuals.

4.2.3 Executing a simulated experiment

Datasets were generated by randomly selecting a sample of 80 individuals (40 women and 40 men) from the population. These 80 individuals were split into a control condition group and a stereotype threat condition group (20 men and 20 women in each group). An average response to 25 trials of a binary choice task is generated for each participant by sampling from a binomial distribution and multiplying the result by 25 to get an overall score for the 25 trials. The likelihood of success in the binomial distribution for each participant was calculated as follows:

\[
p_i = \text{logistic}(\text{baseline}_i + \text{stereotype\_threat\_effect}_i \times \text{condition} \times \text{sex})
\]

where “stereotype\_threat\_effect" determines how much the behaviour of participants of sex 1 change in condition 1, as these reflect females in the stereotype threat condition. The values of the stereotype threat parameter are given as the parameter ‘b\_sex\_cond’, which reflects the interaction between condition and sex. Only effect sizes of this parameter were varied, to reflect different stereotype threat effect sizes in a population, as discussed below. Note that participants of sex 0 are insensitive to condition, as these reflect males. Likewise condition 0 has no effect, as it represents the control condition.
4.2.4 Data analysis

We perform four methods of analysis on each simulated dataset. First we employ the predominant method of analysis used in the stereotype threat literature, analysis of variance (2 x 2 ANOVA). Average success on the task was subjected to a 2(Sex) x 2(Condition) ANOVA, that included a main effect of sex, a main effect of condition, and an interaction between sex and condition at a significance value of p<0.05.

The second method is a generalised linear mixed model (GLMM) with a binomial distribution for the response variable and a logit link function. The same outcome and predictor variables are used as in the ANOVA, but a random effect for participant is implemented. This method fits parameters based on a maximum likelihood approach and estimates the linear effect that our manipulation and independent variables have on the log odds of success in any given trial.

The third approach uses the same GLMM model formulation but uses Bayesian MCMC estimation to produce posterior distributions of the parameter estimates in Jags. Minimally informative priors were implemented across all parameters in the Bayesian GLMM.

The fourth approach is a bayesian GLMM with “posterior passing,” (Beppu & Griffiths 2009) in which the prior for the interaction parameter (i.e. the stereotype threat effect) in each analysis is specified using values taken from the posterior distribution of the interaction parameter estimate from the previous data set in the sequence. As it isn't possible for specifications of the entire posterior to be implemented within the subsequent analyses, the mean and variance of the posterior distribution are used to define a normal distribution used as the prior in the next analysis. This method is not commonly used to date but has been chosen to demonstrate a way in which posterior passing could be easily implemented in the literature. To test whether summarizing the posterior in this way affected the accumulation of knowledge across multiple experiments, a “mega bGLMM” was performed, in which all datasets were combined and analysed with a single bayesian GLMM. The purpose of this
comparison was to compare our implementation of posterior passing to the greatest possible performance that posterior passing could theoretically achieve. Thus this mega bGLMM can be viewed as an unattainable meta-analysis, in which all datasets and experimental methods are similar enough to be integrated into one single analysis. This scenario is unlikely to ever be the case in reality, unless multiple replication experiments are performed. Hence, rather than propose a ‘mega bGLMM’ as a form of analysis to be adopted, we are merely using this hypothetical scenario as a means of evaluating the success of posterior passing.

### 4.2.5 Comparing the Methods

To compare the four methods, parameter estimates and confidence intervals (or credible intervals where appropriate) for all methods (except posterior passing) were calculated and averaged over the 60 datasets. For posterior passing, only the final dataset in the sequence was used. This was to reflect the fact that in posterior passing only, information from each dataset is incorporated into each subsequent analysis, and thus the final analysis produces the estimate of interest. Thus, the averaged estimates of ANOVA, GLMM and bGLMM’s represent a summary of their 60 separate attempts at finding the true effect in the population, in a similar vein to a meta analysis. It is these averaged estimates of ANOVA, GLMM and bGLMM that are then compared to a single PP estimate. Thus, although posterior passing also analyses 60 different datasets, we only use its final analysis as a comparison with the other methods.

These results were then used to calculate four summary results; 1) Estimate of effect size, 2) Positive effect rate, 3) Uncertainty around the effect and 4) Error of the estimate.

1) The estimates of effect sizes are the model parameter estimates for the interaction parameter only, i.e. the stereotype threat effect. These estimates are averaged across all 20 simulations for the 60 data sets and include 95% confidence intervals.
2) Positive rates refer to how often the analysis finds an effect, i.e. if the confidence intervals exclude zero, then this is evidence of a positive effect.

3) Uncertainty is calculated by subtracting the upper estimate from the lower estimate, to get the relative width of the confidence interval around the effect.

4) Error is calculated by subtracting the estimated effect from the true effect implemented in the population, to get the relative distance of the estimate from the true effect.

**4.2.6 Exploring the Parameter Space**

We varied the parameter values of the stereotype threat effect (b_sex_cond) to be between 0 and 0.38, to cover the effect sizes reported in meta-analyses of the stereotype threat literature (e.g. Doyle & Voyer 2016).

We varied the baseline variance to be between 0 and 2, to cover a wide range of variation from no variation to large amounts of variation around the baseline response in the population.

All other parameter values were kept constant at zero for all simulations.
4.3 Results

4.3.1 Estimates for each analysis method

The following plots (Fig.4.1) show the true effect size of stereotype threat implemented in
the population on the x axis, and the variance in the population is given on the y axis. The
plotted values range from 0 - 0.5, reflected in the colour gradient from green to white (see
legend), and reflects the estimate that each analysis has produced in the model, averaged
over the 20 repeat simulations of 60 datasets.

All analysis types in these plots are accurately estimating the size of the true effect, as can
be seen by the colour gradient passing from green to orange along the x axis, as the true
effect in the population increases, and the estimates from the analysis increase to reflect
this. For example, when the true effect is zero, the plotted value is also equal to zero for all
levels of variance. All analysis types are performing similarly, however as the baseline
variance increases, the anova estimates shift away from the true effect size and slightly
underestimate the true effect, as can be seen by the strips of colour bending slightly to the
right as the variance increases. All other analysis types are accurately estimating the effect
size regardless of variance.
Figure 4.1: Analysis estimates for the five analysis types over 20 simulations of 60 datasets. The size of the true effect in the population is on the x axis, and the variance in the population on the y axis.
4.3.2 Positive Rate

The following plots (Fig.4.2) show the rate at which each analysis type finds an effect. The true effect of the stereotype threat effect in the population is on the x axis, the variance in the population is on the y axis. The plotted value is the Positive Rate, ranging from 0 - 1, represented as graded colours from green to white (see legend). An analysis finds a positive effect in the population if its upper and lower estimates do not include zero, the proportion of analyses in which a positive effect is found is the Positive Rate. Positive Rate is calculated for each analysis type averaged over 20 repeat simulations of 60 datasets.

The plots show that the anova, glmm and bglmm are consistently finding a true effect after the true effect in the population reaches a size of around 0.2. As the variance around the effect increases, the anova, glmm and bglmm are less consistent in finding an effect. Once the true effect size reaches around 0.3, the anova, glmm and bglmm are consistently reporting an effect as being present. In contrast, both the posterior passing and mega bglmm are consistently finding an effect once the true effect size is just over 0.1. In contrast to the other analysis types, the amount of variance around the true effect does not impact upon the likelihood of the analysis finding the true effect.

When the true population average was 0 (i.e. there is no real effect), all analyses were relatively unlikely to produce positive results. However, such false positives did occur in some instances in all analyses. Out of 100 instances of populations in which the true effect size was zero (i.e. 20 repeats of 5 different variance levels), posterior passing only culminated in two false positives in its final analysis. However, one of these false positives
co-occurred with a false positive (and the only false positive) in the mega bGLMM also, indicating that this was a genuine, spurious effect in that particular sample. In the other analyses, false positives were produced in at least one out of the 60 datasets in 91/100 ANOVA simulations, 93/100 GLMM simulations and 90/100 bGLMM simulations. Thus, using posterior passing dramatically reduces the number of false positives produced over 60 datasets from a population in which the true effect size is zero.
Figure 4.2: Positive rate for the five analysis types over 20 simulations of 60 datasets. The size of the true effect in the population is on the x axis, and the baseline variance of the population on the y axis.
4.3.3 Uncertainty around the estimate

The following plots (Fig. 4.3) show the level of uncertainty of each analysis type. This measure is calculated as the size of the 95% confidence intervals, by subtracting the lower estimate from the upper estimate. The x axis shows the true effect in the population, and the y axis shows the variance in the population. The plotted value represents the Uncertainty level of each analysis, and ranges from 0 - 0.5, represented as a graded colour from green to white (see legend).

The anova plot shows that as the variance around the baseline increases, the uncertainty around the estimate also increases. As the true effect in the population increases, the uncertainty around the effect decreases slightly. The glmm and bglmm plots show a similar pattern to the anova plot, in that the uncertainty around the estimate increases as variance increases. The glmm and bglmm are less uncertain as the variance increases and as the true effect size increases. In contrast, both the posterior passing and mega bglmm plots show that these analysis types have very low uncertainty around their estimates, across all true effect sizes and all levels of variance, as all areas of the plot are green, reflecting almost zero uncertainty.
Figure 4.3: Uncertainty measure for the five analysis types over 20 simulations of 60 datasets. The size of the true effect in the population is on the x axis, and the baseline variance of the population on the y axis.
4.3.4 Error

The following plots (Fig.4.4) show the error around the estimate for each analysis. This measure is calculated as the difference between the estimate of the effect and the true effect in the population. The x axis shows the true estimate in the population and the y axis shows the variance in the population. The plotted value is the Error in each analysis, ranging from -0.1 to 0.1, represented as a graded colour from green to white (see legend).

The anova plot shows that the estimate has very little error when the true effect is small and the variance is low, but as the variance increases and the true effect increases, the estimate is prone to higher levels of error around the estimate, as the plot becomes more green in the top right quadrant of the plot. In contrast, all other analysis types show very little error, regardless of the true effect or level of variance in the population. This is reflected in all other plots consisting of only orange and yellow colouring, reflecting ranges close to zero levels of error.
Figure 4.4: Error in the estimate of the five analysis types over 20 simulations of 60 datasets. The size of the true effect in the population is on the x axis, and the baseline variance of the population on the y axis.
4.3.5 PP v. mega bGLMM

As a means to evaluate the success of our particular implementation of posterior passing (the passing of the mean and variance of the posterior distribution of the interaction effect), we included the ‘mega bGLMM’ in which all raw data from the 60 datasets were combined into a single dataset, and one single Bayesian GLMM was performed. Ideally PP would be as effective as the “mega bGLMM”. The results support this with the results of PP and the mega bGLMM being almost indistinguishable and PP resembling the mega bGLMM to a much greater extent than any of the other analyses managed to (see Figs. 1-4).

4.3.6 Cumulative estimates over sequential datasets

The following plots (Fig.4.5, 4.6) are an illustrative example of the results using one simulation over 60 datasets when the true effect of the population is 0 and 0.38 respectively (shown by the horizontal black line on each plot). 0.38 was chosen as it is the largest effect size that we simulated in the population, given most meta-analyses report effect sizes of around 0.2 in the stereotype threat literature (e.g. Doyle & Voyer 2016). The variance parameter was held constant at zero throughout each simulation. The x axis represents each data set, numbered from 1 to 60. The y axis is the estimate that each analysis finds in each dataset, and the black horizontal line gives the true effect size in the population. Error bars represent 95% confidence intervals.
Figure 4.5: Analysis estimates and confidence intervals for one simulation of 60 datasets, with each data set on the x axis, and the analysis estimate on the y axis. The true estimate in the population is 0.38, displayed by the horizontal black line.

Figure 4.5 shows each analyses’ estimates of each data set when the true effect size in the population is 0.38 and the baseline variance is 0. The estimates for anova, glmm and bglmm vary around the true estimate, sometimes overestimating and sometimes underestimating the effect in the population. In stark contrast, posterior passing allows the analysis to become more certain over time, as each analysis uses information from previous analyses. Therefore over time (as each sequential dataset is analysed), posterior passing not only estimates the true effect size consistently, but becomes more and more certain about the presence and size of the effect, reflected by the narrowing of the confidence intervals. Furthermore, the anova estimates are considerably less certain than the glmm and bglmm estimates, as their error bars are much wider across all the datasets.
Figure 4.6 Analysis estimates and confidence intervals for one simulation of 60 datasets, with each data set on the x axis, and the analysis estimate on the y axis. The true estimate in the population is 0, displayed by the horizontal black line.

Figure 4.6 shows each analyses’ estimates of each data set when the true effect size in the population is 0 (ie when there is no stereotype threat effect present in the population). The anova, glmm and bglmm analyses all vary around the true estimate, sometimes estimating a small positive or negative effect when there is none, although the confidence intervals mostly encompass zero. In contrast, posterior passing produces estimates close to zero from early on in the sequence, and gradually get more certain as more data is encompassed into each analysis. Interestingly, at data set 9, all analyses estimate a negative effect, presumably due to an unusual sample drawn from the population, however, posterior passing is not dramatically affected by this dataset and soon converges on the true effect again.
4.4 Discussion

I simulated 60 datasets of varying effect sizes and variance to represent the stereotype threat literature from a simulated population of one million individuals. I analysed all data sets using four different analysis methods; two frequentist and two bayesian methods. I found that using a method of posterior passing to analyse many data sets allows the true effect in the population to be found with very high certainty, whereas conducting many separate analyses over the same data sets leads to uncertainty around the effect estimates. Posterior passing also consistently identifies the presence of an effect, as well as the size of the effect. On all effect sizes above 0.1, even with very high levels of variance, posterior passing accurately identifies the effect, whereas all other analyses are less consistent at identifying such small effect sizes, especially with higher levels of variance. Furthermore, posterior passing produces estimates as accurate and precise as the ‘mega bglmm’ comparison, which conducts one analysis on all of the data sets at once.

These results suggest that when posterior passing is used, there is considerably more certainty provided regarding the presence or absence of an effect in the population, regardless of the size of the effect or the variance around the effect. Not only does posterior passing provide more certainty on the presence or absence of an effect, but also the size of the effect, as the analysis becomes more certain over time. This can be clearly seen in the examples in Figure 4.5, 4.6. Furthermore, posterior passing is just as accurate as if all data had been analysed at once in one analysis, as can be seen when comparing the mega bglmm and posterior passing plots in Figure 4.2.

Overall, it can be seen that using a bayesian method of data analysis with informative priors would provide more certainty about the presence or absence of an effect in the population, when confronted with lots of conflicting datasets, such as is the case in the stereotype threat literature. In Figure 4.5, the orange points (anova) are analogous to the current culture of data analysis in the stereotype threat literature; anovas are the most common analysis...
method. In this way, each dataset is analysed using null hypothesis testing, treating each
data set as an isolated, one-off hypothesis test. If we view our 60 example data sets as
representing years' worth of experiments, we can see how the anovas produce varying
estimates of effect sizes with little certainty around the estimate. This uncertainty would
potentially instigate several meta-analyses to attempt to get a clearer conclusion of the
literature, as has been the case in the stereotype threat literature (e.g. see Flore & Wilcherts
2013). The purple points represent an accumulation of certainty over time as more data is
collected- something which is claimed to be one of the strengths of the scientific process in
general. Moreover, these two example simulations had a baseline variance of zero, which,
based on the results of all simulations, all analyses should be performing best at. Therefore
these examples are, if anything, the best case scenario for the alternative methods.

It has previously been argued that bayesian inference solves the multiple comparisons
problem that occurs when conducting multiple statistical tests (Gelman & Tuerlinckx 2000),
as Bayesian inference is more conservative in that it goes with what is already known unless
the data forces a change (Gelman 2010). Additionally, Bayesian methods with informative
priors improve inference as more information is used, so better estimates of effect sizes are
produced (Gelman 2010). In a similar vein, Beppu & Griffiths (2009) found that a posterior
passing approach led to successively better inferences over time in a lab experiment and a
theoretical model of simulated participants. Indeed, information about the certainty and
plausibility of information, as well as the observations themselves, are needed for knowledge
and inference to cumulatively improve over time (Beppu & Griffiths 2009). Their findings run
parallel to the results of these simulations, in which each analysis uses not only new data,
but updates its “prior beliefs” with the inference from the previous data set. This approach is
a more intuitive, efficient and ultimately more accurate way for science to proceed, in that all
data are used to update beliefs about the world.
An incentive for all data to be incorporated into analyses would not only encourage null results and negative findings to be published, but also collaboration rather than competition between labs, as all data is equally valuable in helping to improve inference. Indeed as the number of journals and papers in scientific publishing are increasing, more and more independent labs are exploring the same effects. With an incentive to combine data sets and incorporate all information for better inference, rather than multiple papers with conflicting conclusions, disparate research findings could be combined into collaborative publications. Indeed, posterior passing may only be effective if all data is incorporated; if findings are “file-drawerered” posterior passing may be over confident in the presence of an effect as the negative results are not incorporated. A “file-drawer” effect could be explored with this model in future work. For example, by implementing varying levels of publication bias we could explore to what extent the number of false positives present in the literature is exacerbated or alleviated by a posterior passing approach.

Along with discouraging “file-drawing” experimental results, the use of posterior passing could also encourage the implementation of pre-registered methods. Indeed, if all datasets are to be published, then pre-registration is necessary to prevent “HARKing”, which is a problem tied up with publication bias. If datasets are only published in the light of supported predictions and positive results, then the contradictory and confusing mass of literature, such as the stereotype threat literature, is inevitable as researchers justify their unexpected results with post-hoc, alternative theories to those originally being investigated. However, if researchers were to pre-register their theories, methods and predictions in order to contribute whatever their findings to the cumulative nature of a posterior passing approach, the problem of harking is eliminated.

If the nature of publishing was so that all available data can be used towards a cumulative analysis, hopefully this will dramatically reduce the number of wasted research hours, funds and efforts that go towards studying a “null” effect that appears to be present in the literature
due to publication bias, deliberate or unintentional p-hacking, or purely due to the inevitability of finding a “significant” effect after many repeated null hypothesis tests. Additionally, a move away from null hypothesis testing and blunt uses of statistics to detect “a difference” may encourage a more nuanced interpretation and reporting of results, such as presenting individual variation and overlapping frequency distributions. This has been called for particularly in the reporting of sex differences by Maney (2015), who calls for statistics that explain the extent to which sex explains variation, rather than a “yes or no” as to whether sexes differ. This could help to reduce common misinterpretations and oversimplifications that often catch the attention of the media and become miscommunicated to the public, further increasing erroneous perceptions of sex differences that are not supported by the research results.

However, the benefits of posterior passing are not without caveats and before endorsing a transition to the use of informative priors it is worth noting the possible limitations of the proposed method. In the current simulations, we created a set of identical, sequential datasets. However, in reality, scientific experiments are rarely identical, nor do they happen in regular sequence with one experiment neatly following on from another. Therefore, one question that arises for a “real world” implementation of informative priors is where to get the relevant data to form the priors. One answer would be to derive the prior from an existing dataset, or group of datasets, most relevant to the research question, containing an effect most similar to the effect of interest. Of course, these judgements will inevitably be subjective, but the uncertainty could be reflected in the strength of the priors that are implemented. For example, the strength of the prior could vary depending on the size of the dataset in question and the number of previous relevant datasets available; researchers could vary the prior to give an upper and lower range of the estimate in question. Appropriate use of priors will be an important issue for researchers, and until norms are decided upon it would be necessary for researchers to make clear which priors were used and why. Indeed, a constructive means of reviewing a paper could be to explore weaker and
stronger priors to test the robustness of the reported effect. Although concerns are often raised around the nature of priors “nudging” analyses into a desired direction, our simulations show that posterior passing did not show signs of distortion, even after a spurious positive result (visible in Fig. 4.6, dataset 9). However, further explorations and implementations of informative priors would be valuable to test the robustness of posterior passing in different scenarios. Such work would be valuable for providing an evidential basis before adopting new research practices.

This model has revealed a benefit to using informative priors when many labs are sequentially and simultaneously studying the same effect in the population. This approach to data analysis could be a potential step forward for the field of psychology in the light of the replication crisis, as well as being a closer approximation to the scientific process of accumulating knowledge over time to improve inference. I hope that this model will provide a starting point for exploring many hypothetical scenarios to which posterior passing may be beneficial. In future research this model can be used to explore how posterior passing performs with varying sample sizes, trial numbers, non-linear data, spurious results and the presence of publication bias.
Chapter 5: Discussion
Discussion

5.1 Summary of findings

In Chapter 2, I used a novel computer-based task to explore whether varying the pay-offs of social and asocial sources of information differentially affected men and women’s tendency to choose those sources. I found that when asocial information was manipulated to be riskier than social information, women showed a preference for social rather than asocial learning compared to when neither asocial nor social information was risky. In contrast, men showed a preference for asocial learning when neither were risky, as well as when asocial learning was the riskier option. Both men and women also showed a preference for asocial learning in the condition in which social learning was the riskier option. When comparing the two conditions in which the riskiness of the options differed, both men and women were more likely to choose the risky option when given a low rank. I also found that men scored higher, on average, on a risk-taking measure than women did, supporting previous findings that men score higher on risk-taking measures than women do (Campbell & Muncer 2009). The risk-taking scores did not predict the tendency of an individual to choose social or asocial learning, nor did it predict whether individuals chose the risky or safe option; however this was not the main hypothesis being tested in this study.

In Chapter 3, I attempted to manipulate men and women’s confidence on a mental rotation task using stereotype threat primes, as well as investigating whether altering men and women’s confidence affected their likelihood to conform to a majority’s answer on the task. In Study 1, I found that men and women both gave higher confidence ratings when primed to believe that women perform better on the task, compared to men and women in the control
condition. However, this result was not replicated in the subsequent two studies. In Study 2, men and women's performance, but not confidence, was higher on average when primed to believe that women perform better on the task. In Study 3, neither men nor women's confidence, or performance, was affected by any of the stereotype threat primes. After seeing social information in Study 2 and 3, participants were more likely to switch their answer when their confidence ratings were low compared to when their confidence ratings were high. Furthermore, in both Study 2 and 3, women gave lower confidence ratings on average than men, and this sex difference in confidence had an indirect effect on switching, as lower levels of confidence led to higher levels of switching.

In Chapter 4, I simulated multiple datasets based on the stereotype threat literature and analysed them using four different methods of analysis. I found that using Bayesian analysis methods with informative priors in a posterior passing approach led to higher certainty about the presence or absence of an effect in the population over many cumulative analyses than the other analysis methods. Furthermore, the precision and size of the estimate was more certain than with other forms of analysis such as frequentist GLMM's or ANOVAs. I found that the posterior passing approach was just as accurate at estimating the effects as a 'mega GLMM' in which all datasets were analysed as one large dataset. Moreover, ANOVAs, which represent the most commonly used method to analyse psychological priming studies such as stereotype threat, performed most poorly compared to the other analysis methods, especially when faced with a population with high variance.
5.2 Implications of sex differences in social and asocial learning

The finding from Chapter 2, that women preferentially chose social sources of information when asocial sources were riskier in their pay-offs, whereas they preferentially chose asocial learning when both sources were equal in their pay-offs, supports previous bodies of work suggesting that social learning is used strategically and flexibly (Laland 2004, Hoppitt & Laland 2014). It supports the theory that using social or asocial learning consists of a trade-off between the costs and benefits of each (Kendal et al. 2005), in that women behaved differently when the sources of information differed in their expected pay-offs to when the pay-offs were equal. The finding that men and women differed in their choices to learn socially or asocially when asocial information was riskier than social, presumably due to men’s higher risk-taking preferences, supports literature suggesting that personality differences such as boldness and risk-taking influence the likelihood to learn asocially or socially (see Brosnan & Hopper 2014), and that individual differences in social and asocial learning are worth further investigation (Mesoudi et al. 2016). Chapter 2 also provides one of the first studies to explicitly investigate whether risk-taking differences in adult humans are linked to sex differences in the preference to use social or asocial sources of information.

Although sex differences in behaviour are often discussed in terms of sex differences in the brain (see Prager 2017; Cahill 2017), sex differences in the context of social learning are rarely discussed. When sex difference research is reduced to anatomical or physiological differences visible in the human brain, researchers (as well as the media coverage of the research) often infer that such differences stem from fixed, genetic, or evolutionary origins (e.g. Ingalhalikar et al. 2014). Although physical differences in the brain are in many respects easier to observe and measure than differences in behaviour or cognition, the presence of such differences does not give any insight into whether those differences arose due to
evolutionary reasons, developmental processes, cultural evolution, social factors, or most likely, a mixture of all of these variables. In contrast, studying sex differences in social learning within a cultural evolution framework induces an awareness of the complex interactions and feedback loops between all of these factors, as well as providing opportunity to manipulate some of these factors to explore the plasticity of the behavioural outcomes. The topic of sex differences in human behaviour provides an excellent avenue to study these complex processes and, perhaps due to controversy within academia and the media (e.g. Sample 2013; Wheeling 2015), forces researchers to question whether behavioural outcomes can be reduced to purely biological or cultural factors. I believe both are always necessary to gain a full understanding of how sex differences arise, as with how any behaviour arises. With the same token, it is unlikely that sex is in and of itself an explanatory variable for behavioural differences. An individual's sex can be viewed as a proxy for other factors that are yet to be uncovered, and investigating the extent to which sex explains variation in behaviour, rather than simply whether the sexes differ or not, is crucial (Maney 2016).

As reviewed in **Chapter 2**, individual and personality differences such as risk-taking tendencies can affect the tendency to use social or asocial information. However, these risk-taking tendencies may also be shaped by an individual’s social or cultural environment itself (see Nelson 2015). Physiological factors (e.g. differences in hormone levels), and evolutionary explanations (e.g. differences in competition or parental investment) can account for one sex being more risk-taking than the other (e.g. Apicella et al. 2008; Wilson & Daly 1985; Campbell 1999). However, the cultural environment can also put different pressures on men and women; potentially reinforcing, ameliorating or exacerbating any pre-existing differences in risk-taking preferences (see Nelson 2015). Both of these factors can then affect how, if and when individuals socially learn. If men and women’s cultural environment has an indirect effect on how likely they are to learn socially or asocially,
mediated by risk-taking differences, these differences could have a reinforcing effect on resulting sex differences. For example, if women are encouraged to be less risk-taking by their social or developmental environment, this could indirectly cause them to choose social rather than asocial information sources, further reinforcing their lower risk-taking preferences and further increasing their likelihood to choose socially, thus exaggerating the sex difference in risk-taking and social learning even further. The process by which men and women are differentially affected by social learning, which in turn leads them to use social information more or less than members of the other sex, is of great value to social learning researchers. Incorporating potential sex differences into theoretical models of how social information is transmitted could have important consequences for predictions of population level processes of social learning. For example, these population-level models could be used to explore the broader patterns and effects on real world examples of behaviour, such as occupation choice, creative activities, leisure activities, health choices and political decisions.

5.3 Implications of sex differences in confidence and conformity

Just as personality and individual differences in risk-taking behaviour are likely to affect men and women’s propensity to use social or asocial learning, Chapter 3 revealed that differences in confidence also impact upon men and women’s decision to conform to a majority decision, in that lower confidence led to an increased likelihood of switching answer after seeing social information. This finding supports previous work showing that lower confidence leads to higher likelihood of conforming, suggesting that people use a copy-when-uncertain social learning strategy (Morgan et al. 2012). It also further supports the work of Cross and colleagues (2016) who found that lower average confidence in women
compared to men on a mental rotation task had an indirect effect on conformity. Thus, previous findings that women conform more than men (e.g. Bond & Smith 1996) may be better understood as a downstream effect of sex difference in confidence.

Men and women’s different confidence levels may be affected by physiological factors such as differences in testosterone levels (Johnson, Zava & McCoy 2000) and may also be linked to individual and personality differences in traits such as neuroticism, extraversion or assertiveness (Costa et al. 2001; Judge et al. 2002; Schaefer et al 2004). However, it has been found that confidence may not only be “a state of being certain about the success of a particular behavioural act” (Stankov et al. 2012) but also a structurally distinct psychological trait, lying somewhere between cognitive ability and personality (e.g. Blais et al. 2005; Stankov & Lee 2008). Confidence relies on an internal assessment of how likely you are to be correct, or successful, before or after performing a particular behaviour. Accordingly, there is evidence for overconfidence and underconfidence in a range of tasks (e.g. Johnson & Fowler 2011), where an individual’s ability to accurately assess their success is impaired. Thus, receiving feedback on performance contributes significantly to an individual’s self-confidence. Furthermore, feedback on success relative to other individual’s success will contribute to an individual’s self-confidence, such as explicit rankings within a laboratory task or within real world scenarios. In this way, women’s differential treatment to men in the workplace, such as lower pay-rates (Arulampalam, Booth & Bryan 2007), lower likelihood of being hired (Moss-Racusin et al. 2012), lower likelihood of being invited to talk at a conference (Shroeder et al. 2013) qualitatively different reference letters (Trix & Psenka 2003; Schmader, Whitehead & Wysocki 2007), and lower likelihood of employment in STEM areas (Blickenstaff 2005) may directly be impacting upon women’s confidence differently to men’s, which in turn may exacerbate their likelihood to conform in these environments.

An individual’s confidence may also interact with other traits such as dominance and prestige, which influence patterns of social learning through prestige-biased or dominance-
biased social learning. Furthermore, how men and women appraise themselves in comparison to one another may also have consequences for how likely men and women are to become prestigious or dominant in different contexts (Cheng et al. 2013). Theories on dominance and prestige suggest that individuals may become prestigious if other individuals recognise their success in a specific domain, consequently conferring deference to these individuals (Henrich & Gil-White 2001). Convincing others that you are successful in a particular domain will not only rely on one’s success but also portraying and communicating that success to others. Portraying one’s success to others convincingly relies on a certain level of self-confidence. In the same vein, behaving in a dominant way such that other individuals are influenced by one’s behaviour relies upon confidently asserting oneself relative to others. Both dominance and prestige have been found to impact upon how social information is transmitted and how social hierarchies are formed (Cheng et al. 2013; Henrich & Gil-White 2001). Thus confidence, and sex differences in confidence, are likely to interact with whether individuals become prestigious or dominant in a social hierarchy, which can in turn affect men and women’s social information use. For example, if a context arises in which women are disproportionately at the bottom of a social hierarchy and are gaining negative feedback relative to men, this may lead to a lowering of confidence in women relative to men, increasing women’s likelihood of conforming to others, and reducing their likelihood of becoming prestigious or dominant enough to be copied by others. Again, a better understanding of how factors such as dominance, prestige and confidence interact is necessary to fully understand cultural micro and macro-evolutionary dynamics (Mesoudi et al. 2016).
5.4 Implications of Bayesian analysis methods in psychology

In Chapter 4, I found that using a Bayesian method of analysis that involves informative priors and posterior passing leads to greater certainty about the presence or absence of an effect in a population than the other statistical methods. This finding has important implications for the way scientists conduct, analyse and publish their research. Firstly, the current norm for analysing psychological priming studies, such as stereotype threat, is the ANOVA. In my simulations of multiple datasets with varying effect sizes and variation in the population, the ANOVA was the least accurate at identifying the effect size, especially when the effect size was small and the variation high. The priming literature is precisely when researchers predict effect sizes to be small and variance to be high, as the mechanism underlying the effect is unknown and some individuals are expected to be more or less susceptible to the effect depending on various moderating variables (see Bargh 2012; Gelman 2016). Therefore, the fact that ANOVAs are less likely than other methods to be able to accurately decipher an effect in these types of datasets suggests that researchers should move away from the ANOVA on to other methods, as has been previously suggested (e.g. Jaeger 2008).

I also found that the Bayesian GLMM with minimally informative priors did not provide any detectable improvement in estimates compared to the frequentist GLMM. This was expected, as the two methods are almost identical, both using maximum likelihood estimation to find the most likely estimate, and minimally informative priors used in the Bayesian version are not strong enough to override the patterns present in the data. Thus, there is little inherent benefit to researchers moving to Bayesian methods of analysis over frequentist methods, if priors are habitually implemented uninformatively. One benefit would be the move away from null hypothesis significance testing and towards the more intuitive philosophy of Bayesian inference (McElreath 2016), as well as having access to the full
posterior distribution of parameter estimates, rather than a single point estimate. However, for gaining certainty over whether an effect is absent or present in a population given many datasets, using a Bayesian GLMM with minimally informative priors would not improve certainty compared to a frequentist GLMM. In contrast, using a posterior passing approach which implements informative priors based on the estimates of previous analyses greatly improves certainty and accuracy of the estimates of effects in a population.

The use of posterior passing has implications for scientists who are all presumably researching the same underlying phenomenon or effect, such as the stereotype threat effect. However, posterior passing clearly will only be an improvement if all scientists publish all of their research, regardless of whether they find evidence for an effect or not. Indeed, posterior passing may exacerbate the problem of publication bias if researchers only put forward their positive results to be part of a cumulative posterior passing framework. Thus, researchers need to be incentivised to publish all findings towards a cumulative, collaborative investigation into the same effect, in which it is recognised that all evidence about the absence or presence of the effect is valuable and necessary to uncover the most accurate and reliable estimates of the effect (Smaldino & McElreath 2016). One way in which this practice may be incentivised is for pre-registration to become compulsory, in that researchers publish their planned methods and analyses before data are collected, on the assurance that whatever their results, their work will be published. This framework of pre-registering methods and publishing all findings to be included in a cumulative analysis of all evidence would greatly help to eradicate false positives and uncertainty within scientific literature.

If these recommendations are put into practice, researchers could not only be more certain about the reliability of the literature they read and cite to inform their work, but this certainty would also arise more rapidly and efficiently. As more data are incorporated into a cumulative analysis, each analysis will have information from all previous analyses. For
example, in a hypothetical scenario of many studies examining the same effect, study number one will have no choice but to incorporate minimally informative priors as there will be no previous data to use at this point. Study number two could then use a weakly informative prior using the estimates from Study number one, but with large amounts of uncertainty in the prior so that the estimate is derived predominantly from the data. This process could continue so that with each new dataset, the analysis uses more information and stronger priors. Accordingly, fewer studies will be needed overall to gain greater certainty in an effect being present or absent in a population, as each dataset will not be analysed independently from all others, but in the context of the rest of the data available. As was shown in Chapter 4, this posterior passing technique rapidly stabilises on the correct estimate, thus rendering further studies, research time, effort and resources as unnecessary.

5.5. Future work

Future work exploring the factors that lead to sex differences in risk-taking would be useful for predicting in what contexts these sex differences are likely to lead to differential use of social and asocial information. One way to achieve a greater understanding of the factors influencing men and women’s risk-taking preferences would be to gather more cross-cultural data of a range of risk-taking measures to decipher which social and cultural environments lead to larger or smaller sex differences in risk-taking. In a similar vein, altering the riskiness of social and asocial information using a continuum of pay-off differences would allow researchers to decipher the cut-off point at which men and women are dissuaded from using these information sources. Finding a task in which participants have no baseline preference for social or asocial information sources would allow researchers to explore which factors lead men and women to choose social or asocial sources of information differently depending on pay-off differences. This type of task would ideally be used with a range of participants from different social and cultural environments, with a range of risk-taking
preferences. Furthermore, larger sample sizes would allow finer-grained exploration of how individual differences in risk-taking measures might correlate with social and asocial learning preferences.

Another avenue of further investigation would be to use different methods of manipulating men and women’s confidence, perhaps by using false feedback on other tasks. This approach could be a more reliable method of artificially altering confidence in an experimental setting than stereotype threat primes. Additionally, collecting men and women’s self confidence ratings in different domains, and in response to real world feedback such as job references, interview feedback, promotions or invited talks would be valuable data for understanding how one’s feedback relative to others affects confidence, which in turn affects social information use. Understanding how personality differences, feedback and self-confidence interact with the likelihood of becoming a prestigious or dominant individual in a social hierarchy is something that I hope to explore in the future.

Finally, when modelling the effect of using different analysis methods on a body of literature, a file-drawer effect could be implemented to explore the impact of only publishing positive results on the use of posterior passing. The model presented in Chapter 4 could be adjusted to include a file-drawer effect in which only positive results are incorporated in the final analyses. The model in Chapter 4 could also be used to explore other scenarios in scientific research. For example varying the sample sizes in the simulated data, or varying the trials per participant, could produce datasets that reflect fields of research other than the stereotype threat literature. Furthermore, implementing the use of informative priors in the analysis of real world datasets, for example among collaborating labs who are investigating similar effects, would be valuable in demonstrating how this type of analysis would impact upon researchers’ inferences and publications. One possibility would be to analyse data both using strongly informative and weakly informative priors, to give an idea of how conclusions
differ when analysing datasets in isolation compared to analysing them within the context of other similar datasets.

5.6 Conclusion

In this thesis, I set out to explore the contexts in which sex differences in social and asocial information use occur, and whether these differences can be understood in terms of other factors such as risk-taking and confidence. I found that when asocial learning was manipulated to be riskier, women were more likely to choose to learn socially compared to women in the control condition. This pattern did not emerge in men. I also found that men and women differed in their confidence ratings in a mental rotation task, and this difference had an indirect effect on their likelihood of conforming to a majority's answer on the task. Further to this, I explored whether men and women's confidence could be affected by socially transmitted stereotypes, however the literature examining the effect of stereotypes on men and women's confidence and performance is conflicted and difficult to interpret. The stereotype threat literature is likely to have been subject to publication bias, which makes interpreting the effect of stereotypes difficult. I found that such a conflicting literature may be prevented by employing Bayesian methods of analysis with posterior passing, in order to decipher the true presence or absence of an effect in a population. In light of these findings, I conclude that sex needs to be addressed as a variable of interest, as something that is shaped by culture and, through the interaction of many contributing factors, also has an impact on cultural transmission itself. Having said that, sex should not be viewed as an explanatory variable in and of itself, but as a proxy that points to other processes that remain uncovered, such as individual differences in personality traits or in how men and women appraise their success and confidence in different contexts. Furthermore, the successful study of complex psychological and behavioural effects, such as those put forward in the
stereotype threat literature, relies upon scientists being rigorous, transparent and collaborative in their methods. To this end, scientists studying such complex behavioural phenomena would benefit by using pre-registered methods, publishing all results, and putting all results towards a collective, collaborative and cumulative analysis, so that the presence or absence of an effect can be cumulatively better understood as a whole.
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