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Abstract

This thesis is structured as follows. Chapter 1 introduces fractal sets before recalling
basic mathematical concepts from dynamical systems, measure theory, dimension
theory and probability theory.

In Chapter 2 we give an overview of both deterministic and stochastic sets obtained
from iterated function systems. We summarise classical results and set most of the
basic notation.

This is followed by the introduction of random graph directed systems in Chap-
ter 3, based on the single authored paper [T1] to be published in Journal of Fractal
Geometry. We prove that these attractors have equal Hausdorff and upper box-
counting dimension irrespective of overlaps. It follows that the same holds for the
classical models introduced in Chapter 2. This chapter also contains results about
the Assouad dimensions for these random sets.

Chapter 4 is based on the single authored paper [T2] and establishes the box-
counting dimension for random box-like self-affine sets using some of the results and
the notation developed in Chapter 3. We give some examples to illustrate the results.

In Chapter 5 we consider the Hausdorff and packing measure of random attractors
and show that for reasonable random systems the Hausdorff measure is zero almost
surely. We further establish bounds on the gauge functions necessary to obtain posi-
tive or finite Hausdorff measure for random homogeneous systems.

Chapter 6 is based on a joint article with J. M. Fraser and J.-J. Miao [FMT]
to appear in Ergodic Theory and Dynamical Systems. It is chronologically the first
and contains results that were extended in the paper on which Chapter 3 is based.
However, we will give some simpler, alternative proofs in this section and crucially
also find the Assouad dimension of some random self-affine carpets and show that
the Assouad dimension is always ‘maximal’ in both measure theoretic and topological
meanings.
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CHAPTER ].

Introduction

It goes without saying that a mathematical thesis studying a particular class of objects
should start by giving a basic definition of the class under investigation. In our case:
defining a fractal. This, however, is easier said than done and even though ‘fractals’
have been studied for several decades, there is no generally accepted definition of
what constitutes one. Some authors use non-rectifiability, some define them in terms
of dimension theoretic properties, whereas others describe them with the help of
complex dimensions.

Since this is a rather unsatisfactory start to a thesis, we will begin with some
heuristics about the properties of fractals and why their study is warranted.

Our first example is the Cantor set, named after Georg Cantor who popularised
it in 1883, although he was not the first to consider it. This set is constructed in an
iterative fashion where one starts with the unit line [0, 1] and at step n removes the
27~! open middle thirds of the intervals from level n — 1, see Figure 1.1. The Cantor
set is the limit of this construction. More rigorously, it is the (countable) intersection
of the unions of intervals in its construction.

Figure 1.1: The first levels in the construction of the Cantor set

The Cantor set was designed as a topological example of a subset of Euclidean
space which is perfect (a closed set that contains no isolated point) but nowhere
dense (closure has empty interior). The set is further interesting as an example of an
uncountable bounded set that has zero length (one-dimensional Lebesgue measure).
Similar shapes were investigated around the turn of the century and here we only
mention the von Koch curve and the Sierpiriski triangle (or gasket), see Figure 1.2
and 1.3, respectively.

The von Koch curve challenges our notion of a curve by having no tangent at
any point, infinite length; yet is connected and contained in a bounded region of the
plane. Similarly, the Sierpinski triangle is a bounded, compact set that has infinite
length, yet zero area in the sense of k-dimensional Lebesgue measure.

These sets were investigated at first solely because they made interesting patho-
logical examples with ‘unusual’ topological properties and it was not until the 1970s
when the term ‘fractal’ was coined by Mandelbrot and fractal geometry, as a field, was
born. Mandelbrot can be considered to be the first to connect the abstract works of
Cantor, Hausdorff, von Koch, Weierstraf}, and especially Julia and Fatou to natural
phenomena such as coastlines and fractal geometry has since grown to a wide rang-
ing discipline spanning both applied and pure mathematics. At the heart of fractal

1



2 CHAPTER 1. INTRODUCTION

Figure 1.2: The von Koch curve

vy

LA LA A4
A gh o A A

Figure 1.3: The Sierpinski triangle

geometry are shapes or structures that share similarities on different levels. These
similarities can be as simple as ‘looking exactly the same on different scales’ as the
Cantor set, von Koch curve, and Sierpinski triangle. But many examples from nature
exhibit a similar, more ‘stochastic similarity’ on different scales, see e.g. of lightning!
and a riverbed? in Figure 1.4. One can easily imagine how one can alter the iterative
description of the Cantor set to a more stochastic version and this lies at the heart
of this thesis.

Figure 1.4: Lightning and the shores of Lake Nasser

The usual model employed for deterministic fractals are iterated function systems

L©User:Griffinstorm / Wikimedia Commons / CC-BY-SA-4.0
2by NASA International Space Station Imagery
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(IF'Ss), which go back to Barnsley and Demko [BD]. Each IFS has a unique associated
set known as the attractor with the advantage that the IFS effectively describes the
similarities on different scales. We will review the basics of iterated function systems
in Chapter 2 but our main interest are random analogues. Unlike deterministic IFSs
it is not immediately obvious how to define random iterated function systems (RIFS)
and, historically, two randomisations were analysed: the random homogeneous, and
the random recursive model. More recently, Barnsley et al. [BHS1, BHS2, BHS3]
introduced the notion of V-variable attractors with the purpose of interpolating be-
tween the two models. A main component of this thesis is Chapter 3 where we
introduce the notion of random graph directed systems (RGDS), a general model en-
compassing random homogeneous, V-variable, and random recursive RIFSs. Briefly,
random graph directed systems allow us to describe random systems by changing the
sub divisions in every step according to auxiliary graphs that are picked randomly.
We prove some dimension theoretic results for self-similar RGDS and apply them in
Chapter 4 to the projections of random self-affine sets.

Before we investigate these sets we recall the basics of probability theory, ergodic
theory, and dimension theory.

1.1 Basic Probability Theory

We will now set basic notation, recall terminology from probability theory and state
basic results, mostly without proofs. We assume some familiarity with probability
theory and will follow the structure in Bauer [Bau| closely. Further material can be
found in Billingsley [Bi] and Williams [W].

The general aim is to develop a model of a probabilistic experiment and a formal
notion of ‘independence’. We start by letting 2 denote the set of outcomes (set of
realisations) of our experiment, where a realisation is generically denoted by w. We
want to assign probabilities to possible events, and for this we introduce the set of
events of.  We require that & is a o-algebra, i.e. @,Q € o and for any countable
collection A; € &/, we must have (J; A,(); 4; € o7, and A = Q\ A; € &/. Finally,
we need a way to associate probabilities to events. We do this with the set function
P: o/ — [0,1] satisfying P(@) = 0, P(2) = 1, and for any countable collection of
pairwise disjoint A; € o7, that P(|J, A:;) = >, P(A4;). We call P a probability measure
and call the triple (Q, o7, P) a probability space.

Example 1.1.1. To model the throw of a single die we set Q = {1,2,3,4,5,6} for
each of the possible outcomes. We let o = P(Q) be the set of all subsets of Q and
define P(A) = #A/6, where #A is the cardinality of the set A € of. It can be easily
checked that this is well defined and (2, <7 ,P) is indeed a probability space.

Having defined a simple basic probability space, like coin tosses or dice throws,
we might want to expand the model to n tosses. This can be done by using the n-fold
product of the probability triple. Given n probability spaces {(€;, «%,P;)}1, we set
Q=Y XQX...XQ,, o = X ol X...xX, and P =P x...xP,, where
(Pl X ... X Pn)(Al X ... X An) = ]Pl(Al) cae Pn(An) for A; € of;. We write

(devp) = ®(sz2{z,ﬂpz)

3

and this triple is indeed a probability space. In fact, given a probability space
(9, o, P), this can be extended to the infinite product space (Y, @™, P) with unique
probability measure P by Kolmogorov’s extension theorem.

We note that, when defining a measure, we do not need to specify the value for
every possible set in the o-algebra. It is sufficient to know the behaviour of a measure
on a set that generates the o-algebra. In particular, for the Borel o-algebra £ it is
sufficient to know P(Q), for all O that form a basis of a topology of 2.
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Proposition 1.1.2 (Carathéodory’s extension theorem). Let R be a ring of subsets
of Q and P’ : R — [0,1]. Then there exists a unique probability measure P : o/ — [0,1]
for the o-algebra <7 generated by R such that

for all A € R.

When talking about events we call @ the impossible event and 2 the sure event.
Given an event A we say that A is an almost sure event if P(A) = 1, and A is almost
impossible or trivial (with respect to P) if P(A) = 0.

1.2 Random Variables

Having defined a probability space with events and outcomes as a model for ‘ex-
periments’, we might not be interested in the outcome itself but in some form of
measurement of the outcome. For example, having full knowledge of an infinite roll
of dice might not be what we are after, but maybe the average of the first n throws.
This leads us to define the following.

Definition 1.2.1 (Borel measurable). Let (£2,.27) be a measurable space, i.e. a set §)
with a o-algebra o/. We call a map X : Q — R (Borel) measurable if X 1(B) € o
for every B € A, the Borel o-algebra of R.

Definition 1.2.2 (Random Variable). Let (2, «7,P) be a probability space. Then
every Borel measurable map X : Q — R is called a (real) random variable or r.v. for
short.

If the integral of X with respect to a measure P exists, i.e. f|X|dIP’ < 00, We say
that X is P-integrable, or just integrable if the measure is clear from context. We
are interested in the values taken by this real random variable and the first notion to
introduce is the ‘mean’ or ‘expected’ value.

Definition 1.2.3 ((Arithmetic) Expectation). Let X be a real random variable on a
probability space (2, o/ ,P). If either X > 0 or X is P-integrable, we let
E(X) = /Xd}P’: X (w) dP(w)
Q

be the expected value (or expectation or mean) of X.

When E(X) = 0 we say that X is centred. Analogously to the arithmetic mean,
we also define the geometric mean.

Definition 1.2.4 (Geometric Expectation). Let X be a real random variable on
a probability space (9, o/, P) with X > 0 and log X is P-integrable. We use the
convention that log0 = —oco and define

E9°°(X) = exp (/ long]P’> = exp (/Q log X (w) dIP(w))

as the geometric expectation (or geometric mean) of X.

Sometimes, especially when talking about martingales in Section 1.5, we need to
talk about moments or the positive part of a random variable.

Definition 1.2.5 (Moments). Let X be a real random variable and p > 1. We call
E(|X|P) the p-th moment of X, if it exists.

Definition 1.2.6 (Positive part). Let X be a real random wvariable. The positive
part is X T (w) = max{X (w),0}.
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For martingales we will also need the notion of conditional expectation.

Definition 1.2.7 (Conditional expectation). Let X be a random variable and /" C
o be a o-algebra. The conditional expectation of X given o', denoted by E(X|o/'),
1s any &' -measurable function @ — R satisfying

/E(XLQ%’)dP: XdP
! A/

forall A € &'

The conditional expectation can be interpreted as the expectation with the ‘knowl-
edge’ of events in the o-algebra .@/’. The ‘finer’ the o-algebra, the better our prediction
of the outcome. As an example, if &’ = {&,Q} we have no knowledge and the con-
ditional expectation is a constant function E(X|</’) = E(X). However, if &' = &,
we have ‘total knowledge’ and E(X|&') = X.

It is important to note that P is a measure on the event space ). Given a fixed
r.v. we might instead want to talk about the distribution of measurements. The
distribution Px is simply the image of the measure P under X, i.e. Px(A) =P(X € A)
for all A C R, which is itself a measure.

Definition 1.2.8 (Variance & Standard Deviation). For every integrable real random
variable X with mean m = E(X), we call

Var(X) = E([X —m]?)

the variance of X. If X is centred then the variance is equal to the second moment
of X. The quantity dev(X) = /Var(X) is known as the standard deviation of X.

Note that we do not refer to the standard deviation by the more common symbol
o which we reserve for the shift operator on symbolic spaces.

Recall that a function f : R — R is called conver on the interval I C R if
flax+ (1 —a)y) < af(x)+(1—a)f(y) for all z,y € I and «a € [0,1]. An example of
such a function is |z|P for all p > 1. Convex functions are particularly useful because
of the following well-known theorem.

Proposition 1.2.9 (Jensen’s inequality). Let X be an integrable random variable
with values in an open interval I C R. Then E(X) € I and for every convex function
f, f(X) is a random variable and

FEX)) <E(f(X)),
if fo X is integrable.

Corollary 1.2.10. Let X be a random variable. Assume the p-th moment of X
exists, then
[E(X)[P < E(|X[").

The final item in this section is the question of convergence. If for every realisation
w € Q we have lim;_, o, X;(w) = Y(w) € R then we talk of sure convergence to the
random variable Y, noting that it might be constant. However, this is a very strong
statement to make and we require a more nuanced notion of convergence in the
probabilistic setting. Often there is a ‘big’ set of realisations where we cannot say
anything. However, we might still know that convergence happens to all but a trivial
set of realisations. This is almost sure convergence.

o0

Definition 1.2.11. We say that a sequence of random variables (X;)$°, converges

almost surely to the random variable Y if

P{limsup|X; — Y[ >¢e} =0 for all e > 0. (1.2.1)

1—00
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The following are equivalent to (1.2.1):

klim P{X;,-Y|<e foralli>k}=1 for alle >0,
—00

P{|X; — Y| > e infinitely often } =0 for alle > 0,
P{|X; — Y| < e for all but finitely many i € N} =0 for alle > 0.

We may write X; =45 Y or X; =Y (a.s.) for short.

However if we are interested in the mean, rather than the behaviour of individual
realisations, we talk of convergence in mean.

Definition 1.2.12. Let p > 1. We say that a sequence of random variables (X;)32,
converges in p-th mean to the random variable Y if

lim E(|X; — Y|?) =0.
1— 00

The special case p = 1 is called convergence in mean. By Jensen’s inequality (Propo-
sition 1.2.9), convergence in p-th mean for some p > 1 implies convergence in mean.

The next, slightly weaker, notion is convergence in probability.

Definition 1.2.13. We say that a sequence of random variables (X;)52, converges
in probability to the random variable Y if

lim P{|X; -Y|>e}=0 for all e > 0.
1—00

We may write X; =, Y for short.

Note the difference to almost sure convergence. Here we only require that the
probability tends to zero, rather than the probability of the set where X; does not
tend to Y is zero. So, almost sure convergence implies convergence in probability.

The last type of convergence we will mention requires a short diversion to the
question of convergence of measures. Let (u;)52; be a sequence of finite (Borel)
measures on ) such that (9, u;/p;(2)) are probability spaces. We say that this
sequence of measures converges weakly to u, converges in weak® topology to w, or
i == g if

ti [ fdnite) = [ faute)
for every f € Cy(2,R), where Cp(©2, R) denotes the class of bounded, continuous real
functions.

Definition 1.2.14. We say that a sequence of random variables (X;)$2, converges in
distribution to the random variable Y if the sequence of distributions Px, converges
weakly to Py. We may write this as X; —4 Y.

As mentioned above these are progressively weaker notions of convergence and we
get the following implications.

X —es Y = X —=p Y = X, —>qY

T

convergence in p-th mean = convergence in mean

1.3 Probabilistic Laws

Before we delve into probabilistic laws, we discuss independence. Two events A, B are
said to be independent if the knowledge of the event B does not affect the probability
of the event A. That is, P(A | B) = P(A), where

P 5) = e
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for P(B) > 0 and P(A | B) = 0 otherwise. Extending this notion slightly, we say that
a sequence of events A; indexed by ¢ € Z (not necessarily finite) is independent if

P <ﬂ Ai> =[] P4y (1.3.1)

i€l i€’

for all finite non-empty subsets Z' C 7.
We extend this notion to include sets of events, so that we can talk about o-
algebras being independent.

Definition 1.3.1 (independent families). Let F; C &/ for i € T be a family of sets
of events. The family is independent if (1.8.1) holds for all A; € E; for alli € T’
and all finite non-empty subsets 7' C 7.

Definition 1.3.2 (tail events). Let o, C o/ for n € N be a sequence of o-algebras.

Let ,QZ: be the o-algebra generated by | G, Which we denote by

m>n

Ay = <m9n%>'

Then &ZZ, =N 42?,: is called the o-algebra of tail events.

neN

This leads us to a law of great importance.

Theorem 1.3.3 (Kolmogorov zero-one law). Let (4, )nen be an independent sequence
of o-algebras. Then for all A € o, either P(A) =0 or P(A) = 1.

Colloquially speaking, if the event does not depend on a finite number steps, it is
almost sure or almost impossible.
We extend our definition to random variables.

Definition 1.3.4 (independent random variables). A family of random variables
(X:)iez on a common probability space (2, 2/, P) is said to be independent if the
family of o-algebras ((X;))icz is independent, where (X;) is the smallest o-algebra
such that X; is measurable.

This leads to the intuitive and well-known multiplication theorem.

Theorem 1.3.5. Let X1,...,X,, be independent, non-negative and E(X;) < oo, then

E (f[ Xi> = ﬁIE(X,-)

Observe that E(>” X;) = > E X; by linearity of E, irrespective of independence.
Similarly, E®®°(J] X;) = [[ E®*° X, irrespective of independence.

Let (X;):en be a sequence of random variables with finite expectation. One of
the first questions one might ask is of the long term behaviour of the outcome of the
trials. Thinking back to dice we want to be able to say that ‘in the limit’ the average
die roll will be 7/2. We are interested in whether the long term average behaviour
coincides with the mean, i.e.

n

lim % Z(Xi ~E(X:)=0 (as.).

=1

A sequence (X;) for which this holds almost surely is said to satisfy the strong law of
large numbers.
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Theorem 1.3.6 (Kolmogorov’s strong law of large numbers). Let (X;) be a sequence
of independent and identically distributed random wvariables with finite expectation
m; = E(X;). Then
R
nh_}n;o - ZI(Xz —m;) =0 (as.)
i—
Standard proofs usually use the Borel-Cantelli lemma which is very useful in its
own right. We state it as a theorem below.

Theorem 1.3.7 (Borel-Cantelli). Let A; be a sequence of events. Then,
(o]
Y P(A) <o =  P({4,io})=0.
=1
Additionally, if the events A; are pairwise independent,
Y P(A)=00c = P({4,io0})=1
i=1

Knowing what happens to the average outcome might not be enough. Under some
mild conditions on the r.v. X, we can say something about the distribution of }_ X;.
Let .4 (a,v) be the normal distribution with mean a and variance v. Equivalently it

is the measure on R given by
1 (x — a)2>
exp | ————— | dz.
vV 2vm /A P ( 2v

Theorem 1.3.8 (Central limit theorem (CLT)). Let (X;)ien be an i.i.d. sequence of
independent random variables with finite and positive variance. Let m = E(X1) and
v = Var(Xy). Then

A (a,v)(A) =

2y Xi —nm
NGO

and we say that the central limit theorem (CLT) holds for (X;)ien.

—d </V(0’ 1)

Thus, scaling Y,, = >_7" | X; by n, the scaled sum converges almost surely to the
mean. Scaling by y/n instead, the scaled sum converges in distribution to a normal
distribution. We can use the latter result to say, for example that for an i.i.d. sequence
of random variables and any K € R,

{w €N ‘ ZXi < K+/n for infinitely many n € N}
i1

has full measure. This follows from the CLT and the Borel-Cantelli Lemma as there
exists € > 0 and integer m(e, x,n) such that the probability of an excursion to less
than K+/m(e,z,n) + n in m(e, z,n) steps starting at = has probability greater than
€. We are interested in obtaining a sharper bound on these exceptional excursions
and ask: Given a sequence of independent variables with positive and finite variance,
does there exist a sequence of real numbers (a;);en such that,

P {Z X; > (1 — ¢)a, infinitely often} =1 (1.3.2)
i=1
and
P {Z X; > (1 + ¢)a, infinitely often} =0 (1.3.3)
i=1

for all € > 0?7 This is answered by the law of the iterated logarithm.
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Theorem 1.3.9 (Law of the iterated logarithm (LIL)). Let (X;);en be a sequence of
i.4.d. random variables with mean m, and positive and finite variance v. Then

Yo, X —nm _

li = 1.3.4
lflsiip 2n loglogn Vv ( )
and
ToX -
lim inf 2=l — " (1.3.5)

n—oo y/2nloglogn

almost surely.

Thus, for a, = \/2n Var(X1)loglog n, equations (1.3.2) and (1.3.3) hold. We note
that this is not the only sequence for which the conclusion above holds. Any sequence
a!, such that lim,(a,/al) = 1 will give the same result. In particular we could have
set a, = /2n Var(X)loglog(Var(X)n). Since loglogn is not defined for n < 1 and
only greater than 1 for n > 16, we use the convention that loglogz = 1 for x < e
when dealing with the law of the iterated logarithm as we are only concerned with the
asymptotic behaviour and want to avoid giving conditions on x for these expressions
to be well-defined.

1.4 Ergodic Theorems and Subadditivity

We will now look at our probability space from a more dynamical point of view. Let
T : Q2 — Q be a measurable map. We call T measure preserving if P(T~1(A)) = P(A)
for every measurable set A. If, further, the only sets invariant under T' are measure
theoretically trivial or their complement is trivial, i.e.

T (A)=A = P(A) =0or1,

we call T' ergodic. Intuitively, a map is ergodic if the dynamics it describes are the
same on the entire set the measure can see. A major result about ergodic maps is
the (pointwise) Birkhoff’s ergodic theorem (BET)

Theorem 1.4.1 (Birkhoff’s ergodic theorem (BET)). Let T : 2 — Q be a measurable,
measure preserving, ergodic map. Let X : £ — R be a measurable, integrable, real

valued function, then
n—1

LS X (1) = E(x)
1=0

lim —
n—oo N 4
for almost every w € €.

Thus if T is an ergodic map the average measurement under iteration of 71" tends
to the global spatial average. Compare this with the law of large numbers discussed
earlier.

Let a = (a;);en be areal valued sequence. We say that ais additive if a;4; = a;+q;
for all ¢,7 € N and subadditive if a;4; < a; + a;. A basic result, known as Fekete’s
Lemma, states that the running average of subadditive sequences converges.

Theorem 1.4.2 (Fekete’s Lemma). Let a = (a;);en be a subadditive sequence. Then

a ) a;
L mf{—‘l

}6 [—00,00) as n — oo.
n [

]

Note that the limit may be —oo, so under the additional condition that inf; a; /i > —oco
the limit of a,/n exists.

We recall a standard proof, see e.g. [F4, Proposition 1.1] or [PS, §1 Problem 98],
that is used in the derivation of a stronger statement later.
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Proof. Fix an integer p. Then n can be rewritten as n = kp + ¢q for £ € Ny and
q€{0,1,...,p—1}. Thus

An _ Qkpig <akp+aq<kap+aq<%+&.
n kp+q~ kp+q — kp T p k

As k (and thus n) increases, the second term becomes negligible. Combining this
with the arbitrariness of p we conclude that lim a,,/n < inf, a,/p. However, inf, a,/p
is an obvious lower bound to the limit and the result follows. O

There is a similar result in the probabilistic setting for random variables known
as Kingman’s subadditive ergodic theorem [K].

Theorem 1.4.3 (Kingman’s subadditive ergodic theorem). Let {X,, n} be a collec-
tion of random wvariables indexed by m,n € Ny. Assume that

o Xpp < Xpg+ Xy p whenever 0 <k <1 <p,

o the joint distributions of {Xmi1,n+1,0 < m < n} are the same as those of
{Xmn, 0 <m < n} foralln,

o for each n, E|Xo.,| < 0o and E Xo,, > cn for some uniform ¢ > 0,
o for each k > 1, the process { X, (n+1): 1 > 1} is stationary and ergodic.
Then lim,, o0 Xo.n/n = lim,, 00 (1/n) E(Xo ,,) = inf,;(1/7) E(Xo ;) € R almost surely.

However, instead of discussing the result above we state an improvement due to
Derriennic.

Proposition 1.4.4 (Derriennic, [D]). Let X,,(w) be a (measurable) random variable
on a probability space (Q, o, 1) and let T be a measurable, measure preserving map.
If the expectation of the subadditive defects is bounded by a sequence of real numbers
(¢m), 1.e. for all n,m,

E(Xntm(w) = Xn(w) = X (T"w)) " < e,

where ¢, satisfies limy ¢ /k — 0, and Einfy X /k > —oo, then X, /n converges in
Z' to some random variable n taking values in R. If further,

XnimWw) — Xp(w) — X (T"w) < Y (T"w)  (almost surely)

for some stochastic process (Yo )m satisfying sup E(Y,,) < oo, then X, /n — n almost
surely.

If T is ergodic with respect to PP, then 7 takes a constant value for almost every
w as

{weN| lirgiann(w)/n >z} ={we€ Q| liminf X,,(Tw)/n > z}.
n o0 n— oo
If it exists, the almost sure limit necessarily coincides with

h}Icn E(Xk) = inf E(Xk)

k k k

1.5 Martingales

In this section we define the discrete-time martingale and state two convergence re-
sults. Assume we are given a stochastic process, i.e. a sequence of random variables,
(X;);. Informally, a martingale is a process where, given information about all pre-
vious outcomes, the expectation of the next outcome is the current value.
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Definition 1.5.1. A discrete stochastic process (X;); is called a (discrete-time) mar-
tingale if all X; are integrable and

E(Xi+1 | <X1,X2,...,Xi>) :Xi fOT all 1.

FEquivalently,
]E(Xi+1 _Xi | <X1,X2,...,X7;>) =0 fO?" all 7.

Similarly, a stochastic process is called a submartingale if it satisfies
E(Xi+1 | <X1,X2,.‘.,Xi>) ZXz fO’f‘ all ’L',
and a supermartingale if

E(Xiy1 | (X1, Xo,...,X5)) < X;  foralli.

We note that every martingale is also a supermartingale and submartingale. The
first convergence result we mention is due to Doob about pointwise convergence and
can be found in [W].

Theorem 1.5.2. Let (X;) be a supermartingale such that inf; X; > —oco. Then
X =lim; . X; exists and is finite almost surely.

Corollary 1.5.3. Let (X;) be a supermartingale and X; > 0 for all i. Then X;
converges pointwise almost surely.

For uniform convergence we need stronger assumptions and state another result
by Doob, see also [W].

Theorem 1.5.4. Let (X;) be a supermartingale such that sup,; E|X;|P < oo for some
p > 1. Then there exists a random variable X € £P(Q,R) such that

Xi =as. X and /|Xi — X|PdP — 0.
Q

In particular, E(X;) — E(X).

1.6 Coding Spaces

We now introduce and discuss a very important example of a probability space, the
code space Q@ = AN.  Let A be a finite index set, e.g. A = {1,2,..., N} for some
N € N. We call A € A letters and associate a non-trivial probability measure p with
A, meaning p({A}) > 0 for all A € A. We set @y = P(A) and write

AF=AxAx...xA
N—————

k times

for sequences of letters of length k. These sequences are called words or codings of
length k. We call the word of length zero the empty word and denote it by &g.
The set of all finite words is A* = {9} UJ,., A* and the set of all infinite words is
AN, This set is the code space we were looking for. It models a sequence of weighted
die rolls with faces labelled by a finite collection of letters. While words are formally
finite or infinite sequences, we usually concatenate the letters into a single word for
readability, so w = (w1,wa,...) € Q becomes wijwsy... and A = (A1,..., ;) € A*
becomes A = A\jAg... Ay, We write |\| = k for the (possibly infinite) length of the
word A € A*. For x € QU A* write x|, = ... 7; with i = min{|z|, k} and we write
A = AM\--- € AN, For the remainder of this section let @ = AN and set & = &7}
and P = u" to be the natural product o-algebra and measure. As discussed earlier,
P is unique, and called the Bernoulli measure induced by p.

We can define this measure in an alternative way by first considering subsets of
Q called cylinders.
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Definition 1.6.1 (Cylinders). Let Q = AN and A\ € A*. The cylinder of X is defined
as
[)\] = [)\1/\2 . )\‘/\|] = {w eN: W‘l)\l = )\}

We endow the code space with the metric d(z,y) = 27%, where k = min{i : x; #
yi} — 1 for z # y and d(x,y) = 0 if z = y. It can be checked that the topology of
can also be generated by the cylinder sets as the basic clopen elements.

We now define a real valued function on the collection % of all cylinders by & :
€ — [0,1] where i([A1...Ag]) = (A1) - ... - u(Ag). This function satisfies all the
axioms of a measure on the cylinders and so, using Carathéodory’s extension theorem
(Proposition 1.1.2) i extends to a unique measure PP on Borel subsets of .

1.7 Dimension Theory

The main tool used in this thesis to study random sets is dimension theory to study
the geometric scaling properties of sets, measures and other structures.

A classical notion of dimension is the topological dimension, sometimes referred
to as the Lebesgue covering dimension. It is one of several proposed ways of defining
a dimension that is invariant under homeomorphisms, a modern definition of which
can be found in Munkres [Mu, §50]. Given a topological space 7 and an open cover
U = {U,}, a refinement is a new cover & = {O;} such that for every ¢ there exists a
J such that O; C U;. The order of a cover & is the number n € Ny such that there
exists € .7 that is contained in n elements of & and no x € 7 is contained in more
than n elements of 0.

Definition 1.7.1. A topological space 7 has topological dimension
dimp .7 =n € NgU{-1, 00}

if for every open cover of 7 there is a refinement which has order n+1 and n is the
least integer for which this holds. If there is no such n, then 7 is infinite dimensional.

The topological dimension of R is d, as one would expect, and for classical geomet-
rical shapes like circles, spheres, cubes, tori, and their higher dimensional analogues,
the topological dimension coincides with our intuitive notion of dimension.

Fractals, however, typically have topological dimension strictly less than their am-
bient space. For example, the topological dimension of the Menger sponge is famously
1, even though the standard construction is embedded in three dimensional Euclidean
space. In fact, Menger introduced the Menger sponge in 1926 while studying topolog-
ical dimension and proved that every (topological) curve, i.e. every compact metric
space of topological dimension one, is homeomorphic to a subset of the Menger sponge.
The Menger sponge is therefore sometimes also called a universal curve.

1.7.1 Box-counting dimension

Our first dimension that combines analysis and geometry is the boz-counting dimen-
sion. Given a subset E of a metric space, we define Ny to be the least number of
balls with radii less than § necessary to cover E. Note that the existence of Ny is
guaranteed if the ambient metric space is totally bounded.

Definition 1.7.2 (box-counting dimension). Let E C M be a totally bounded subset
of a complete metric space M. The upper box counting dimension and lower box
counting dimension are defined, respectively, by

- log Ns(E
dimp(E) = lim sup o8V H) 5(E)
§—0 —logé
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and log N; (E)
. . 0g Vg
If dimpE = dimgpE we will refer to the box-counting dimension dimp E.

If E C R% the definition does not change if N5(E) is substituted by Mj(E), the
number of grid squares in a §-mesh that intersect E. We make use of this fact at
various stages. More equivalent definitions of box-counting dimension can be found
in Falconer [F6]. Note also that the Minkowski dimension is equivalent to the box-
counting dimension and we will omit its definition.

Example 1.7.3. Consider the countable set M = {1/n : n € N} U {0}. Then
dimp(M) =1/2, see [F6, Example 2.7].

1.7.2 Hausdorff measure and dimension

An arguably more interesting notion is the Hausdorff dimension which is defined via
the Hausdorff measure and arises from studying the geometry of open covers of sets.
A §-cover of a set F C R? is a countable collection of sets {U;} such that their
diameter satisfies |U;| < 6 and
FclJus
7

Definition 1.7.4. Let F C R? and s € Ry, we define the s-dimensional Hausdorff
d-premeasure of F' by

oo

HY(F) = in {ZW

k=1

{Ui} is a §-cover of F} ,

where the infimum is taken over all countable §-covers. The s-dimensional Hausdorff
measure’ of F is then

H(F) = lim H3(F).

The Hausdorff dimension is defined to be
dimy F = inf{s | #°(F) = 0}.

As can readily be seen, this definition is somewhat more involved than that of the
box-counting dimension. In fact, our previous example M = {1/n : n € N} U {0} has

We note that the t-Hausdorff measure is 0 for ¢ strictly greater than the Hausdorff
dimension and is infinite for ¢ strictly less. The situation at the critical exponent is
less clear. In fact, #7%™#(F)(F) can take any value in [0, 00]. Intuitively this can
be interpreted as the geometry not scaling with an exact exponent, but with some
additional slow effects. To capture these, the s-Hausdorff measure can be extended to
use more general gauge function (also called dimension functions). A gauge function
is a left continuous, non-decreasing function h : Ry — RJ such that h(r) — 0 as
r — 0. If there exists a constant A > 1 such that for z > 0 we have f(2z) < \f(z)
then we say that f is doubling.

Definition 1.7.5. Let F C R? and let h be a gauge function. Then the h-Hausdorff
§-premeasure of F is

HN(F) = inf {Z R(|U%]) ’ {Ui} is a §-cover ofF} ,
k=1

3Note that the Hausdorff measure is an outer measure as opposed to a bona fide measure and we
treat the Hausdorff measure mostly as a set function. Countable additivity may fail and in the rare
cases that we use this property it is understood to mean for all measurable sets w.r.t. the Hausdorff
measure. See also the discussion in [Rog].
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where the infimum is taken over all countable §-covers. The h-Hausdorff measure of
F' is then
A" (F) = lim #%(F).

6—0

Obtaining upper bounds for Hausdorff measure and dimensions usually relies on
constructing an efficient cover, while lower bounds often make use of the following
simple result called the mass distribution principle.

Theorem 1.7.6. Let i be a finite measure supported on F and suppose that for some
gauge function h there are constants ¢ > 0 and ro such that u(U) < ch(|U]) for all
sets U with |U| < ro. Then " (F) > u(F)/c.

While the proof can be found in a number of places, we recall it for completeness.

Proof. Consider any countable open cover {O;} of F. Then

u(F) < p (U Oi> < Zu(@-) < th(IOiI)-

But then, taking the infimum for each § > 0, we have #"(F) > #%(F) > u(F)/c.
0

This can then be used to obtain lower bounds for the Hausdorff dimension of F’
by considering h(r) = r* and constructing some finite measure p on F.

1.7.3 Packing measure and dimension

The packing measure was introduced in the late 1970s as the natural dual to the
Hausdorff dimension, see Saint Raymond and Tricot [RT] for an early study. While
we will not directly work with packing measure and dimension in most cases, we
briefly recall their definition.

Definition 1.7.7. Let F C R? and s > 0. Define
PS(F) = sup { z:|Bi|S | {B;} is a countable
collection of disjoint balls centered in F with radii r; < 0 }

and set ZP§(F) = lims_,o Z§(F). The packing measure is

Pe(F) = inf{z Pi(F;) | where F C U Fz}.
i=1

i=1

Similarly to the Hausdorff dimension, the packing dimension is defined by the
abscissa dimp F' = inf{s | #°(F) = 0} and the definition can be suitably extended
to h-packing measure for each gauge function h.

The reason we do not use the packing measure explicitly is that in most of the
settings we consider, the packing dimension coincides with the upper box-counting
dimension. This will either follow directly from the inequality dimg F < dimp F <
dimpE for bounded E C R* or from the following theorem.

Theorem 1.7.8. Let F C R* be compact such that dimpF N O = dimgF for all
open © C R with FN O # @. Then dimp F = dimgF.

For a proof see [F6, Corollary 3.10].
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1.7.4 Assouad dimension

The last dimension we define is the Assouad dimension, introduced by the French
mathematician Patrice Assouad in the 1970s [Asl, As2]. Assouad’s original motiva-
tion was to study embedding problems, a subject where the Assouad dimension is
still playing a fundamental rdle, see [Ol, OR, Ro]. The concept has also found a place
in other areas of mathematics, including the theory of quasi-conformal mappings
[He, Lu, MT], and more recently it is gaining substantial attention in the literature
on fractal geometry [AT, Fr2, FHOR, FY, GHM, Ho, KLV, LLMX, M, 02, ORN]. Tt
is also worth noting that, due to its intimate relationship with tangents, it has always
been present in the pioneering work of Furstenberg on micro-sets and the related
ergodic theory which goes back to the 1960s, see [Fu]. The Assouad dimension also
plays a role in the fractional Hardy inequality. If the boundary of a domain in R? has
Assouad dimension less than or equal to d — p, then the domain admits the fractional
p-Hardy inequality [A, KZ, LT]. The Assouad dimension gives a coarse and heavily
localised description of how ‘thick’ a given metric space is on small scales; hence its
importance for embedding problems. Most of the other popular notions of dimen-
sion, like the Hausdorff, packing, or box-counting dimension, give much more global
information, taking an ‘average thickness’ over the whole set. As such, exploring and
understanding the relationships, similarities, and differences, between the Assouad
dimension and the other global dimensions is of high and increasing interest, and is
one of the themes of this thesis.

Definition 1.7.9 (Assouad dimension). Let (X,d) be a metric space and let N, (F')
be the smallest number of sets with diameter less than or equal to r required to cover
F. The Assouad dimension of a non-empty subset F' of X is given by

dimy F' = inf {a ‘ there exists C' > 0 such that,

for all0 <r < R < oo, sup NT(B(:::,R)QF) < C<R> }
zEF T

Some authors include the existence of a global bound to R in the above definition,
i.e. they allow 0 < r < R < p for some uniform p. The reason for our definition
is to guarantee invariance of the Assouad dimension under specific types of maps,
for example the involution z — z/|z|*> (z € (0,1)), see [Lu, Theorem A.10 (1)].
This clearly gives rise to a larger quantity, but for bounded sets F' the two notions
are equivalent and in this thesis, as with most papers on fractal geometry, we only
consider bounded sets. We also note that the Assouad dimension can be defined in
a number of slightly different ways, but all leading to the same value. For example,
the function N, (F') can be replaced by the maximum size of an r-packing of the set
F', or the minimum number of closed cubes of side length r required to cover F'.

We formalise a notion of ‘zooming in’ that gives rise to a structure called tangents,
which are useful to determine lower bounds to the Assouad dimension. We will use
them to prove that dimy M = 1, where M = {1/n | n € N} U {0}, as before.

1.7.5 Weak tangents

Weak tangents and their variants give a powerful technique for finding the Assouad
dimension of sets. We start by recalling the one-sided Hausdorff distance.

Definition 1.7.10. Let K1, Ky C R? be non-empty and compact, and let [K|. denote
the closure of the € neighbourhood of K, we write dl”(Kl,Kg) for the left sided
Hausdorff distance between two sets K1 and K, given by

d'y (K1, Ky) = inf{e > 0| K; C [Ks).}.
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Let dy denote the Hausdorff metric on the space of non-empty compact subsets
of R?, defined by

dyn(A,B) = inf{e >0:AC Bl and B C [A].}.

We now define very weak pseudo tangents, introduced by Angelevska and Troscheit
in [AT] a variant of weak tangents used in [Fr2, FHOR, MT].

Definition 1.7.11. Let E,E C R? be compact. If there exists a sequence (T3): of
bi-Lipschitz maps on R? such that

a; |z —yl < BilTi(z) — Ti(y)| < ailz -y, (1.7.1)

for all x,y € RY, where 1 < o < a < oo, for some a € R and B; > 0, and if
d' (E,Ti(E)) — 0 as i — 0o, we call E a very weak pseudo tangent of E.

Example 1.7.12. Let M = {1/n | n € N}U{0} and let I = [0,1]. Consider the maps
T, = i-x. Clearly T; are bi-Lipschitz and satisfy (1.7.1) for a; = 1 and p; = 1/i.
Now T;M = {i/n|n € N}U{0} and so d'y (I, T;(M)) =1—1i/(i+1) — 0 as i — oco.
Therefore I is a very weak pseudo tangent to M.

We note that very weak tangents (convergence to 0 in Hausdorff metric) and weak
pseudo tangents (a; = 1 and left sided Hausdorff distance converges to 0) have been
introduced in Fraser [Fr2] and Fraser et al. [FHOR], respectively. Very weak pseudo
tangents are a generalisation of both of these types of tangents and we obtain the
same useful bound.

Lemma 1.7.13. Let E bea very weak pseudo tangent to some compact set E C Rd,
then dimg F < dimy F.

We reproduce the proof in [AT] which closely follows the argument in [FHOR|]
and [MT].

Proof. Set s = dimy E, then for all € > 0, there exists constant C. such that for all
0<r<R,

sup N, (B(z,7) N E) < Ce(R/r)***.
zeFE

Now T; is a bi-Lipschitz map such that a < «; < @ for some 0 < a < @ < oo.
Therefore

—n. s+e
sup N, (B(z,r) NT;E) < C: (aﬁlR) = CL(R/r)**e,
A gﬁﬂ)

for some C’ > 0, independent of i. Choose i large enough such that
d'(E, T)(E)) < r.

Thus a minimal cover for T;(E) can be extended to a cover of E by covering the
r-neighbourhood of every r-ball with ¢? balls of radius r. We have

sup N.(B(z,7) N E) < ¢ sup No(B(z,7) N Ti(E)) < *CL(R/r)*F*.
zel zeE

So dim 4 E < s-+¢, and as € was arbitrary the required conclusion follows. O

We can therefore also conclude that dimy4 M > dimy I = 1 and so dima M = 1.
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1.8 Fractals revisited

We have now developed several notions of dimension and for totally bounded metric
spaces we have
dimpy F < dimgF < dimpF < dimy F.

These inequalities hold in general and for ‘nice’ sets like squares, cubes, R?, ete.
these dimensions coincide with our intuitive idea of dimension. However, we cannot
hope for this equality to hold in general as our example showed. This motivates the
question:

Question 1.8.1. Under what conditions do the Hausdorff, packing, box-counting,
and Assouad dimensions of a set coincide?

Is there a general theorem for random sets that gives us details about the coinci-
dence of dimensions and information about their Hausdorff and packing measure?

We will discuss these two question during the course of this thesis. But first we
restrict our focus and look at specific examples of deterministic and random fractals
in the next chapter.






CHAPTER 2

Attractors of lterated Function
Systems

Sets generated by iterated function systems (IFS) and Moran sets are the archetypal
fractal sets. The former class of sets was first introduced by Barnsley et al. [BD]
and received a lot of attention over the past decades and many generalisations have
been proposed with their random versions lying at the heart of this thesis. We
refer the reader to Kédenméki and Rossi [KR], and Holland and Zhang [HZ], and
references therein for a description of Moran sets and some of their dimension theoretic
properties.

In this chapter we define iterated function systems and their associated invariant
sets. We provide a brief survey of recent and classical results and proceed by stating
the three most common ways of generating random sets or attractors. This will set
the scene for the introduction of random graph directed systems in Chapter 3.

2.1 Deterministic Attractors

2.1.1 Iterated Function Systems

An iterated function system (IFS) is a set of mappings I = {f; }icz, with associated
attractor F that satisfies
F =] fi(F) (2.1.1)

i€l

If 7 is a finite index set and each f; : RY — R? is a contraction, then there exists a
unique compact and non-empty set F' in the family of compact subsets K(Rd) that
satisfies this invariance, see Hutchinson [Hu]. Let d s be the Hausdorff metric. Note
that (X(R?),d) is itself a complete metric space and the IFS can be considered as
a map from compact sets to compact sets. Using the assumptions above, the IFS
I: K[R?Y — K(R?) is a contraction and, using Banach’s Fixed Point Theorem, the
map has a unique fixed point in the sets of non-empty compact sets, the attractor F.

These assumptions are however still insufficient to give concrete and meaningful
dimensional results for IFS attractors and further assumptions on these maps are
imposed. If one considers only similitudes, i.e. |f(y) — f(z)| = ¢ily — x|, where
¢; € (0,1) is the Lipschitz constant (contraction rate) of f;, the attractors are called
self-similar sets. If they are of the form f;(x) = Az + vy, for x,v; € R? and non-
singular matrices A; € R™? with ||A;| < 1 we call the attractor and the associated
IFS self-affine. Finally, let @ C R? be open and let f; : @ — R be a strictly
contracting diffeomorphism with Holder continuous derivative that preserves angles,
equivalently |f'(z)y| = |f/(x)|ly| for all z,y € O. Then we call the attractor and
associated IFS self-conformal.

Of particular interest are the dimensional properties of these attractors, with the
Hausdorff, packing, and upper and lower box-counting dimension being the main
candidates for investigation. We also consider the Assouad dimension in this thesis.

19
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2.1.2 Separation conditions

Definition 2.1.1 (strong separation condition (SSC)). Let I = {f;}ican be a finite
IF'S consisting of contractive maps with associated attractor F'. Then 1 satisfies the
strong separation condition (SSC) if

The finiteness of the IFS and the compactness of F' implies that there exists € > 0
such that dg (f;(F), f;(F)) > € for i # j. So, if a set satisfies the strong separation
condition, the first level images are separated by an uniform ‘gap’.

Many results that hold for the SSC also hold for a weaker condition, called the
open set condition (OSC).

Definition 2.1.2 (open set condition — OSC). Let I = {f;}ien be a finite IFS con-
sisting of contractive maps with associated attractor F. The IFS 1 satisfies the open
set condition (OSC) if there exists an open set O such that f;(O) C O for alli € A
and f;(O) N f;(O) = @ whenever i # j.

Note that first level images are no longer separated by a gap, but any overlaps
must be points in 00, the boundary of O.

The last deterministic separation condition we mention is the weak separation
property (WSP). It was introduced by Lau and Ngai [LN] with one important alter-
native characterisation due to Zerner [Z]. Let

E={f"rofu:v,we AN v#w},

where f., is the identity and we only consider the functions’ restriction to an open
neighbourhood [F].. We equip &, a subset of all bounded functions from [F]. to R
with the supremum norm ||.||c.

Definition 2.1.3 (weak separation property (WSP)). We say that 1 satisfies the
weak separation property (WSP) if the identity is not a cluster point of £,

Id ¢ £\1d.

Interestingly, for iterated function systems with similarities, the open set condition
is equivalent to Id ¢ &.

Remark. We note that this definition has only been shown to be equivalent to the
WSP in the sense of Lau and Ngai for self-similar attractors of R, see Zerner (7],
and self-conformal sets in R, see Angelevska and Troscheit [AT]. The formulation by
Zerner did not restrict the functions to a bounded interval and instead considered £
as a subset of the space of all similarities S (Rd, Rd), endowed with the topology 7 of
pointwise convergence. Convergence in the topological space (S (Rd , Rd), ) and con-
vergence in the Banach space (C([0,1]%,R?),||.||s) are equivalent for similarities and
our definition of the WSP coincides with the original definition by Lau and Ngai [LN]
for self-similar IFSs but also extends to self-conformal IFSs in R.

We end this section by stating that these conditions are progressively weaker, i.e.

SSC = OSC = WSP.

2.1.3 Self-similar sets

Recall the definition of self-similarity.
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Definition 2.1.4. A set F C R? is self-similar if there exists a finite IFST = {fi}iea
such that, for all i € A, there exist contraction ratios ¢; € (0,1), orthogonal d x d
matrices A; € Maxa(R), and translation vectors v; € R? so that

filx) = c; Ay () + v;.

Famous examples include the middle third Cantor set, the Sierpinski triangle, the
von Koch curve, and the Menger sponge mentioned earlier.

It is a straightforward calculation, assuming the OSC, that the Hausdorff, box-
counting and Assouad dimensions coincide with the similarity dimension. The simi-
larity dimension is the unique s € Ry satisfying the Hutchinson-Moran formula

e =1, (2.1.2)

i€l

see [Hu], [Mo]. In fact the OSC is not the weakest condition that implies coincidence
of Hausdorff and Assouad dimension. The appropriate separation condition here is
the weak separation property (WSP), see Fraser et al. [FHOR], Kdenméki and Rossi
[KR], and Chapter 6.

One interesting result is that for self-similar (and, more generally, self-conformal)
sets the Hausdorff dimension equals the upper box-counting dimension irrespective of
separation conditions, and therefore the Hausdorff, packing and box-counting dimen-
sions coincide. This follows from the implicit theorems we will discuss in Section 2.4,
see also Falconer [F3]. The Assouad dimension however can jump up if the WSP
is not satisfied. For self-similar and self-conformal attractors F© C R the Assouad
dimension is then always equal to 1, see Fraser et al. [FHOR] and Angelevska and
Troscheit [AT].

2.1.4 Self-affine sets

So far, all sets generated by iterated function systems we have seen seem to have
the ‘nice’ property that many notions of dimension coincide. However, it does not
take much effort to break the equality of Hausdorff and box-counting dimension. Let
2 < n < m < oo and partition the unit square into nm rectangles of width 1/n and
height 1/m. Let D be the collection of all such rectangles and let D’ C D be non-
empty. Consider the maps f; which map the unit square onto the rectangle d € D,
preserving orientation. Apart from some exceptions (e.g. when D’ = D) the attractor
associated with {fq}aeps is not self-similar. These attractors are called Bedford-
McMullen sets (or carpets) and have been studied in great detail, see Bedford [Be],
McMullen [Mc], and [F5] for a recent survey. In general their Hausdorff and box-
counting dimension differ.

Definition 2.1.5. A set F' is called a self-affine set if there exists a finite IFS 1 =
{fi}ien such that there exist v; € R? and non-singular matrices A; € R with
|A;:]l <1 so that

fl(.’li) =A;x+v;.

If d = 2 and the A; preserve the coordinate axes, we call the attractor a self-affine
carpet.

Falconer [F2] showed that for almost all (with respect to the translation vector)
self-affine sets the Hausdorff and box-counting dimension coincide with the affinity
dimension. However, for some Bedford-McMullen carpets the Hausdorff dimension is
strictly less than its affinity dimension. This phenomenon is known as a dimension
drop.

Further generalisations of Bedford-McMullen carpets have been considered and
we refer the reader to a comprehensive survey by Falconer [F5]. We will just briefly
mention some of the deterministic examples that succeeded the self-affine carpets by
Bedford [Be] and McMullen [Mc], see Figure 2.1 (left-most). These extensions were
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Figure 2.1: From left to right: Bedford-McMullen carpet (left), Feng-Wang carpet
(middle) and Fraser carpet (right) showing the difference in the introduction of just
one map with rotations.

by Lalley and Gatzouras [LG] who required a grid pattern along the axis of least
contraction of rectangles, and Barariski [B] and a grid pattern in both axes (but no
restriction on which contracts more). Feng and Wang [FW] extended the analysis to
random carpets that map the square onto non-overlapping rectangles, such that the
matrix determining the contraction is diagonal. Fraser [Frl], [Fr4] extended the class
to self-affine carpets with IFSs mapping the unit square onto rectangles such that any
horizontal or vertical lines get mapped to horizontal or vertical lines, see Figure 2.1.
Random analogues of these latter carpets will be treated in Chapter 4.

2.1.5 Graph directed iterated function systems

Graph directed systems are a natural extension of the IFS construction that simul-
taneously describes a finite collection of sets. A directed multi-graph is a finite set
of vertices with a finite set of directed edges with no restrictions but that the edges
start and end at a vertex in the graph. Given a directed multi-graph I' = (V| E) with
finitely many vertices V and edges E, we consider a collection of sets {K;}icy. We
say that I is strongly connected if there exists a path from every vertex v € V' to any
other w € V. Let ,E,, be the set of edges from v to w, we associate a mapping f.
with every edge and the sets K; are described by an invariance similar to (2.1.1):

Ki=|J | fu(K;) forallieV. (2.1.3)

JEV eEiEj

Assuming that the maps f. are contractions, then the sets K, are compact and
uniquely determined by the graph directed iterated function system.

Note that IFS constructions are also graph directed constructions as these can be
modelled by a graph with a single vertex and an edge for every map in the IFS. It can
also be shown that there exist graph directed attractors that cannot be the attractors
of standard IFSs, see Boore and Falconer [BF]. If one further assumes that T' is
strongly connected, then dim K; = dim K for all ¢, 5 € V, where dim refers to any of
the Hausdorff, packing, box-counting, and Assouad dimensions. Again, restricting the
maps to similarities or conformal contractions, the Hausdorff and upper box-counting
dimension coincide by the implicit theorems, see Chapter 5. For more details on graph
directed sets we refer the reader to [F4, Chapter 3] and [Bo] for a detailed treatment.

2.2 Random Models

All of these models have random analogues, which for standard IFS are either the
V-variable or the co-variable construction where V' € N is a parameter indicating the
inhomogeneity at every construction step.
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2.2.1 Random homogeneous, random recursive, and V-variable models

To explain the construction of sets with a Random Iterated Function System (RIFS)
one first has to note that the invariant set in (2.1.1) can also be obtained by iteration
of the maps of the IFS. Consider the IFS I as a self-map on compact subsets of R,
I: KR — KRY), with X — Ufer f(X). Take a sufficiently large set A € K(RY),
such that F C A, then F' can be written as

N
: k
F= ngnm]gﬂ( )(A).
For the random analogues of this construction we consider a (usually finite) collection
of Tterated Functions Systems L = {I;};ca with index set that is usually a compact
subset A C R¥ for some large k. Let p be a Borel probability measure supported on
A. If A is finite we simply associate a probability m; € (0, 1] to each ¢ € A, such that

Zﬂ'i =1.

Definition 2.2.1 (Random iterated function system (RIFS)). A random iterated
function system (RIFS) (L, p) is a collection of IFSs L. = {I;};ea each consisting
of a finite number of contraction maps together with an associated Borel probability
measure (i supported on A. If A is finite we write (L, 7), where T = (71, w2, ..., TxL)
is a probability vector.

The 1-variable attractor (also known as random homogeneous attractor) associ-
ated with a RIFS (L, u) is the limit set one obtains by choosing an IFS at the k-th
level independently from previous steps and according to u (or the probability vector
7). This choice of IFS depends only on the level and the attractor can be written as

N
F(w):]\}iﬁmOo Iy, oI, 00T, (A)
k=1
with w = (w1, ws,...), w; € A, being the infinite sequence chosen according to p or

—

.

The oo-variable attractor of a RIFS (also referred to as the random recursive
constructions) differs in the non-uniform application of the same IFS at every level.
Choose w(v) € A independently, according to u or 7, for every v € {1,2,...}* = N*.
We consider a tree rooted at (1) branching into a subbranch for every map in the
IFS chosen for node (1). Writing (1,1), (1,2),..., (1, #l,))) for these nodes. For
each of these nodes we have an associated independently chosen IFS w(v) and split
the branch up into as many subbranches as maps chosen in the parent node, see
Figure 2.3. We denote the resulting outcome of labelling the nodes by @ € AN and
write I; = {f},..., fiNi}, where N; = #I;. We set a recursion depth k and associate
a set with every node in the tree up to level k recursively,

s . Ny (o
Fr@) = fhwy(Flay) U 2 (Fla)U---U foto) )(F(]Z,Nw(,,)))

for all v such that |v| < k. We set F,(w) = A for all other nodes. For each k we start
the recursion at F(’“l)(w) and end at F¥ (@) = A, where |[v| = |(1,v2,...,0541)] = k+1.
The oco-variable, random recursive, attractor is then

F@) =) Ff@).

k=1

Thus the attractor is the limit set obtained at node (1) by increasing the recursion
depth k.

Intuitively, one can consider the union of composite maps as a tree. In the random
homogeneous construction a single IFS is chosen for each level and applied to all
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branches in the level, whereas for the random recursive an IFS is chosen independently
according to the same distribution for every branch, see Figures 2.2 and 2.3.

In general these two approaches give different geometric properties, with V-
variable attractors introduced by Barnsley, Hutchinson and Stenflo [BHS1, BHS2,
BHS3] attempting to interpolate between them. Let A be finite, then N = max;ecp #1;
exists and is finite. Further assume that #I; > 1 for all 4. Informally, a V-variable
set will have at most V different ‘patterns’ at every step in the construction. This
is achieved in the following way: Consider the vector ﬁk ={FLFZ ..., FIY} of sets
for k € {0,—1,-2,...}. Again, we define recursively: Fix k and set Fj = A for all
l<kandie{l,...,V}. For j >k we choose \; € A independently according to 7
for each i € {1,...,V}. Then, for uniformly independently chosen w,, € {1,...,V},

. w
Fj = B2 U R (F2) U U ().
Taking (), F¢ we get a family of V attractors, called the V-variable attractor. The
description of these last two models might seem complex, but in Chapter 3 we will
introduce a unifying notation with the intention to clarify their structure in terms of
a conveniently chosen coding space we call arrangements of words.
Originally V-variable attractors were introduced to ‘interpolate’ between random
homogeneous and random recursive attractors but we reserve a discussion of whether
V-variable attractors adequately do this for Chapter 5.

1 \
12
~
ay az as Y
I
A
a1 Ay a1 Ay as Ay asAs Q3A1 a3A2 Y
I
1 41

Figure 2.2: Generation of a 1-variable Cantor set by the iterated function systems
I and Iy. The IFS I; consists of two maps contracting by A; and As, respectively,
whereas the IFS I, consists of three maps contracting by aj, as, and az. For each
level the IFS is independently chosen and applied uniformly to all codings at that
level.

ay a2 as
P I o:\ Iy P L
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a1 A; a1As aza1 Qa2 Q203 az A asAs

Figure 2.3: Generation of an co-variable Cantor set by applying the iterated function
systems I; and Iy independently for every finite coding in the preceding level. The
IFS I; consists of two maps contracting by A; and As, respectively, whereas the IFS
> consists of three maps contracting by ai, as, and as.
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Example 2.2.2. Figures 2.2 and 2.3 show the difference in construction of 1-variable
and oco-variable sets. Both attractors are created by the same RIFS consisting of the
two IFSs Ty = {Ajz, Asx+(1—A2)} andly = {a1z, asx+1/2(1—as), azz+(1—a3)},
with @ = {1/2,1/2} but in the 1-variable construction the IFS chosen is uniform on
every level of the construction, whereas the co-variable attractor is not subject to this
restriction. The Hausdorff dimension of both of these attractors can be calculated to
be almost surely dimpy Fy_yqr = 0.721057 and dimpy Foo_yar = 0.724952 (both to 6 s.f.),
see below.

2.2.2 Random separation conditions & self-similar random sets

Perhaps contrary to first impression, the independence in co-variable attractors makes
them easier to analyse. We first define the random analogues of the strong separation
condition and the open set condition before stating basic results.

Definition 2.2.3. Let L = {I;};ca be a (not necessarily finite) collection of IFSs.
The RIFS (L, ) satisfies the uniform strong separation condition (USSC) if there
exists € > 0 such that 1; satisfies the SSC with individual images separated by at least
€ for alli € A.

Definition 2.2.4 (uniform open set condition (UOSC)). Let L = {I; };en be a (not
necessarily finite) collection of IFSs. Then (L, u) satisfies the uniform open set con-
dition (UOSC) if there exists an open set O such that I; satisfies the OSC with O for
alli € A.

Assuming the UOSC, some natural assumptions on the IFSs and the measure
according to which I; € L is picked, we find that in the co-variable case the Hausdorff
dimension is a.s. given by the unique s satisfying

E ch =1,

J€Lwy

see Falconer [F1], Mauldin and Williams [MW1], and Graf [G] whilst in the 1-variable
case it is a.s. the unique s satisfying

EEo | Y | =1, (2.2.1)

G€Tu,

(see Hambly [H]) where the expectation is taken w.r.t. the measure p. Further, it
has been observed that for the co-variable construction the Hausdorff and upper box
dimension coincide almost surely, see Liu and Wu [LW]. The latter result, and the
equality of Hausdorff and upper box-counting dimension for deterministic self-similar
attractors of Falconer [F3], are the main motivation for Chapter 3, where we prove
that the Hausdorff and upper box dimension coincide, independent of overlap, almost
surely. The almost sure existence of the box-counting dimension is then used in
Chapter 4 where we state dimension theoretic results for random box-like self-affine
sets.

Finally, we remark that in the V-variable and oco-variable setting there must ex-
ist an almost sure Hausdorff, packing, lower box-counting, and upper box-counting
dimension. This arises from the fact that {dim F(w) > a | w € Q} is a tail-event and
thus the Kolmogorov 0-1 law implies the almost sure existence. However, this does
not imply the coincidence of any of the dimensions. Since these almost sure values
exist, we often refer to them by writing ess dim F'(w).

2.2.3 Random self-affine sets

Talking specifically about self-affine sets, several random variants have been con-
sidered. In his seminal work, Falconer [F2] considered deterministic self-affine sets
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generated from a single IFS with randomly chosen translation vectors and showed that
the Hausdorff dimension coincides almost surely (with respect to the chosen transla-
tion vectors) with the ‘affinity dimension’. The affinity dimension can be considered
the ‘best guess’ for the Hausdorff, packing and box-counting dimension of self-affine
sets and it is of major current interest to establish exactly when these notion do,
or do not, coincide. Jordan, Pollicott and Simon [JPS|, and Jordan and Jurga [JJ]
studied limit sets with random perturbations of the translation (‘noise’) at every level
of the construction, recovering the same coincidence with the affinity dimension and
Bérany, Kdenmaéki and Koivusalo [BKK] recently showed that the same coincidence
holds if the contracting matrices were randomly chosen for fixed translation vectors.

However, the coincidence of Hausdorff and affinity dimension is not always guar-
anteed. Fraser and Shmerkin [FS] considered a Bedford-McMullen construction with
random translation vectors that keep the column structure intact. Under these con-
ditions they showed that the Hausdorff dimension is strictly less than the affinity
dimension, an observation known as a ‘dimension drop’.

A 1-variable (homogeneously random) version of Bedford-McMullen carpets was
considered by Gui and Li [GL1]. Here an n x m subdivision of the unit square is
fixed and the random iterated function system is created by assigning a probability
to all possible collections of rectangles (possibly 0) such that the probabilities add
up to 1. The authors found that in this setting the almost sure Hausdorff and box-
counting dimension equals the mean of the dimensions of the individual deterministic
attractors. We will show in Corollary 4.3.8 that this holds in a more general setting for
the box-counting dimension. However, when choosing more general set ups, e.g. by
simply choosing different subdivisions n; and m; for the Bedford-McMullen type IFSs,
the almost sure box-counting dimension is no longer the mean of the box-counting
dimensions of the individual deterministic attractors.

In a later article, Gui and Li [GL2] were looking at a similar 1-variable set up that
allowed the subdivisions to vary at different steps in the construction determining
the Hausdorff and box-counting dimension as well as sufficient conditions for positive
Hausdorff measure. Luzia [Luz] considered a 1-variable construction of self-affine
sets of Lalley-Gatzouras type and determined the Hausdorff dimension of these. At
this point we refer the reader also to Rams [R] which gave a more general approach
for determining the Hausdorff dimension for these 1-variable schemes. On the other
hand, Gatzouras and Lalley [GL] were interested in percolation of Bedford-McMullen
carpets, which are oo-variable random IFS, also covered in Chapter 4.

Jarvenpéd et al. [JJKKSS, JJWW, JJLS] used a general model (code-tree fractals)
that overlaps somewhat with the co-variable random model we consider in Chapter 4.
However they treat random translations in their construction and recover almost sure
coincidence with the affinity dimension, whereas we will fix a translation vector for
every realisation. In Chapter 4 we compute the box-counting and packing dimension
of random box-like sets without necessarily randomising the translation vectors and
thus our results can be used to determine conditions for which there is a ‘dimension
drop’ where Hausdorff and affinity dimension do not coincide almost surely.

2.3 Percolation

The last random method of generating sets that we mention is percolation. It can
roughly be divided into two families: Mandelbrot percolation and fractal percolation.
Note that some authors consider the terms to be synonymous, but we use ‘fractal
percolation’ in the sense of Falconer and Xiong [FJ1, FJ2] as we will describe below.

2.3.1 Mandelbrot percolation

Mandelbrot percolation, first appearing in the works of Mandelbrot in the 1970s as a
model for intermittent turbulence [Mal, is one of the most well studied and famous
examples of a random fractal and is defined as follows. Begin with the unit cube
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Q = [0,1]% in RY and fix an integer n > 2 and a probability p € (0,1). Divide the
unit cube into a mesh of n? smaller compact cubes each having side lengths 1/n. Now
choose to keep each smaller cube independently with probability p. The result is a
compact collection of cubes, which we call Q1. Now repeat this process independently
with each surviving cube from the first iteration to form another collection of cubes
this time of side lengths 1/n?, which we denote by Q2. Repeating this process gives
a decreasing sequence of compact unions of increasingly smaller cubes, Qi. The
resulting random set, or Mandelbrot percolation, is defined as

F = ﬂQk.

keN

This construction has been studied intensively over the last 40 years, with many
interesting phenomena being observed. Initially, most work concerned the classical
question of ‘percolation’, namely, is there a positive probability that one face of @
is connected by F' to the opposite face? More recently, a lot of work has been done
on generic dimensional properties of F', orthogonal (and other) projections of F', and
slices of F. Rather than cite many papers we simply refer the reader to the recent
survey by Rams and Simon [RS]. Concerning the dimension of F, if p > 1/n? then
there is a positive probability that F'is non-empty and conditioned on this occurring,
the Hausdorff and packing dimension of F' are almost surely given by log(n?p)/logn.
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Figure 2.4: Mandelbrot percolation for p = 0.7 and p = 0.9 (n =2, d = 2).

2.3.2 Fractal percolation

Fractal percolation, in the sense of Falconer and Xiong [FJ1, FJ2] is a generalisation
of Mandelbrot percolation. Instead of subdividing a d-dimensional cube we start
by considering a deterministic set obtained from an iterated function system I =
{f1,-.., fn}. An obvious way of addressing each set in its construction is by coding
each n-fold composition of maps by a word w € {1,...,N}*. Note that this can
be represented as a tree with subbranches (w,1),(w,2)...,(w,N). We can now
percolate this tree and decide for every node with probability p whether we intend
to keep the subbranches or not. With this process we obtain a subset of the original
deterministic attractor and one can ask properties about this set, e.g. its dimension
theoretic properties, connectedness, etc.. We note that fractal percolation is contained
in the class of random recursive constructions if one allows for an IFS to be empty,
which indicates that the subbranch will be deleted. See Figure 2.5 for an example of
fractal percolation on a deterministic self-affine set.

2.4 The implicit theorems

The implicit theorems find their origins in a 1989 article by Falconer [F3] (see also [F4,
Theorems 3.1 and 3.2]). They give us information about several of the dimensions
introduced earlier without explicitly stating an expression for the dimension.
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Figure 2.5: Random fractal percolation on a Bedford-McMullen carpet with extinc-
tion probability p = 0.8.

Theorem 2.4.1 (Falconer [F3]). Let F be a non-empty compact subset of R* and let
a>0andrg > 0. Write s = dimg F' and suppose that for every set U that intersects
F such that |U| < rq there is a mapping g : U NF — F with

alz —y| < |U] - |g(x) — g(y)]
for every x,y € UNF. Then, #°(F) > a® > 0 and dimpF = dimg F.

Heuristically, this means that if every small enough piece of a set F' can be em-
bedded into the entire set F' without ‘too much distortion’, the Hausdorff measure
is positive (for the right exponent) and Hausdorff, packing, and box-counting dimen-
sions coincide.

Theorem 2.4.2 (Falconer [F3]). Let F be a non-empty compact subset of R? and let
a>0andryg > 0. Write s =dimyg F and suppose that for every closed ball B with
centre in F and radius r < rq there exists a map g : F' — BN F satisfying

ar|z —y| < [g(z) — g(y)|
for all x,y € F. Then #°(F) < 4°a~* < 0o and dimpF = dimg F.

Similarly, the intuitive picture here is that every ball centred in F' contains a not
too small and not too distorted copy of the entire set F. As mentioned above, this
implies that self-similar and self-conformal attractors have finite Hausdorff measure
and Hausdorff, packing and box-counting dimensions coincide. This is, at least in
part, the motivation for proving the equality of Hausdorff and box-counting dimension
for 1-variable and oco-variable self-similar random graph directed constructions we
will introduce in Chapter 3. Clearly the distortion condition is important as affine
contractions can allow Hausdorff and box-counting dimension to differ, something
that we will see again in Chapter 4 for the random setting. In fact, it is not even
clear whether the box-counting dimension of self-affine attractors exists. However,
these notions of dimension do coincide in many random cases. In particular, the
box-counting dimension often coincides with the Hausdorff and affinity dimension.

The results in Chapter 3 as well as many other papers on random self-similar sets,
like percolation, random cut-out sets and geometric martingales, see [SS], suggest
that there might be a random version of the implicit theorems above. In particular,
we would hope that these implicit theorems tell us something about the Hausdorff
measure of the random set in question. However, it turns out that there cannot be
a statement as strong as Theorems 2.4.1 and 2.4.2. The first observation to make
is that the Hausdorff measure for reasonable random systems is 0 and we have to
investigate the sets in closer detail using gauge functions in Chapter 5.



CHAPTER 3

Random Graph Directed lterated
Function Systems

3.1 Introduction

Having introduced graph directed attractors, there is, of course, the natural question
of a random analogue. The usual model for this considers a fixed directed multi-graph,
where for each edge we associate a family of maps with a probability measure and
choose a map in a recursive fashion according to this probability measure. This model
and its multifractal formalism was extensively studied in Olsen [O1] and we refer to
this book and the references contained therein. Here we develop a different natural
model that arises in the study of sets with orthogonal projections more complicated
than simple self-similar IFSs, in particular the model studied by Troscheit in [T2],
the basis of Chapter 4.

Instead of one fixed graph, we consider a finite collection of graphs with an as-
sociated probability vector. We consider a 1-variable random graph directed system
(RGDS) and then a co-variable RGDS, where instead of the maps, the graphs and
hence the relations between vertex sets changes in a random fashion, see also Roy
and Urbariski [RU] for a similar approach! in the 1-variable setting.

One example of sets whose projections fail to be self-similar RIFS but are random
graph directed attractors in our sense, are the V-variable extensions of self-affine
carpets in the sense of Fraser [Frl]. Failure here is caused by the non-trivial rotations
and the projections cannot be described by the standard RIFS model but can be by
the RGDS proposed here, see [T2] or Chapter 4.

Notice that many standard random models can be recovered by setting up the
RGDS in the right way. Choosing graphs with a single vertex allows the RGDS set-
up to be used to analyse 1-variable and random recursive attractors. The class of
V-variable attractors are specific 1-variable RGDS in our sense, where one chooses a
vertex set with V vertices and the randomly chosen graphs I'; with edges and prob-
abilities appropriately. Results about several other standard models can be deduced
from our main theorems, see Corollary 3.2.4. It is a quick calculation to show that
V-variable constructions satisfy all conditions in Definition 3.2.9 and one can reduce
the V-variable randomness to the simpler 1-variable RGDA construction treated here.
The model developed here can be further generalised to V-variable RGDS and higher
order random graph directed systems but we will not deal with the additional com-
plexity of these constructions. We also remark that in the co-variable case we are
allowed to have paths that can become extinct, so choosing the graphs and maps
appropriately our model specialises to fractal and Mandelbrot percolation.

The content of this chapter is based on On the dimensions of attractors of random self-similar
graph directed iterated function systems and will appear in Journal of Fractal Geometry, see [T1].
1We note that we were originally unaware of the work in [RU], but we are dealing with the
removal of separation conditions that were not considered by the aforementioned authors.

29
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We give basic notation, define the model and give our main results for 1-variable
RGDS in Section 3.2. Section 3.3 contains our oco-variable results and proofs are
contained in Section 3.4.

3.2 Notation and preliminaries for 1-variable RGDS

Let T' = {I';}iea be a finite collection of graphs I'; = I'(i) = (V (i), E(¢)) indexed
by A = {1,...,n}, each with the same number of vertices. For simplicity we will
assume that they share the same set of vertices V(i) = V. The set E(i) is the set
of all directed edges and we write ,E, (i) to denote the edges from v € V to w € V.
We write £, (i) = U,cy Ew (i) and E(i) = U,y B, (i) for i € A. For all edges e
we write ¢(e) and 7(e) to refer to initial and terminal vertex, respectively. The set of
all infinite strings with entries in A we denote by Q = AN, whereas all finite strings
of length k are given by A, and the set of all finite strings is A* = Uken A*. For
w € A* we define as before the w-cylinder [w] = {w € Q | w; = w; for 1 < ¢ < |w|}.
We use the standard metric d(z,y) = 271*"% on Q and denote by P the Bernoulli
measure on §) associated to probability vector @ = {m,ma,..., 7}

Given a collection of graphs I' we are now interested in the attractor of two
associated random processes. We first describe the 1-variable case. For v € V, we
define the random attractor K, for v € V in terms of paths on the randomly chosen
graphs. Let , E¥(w) be the set of all paths of length k consisting of edges starting at
v and ending at u and traversing through the graph I, at step ¢, that is

vEZ(w) = {e = (617625 .. 'aek) ‘ L(el) = va(ek) = U,L(€l+1) = 7'(6[)
for1<l<k-—1ande; € E(w)}.

To each edge e € {e € E(i) | i € A} we associate a strictly contracting self-map
S. : RY = R? and choose a compact seed set A € K(R?) such that A = int A and
Se(A) C A for all e € E(i) and ¢ € A. In this notation we have

Ew=NU U sS@®),

I=1u€V ec, El (w)

v u

where Se = Se, 05,0.. 'OSe|e|‘ The set K, (w) is well-defined for every w and v and it
is a simple application of Banach’s fixed point theorem to show that K, (w) is compact
and non-empty. Even though this holds for all collections of contracting maps, we
restrict our attention to similarities, i.e. maps such that |Se(x) — Sc(y)| = celz — Y|
for some 0 < c. <1 and all z,y € R4

In many places we describe our results in terms of a structure that is an infinite
matrix over finite matrices with (semi-)ring element entries. Let M, x,(R) be the
vector space of all n x n matrices with real entries and Mnxn(Rg ) the set of all n x n
matrices with non-negative entries. We also consider the set of square matrices with
entries that are finite non-negative matrices

f)ﬁkm = kak(Man(Ra_))v

and the (vector) space of countably infinite, upper triangular matrices with entries
that are finite real-valued matrices

m%yn - MNX N(Mnxn(]R))v

such that for every M € Oy, the number of row entries that are not the zero matrix
is uniformly bounded and

SuIN)ZHMi,j”row < 00, (3.2.1)

JeN =0
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where ||.||;ow is the matrix norm, see below. It can be checked that M , is a vector
space and we consider the subset consisting of non-negative entries

mN,n = MNXN(Man(RS_)) - m[ﬁhn

We note that the only infinite matrices we are considering are upper triangular.
Further, while the sets 9y, ,, and 9y ,, are not vector spaces per se, they are subsets
of vector spaces that are closed under multiplication and addition. We define the
following norms and seminorms.

Definition 3.2.1. Let M € M, x,(R), we define

M| row = m?XZ‘MiJ
J

1Ml =D "Ml
i

which can easily seen to be (equivalent) norms. For M* € MY, ., the space of infinite
matrices consisting of matrix entries with real entries, such that only finitely many
matrices in each row are not 0 (the n X n zero matriz) and the norm of each row sum
s uniformly bounded, we define the norm

oo
M [l = sup > 1M )ix 5+ llrouw
i*eN 1

Furthermore we define two seminorms. The first ||1. || is given by (3.2.2) and defined
on the same space My , of infinite matrices with real-valued matrixz entries such that
the mumber of non-zero matriz entries is uniformly bounded above and (3.2.1) is
satisfied. The second seminorm |[1y. ||, 1), given by (3.2.3), is defined on the space
of l by I matrices with n by n real matrix entries. We slightly abuse notation here and
concisely write ||v]|s, where v is a vector with matriz entries, to mean the matriz sum
of all, possibly infinite, vector entries. Here 1 ={1,0,0,...} is an infinite vector and
1; is the vector of dimension | satisfying 1; = {1,0,0,...,0}, where 1 is the n X n

identity matriz.
LM = LM o = || (101, (3:22)
k=1

TOW

l
Mgy = MLMsll= D D (LM)r)iy (32.3)

i,j€{1,....,n} k=1

Before we introduce further necessary notation we refer the reader to two impor-
tant corollaries of our more general results. First, in Corollary 3.2.24 we state the
almost sure Hausdorff dimension of our 1-variable random graph directed systems,
assuming the uniform strong separation condition. The quantity p}(w, 1) referred to
in (3.2.8) is simply the Hutchinson-Moran matrix for the graph-directed iterated func-
tion system associated with I'(wq). Furthermore Corollary 3.2.4 states that for self-
similar 1-variable sets, and even V-variable sets in the sense of Barnsley et al. [BHS2],
we must have dimg F,, = dimpg F, for almost every w € (.

3.2.1 Arrangements of words

To describe the cylinders and points in the attractor of iterated function systems
and graph directed systems, one uses a natural coding. In this section we give a
more abstract way of manipulating words that will become useful in describing the
construction in random systems. We introduce two binary operations LI and ® that
take over the roles of set union and concatenation, respectively, to manipulate strings
in a meaningful way.
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Definition 3.2.2. Let GP be a finite alphabet, which in this chapter is the set of
letters identifying the edges of the graphs T';, i.e. GEF = {e| e € E(i) andi € A}. We
define the prime arrangements G to be the set of symbols G = {@,e0} UGE.

Define % to be the free monoid with generators G¥ and identity (empty word)
€0, and define 3" to be the free commutative monoid with generators 3° and identity
. We define ® to be left and right multiplicative over U, and @ to annihilate with
respect to ®. That is, given an element e of J°, we get e © @ = T e = @. We
define J* be the set of all finite combinations of elements of G and operations Ll and
©®. Using distributivity 3 = (3*,U,®) is the non-commutative free semi-ring with
‘addition’ U and ‘multiplication’ ® and generator G¥ and we will call J the semiring
of arrangements of words and refer to elements of J* as (finite) arrangements of
words.

We adopt the convention to ‘multiply out’ arrangements of words and write them
as elements of J°. Furthermore we omit brackets, where appropriate, replace ® by
concatenation to simplify notation, and for arrangements of words ¢ write ¢ € ¢ to
refer to the maximal subarrangements ¢ that do not contain U and are thus elements
of p € 1%,

Example 3.2.3. Let GF = {0,1}. The set of prime arrangements is then {3, ¢, 0, 1}
and the elements of the semiring 3* are all possible concatenations ® and unions L,

e.g.
le0ul=10U1, (110U101Ueg) ®1=1101U1011U1, e (10U101)=g,...

The usefulness of the description above is that 3* is ring isomorphic to the set of
all cylinders with set union and concatenation as the binary operations and we can
use ® and U to describe collections of cylinders. For example the set containing all
cylinders of length & can be identified with the arrangement of words (0L 1)*.

We can now use the algebraic structure above to give descriptions of 1-variable
RIFS.

Example 3.2.4. Consider the simple setting of just two Iterated Functions Systems
L = {I4,15} that are picked at random according to probability vector ®# = {m1, 72},
7 > 0. Let ¢; = ai U---Ual, where a§» are the letters in the alphabet associated with

IFST;. The arrangement of words describing the cylinders of length k with realisation
w 1s then simply

¢w1 ®¢w2®"'®¢wk~

An arrangement of words is nothing more than a formalisation of the standard
alphabet one uses to describe words, where ® is concatenation of letters and Ul is
the union of several letters. Before we can apply this construction to our RGDS we
need to extend this concept to the natural analogue of matrix multiplication x and
addition, which we also refer to as Ll

Definition 3.2.5. Let M and N be square n x n matrices and v = {v1,...,v,} be a
n-vector with entries being arrangements of words. We define matrix multiplication
in the natural way,

(M x N); ; =
k

(Mir ©Ngj), (MUN);; =M, ; UN,;,
1

(vxM); = |_| (v © My ;).
k=1

We extend this to multiplication of countable (finite or infinite) square matrices
with matrix entries.
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€3
€2

Figure 3.1: Graph used in Example 3.2.7

Definition 3.2.6. Let M* and N* be elements of My x(Myn((3*)) and v* €
(Moo ((3*)F, where k € NU{N}. We define multiplication and addition by

[ =

~

1

and

=

(Vi x M%) = | |(v; x Mj,).

~

1

For graph directed attractors we can now describe codes as arrangements of words
in matrix form. Recall that a graph directed attractor is a collection of sets which is
invariant under maps between them, see (2.1.3). The aim of codings in this setting is
to describe all paths in the graph and every point in the attractor corresponds to an
infinite such path. We apply arrangements of words to succinctly write and modify
such paths.

Example 3.2.7. Let Ty be the graph in Figure 3.1. We define

%] L
My = ( “ 63) .
€2 €4

All paths of length, say k = 2, are the arrangements contained in (Mg)? = My x M,

that is
(M )2 _ [eirea Ueses e1eq Ll esey
0 €462 egeq1 Ueges Uegey /)’

where e.g. egeq L eses Ll egey represents nothing but the set of paths starting at vertex
vo and ending at vy of length 2.

Slightly more abstractly, we can now take multiple graphs and consider paths that
traverse edges of graph ¢ at step i as the following example shows.

Example 3.2.8. Let I' = {I';}iea be a finite collection of graphs sharing vertex set
V. Define the matriz M(i) over arrangements of words by

(M(i))u,v = |_| €, u,v €V.
ec E, (i)

Let w € AN, The arrangement of words describing all paths of length k starting at
v € V, traversing through graph T, at step i, is then simply

- o Zfl =,
v(v)M(w1)M(ws) ... M(wy),  where (v(v)); = {@ otherwise.

Thus the arrangement of words encode paths that in turn will be associated with
sets. The limits of these sets as we multiply more and more matrices are the ob-
ject under investigation and we will expand on them after increasing the level of
abstractivication one more level.
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3.2.2 Stopping graphs

We continue this section by introducing the notion of the e-stopping graph. Before
we can do so we need some conditions on our graphs T'.

Definition 3.2.9. Let I' = {I'; };iea be a finite collection of graphs, sharing the same
vertex set V.

3.2.9.a We say that the collection T' is a non-trivial collection of graphs if for every
i€ A andv €V we have ,E(i) # &. Furthermore we require that there
exist i,j € A and e; € T'(i) and ex € I'(j) such that Se, # Se,.

3.2.9.b If for every v,w € V there exists w"" € A* such that ,E,(w"") # @ and
P([w¥™]) > 0, we call T' stochastically strongly connected.

3.2.9.c We call the Random Graph Directed System (RGDS) associated with T
a contracting self-similar RGDS if for every e € E(i), Se is a contracting
stmalitude.

Condition 3.2.9.b implies that at each stage of the construction there is a positive
probability that one can travel from every vertex to every other in a finite number of
steps. As every map for every edge in I' is a strict contraction the maximal similarity
coefficient ¢pax = max{c. | € € E(i) and i € A} satisfies cpax < 1. This gives us
that for every & > 0 there exists a least kmax(¢) € N such that cﬁ‘g‘;*:(s) < € and hence
every path e € E*max(¥)(y) has an associated contraction ce < . Therefore all paths
of length comparable with ¢ only depend, at most, on the first kyax(€) letters of the
random word w € ) and thus the set of e-stopping graphs below is well defined.

Definition 3.2.10. Let T' be a non-trivial, finite collection of graphs sharing vertex
set V., satisfying Condition 3.2.9.c. Let E*(w,¢€) be the set of paths e, corresponding to
the realisation w, such that Se is a contraction with similarity coefficient comparable
to €:

max(s

k )
E*(w,e)=(ec€ U Ek(w)|ce§€f0re:(el,...,e|e|)
k=1

but cor > € for e = (€1, €e]—1)

Now consider all possible subsets of these sets of edges E(w,e), such that the images
of A are pairwise disjoint in each of the subsets

E(w,e) ={U C E*(w,¢e) | for all e,f € U we have Se(A) N Sg(A) = @}

As E(w,e), and every U; € E(w,¢), has finite cardinality we can order {U;} in de-
scending order, i.e. |Up| > |Upn+1|. Finally we define E(w,€) to be the first, and thus
mazimal, element E(w,e) = Up.

The e-stopping graph is then defined to be

I = {I°(w) | z € A=) and w e [z]}, with T(w) = (V, B(w, £)).

In fact it does not matter which w € [z] is chosen as I'*(w) only depends on, at
most, the first kmax(e) letters.

By the arguments above it can easily be seen that the collection I'® is finite for
every ¢ > 0 and every edge of I'® is a finite path in T' for the same w. However
there may be some paths in I" that are not edges of I'* for any &, but for £ small
enough, eventually that path will be a prefix of an edge coding. Note that we consider
arrangements to be equivalent if their images under S coincide exactly. In this latter
case of exact overlaps we will keep only one of the two paths as they describe an
identical subset.
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Lemma 3.2.11. Letw € AN and let e = ejes . .. ey, be a path such that T(e;) = t(ejy1)

for1<i<k—1ande; € E(w;) and S, is unique. Then there exists € > 0 such that

the path e is the prefiz of the label of an edge of TS for some i, i.e. ew € E(w,€) for

some path w = wiws . .. wy, where T7(w;) = t(w;y1) for1 < i <Il—1 andw; € E(w;ik).
Further, for every w € AN and ¢ the sets T and E(w,¢) are finite.

We will be considering e-stopping graphs derived from the original graph and show
that if T" has ‘nice’ properties (it satisfies most assumptions in Definition 3.2.9), then
I'® also has these properties.

Lemma 3.2.12. Let T' be a non-trivial collection of graphs that is stochastically
strongly connected. Then there exists €’ > 0 such that T is a non-trivial collection
of stochastically strongly connected graphs for all 0 < & < &’ and almost every w € Q.

Proof. Assuming T' is non-trivial implies that for every v € V and i € A there exists
at least one edge in ,F (7). However as the set E(w,¢) is chosen by non-overlapping
images, for a path to be deleted there must be a second path, leaving at least one
path. Hence |,E(w, )| > 1 for all v and w, i.e. T'® is non-trivial.

To show that I'® is stochastically strongly connected we note that the only pos-
sibility for a path that existed in " but not in I'® is that it had been deleted due to
overlapping images. However if € is chosen small enough then there will be a differ-
ent path that is being kept, unless all maps S, are identical. We however exclude
this trivial case (Condition 3.2.9.a) as the attractor of such a system would be a
singleton. U

We can partition the paths in E(w,¢) by initial and terminal vertex and path
length and write ,EX (w,¢) to refer to paths e of length k with 1 < k < kyax(€),
t(e) = v and 7(e) = w. The set E(w,e) then consists of collections of paths whose
images are disjoint under Se.

3.2.3 Infinite random matrices

Recall that we succinctly wrote the codings of RGDS by matrices over arrangements of
words in Example 3.2.8. We wish to use the stopping graphs we have just introduced
to describe a subset of the attractor associated to random graph directed systems.
However, we can no longer simply multiply simple matrices, as the paths depend on
where along the random process w we are. We thus split up the paths in the graph
by length and starting realisation. Arranging them as infinite matrices with matrix
entries, we can follow the same approach of multiplying (infinite) matrices to get the
appropriate codings. Here we will describe these matrices.

Let w € Q be a word chosen randomly according to the Bernoulli measure P
associated with the probability vector 7, where m; > 0 for all i € A and recall that
o is the shift map on Q. For all i € {1,2,...,1} let t;(w) € My,xn(R{). Letting
t(w) = {t1(w),t2(w),...,t;(w)} we have a random vector with matrix valued entries.
Now define T(w) € My, by

tw) 0 0 0 N
ta(w) ti(ow) 0 0
: to(ow) t1(0?w) 0
T(w) t(w) : ta(0?w) ti(ow)

0 t(ow) ta(o3w)
0 0 ti(o?w) :

0 0 ti(o3w)
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The transpose in the definition above is solely to represent T in a more readable
fashion. We also, as indicated in Definition 3.2.1, construct matrices consisting of
collections of words. For the 1-variable construction we need two different construc-
tions: a finite and an infinite version corresponding to the e-stopping graph defined in
Definition 3.2.10. We only give the infinite construction here as it is needed to state
our main results. Since the finite version is only used in the proof of Theorem 3.2.21
we postpone its definition until then. Let I'® be given and consider the partition of
edges of T'°(4) into the sets , EF (w, ). We assign unique letters to each of the paths
of T' that are now the edges of the graphs I'*. For V.= {1,...,n},let n bean xn
matrix over arrangements of words that are collections of these letters representing
the edges. We let, for 1 < g < kpax(e),

Uee(mrwey ¢ Uee(mzwene -+ Uee(prwey©

ne(w,e) = | Ueemiquen €

Ueer, prwen® Uee(miwen® -+ Uee(umiwen®

We also need to refer to the two elements corresponding to the identity and zero
matrix in this setting. Let 0z and 1., be n x n matrices such that

eo  ifi=7,
0z)ij =@ and (1g)i; =
(02):; (Leo)i {Q otherwise.
Furthermore let 7' (w, &) = {0g, ..., 0z, m (W, &), .. Mimax(e) (W, €), 05,04, ... } that is
the edges in the partitions arranged by length of original paths and prefixed by i — 1

occurrences of 0g. The matrix H¢(w) has row entries given by the vectors 7" (w, €),
in particular the kth row of H®(w) is ¥ (o* 1w, ) for k > 0:

(H* ()i = (7 (0" w,€));-

We need the structure as described above to construct the words with the stop-
ping graph. The original attractors to I' do not require this structure as words are
constructed by multiplying

(w1, D)1 (we, 1) .o ge—1 (wi—1,1)

and then taking the union over each row, ¢f. Example 3.2.8. However, when taking
the e-stopping graph for non-trivial € we have the added complication that edges in
T'¢ arise from paths of potentially different lengths in I". This needs to be considered
when applying another edge as it does not only need to start with the correct vertex
(the terminal vertex of the previous edge), but also on the length of the equivalent
path in I such that the edges of the correct graph are applied, namely for an edge of
length k at iteration step 4, the graph with realisation o***+1w has to be used. Writing
this in terms of matrix notation makes sense as the row a word sits in relates to how
long the path was that created it, so that when multiplying with the next random
matrix, the correct graph I'; is applied. It can help to visualise this construction of
words in a layered iterative fashion, see Figure 3.2.3. Given w € {2 one starts with
the identity empty word matrix 1., and applies the first set of matrices {n;(w)} to
it to get a collection of kyax(€) entries (the second row in the figure). The next
row is obtained by applying {n;(cw)} to the collection of words in the first entry,
{ni(0w)} to the second, etc., taking LI unions when necessary. The kth entry of
the ith row corresponds to the collection of words (1., H®(w) ... H®(c' w)), where
the vector 1., H®(w)...H*(¢*"1w) is the ith row for 1., = {1.,,04,04,...}. These
words encode a collection of disjoint cylinders that approximate a random attractor
‘from the inside out’.
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Figure 3.2: Layered construction of words for kp.x () = 3.

The last construction we require is a generalisation of the Hutchinson-Moran sum
(see (2.1.2)) to this infinite setting. Let JR®, defined recursively, map matrices (or vec-
tors) with entries being matrices over arrangements of words into matrices (or vectors)
with entries being matrices over real valued, non-negative functions, preserving the
matrix (vector) structure.

60*—)1, @*—)0, (,Zsli—)CZN ¢1|_|(,252l—)02)1+02)2,

$1 O P2 > 6210252 = c;1¢2’

where ¢y is the contraction ratio of the similitude S,. We define P (w) = 5R*(H® (w)),
that is the matrix consisting of rows

pi(w,e) ={0,...,0,pf(w,¢),...,pj(w,€),0,...},

(c.f. N (w,€)) with

Do Bl (we) €0 Dol Ed)(we) Co v Duee(, Bl (we)) Co
P(w,e) = | ZeelBite) & ' '  (324)
Doee(, Bl we) G0 Doee(, Bl(we) Co 0 2aec(nEl(we)) Co

3.2.4 Results for 1-variable RGDS

Having established the basic notation, in this section we collate all the important
constructive lemmas and theorems. The proofs will be given in Section 3.4. We
begin by stating that the norm [|.[[,, and seminorm [|1.[| expand almost surely at
an exponential rate when multiplying the random matrices defined above; in other
words the Lyapunov exponent exists.

Lemma 3.2.13. For T as above we have that
lim ||| T(w)T(ow). .. T(e*2w)T(e*w)||* = a, (3.2.5)
k— 00 sup
where o = inf, B8 (||| T(w). ..T(ak’lw)|||i£l;), for almost every w € Q. If we use
the seminorm defined in (3.2.2), almost surely,

lim [[1T(w)T(ow). .. T(e*2w)T (" 1w)||"* = 8, (3.2.6)

k—o0
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where 8 € [0,00) and 1 = {1,0,0,...}. In particular,
8= ir’%f H|]lT(w) e T(ok_lw)ml/]C for a.e. w.

We apply this result to the our RGDS setting and prove that the Lyapunov ex-
ponent is independent of the row of the resulting matrix, assuming I'* satisfies Con-
dition 3.2.9.b. We define the norm of matrix products in our setting.

Definition 3.2.14. Let € > 0 and define
T (s,2) = [ 1P ()P (0w) ... P (o Lw)||"" and W, (s,e) = lim Wh(s,e).
— 00

We call W, (s,€) the (s,e)-pressure of realisation w, if the limit exists, and we write
W(s,e) = E&° W, (s,¢) for the (s,e)-pressure.

We note at this point that the notion of pressure is usually applied to log ¥.
However, in the 1-variable setting it is more natural to talk about Lyapunov exponents
and multiplicativity, rather than additivity, and we take the liberty to call these
quantities pressures, rather than the more appropriate ‘exponential of pressures’.

Lemma 3.2.15. Assume I'®, together with a non-trivial probability vector 7, is a non-
trivial collection of graphs that satisfies Condition 3.2.9.b. The exponential expansion
rate of the norm of the matrix is identical to the expansion rate of each individual
row sum. We have, almost surely, for everyv € V and e >0

1/k

I S(W)Pi(ow) ... Pi(o" = .

lim [ 3 (I1P2 P (ow) . P w)), | = W(s.o)
weV

Lemma 3.2.16. For almost all w we obtain ¥(s,e) = W, (s,e). Furthermore ¥ (s,¢)

is monotonically decreasing in s and there exists a unique sg . such that
W(spe,e) =1

For s = 0 the pressure function is counting the number of cylinders in the con-
struction. However, as we are considering a lower approximation consisting solely of
cylinders with diameter comparable to € we can find the box counting dimension of
K, (w) by a supermultiplicative argument.

Theorem 3.2.17. Almost surely the box counting dimension of K,(w) exists, is
almost surely independent of v € V', and given by
log ¥(0,9) log ¥(0,¢)

dimp K, (w) = 1i = . 2.
imp Ky () 530 —logé ?i%’ —loge (827)

Using the construction given in Section 3.2.1 we define the e-approximation to
our attractor. Note that this is not an e-close set in the sense of Hausdorff distance,
but rather an attractor which satisfies the Uniform Strong Separation Condition
(USSC) and approximates the attractor from the ‘inside out’. Compare this to the
approximation of GDA by suitably chosen IFSs, see Farkas [Fa].

Definition 3.2.18. We say that a graph directed attractor satisfies the uniform strong
separation condition (USSC) if for everyv € V, Ty €T, w € Q and e;,e; € (E(k),

if Se, (Kp(w)) N Se,; (Ky(w)) # D, then e; = e;.

Definition 3.2.19. The e-approximation attractor K, .(w) of K,(w) is defined to
be the unique compact set that is the limit of words in the e-stopping graph I'¢:

Kye(w) = ﬂ U Se(A), where Zi(w) = UﬂeoHe(w)HE(aw) L H (0 W),

=1l ec=! (w)
t(e)=v
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These sets are easily seen to be subsets of K, (w).

Lemma 3.2.20. For every e > 0 and w € Q we have K, .(w) C K,(w). If K,(w)
satisfies the USSC, then K, .(w) = K,(w).

Proof. Note that points in the attractor of K, .(w) have (unique) coding given by
edges of graphs I'¢ in F(w,e). To prove the first claim we observe that for every
symbol e; in the coding of x = (e1,e2,...) € K, (w) we have an equivalent path
travelling through T'. Starting at the first edge we have e; € E% (w,e) for some
q1- This means that e; = éjé5...¢; for éj € E(w;) such that 7(¢;) = 1(éj41).
Furthermore ey € E%®(0%w,¢e) and so ey = é7é3...¢2, for &2 € E((0%w);) for a
similarly linked sequence of edges. Inductively we can replace every edge in x by a
finite path in the appropriate manner, giving a coding of a point in K,(w) and thus
Kv,s(w) - KU(W)~

Now assume that the maps of T' satisfy the USSC; for all v € V and i € A,
every ej, ez € ,F(i) satisfy Se, (Kr(e,)(w)) N Se, (Kr(eyy(w)) = @. But then for all
JjeAN en €, E(J) and ey € ,,E(j), where w; = 7(e1) and wy = 7(ez), we have
Serers (Kr(er)(W)) N Seyeny (Kr(eyy)(w)) = @. Inductively none of the compositions
overlap. But this means that every path traversing through I' must also have an
equivalent path traversing through I'® as no paths get deleted due to the non-existent

overlaps. Hence, assuming the USSC, K, (w) C K, . (w). O

Having established the almost sure box counting dimension we now consider the
Hausdorff dimensions of our approximation sets. These are given by the unique s
such that the pressure defined in (3.2.14) equals 1 and form a lower bound of the
Hausdorff dimension of K, (w).

Theorem 3.2.21. For all € > 0 the almost sure Hausdorff dimension of K, .(w) is
independent of v €'V and

dimpy K, - (w) = sy, where ¥(sp.,e) =1,
where sg . s given by Lemma 5.2.16.
We get the following important corollary to Lemma 3.2.20 and Theorem 3.2.21.

Corollary 3.2.22. The Hausdorff dimension of the attractor of the 1-variable self-
similar RGDS is, almost surely, bounded below by sy for alle > 0

dimg Ky(w) > dimpg K, c(w) = Spe.

Our main result is the almost sure equality of Hausdorff, box-counting and there-
fore also packing dimension, of K, (w) for all v € V.

Theorem 3.2.23 (Main Theorem). Let T' be a non-trivial, stochastically strongly
connected collection of graphs with associated self-similar attractors {K,},ev. Then
SHe — sp as € — 0, where

. log¥(0,¢)
sg = lim ————~
e—0 —loge

and hence, almost surely,
dimyg K,(w) = dimp K,(w) = dimp K, (w) = sp,
where sp is independent of v.

If the attractor of I" satisfies the USSC we can in addition give an easy description
of the almost sure dimension of the attractor.
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Corollary 3.2.24. Assume the USSC is satisfied, then sy = sp for alle > 0, and,
almost surely,

dimpg K, (w) = dimp K,(w) = so, where hm ||pSO (w,1).. .p‘{o( )||1/k

(3.2.8)
Equivalently, so is the unique non-negative real satisfying

inf (E5||p;© (w, 1) ... pi° (0" 1w, D) =

Because V-variable self-similar sets are 1-variable self-similar RGDS and under
the assumption that I' satisfies the USSC, Corollary 3.2.24 reduces to the results in
Barnsley et al. [BHS3]. Additionally we get the following new result:

Corollary 3.2.25. Let F'(w) be the attractor of a V -variable random iterated function
system. Irrespective of overlaps, almost surely,

dimy F(w) = dimpF(w) = dimp F(w).

This follows since the construction of a V-variable set relies on a vector of sets
of dimension V. Associating a vertex to each of these sets we can chose graphs
appropriately.

However, in contrast to all other dimensions, the Assouad dimension ‘maximises’
the dimension. This phenomenon has been observed in many different settings, which
is not surprising as the Assouad dimension ‘searches’ for the relatively most complex
part in the attractor and the random construction allows a very complex pattern to
arise on many levels with probability one, even though these events get ‘ignored’ by
the averaging behaviour of Hausdorff and box-counting dimension.

Definition 3.2.26. Let T' be as above. We define the e-joint spectral radius by

1/k
PB(e) = lim <sup {H|]1P0 PO(O' w) .. Pg(ak_lw)m})

k—o0 cn

We note that the spectral radius coincides for almost every ¢ € Q with the limit
n (3.2.5):
1/k

sup

PB(e) =a = lim [|P2C)... P2 Q)|

k—o0

(3.2.9)
We demonstrate this in the proof of Theorem 3.2.27.

Theorem 3.2.27. Assume K,(w) C R? is not contained in any d — 1-dimensional
hyperplane for all v € V' and almost all w € Q. Irrespective of separation conditions,
almost surely,

dimy K,(w) > min { d,sup ————— log B(e) . (3.2.10)
e>0 _10g6

Further, the USSC implies equality in (3.2.10).

3.3 oo-variable Random Graph Directed Systems

In this section we introduce and provide results for the oo-variable construction. In
a similar fashion to Section 3.2 we start by giving a description of the model and
then state the results. For the oco-variable construction many proofs turn out to be
simpler and to save space we give less detail in some of the proofs as they follow from
standard arguments.
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3.3.1 Notation and Model

The oo-variable model, sometimes called random recursive or V-variable for V' — oo,
is a very intuitive model that is usually defined in a recursive manner (see [F1] and
[G]). These are usually described in terms of random code trees. For an overview of
that notation we refer the reader to Jarvenpéad, et al. [JJKKSS, JJWW, JJLS] who
studied a slightly different random model with a ‘neck structure’. However, to keep
notation consistent we will describe the random recursive construction within our
framework of arrangements of words. Note that the co-variable construction overlaps
with the notion of random graph directed attractors, considered in Olsen [O1], and
some of the results here follow directly from the ones in aforementioned book.

As in Section 3.2 we are given a collection of graphs I' with associated non-
trivial probability vector 7. We further assume that all the maps given by the edges
of the I'; are contracting similitudes and that all conditions in Definition 3.2.9 are
satisfied. However, we can generalise the results to include percolation by adapting
Condition 3.2.9.a.

Definition 3.3.1. Let T' = {T'; };en be a finite collection of graphs, sharing the same
vertex set V. We say that the collection I' is a non-trivial surviving collection of
graphs if for every v € V. we have E(# ,E(w1)) > 1: there exists positive probability
that the resulting co-variable RGDS coding does not consist of only &, and there exist
i,j € A and eq € T(i) and ex € T'(j) such that Se, # Se,-

Definition 3.3.2. Forv €V let F be a vector of length n = |V| defined by

(B, = {60 ifi =v,

%] otherwise.

We then define inductively,

@@= ] | wee

J=1 We(FY); e€; B, (&w)

where & is the random variable given by P(§w = i) = m; for i € A and independent
of w.

The oo-variable RGDS coding is then given by F,, = limy,_, o F¥ and we define the
attractor F,, of the oco-variable Random Graph Directed System to be the projection
of our coding set:

F, = ﬁ U SwloSwzo"'Oka(A)

k=1weFk

Given a collection of graphs satisfying Conditions 3.2.9.b, 3.2.9.c and 3.3.1 that
do not necessarily satisfy the USSC we obtain an analogous definition of the e-
approximation.

3.3.2 Results for co-variable RGDS

Let Q be the space of all possible realisations of the random recursive process, Q is a
labeled tree encoding which graph I'(¢) was chosen at each node in the construction
of the tree. By the same argument as in Section 3.2.2, for every fixed € > 0 there
exists a finite constant kmax(€) such that for all w € Fr(©) ye have |Sw(A)| < e
for all realisations ¢ € Q. Now F,, is a function mapping realisations to compact
sets, depending solely on the random variable ¢ € Q (picked according to the Borel
probability measure induced by 7) but, in general, we ignore the ¢ in the notation of

Fy(q).

Definition 3.3.3. Let I satisfy the conditions in Definition 3.2.9. Let Q be the space
of all possible realisations of the random recursive process, we define the set of edges
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(words) of length j for realisation q to be F¥(q) and the e-stopping set of edge sets to
be
kmax(s)
Ej(ge)=1ec |J Fi(@)|ce<ecbulce >e
i=1

Again let the set of all possible subsets such that images under S are pairwise disjoint
be

E(q,e) ={U C E}(q,¢) | Ve,f € U we have Se NS¢ = T}.

Consider the element of mazimal cardinality (choosing arbitrarily if there is more
than one) E,(q,¢) € E(q,e). As Ey(q,e) only depends, at most, on the first kuyax(€)
entries, the set {E,(q,€)}qeq is finite and we write

I = {FE(Q)}qGQ = {(‘/7 Ev(Qvg))}QGQ

for the e-stopping graph.

As I'® is finite we will set up a new code space for each of the graphs I'?(q) that
we will index by A.. Similarly there exists positive probability of picking graph I'®(\)
for A € A.. Unlike the 1-variable case, the choice of graph I is independent for each
node, a property which transfers to the setting of the e-stopping graph.

Lemma 3.3.4. The random recursive algorithm that generates the attractor of the
e-stopping graphs T'¢ is identical to the process that generates the attractor of the
RGDS T. Note that for t > 1 the identity T' = I'* holds and we trivially have that
the attractor of the RGDS I'¢ is a subset of the attractor of T', with equality holding
if the attractor of ' satisfies the USSC.

We omit a detailed proof as both processes can easily seen to be co-variable RGDS.
Now let K¢(g) be the matrix consisting of arrangements of words related to I'°(g).
Let ,E, (I'(q)) be the collection of edges e of I'(g) so that ¢(e) = v and 7(e) = w, and
define
Uee,myre@n @ - Ueem e @

KE (q) — . . .

Uee,zime@ne - Uee,m e
Theorem 3.3.5. Let T be a finite collection of graphs satisfying Conditions 3.2.9.b,
3.2.9.c and 3.3.1 with associated non-trivial probability vector @w. Let F, be the at-

tractor of the random recursive construction, then almost surely the Hausdorff and
the upper box counting dimension agree and thus,

dimH F,U = dimp FU = dimB Fv.
We end this section by stating the Assouad dimension of this construction.

Theorem 3.3.6. Irrespective of overlaps and conditioned on F, # &, the Assouad
dimension of F, is a.s. bounded below by

1 s OKE
dim 4 F, > min {d, sup max M} 7

3.3.1
>0 9€Q —loge ( )

where ps is the spectral radius of a matriz. If the USSC is satisfied, then equality
holds in (3.3.1) almost surely.
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3.4 Proofs

3.4.1 Proof of Lemma 3.2.13

First we prove the convergence in equation (3.2.5). Let n,m € Ny, n < m and define
the random variable Y, ,, as

Yom(w) = log || T(6"w) T(0"w) ... T(e™ W)
Note that, as the row norm is submultiplicative,
Yo.ntm(w) =log|[|T(w)... T(c" 'w)T(0"w)... T(a”+m*1w)||fsup
< log (| T(@). . T(0" )|, || T(@"w) ... D™ 0], )
=log ||| T(w)... ”.E(a”*lw)msup +log ||| T(0"w) ... T(a”+"“1w)|}|sup
=Yy (w)+ Yy m(w).

As P is an ergodic probability measure it follows from Kingman’s subadditive ergodic
theorem that almost surely

Y Y,
lim =25 — infE %% — inf Elog || T(0*'w) ... T(w)||"* = loga,
k=00 k k sup
giving the required result. O

The second part is made slightly more difficult because of the interdependence
between the steps. We will show stochastic quasi-subadditivity, bounding the subad-
ditive defects, and make use of Proposition 1.4.4.

Writing uy(w) = T(w)...T(c* w) the term Tui(w) is a matrix-valued vector
with at most [k positive entries, all appearing in the first [k rows, where [ > 1 as in
Section 3.2.3. We have

14 (W) = [[Twn (w)am (0" w)]
[ [[Tun (w)am (o w)|[s ||

row
nl—1

Z (Lup(w)); H]luﬂhb(an"’jw)uS

Jj=0

row

IA

nl—1
Z H(]lun (w)); H]lum (U"J“jw)HSH by subadditivity of norms,
]:0 row

nl—1

> [ @unwy,
§=0

IN

[T (@ w)|
row

by submultiplicativity of the row norm,

H’]lum(U”Jrj""“x("’m’“)w)H‘ (3.4.1)

IN

n H (B0 (@) 1,0

row

for jmax maximising the sum,
enl[[Tuy, (@) [ [[Tag (o™ w)|| (3.4.2)

IN

The last inequality holds for some sufficiently large ¢ > 0 upon noting that for large
n,m the additional shift j,.x becomes insignificant as the difference in growth is
captured by the ‘overestimate’ of the first term. Therefore we have quasi-subadditivity
and by symmetry

M (W) < em[[Tay (@)l Tam (W),

for some ¢ > 0. Considering log [|1u,(w)|| as a random variable, the subadditive
defect becomes

¢m = 1og [[Tuy m (@)l - log [[Tu, (w)[| —log [[Tum (o w)[|| < logem.
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Clearly E(logem)®™ = logem and ¢,,/m — 0. Since o is an (invariant) ergodic
transformation with respect to P, applying Proposition 1.4.4 finishes the proof. [

3.4.2 Proof of Lemma 3.2.15

The boundedness of the entries in the matrix entries of lug(w), combined with the
linear growth of the number of positive entries of the vector, implies that for some
constant ¢ > 0,

row row °

max [| (Tu(w))jlloy < [Mur(w)ll < ek max || (Luy(w))]]
Therefore the value of both terms increase at the same exponential rate. In addition,
the j% . maximising the norm cannot move arbitrarily with increasing k. First it must
be increasing monotonically, although not necessarily strictly so. But the value can
also not jump unboundedly, as the matrices that the matrix with maximal absolute
norm is multiplied with have bounded entries as well. Even though we will not prove
it here, it can be shown that almost surely 5% /(lk) — p as k — oo for some p € [0, 1]
dependent only on I'® and 7. Let R,(k) be the row sum for row v in the maximal
matrix at multiplication step k& and RZ (k) be the total of that row over all matrices.
That is

n oo

Ry(k) =) [(M0k(@)jetniman],;  and  By(k) =) [(Lux(@))l,,-

1=1 j=114=1
Furthermore let Rpyax(k) = maxy,cy R, (k). One immediately has on a full measure
set
Run 8/~ [ )] 0. = o

so proving Lemma 3.2.15 can be achieved by showing R, (k) < Rpnax(k) holds almost
surely for all v € V. The upper bound R, (k) < Rmax(k) is trivial.

For the lower bound, since T' is stochastically strongly connected, i.e. satisfies
Condition 3.2.9.b, we can construct a finite word w”™ € A* that links all vertices,
starting at v = v;. That is W" = W V2WY2 Y3 | WU VLYYV | WVn-1n Clearly
P([w"]) > 0. Consider now the maximal element in the multiplication of ug,(w) =
up(w) ... uk(c@ VR, that is jmax(gk, k,w). There exists a random variable, the
holding time H (i), that gives the number of multiplication steps g between the 7 — 1
and ith time such that w” is applied to that element. We have g@F+imax(akkw) () =
w". We can without loss of generality assume that H (i) are i.i.d. random variables
with finite expectation E H (i) < co. Let W (k) be the waiting time for the kth jump,
W(k) = Zf_ol H (i) and define Ny to be the unique random integer such that

W(Ng) <k <W(N;+1).
There exists a uniform constant A > 0 such that, for all v € V,
Ry(W(Nk) + |[w"[) = ARmax (W (Ng)).

Since this holds for all £ we can furthermore find a lower bound to the value of
R, between occurrences of w” by considering the time it takes between occurrences.
Condition 3.2.9.a implies non-extinction and there exists contraction rate v > 0, such
that for k£ and N;, as above we have B

lim inf RT (k)% > lim inf (AR max (W (Ng ) )72 F)YE > lim inf (8 — e)W (Vo) /k H k) /k
k—o0 - k—o0 -

k—o0

where the last inequality holds on a set of measure 1 for every ¢ > 0. But we also
have that

W(Ny) k<1< W(Ng+1)/k
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and as W(Ny)/k <1 and W(Ny, + 1)/k = W(Ny)/k + H(Ny + 1)/k we have by the
law of large numbers that almost surely W (Ny)/k — 1 and H(k)/k — 0, and hence
on a set of measure 1,

lim inf RY (k)% > (8 — ¢)

k—o0

for every ¢ and v. Noting that RT (k) < R, (k) completes the proof. O

3.4.3 Proof of Lemma 3.2.16

The almost sure convergence of ¥(s,e) follows directly from Lemma 3.2.13 and we
now show that ¥, (s, e) is monotonically decreasing in s and continuous for almost all
w € Q. Consider an arbitrary Hutchinson-Moran sum that arises in the Hutchinson-
Moran-like matrix in (3.2.4),

Z ce.

eE(iE'}I(w,s))

We immediately get

Z o< 72 Z e, where 7, (w) =  max ce. (3.4.3)
ij€{l,...n
EE(iE;I(w,E)) ee(iE_?(W)E)) eej(ei{E?(wf)})

For & > 0 there are only finitely many different p;(w,¢) and p*(w), see the discussion
of Lemma 3.2.11. Thus we can find

¥y= max 7,(w), (3.4.4)

where 0 <% < 1. Similarly we can find the minimal such contraction 0 <~y <% < 1.
Combining this with (3.4.3) we surely deduce, in turn,

V°pi(w,e) < Py (w,e) < TP (w,e),
7P (w,e) < P (w,e) <P (w,e),
P’Pi(w) S P (w) <TP(w), (3.4.5)

where < is taken to be entry-wise, i.e. for matrices M < N if and only if M; ; < N ;
for all 4, j. Using (3.4.5) we can bound the s + ¢ pressure

W (s 4 6,¢) = [|[IPSH(w) ... P2 (oh 1) || "

> P [1PLw) ... P W) [ = 12 Wh (s, 0,

and similarly for the upper bound we have W% (s + §,¢) < Uk (s,¢). Therefore, if
the limit exists, YW, (s,6) < W, (s + 6,e) < F°W,(s,e). Thusas 0 < v <7 < 1,
W, (s,e) is strictly decreasing in s and, taking § — 0, is easily seen to be continuous
for almost every w and thus ¥(s,e) has the same property. Letting 6 — oo we see
W(s+ d,e) — 0 and ¥(0,e) > 1 by the non-extinction given by Condition 3.2.9.a.
The existence and uniqueness of sy . then follows. O

3.4.4 Proof of Theorem 3.2.17

Note that the proof below directly implies that the box dimension exists almost surely.

Our argument relies on a supermultiplicative property of approximations of e-
stopping graphs given by (3.4.7). Before we derive that expression we establish a
connection between the least number of sets of diameter € or less needed to cover our
attractor N.(K,(w)) and the number of edges of our e-stopping graph |, F(w,)|. By
the definition of the e-stopping graph we have that for all e € ,FE(w, ) the diameter
of Se(A) is of order ¢, see Definition 3.2.10. Since we also have that the images of the
stopping {Se(A)}ec, B(w,) are pairwise disjoint, {Se(A)}ec, B(w,) may not form a
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cover of K,(w). But since the construction is maximal, the image of any word (edge)
that was deleted must intersect another image of a word that was kept, which means
that to form a cover of K,(w) one needs at most 3¢[y~!]|,F(w,¢e)| d-dimensional
hypercubes of sidelength ¢ to form a cover and hence N, (K, (w)) < 3¢[y~ 11|, E(w,¢)|.
On the other hand, any element in the minimal cover for N.(K,(w)) can intersect at
most a uniformly bounded number of elements in {Se(A)}e, as otherwise the elements
in {Se(A)}e would intersect. Hence there exists ki, > 0 such that N.(K,(w)) >

Emin|, E (w, €)| and we get the required
N.(Ky(w)) < |,E(w,¢)]. (3.4.6)

Using the notation of the Hutchinson-Moran matrices introduced in (3.2.4), we can
see that for s = 0, we have ¢ = 1 and thus the Hutchinson matrix P%(w) ‘counts’
the number of images in E(w,e). We have

WE(w,e) =" | D (1P2(w));
weV 7
(v,w)
The sum above behaves in a supermultiplicative fashion: for some constant ks > 0
and all £, > 0,

> | (P (w); >k Y | D(IP2w)PY(ow)); - (347)

wevV 7 wevV 7

(v,w) (v,w)

By definition | |1.,H®(w) is the arrangement of words that describe the cylinders of
{K,(w)}pey. Consider an arbitrary word eje; € | |1.,H®(w)H’(ow), where e; €
| |1.,H*(w) and ey € | |H’(ow). Assume e; is the (i,j)th entry of the matrix
at position k of the vector 1.,H®(w). Since ejes is obtained by regular matrix
multiplication, we have that es is an entry in one of the matrices in the kth row of
H’(ow), e € 7 (c*w, §). Therefore, for some vy, vs,v3 € V, we have e; € , E¥ (w,¢)
and e; € , E, (c*w,5). Hence eje; describes a path of T' for realisation w and
therefore codes a cylinder of K,, (w), and as ¢mine < Ce; < € and cpind < Ce, < 0
we additionally have ¢2, §e < Ceye, < de. Recall that R® was the operator mapping
arrangements of words to the length of the associated image under S to the power s.
Therefore, applying R° to (1., H®(w)H’(ow)), we can express the number of cylinders
starting at a given vertex v by

o[ Do (PP (ow));
weV J (v,w)
Obviously these cylinders do not intersect but they do not quite form an ed-stopping
graph as some of the edges might have contraction rate cfnin&s < Cejey < CmindE.
However this does not present a problem as one needs to only avoid at most the last
branching to recover an ed-stopping graph. Note that the number of subbranches is
surely bounded and therefore there exists a constant ks, which is the inverse of this
maximal splitting bound, such that we have an e§-stopping graph that may not be

maximal, hence giving rise to the inequality (3.4.7).

Now given any € > & > 0 there exists unique ¢ € N and 1 > & > ¢ such that
= £%¢. One can easily generalise equation (3.4.7), using above argument, to show
that

S aPkw); | =k Y | S PLwPYow) . PYot )

weV 7 weV J (v,w)

(3.4.8)

(v,w)



3.4. PROOFS 47

The relationship between the expression above and the exponent € can be found by
an argument akin to that in the proof of Fekete’s Lemma, see [PS, §1 Problem 98]
and Theorem 1.4.2. Consider

log Syey (S5 (1P8@))) - Toa Suey (X, (1PLe(w);)
—logd - —qloge — log&

(v,w)

1/q
10g ks + log (Zwev (ZJ(]IP(E)(W)PS(UW) T Pg (aqw))j) (v,w))
—loge — (1/q)logé .

Thus for every € > 0, assuming almost sure convergence and stochastically strongly
connected graphs,

>

log > ev (2 ]ng(W))(v)w) > lim log ks + log ¥(0, ¢) -

. log ¥ (0, ¢)
lim inf up ————=
50 —logé e—0 —loge e>0 —loge

)

holding almost surely. For the upper bound simply note that, almost surely,

L) D (X 1PS(@)) () oy 02 2(0.0)
bs0 —logé =5 —logd

Therefore, almost surely,

log 3 ev (2 HPS(W))(U,U,) L sup log w(0,¢)

d — 0.
—logd T —loge >0
Due to (3.4.6) we get the required almost sure result:
log ¥ (0
dimy K, () = sup 252 00),
e>0 IOg €
O
3.4.5 Proof of Theorem 3.2.21
While the construction introduced in Section 3.2.3 with norm |||.|| makes sense in

establishing the box counting dimension of RGDS attractors where we wanted all
cylinders of diameter comparable to some € > 0, we can also rewrite the system as
a finite graph directed system. We employ this idea here to find the lower bound to
the Hausdorff dimension of K, .(w) by constructing a measure on cylinders obtained
in this finite fashion. Since K, (w) C K,(w), the Hausdorff dimension for the ap-
proximation will give a lower bound for the Hausdorff dimension of K,(w). We use
the |[|.[ll;,1) seminorm defined in (3.2.3) on finite matrices with matrix entries.

Consider the system given by the states Ay, Ha, H3, ..., Hy, (c), Where kpax(e)
is the maximal length of column specified by ¢, see Section 3.2.3. The corresponding
graph is shown in Figure 3.3. We record words in either the active (A7) or a holding
state (H;) as a kpax(g)-vector with matrix entries and the action given from the active
state by right multiplication of C.(w) and W3(w) = R*C.(w), where

Mm@, ) m(w,€) oMb (@)1 (W1 E) My () (W5 E)
1., 0y (1P Oy

Cs((JJ) = 0@ 150 . Og Og

0@ Og “ee 150 Og
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m(w) c Ay

piw) C A

Figure 3.3: Graph for the finite model used in establishing the lower bound.

and ; y :
PIW,E) - Pi(@)-1@€) Pl (@:€)
) 1 . 0 0
Wi(w) =
0 . 1 0

We are now interested in analysing the cylinders given by the (finite) arrangement of
words D¥(w) and the norm of its Hutchinson-Moran matrix R¥D¥(w),

D¥(w) = 1.,C.(w)Ce(ow) ... Cc(c*1w)

and
BE(s) = AW (W) ... W2 W) -

We first show

Lemma 3.4.1. On a subset of Q0 with full measure we have, for all e > 0,

®_(s):= lim (B (s)* =1 if and only if ¥(s,e) = 1.

k—o0

Note that these two notions of pressure do not, in general, coincide for s when

®.(s) # L.

Proof. The procedure of picking the multiplications that are applied to the active
state A; is determined by the first kpyax(g) letters of w, where the individual entries
of w were chosen independently from A according to 7. However, one can without
loss of generality assume that the matrices picked are given by a stochastic process
that is Markov. To see this let A* be a new alphabet consisting of |A[Fmex(¢) elements.
These elements represent all the different strings one can have that determine the
matrices chosen. The full shift on  now induces a subshift of finite type on (A¥)N
and P gives a new Markov measure P* with appropriate transition probabilities. It is
a simple exercise to show that this subshift is also topologically mixing and we omit
it here.

The cylinders given by D¥(w) still exhaust all paths (compare with Lemma 3.2.11),
however they may no longer have comparable diameter. Given that it is a stopping
set we can find certain inclusions if we compare the arrangement of words of this
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finite model with the arrangement of words coming from the infinite construction.
Let Uk(¢) = H*(w)H?(ow) ... H* (0¥ 'w). Then

[(k+1)/1]+1

|| (1, U (W) €| | DEw) (3.4.9)

i=1

To see this inclusion we refer the reader back to Figure 3.2.3. The arrangement D¥ (w)
corresponds to taking the off-diagonal of entries that have been decided up to the kth
shift. The left hand side of (3.4.9) are exactly those words that were in state A; at
the (k — 1)th shift and are part of the same off-diagonals in Figure 3.2.3.

The diagonal must also intersect with an element that is within some uniform
constant ¢ > 0 of the maximal element on some level dy from [(k+ 1)/1] +1 to k,
giving the following inclusion:

k

| [DEw) < ] | | (e UL (w));-

i=|(k+1)/1]+1 jEN

Applying the operator R® we get the inequalities

[(k+1)/1]+1
Do i (@)l < DE(s) < Z D ollw(@)),lh - (3.4.10)
i=1 =|(k+1)/1]+1 jeN

k

<n Y ltw@.

i=[(k+1)/1)+1

Let my, refer to the level for which ¥, (s) = max;e (| (k+1)/1)+1,....k} Pi(s) and dj. be
as above, then (3.4.10) becomes

[(Tug, (@)1 < PE(s) < nkf|[Tum, (W)
1
T UL (s,2) < BL(s) <k (s,€)
k_l/k‘llf,’“(s,e)l/k < @’;(s)l/k < (nk)l/k\I/Z““(s,e)l/k.

Now assume s is such that ¥, (s,e) = 1 for all w € U, where U is a set of measure
one. Now,

lim sup ®F ()% < lim sup(nk)/* U™+ (s, )1/* < limsup k/F0m* (5, €)1/ mr =1
k k k

And similarly

lim inf F(s)V/F > lim inf kY Rwde (5, )t/ k > lim inf kY Rwde (s, )t/ de =

Thus ¥(s,e) =1 = ®.(s) = 1. To establish the other direction just note that if s is
such that W(s,e) < 1, then eventually ¥¥(s,e)1/* <1 g forallw €U and § > 0
and k large enough and so WX (s,¢) <1 — § for large enough k' > k. This gives

lim sup @ (s)/* < limsup kY0 (s, ¢)1/k
k k

< lim sup kl/k\llzu”’“ (s, 5)1/(lm"‘+l+1)
k

< (limsup kR0 (5, 2)/me)t/ (D) < 1,
k

A similar argument holds for ¥(s,e) > 1, finishing the proof. O

For t < spr . we can define a random mass distribution on K, ¢(w) by constructing
a Borel probability measure v on the cylinders described by D¥(w) that satisfies
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v(U) < C|UJt for some random, almost surely non-zero, constant C. We start by
defining the (diagonal) k-prefractal codings of K, .(w) for the vertex v by

l

Few)y= || || ]@,DEw))

weV \j=1 vw

Since the words of F}/(w) are in one to one correspondence with the cylinders gen-
erating the topology on K, (w) it suffices to define our required measure on those
(disjoint) cylinders only, as they generate the topology of K,(w) and this construc-
tion extends to a unique Borel probability measure v;. For every word w € Fj (w)
we can describe its ‘location’ relative to D¥(w) by a unique triple (z,y,z), where
z,y € V and z € {1,...,1}, such that w € [(1.,D¥(w))]s,. Let I be an arbitrary
word in F} (w), with coordinates (z,y, z). For any word we define the location matriz
as

V() fori=z,
(/5 otherwise;

for (V(I))jr =

V({I)); =
(VD) { @ otherwise.
We set for I € F}'(w),
193 (V(I)C(0*w)Ce(c*Hw) ... C.(oFH 1 w)) H\(l "
vo(I) = lim i .
Sy [ S (LW (@) Wi(ow) .. Wi(09-1w)),,

One can check that, almost surely, this limit exists. However as one can derive the
properties of ] by defining the measure in terms of lim inf or lim sup, we omit details.
It is easy to see that v is in fact a measure. Note that for I = & we get R°V(I) =0
and so v5(@) = 0. Obviously v5(I) > 0 and countable stability arises from the
construction being an additive set function, where

vi(I) = lim {st | J € F(w) and J C 1} .

Formally, for any countable collection of disjoint words (no word is a subword of any
other) | Jw; we get, assuming that w; € Fy (w) for some length k;,

[|93% (V(w;)Ce(c¥iw) ... Cc(cFiTe71w)) H|(1 N
vy ([w;]) = lim :
2 2 T W) Wi, ]
= lim 193 (L; V(wi)Ce(o*iw) ... Ce(o’“*q’lw))th,n
o [ S (W @) W1 1w)),,

+(u])

Notice that there exists a uniform constant C > 0 such that
(1% (1,C.(w)Ce(ow) ... Cc(09™w)) ||

{I for (j,k) = (x,y)

(3.4.11)

v,q2

v,q2

v,q2

|(1,1)

<C

vy (Kype(w)) = lim .
— n —
S [ S (W @)W (ow) . W (o1 1)),,
and we conclude that v; is a finite measure, and without loss of generality we rescale
such that v; = 1.

We observe that by virtue of the definition of the measure that there exists a
random variable CT(w) with E,, CT(w) < co such that

vi(I) < CCH(w)|I|* (3.4.12)

v,q2

as long as s < sy ¢, such that the denominator in (3.4.11) is almost surely increasing
exponentially in gq. Note that the existence of a Borel measure satisfying (3.4.12)
immediately implies that sg . is an almost sure lower bound by the mass distribution
principle, Theorem 1.7.6. O
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3.4.6 Proof of Theorem 3.2.23 and Corollary 3.2.24
3.4.6.1 Proof of Theorem 3.2.23

Let A > 0, Theorem 3.2.21 gives us a lower bound on the Hausdorff dimension of the
A-approximation sets K, x(w). In particular we have that dimy K, » = sg,x, where

lim ||| 1P} (w)... Py (o) = 1.

k—o0

Consider one of the Hutchinson-Moran sums in the matrix P‘;\H *(w). They are given

by
>
e€( Ef(w,N))
But since we have bounds on the size of ce, i.€. YA < ce < A we have
S < B e A

e€ (B (w.N)

and so
PiH’*(w) < )\SH~*P§(w).

Considering the matrices A*P9(w), dependent on s, one can apply the same strategy
as in Lemma 3.2.16 to prove that there exists a unique 0 < ¢\ < sg  such that

Jim [ 1A% P (@)X PG (0w) . AP (o) [ =1

We leave adapting the proof of Lemma 3.2.16 to the reader. Note that the t) defined
above gives an a.s. lower bound to dimy K, »(w). By linearity,

[ 1A PG (@)AP P (0w) ... AP PY (0" Lw)[[|* = (1A PY(w) ... P (o )| /"
=0 [[1PY(w) ... PY (o) ||

and so

PR 115 PO o (Cm ][
AT o —log A

But since limy_,o || 1P (w) . .. Pg(ok’lw)ml/k = ¥(0,\) we have, comparing with
equation (3.2.7), that

_ log ¥ (0,\)
AT log A
But ty — dimp K, (w) as A — 0 and so we can, for every § > 0, find a A\ approximation
such that, almost surely,

RBKU ) S dlmH Kv,s S dimH KU S RBKU.

Therefore dimy K, = dimp K, follows for almost all w € Q. O

3.4.6.2 Proof of Corollary 3.2.24

If our original graph satisfies the USSC, we can apply Lemma 3.2.20 and have that
K, (w) = K,(w) for all e > 0 and w € . Therefore sy 1 = sy and the almost sure
Hausdorff, packing and box counting dimensions are given by the unique s such that

lim [[[1P5€ ()P (ow) ... P5e (o w)|[| /" = 1.

k—o0
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But as € was chosen to be 1 we must necessarily have kpax(1) = 1 and P7° (w) reduces
to

P (w, 1) 0 0
0 pi°(ow, 1) 0
P (w) = 0 0 pi° (02w, 1)
But then
|1P3° (@)P5° (0w) ... PF (') [[| = 97 (w0, Dpi® (0w, 1) ... p5° (0¥ 0, 1) row

giving the required result upon noting that ||.|l.ow and ||.||1 are equivalent norms. O

3.4.7 Proof of Theorem 3.2.27

The proof of the lower bound is a relatively simple adaptation of the almost sure
lower bound proof due to Fraser, Miao and Troscheit [FMT], see also Chapter 6.

First note that B(e) (see Definition 3.2.26) is well-defined by Lemma 3.2.13 since
the Lyapunov exponent with respect to the |[.[|,,, norm exists almost surely. To see
that the joint spectral radius takes the same value recall that

1PY(w)...PYc* tw) = (PY(w)... Pg(ak_lw))l

and in general

1PY(c'w) ... PY(oFT71w) = (P2(w)... Pg(akflw))l .

However this implies that for almost every ¢ € Q
sup {|||]ng(w) .. Pg(gk*lw)m} = sup (PS(C) . Pg(akflg))l )
weN leN

The equality in (3.2.9) thus follows. Fix e > 0 and let §; € Q be such that
[[1P2(&) ... P2 &) ||| = sup [[1P2(w) ... P2c" w)]||.

It is easy to check with a standard Borel-Cantelli argument that the set
G = {w e ‘ 3{]@ ?il such that ji+1 > j'i + i, Wii+k; = ﬁi(ki)a for 1 < kz < Z}

has full measure: all finite words §; (in increasing order) are subwords of the infinite
word w with probability 1. However this is not the actual set that we have to consider.
This is because for every &; we also associate a row v; as having the maximal sum
that is relevant for the norm. Since we however need a result for every row sum to be
maximal we have to consider the family of words {£!}, where & = w"Vi¢;. However
this modification does not change the fact that the modified good set

G* = ﬂ {w e Q| H{ji}2, such that ji 1 > ji +14+ |w”",
veV

}

Wii+k; = fl(kl), for 1 S kl S 14+ |w”’”"

still has full measure.
Now assume for a contradiction that

~ log(B(e)).

s =dimg (K, (w)) < t:= log(e)

Let {w;} be any sequence of finite words such that the collection of subcylinders C(w;)
of [w;] is given by

Clw;) =w; ©w ™o || ||| |1, H (&).. . H (0" &)) :

J ! vi,J
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where w®? is a connecting word from vertex a to b, that exists because I is stochas-

tically strongly connected. This sequence of words exists for all w € G*, so almost
surely, and we consider the sequence of similitudes given by the (unique) mapping
S,! that takes the cylinder [w;] and maps it onto A. Consider furthermore the
sequence of sets Z; = Sy (K,(w)) N A. Since S, ! is a bi-Lipschitz map we have
dimg Z; < s and so by deﬁmtlon there exists a constant Ci(s*) > 0 such that
sup,ez No(B(z,R) N Z;) < Ci(s*)(R/r)*" forall 0 < 7 < R < oo and s < s*.
Specifically for s* satisfying s < s* < t there exists uniform constant C' such that
supez, Ny (B(z,R) N Z;) < C(R/r)*" and in particular that N,(Z;) < C*r=" for
some 0 < C* < oo not depending on ¢, by choosing R > |A|. Additionally, it is
easy to see that, for some ks > 0 independent of i and ¢ (¢f. (3.4.8) and preceding
paragraphs) and some &k > 0 related to the difference in length due to the connecting
word,
Nei(Z;) > kEL[|[1P2(&) ... P2(0" &) ||

Thus there exists C** such that

KL LPY(&) .. . P 1) ||| < e
SO
o5 Jog [(1/C)R[[IPL(E) - PE(0" &) ]
- —tloge
los (/e Vik||apeee) .. P )| )
- —loge

for all 7. However the term on the right converges to t — log(ks)/log(e) as i — oo.
Since € was arbitrary, letting ¢ — 0 we have the required contradiction that ¢t < s* < ¢.

To prove the upper bound note that since we are assuming the USSC, the ¢
approximation sets K, .(w) are all equal to the attractor K,(w) by Lemma 3.2.20.
We first show that for any z € R? the number of sets of diameter comparable to
€ > 0 intersecting the ball B(z,¢) is uniformly bounded. Let Z* = {z;} be the set of
words in 1., H®(w) whose image S,,(A) intersects B(z,€). Let ¢min > 0 be the least
contraction rate. We have

=] (ecmin)? = Z ECmin)” Z 1S2(A)|7 < |B(2,2¢)|" < (4e)%;
rEE* TE€E*
thus |Z*| < (4/cmin)? is bounded.

Now let r be such that 0 < r < € and define k, to be the unique integer such that
ghrtl < p < gfr. For each z € Z* the number of r-balls needed to cover S,(A) N
K, (w) is however bounded by Y"1 | (|[L1P2(&,) ... P2(0%7&, )| s)w,i» the maximal way
of covering the cylinder with cylinders of diameter e*~*! or less. Hence

sup )N r(B(z,8) N Ky ( I”*IZ (IMP2(Ek,) . .- PL™ &, )lls)o,i
ze K,y (w

< |E*||||]1P2 &) .- PUo™ &)
K1\ —(s+6) s+8
< O(ekrt1)=(+0) < ¢ (T)

for some constant C' > 0 for each § > 0 giving the required upper bound to the
Assouad dimension.

3.4.8 Proof of Theorem 3.3.5

Although we will not prove it here, there exists a nice expression for the Hausdorff
dimension of the random attractor.
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Lemma 3.4.2. Assume I' satisfies the USSC, then almost surely, conditioned on F,
being non-empty, dimy F,, = s, where sy, is the unique non-negative real satisfying

LleelEl(wl)e LleEIEn(wl)e
ps |E | ;B : : =1 (3.4.13)

LleenEl(wl) e .. l—lee E, (w1) €

n=n

Here ps refers to the spectral radius of a matriz.

Briefly, this can be shown by rewriting the Hutchinson-Moran sum of the kth
level as a martingale and a proof strategy almost identical to that of Theorem 15.1
in Falconer [F6]. Compare also with the results in the introduction of Olsen [O1].

Let K*¢(q) be the matrix of words that corresponds to the graph I'®(q) € I*“.
Since by Lemma 3.3.4 the attractor F; of the approximation is again an oco-variable
RGDS which furthermore satisfies the USSC, we can apply Theorem 3.4.2 and get
that dimy F; = s, where

ps [Bge (R+K"(q))] = lim [|[E%R=(K*(¢))]"|'/* = 1.

The second equality holds by Gelfand’s Theorem for any suitable matrix norm, such
as [|.[ly,p see for example Arveson [Ar, Theorem 1.7.3]. It can be shown that this
expectation is a decreasing, continuous function in s, . and there is a unique value
such that the expectation is equal to 1. The proof is almost identical to that of
Lemma 3.2.16 and we will omit it here. Now as F;; C F, we have that s;. < sy,
where s;, = dimpg F,,. We therefore conclude that

lim [|[E 9R°" (K= (¢))]"||'/* < 1.

k—o0
By an argument similar to that of Theorem 3.2.23, noting that the diameters of the
images are comparable to e, we get

Tim e[ [ERO(K ()] /% = e p, B (K*(9))) < 1,

and as N.(F,) < >,y (R°(K®))y,u we have EN.(F,) < Ce ", Let ¢,0 > 0 and

consider

E
> P{Ns(F,) = 60} < Z ﬂfﬁe) _cz = Shé — _C’ZCk9<oo

§=¢* keN
kEN keN keN
Now noting that for all & we have N¢x(F,) < Nex+1(F,) so by the Borel-Cantelli

Lemma with probability 0 the event Nj(F,) > §~(»*% happens infinitely often and
therefore, almost surely,

log N;(F, log 6= (sn+9)
lim sup Ogié() < lim sup 080 T Sp+ 6.
50 —logd 5§—0 —logé
But 6 > 0 was arbitrary, so almost surely dimpg F,, = dimpy F,,, as required. O

3.4.9 Proof of Theorem 3.3.6

The proof of Theorem 3.3.6 is very similar to that of Theorem 3.2.27 and we only
highlight the differences and sketch the rest of the proof. Let K~ = K¢ (¢max ), Where
(max 1s such that,

192K (g |

—maXH‘Q{OKE ‘H .
sup qcQ sup

Furthermore let R¢ be the arrangements of words in the row of K’ that is maximal
with respect to the row norm. Given any finite word w we can therefore construct a
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maximal k-subtree by appending the letters from R to w, if necessary by connecting
them with a connecting word which is bounded in length [. Therefore we can construct
a subtree of level k + [ such that, for some uniform constant C' > 0,

€

N (SzHA) > C||"°K ... K
~—

w
k times sup
Noticing that by Gelfand’s theorem,
1/k
RK ...K —ps(RK’) as k— oo,
——
k times sup

and that for every k we can find a sequence of words {w;} that has this maximal i 41
subtree splitting for almost every realisation ¢ € Q, we can apply the same argument
as in Theorem 3.2.27 to conclude that almost surely

log ps (ROK"
dimy Fy, > sup M.
>0  —loge

Assuming the USSC the upper bound follows immediately as ps(%oﬁa) is by defi-
nition the largest eigenvalue and hence greatest rate of expansion. The argument is
identical to Theorem 3.2.27 and is left to the reader. O






CHAPTER 4

The box-counting dimension of
random box-like carpets

4.1 Introduction

In this chapter we will determine the almost sure box-counting and packing dimension
of self-affine box-like carpets in the sense of Fraser [Frl]. One of the key elements of
our proofs are the results of the previous chapter, stating that self-similar 1-variable
and oo-variable random graph directed (RGDS) systems have equal Hausdorff and
box-counting dimension almost surely. This will become relevant as the projections
of random self-affine box-like sets onto the horizontal and vertical axes are attractors
of self-similar RGDSs.

This chapter is structured as follows; In Section 4.2 we introduce additional nota-
tion used in this chapter for 1-variable and oo-variable carpets. Section 4.3 contains
our results for random homogeneous (1-variable) attractors and Section 4.4 contains
our results for random recursive, or oo-variable, carpets. This is followed by some
examples in Section 4.5, while all proofs are contained in Section 4.6.

4.2 Notation and basic definitions

The self-affine sets we are considering were introduced by Fraser [Frl] and are known
as box-like self-affine carpets.

Definition 4.2.1. For a given i, let ff :R? = R? be of the form

i a{ 0 i [ uf
A= (5 ) () + ()

where 0 < ag <land0< bg <1, x = (x1,x2), and ug,vg € R are such that the unit
square A = [0,1]? is mapped into itself, that is f] (A) C A and

Qe {(ﬂ;l f1> ) (iol i01>}

If all maps ff € I; satisfy the criteria above we call the IFST; = {ff }ﬂll box-like.
If all IFSs I; € L are boz-like we call the RIFS (L, ) box-like.

We remark that the matrices Qf represent elements of the symmetry group of
isometries Dg such that f] maps the square onto rectangles that are still aligned with
the z and y axis.

The content of this chapter is based on The box dimension of random boz-like self-affine sets
by the author, see [T2].

o7
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Definition 4.2.2. Let (L, %) be boxz-like as above. If there exist at least two pairs
(i,7) and (k,1) with

@il V) e (S 4))

we call (L, ®) non-separated. Otherwise, we call (IL, ) separated.

We note that this differs from [Frl] by only requiring one of the IFSs in I; € L to
have one map with a differing diagonal structure. This is the appropriate analogue
to consider in the random setting as every IFS is chosen infinitely often with full
probability, providing the necessary ‘mixing’ of projections.

Results in dimension theory usually require some assumptions on the level of
overlap. We introduce the random analogue of the condition introduced by Feng and
Wang [FW].

Definition 4.2.3. Let (L,7) be a box-like RIFS. We say that (L,T) satisfies the
uniform open rectangle condition (UORC), if we have, for every i € A,

7 (A)mff (A) 40 = k=j
Here A = (0,1)2 is the open unit square.

To each map fij we associate a unique symbol ez to enable us to code points in the
random attractor. We adopt the notation of arrangement of words to write sets of
codings succinctly. We set GF = {e! |i € A,1 < j < #I;} and call G = {@,e0} UGF
the prime arrangements. The set of all finite combinations of elements of G and
operations Ll and © is called J*. Using distributivity 3 = (3*,U,®) is the non-
commutative free semi-ring with ‘addition’ LI and ‘multiplication’ ® and generator
GF and 1 is called the semiring of arrangements of words.

Again, we use the convention to ‘multiply out’ arrangements of words and write
them as elements of J°. We omit brackets, where appropriate, replace ® by concate-
nation to simplify notation, and for each arrangement of words ¢ write @; € ¢ to refer
to the subarrangements ¢ that do not contain L and are thus elements of ¢ € J°.

Definition 4.2.4. Given an arrangement of words ¢ and a compact set K € K(Rz),
we define f(¢p, K) recursively to be the compact set satisfying:

[(o1, K)U f(¢2, K), if ¢ = d1 U o5

f(¢1, f¢2, K)), if ¢ =¢10 p2;
f(¢. K) =< f(K), if b =el;

K, if ¢ = €o;

a, ifp=0.

To each TFS we associate an arrangement of words.

Definition 4.2.5. Let W; be the arrangement of words that are the letters coding the
maps of the IFS 1;,
W; :e}Ue?u-nl_lezﬂi.

This representation now allows us to define sets involving the IFSs recursively by

right multiplication of W; to existing codings.

4.2.1 Projections

Our results depend on the box-counting dimensions of the orthogonal projections
onto the x and y axes. We write II, and II, to denote these projections, respectively:

I, : R> 5 R, where II, ((zl,zz)T) =2z, and
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II, : R? 5 R, where 11, ((Zl,ZQ)T) = 29.

For e € 19, let

anm(e) = max [[I.(f(e,A))| and ap(e) = min [IL(f(e,A))]
ze{z,y} ze{z,y}

be the length of the longest and shortest edge, respectively, of the rectangle f(e, A).
We define s(e, F') to be the upper box-counting dimension of the projection of the
random set F' onto the line parallel to the longest side of f(e, A), that is
s(e. F) = {dnanxF), if 1L, (f (e, A))] 2 Iy (f(e, A))];
' dimp(II,F), otherwise.

Analogously, let s(e, F') be the lower box-counting dimension of the projection of F.
If the box-counting dimension exists we write s(e, F') for the common value. Let
$%(F) = dimp(II,F) and 3¥(F) = diirnB(HyF), with s*(F), s¥(F), s*(F), and sY(F)
defined analogously. We will write II. to denote the projection, Il or II,, parallel to
the long side of the rectangle f(e, A), choosing arbitrarily if they are equal.

4.3 Results for 1-variable self-affine carpets

Let Q = AN be the set of all (infinite) sequences with entries in A and let P be the
Bernoulli probability measure on §2 induced by 7.

We now define the random set we are investigating in this section. In fact we
associate a set F, to every w € AN. Choosing w randomly according to P gives us
the random attractor F,,.

Definition 4.3.1. The k-level coding with respect to realisation w € AV is
Ck=w, oW,o oW, (keN) and C° =c¢.

The arrangement of all finite codings C}, is defined by
o0 .
c,=||ci.
i=0

Recall that U represents addition in the semiring 3.

Definition 4.3.2. The k-level prefractal F* and the 1-variable random box-like self-
affine carpet F,, are

Ff f(CL]f)’A): U f(eaA)CR2

ecCk

and

F,= () fcha) = U fle,a) cR?,
k=1

k=1eecCk
where A = [0,1]%.

For reasons of non-triviality we assume that each IFS in L. has at least one map,
with at least one IFS containing two maps. This guarantees that F,, is almost surely
not a singleton.
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Figure 4.1: Three random realisations using the maps in Figure 2.1.

We define a singular value function for each realisation w € AN.

Definition 4.3.3. Let e € 29, we define the upper (random) modified singular value

function by
S

O,(e) = ang ()5 Ty, (e) 5@ ),

Let @Z(s) be the sum of the modified singular values over all k-level words,

Ty(s)= Y dnle)

ecCk

We let ¥° () and U (s) be the lower modified singular value function and its sum,
defined analogously.

We will now introduce the last component, the pressure, which relates to the
topological pressure of the associated dynamical system.

Definition 4.3.4. Let s € Rg, the upper s-pressure for realisation w € AN is given
by

_ — —k O\ ME

P, (s) = limg_ 00 (\Ilw(s)) .

The lower pressure P, is defined analogously.

Lemma 4.3.5. There exists a function P(s) : Ra' — Ra', the s-pressure, such that
P,(s) = P,(s) = P(s) for P-almost every w € Q. Further, P(s) is continuous and

L w
strictly decreasing and there exists a unique sg € Ra' satisfying,

P(sp) = 1. (4.3.1)

Again we note that we are taking the liberty of calling P pressure even though
it is more appropriately the exponential of pressure. Section 4.6 contains the proof
of above lemma and our main result for the box-counting dimension of 1-variable
random box-like self-affine carpets.

Theorem 4.3.6. Let (L, ) be a boz-like self-affine RIFS that satisfies the UORC.
Let F,, be the associated 1-variable random box-like self-affine carpet. Then

dimB Fw =SB, (432)
for almost every w € AN, where sp is the unique solution to P(sg) = 1.

Applying Lemma 4.6.7, we get the following corollary.

Corollary 4.3.7. Let (L, 7T) be a boz-like self-affine RIFS that satisfies the UORC
and is of the separated type, with apr(e) = |, f(e, A)| for alle € I; € L. Let F,, be

the associated 1-variable random box-like carpet. Then Ei is (stochastically) additive
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and the box-counting dimension of F,, is almost surely given by the unique sp such
that,

expE | log Z o) | =1 (4.3.3)
eEle

Introducing further conditions, we can express the box-counting dimension in
terms of the individual attractors. The following corollary to Corollary 4.3.7 ex-
tends the box-counting dimension result from Gui and Li [GL1] which states that
for 1-variable Bedford-McMullen carpets with subdivisions n, m the almost sure box-
counting dimension is the mean of the box-counting dimensions of the corresponding
deterministic attractors.

Corollary 4.3.8. Let (L,7) be a box-like self-affine RIFS that satisfies the UORC
and is of the separated type, with ay(e) = |, f(e,A)| for alle € I; € L. Let F,,
be the associated 1-variable random boxz-like carpet and write i = (i,4,i,...) € AN,
Assume further that

1. there exists n € (0,1) s.t. aum(e) =n for alle € I; and i € A,
2. s%(Fy,) = > ;cp mis™(Fy) almost surely,

3. and the following equality holds:

E | log Z an(e)® ) | =K | log Z anr(e)® Fen)
eeWy, e€EWy,

Then, almost surely,
dimg F,, = Z midimp F; = E(dimp F,,). (4.3.4)
€A

Proof. First note that s*(F,,) is constant almost surely. We denote this value by s*
and note from (4.3.3),

1=expE | log Z anr(e)® am(e)2 ="
eeWy,

=expE | log [ n*2—*" Z anr(e)®”
eeWy,

So

n*SB — n—sw (Z OlM(e)S$> ( Z OCM(@)SI>

ecW eceWn

but n=%" = n~ Liea ™5 (F1) almost surely and hence, almost surely,

Nt = (Z (OéM(e)/ﬁ)Sz(Fl)> ( > (OfM(e)/TI)SZ(F”)>

eeWy eeWn

and

Pien Ti108 (Ceew, (anr(e)/m)* )
—logn :
Thus sp is the weighted average of dimpg F;. N

Sp —
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On first glance these conditions seem very restrictive. However, note that 1-
variable Bedford-McMullen carpets sharing the same n,m grid subdivision satisfy
these conditions (the Gui-Li case). Briefly, this is because

— log(number of non-empty columns)

s*(F;) =

€A
= log( column width) (i€ ),

and

— log(geometric mean of the number of non-empty columns)

s°(F,) = (a.s.).

log( column width)
Further, these conditions are satisfied for much more general separated box-like self-
affine RIFS (such as the Lalley-Gatzouras type) if all the individual attractors’ pro-
jection onto the horizontal have the same box-counting dimension and they contract
equally in the direction parallel to the vertical.

Note however, that letting a,,(e) = n; for every e € W; is no longer sufficient
for the dimension to be the mean of the individual dimensions as Example 4.5.1 in
Section 4.5 shows. Another interesting consequence of Theorem 4.3.6 is the following
corollary for RIFSs such that the modified singular value function is not stochastically
additive.

Corollary 4.3.9. Let (L,7) be a box-like self-affine RIFS that satisfies the UORC
such that @Z(e) 1s not stochastically additive. Let F,, be the associated 1-variable
random box-like carpet. Then the almost sure box-counting dimension of the attractor
can drop below the least box-counting dimension of the individual attractors, that is
there exists (L, ) such that, almost surely,

dimp F,, < mindimp F;
ieA -

Proof. See Example 4.5.2 in Section 4.5. O

Of course, in light of Theorem 1.7.8, the box-counting dimension can be replaced
by the packing dimension in all the preceding results.

We end this section by commenting that if s* = s¥ =1 a.s. the modified singular
value function coincides with the singular value function and dimpg F,, coincides with
the natural affinity dimension. For the separated case with greatest contraction in the
vertical direction it is sufficient to have s* = 1. Conversely, if s7,s¥ < 1 the almost
sure box-counting dimension (and therefore the almost sure Hausdorfl dimension) of
F,, will be strictly less than the associated affinity dimension.

4.4 Results for oco-variable box-like carpets

In this section we define an infinite code tree and define the oco-variable attractor
of a finite random iterated function system (L,7). We set ks = max;ea #1I; and
consider the rooted ks-ary tree. Each node in this tree we label with a single i € A,
chosen independently, according to probability vector @. We denote the space of
all possible labellings of the tree by 7 and refer to individual realisations picked
according to the induced probability measure, described below, by 7 € T. In this full
tree we address vertices by which branch was taken; if v is a node at level & we write
v = (v1,vV2,...,0), with v; € {1,...,ks} and root node v = (.). The levels of the
tree are then:

{()}7 {(1)’ (2)7 ttt (ks)}’ {(17 1)7 (1’2)7 ttt (17k3)’ (27 1)’ Tt (k57k8)}’ tet s

We write 7(v) € A to denote the random letter for node v and realisation 7. Given
a node v we define 0”7 to be the full subtree starting at vertex v, with o7 = 7.
There exists a natural measure P on the collection of trees, induced by 7 which we
now describe. Let [7] be the collection of trees k such that 7(v) = k(v) for all nodes
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v in levels up to k. Similarly to the 1-variable setting we refer to this as a cylinder
and note that it generates the topology of 7. The measure P is then the unique
measure on T such that P([7]) = Wf(l’k’r)wg(z’k’ﬂ T where p(i, k,7) is the
number of choices of letter i € A for all nodes up to level k in realisation 7.

We note that in this section we relax the requirement that every IFS I; must
contain at least one map, with a single IFS consisting of two maps. We now allow
an IFS to have no maps, i.e. W; = & with positive probability, but we require a

non-extinction condition.

Definition 4.4.1. We call the RIFS (L, @) non-extinguishing if

ieA
This implies that there exists positive probability that the associated attractor (de-
fined below) is non-empty. We will later state results ‘conditioned on non-extinction’
by which we mean ‘with respect to the (normalised) measure P restricted on the set
of non-extinction’.
Allowing for extinction we have to extend the definition of the modified singular
value function.

Definition 4.4.2. Let e € 3%, we define the upper (random) modified singular value
function as

o [ a0 ez o
0, otherwise.

Again, yi (e) and 2 (e) are defined analogously.

Recall that eg is the letter representing the map fij € I;. For each full tree 7
that is randomly labelled by entries in A, we associate another rooted labelled k,-ary
tree T, where each node is labelled by an arrangement of words that describes the
‘coding’ of the associated cylinder.

Definition 4.4.3. Let T, be a labelled tree, we write T, (v) for the label of node v
of the tree T. The coding tree T, is then defined inductively:

T.((.) =€ and Tr(v) = T ((v1,...,0%)) = Tr((v1y...,05-1)) © ez’z

or 1 <wp < #L.(p, .y and % = @ otherwise. This ‘deletes’ this subbranch as
(vk—1) 7(vk—1)
& annihilates under multiplication.

We refer to the arrangement of all labels at the k-th level by

Tiz |_| TT((Ula"'7vk))'

V1,..+,Vk

Vk—1)

We remark that the resulting tree will almost surely, when conditioned on non-
extinction, have an exponentially increasing number of vertices at level k as k in-
creases. We can now define the random recursive, or co-variable, box-like self-affine
carpet.

Definition 4.4.4. Let (L, %) be a boz-like self-affine RIFS and 7 € T. The oo-
variable box-like self-affine carpet F is the compact set satisfying

k=1

We note that setting up the RIFS appropriately this models reduces to self-affine
fractal percolation.

We write s* and sY for the almost sure box-counting dimension of the projections
of F. onto the horizontal and vertical axes. In this case the projections are oo-
variable RIFSs or random graph directed systems (RGDSs) in the sense of [T1] (see
Definition 4.6.1 below) and in the non-separated case s* = s¥ almost surely.
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Theorem 4.4.5. Let (L, T) be a boz-like self-affine RIFS that satisfies the UORC and
18 non-extinguishing. Let F; be the associated co-variable random self-affine boz-like
carpet. The box-counting dimension of F,, conditioned on non-extinction, is almost
surely given by the unique sp satisfying

1/k

E Z 027 (e) —1ask — 0. (4.4.1)
ecTk

Corollary 4.4.6. Let (L, ) be a boz-like self-affine RIFS that satisfies the UORC and
is non-extinguishing. Let F, be the associated oco-variable mndom self-affine box-like
carpet. If the modified singular value function is additive, i.e. ¢ (e@g) = wt (e)wi (9),
we have, conditioned on non-extinction, dimp F,, = sp almost surely, where

E (Z wiB(e)> =1. (4.4.2)

ecl;

Similarly to the 1-variable RIFSs we can get a dimension drop for oo-variable
carpets.

Corollary 4.4.7. Let (L, 7) be a boz-like self-affine RIF'S that satisfies the UORC but
does not have an additive modified singular value function. Let F, be the co-variable
attractor associated with (IL, 7). Then the almost sure box-counting dimension of the
attractor can drop below the least box-counting dimension of the individual attractors,
that is there exists (L, ) such that, almost surely,

dimg F. < mindimp F;
i€EA -
Proof. See Example 4.5.2 in Section 4.5. O

Interestingly, if the modified singular value function is additive, the sequence of
sums over the singular value function forms an .#? bounded martingale, allowing us
to give an alternative proof of Corollary 4.4.6.

Theorem 4.4.8. Let (L, ©) be a boz-like self-affine RIFS that satisfies the UORC and
is non-extinguishing. Assume that the modified singular value function is additive,
e.g. if apy(e®g) = an(e)an(g). Then

oo

PR

£ET? k=1
is an L2 bounded martingale.

Corollary 4.4.6 then follows by an application of the martingale convergence the-
orem.

Again, we appeal to Theorem 1.7.8, and note that the box-counting dimension
can be replaced by the packing dimension in all the results in this section.

Finally, we remark that the the box-counting dimension of oco-variable attractors
is always an upper bound to the box-counting dimension of 1-variable attractors.
When 4 is additive this can be easily seen by Jensen’s Inequality (Proposition 1.2.9),
noting that (4.3.3) is a geometric and (4.4.2) an arithmetic average.

4.5 Examples

‘We now use our results to compute the box-counting dimension of some simple random
self-affine sets.
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_

Figure 4.2: The two iterated functions systems used in Example 4.5.1. The IFS I is
to the left and I, is to the right.

H
|

H

Figure 4.3: The two iterated functions systems used in Example 4.5.2 (left and middle)
and the first two iterations, choosing first I; then Is, which is self-similar.

4.5.1 Example

Let I; be the IFS for a Bedford-McMullen carpet F; with subdivision n; = 2 and
my = 3, consisting of two maps; one maps the unit square to a rectangle in the left
column and one maps the unit square into a rectangle of the right column. Take Iy to
be the IFS for a Bedford-McMullen carpet Fy with subdivision ny = 2 and mg = 4,
consisting of three maps, two mapping into the left column and one mapping into the
right column, see Figure 4.2. Note that for both IFSs the box-counting dimension of
the projection onto the horizontal is 1 and consider the 1-variable box-like self-affine
carpet associated with L = {I;, I} and 7 = {1/2,1/2}.

The modified singular value function takes the value 1{ = (1/2)(1/3)!"! for all
elements e € I; and ¢§ = (1/2)(1/4)"~" for all e € T. Solving Y . ¥} = 1 and
ZSGHZ Yt =1 for t we get dimp F; = 1 and dimp F» = log6/log4. However, as
P is the (1/2,1/2)-Bernoulli measure, substituting into (4.3.3) and solving for sp
we get that, almost surely, dimp F,, = log 18/log 12 and since log 18/log12 > (1 +
log6/log4)/2 equation (4.3.4) fails even in the simple setting of Bedford-McMullen
carpets with mixed subdivisions.

4.5.2 Example

Let I; be the IF'S for a Bedford-McMullen carpet as in the previous example and let Iy
be another Bedford-McMullen carpet but with major contraction in the horizontal,
see Figure 4.3. Note that the periodic word @ = (1,2,1,2,...) describes a self-
similar set with Hausdorff and box-counting dimension log4/log6. It is easy to
check that the individual Bedford-McMullen carpets have box-counting dimension
1. Again, I = {I;,I5} is of separated type, but has a non-additive modified singular
value function. We can calculate the box-counting dimension for the 1-variable model
explicitly, assuming the (1/2, 1/2)-Bernoulli measure. First note that both projections
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of the attractor have, by symmetry, the same dimension s,, which is the unique real
satisfying

expElog Y Lip(Il, f(e, K))™ = (2(1/2)*2(1/3)*)"/? = 1,
eeWy,

and so, almost surely, s, = log4/log6. The box-counting dimension of the carpet
then becomes the unique ¢ satisfying

log4/log 6 t—log4/log6 1/n
(2" (2_k(”’)3k(")_") (Qk(")_"3_k(")) ) —1 a.s.asn— oo,

where k(n) is maximum number of 1s or 2s in a randomly picked string {1,2}".
Since k/n — 1/2 a.s. we deduce t = log4/log 6 and, almost surely, the box-counting
dimension of the 1-variable carpet agrees with that of the periodic word w and is
strictly less than the box-dimensions of the individual attractors.

Taking the same Iy, Iy and @ = {1/2,1/2} but the oo-variable construction, we
can calculate the almost sure box-counting dimension of the projection of the carpet
to be the unique s, satisfying

E Y Lip(ILf(e, K))'» =27 +37% = 1.
e€Wy,

For tree levels that are odd, the maximal singular value aj; cannot equal the lower
singular value a,,,. We can explicitly state the expectation of the 2k + 1 level sum of
the modified singular value function for k& € Ny by noting that for a binary tree of
level 2k + 1 with two choices of labels per node there are 212224, 2207
92+ 422 92”1 hgices of trees and thus 227 22° 7 -1 = 92421
932" ~1 oqually likely paths. These paths correspond to all values of 203 al 58
we want to sum up. Notice that ap; = 27377 and a,,, = 27737 for some i > j at
level k = i + j. Thus for subtrees the new singular values can only be 27#~1377 if
i=7j,and 2771377 or 2737771 otherwise. Therefore the number of choices for i at

level 2k + 1 must be
(Qk + 1> 92k+1_1
. 2
)

for k+1 <1i<2k+ 1. We can now state the expectation at level 2k + 1,

2k+1
—t 1 awv1_4 (2k +1
E Z ¢T(€) = 92711 Z 2? 1< i )

ecT2kH1 i=k+1

. 2(2—i3—(2k+1—i))8p (2—(2k+1—i)3—i)t—sp

L2k 1 (3 3 e ik (2)"
=23 (7)) (5 2 2
i=k+1 ¢ 2 2 3
_ g1tk (2)5p(2k+1) 25451 <2k+1> <3>i(2spt)
3 ‘ i 5
i=k+1
92 sp(2k+1) 3 (2sp—t) 2k+1
< ol-tk+1) [ 2 14 (3 |
3 2

Let € > 0 and set t = s, + ¢, then

3\ /3 ¢ 2k+1
< gl-c(ki1)3-5, (kD) (1 . () () )
- 2 2
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oy 2k+1
_ 2176(2]€+1)378P(2k)+1) <1 + (3*5,, o 1) (3> >
2

—0 ask— oo.

Therefore the box-counting dimension sp of the attractor satisfies s, < sp <s, +¢
and so sp = s,. Again this is a dimension drop when compared to the original
attractors.

4.6 Proofs

This section is divided into two parts; we prove the results of Section 4.3 in the
first, followed by the proofs for Section 4.4. First, however, we recall the definition
of random graph directed systems introduced in the preceding chapter and alter
it slightly to fit in with the notation used in this chapter. We then state and prove
Lemmas 4.6.5 and 4.6.6, which apply to both 1-variable and oco-variable constructions.

Definition 4.6.1. Let T = {I'(1),...,T'(N)} be a finite collection of directed graphs
with edge sets E(i), 1 <i < N and common vertex set V. ={1,..., M}. Associate to
each graph a probability m; > 0 such that Y m; = 1. We represent each edge e € E(i)
by a unique prime arrangement of words e € G¥ that codes an associated contraction
fe. Forv,w € V write ,E,, (i) = e; U---U ey, where the edges associated with the
prime arrangements ey, € E(i) have initial vertex v and terminal vertex w. We set
oEy (i) = @ if no such edge exists. Let

Ey(i) 1Ey() . 1 Enli)
E(i) = 2B (1) 1B ()
wE) wE() o aEa()

and 1, be a vector of length M such that (1,)r, = &0 if k = v and (1) = @ otherwise.

Matrix multiplication x and addition U for such n by n matrices M and N, and
vectors v of dimension n is defined in the natural way:

(MxN);;=| |[Mir©Ngj), (MUN);; =M, ;UN,;, (4.6.1)
k=1

n
VXM |_|Uk®Mkz
k=1

Definition 4.6.2. Let

Eiw) = || (LE@w)Ews).. Ew)),

1<j<M

be the k-level sets for vertex i € {1,...,N}. The 1-variable random graph directed
self similar set K, (w) associated to v € V' and realisation w € AN is given by

w) = (] fEw), A
k>0

The oo-variable random graph directed system is defined analogously to co-variable
RIF'S (see Definitions 4.4.3 and 4.4.4), replacing ei’z‘vk_l) by an appropriately chosen

matriz E(i) and taking the sum of arrangements over the v-th column.
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Definition 4.6.3. Let I' = {I'; };ien be a finite collection of graphs, sharing the same
vertex set V.

4.6.3.a We say that the collection I' is a non-trivial collection of graphs if for every
i€ AN and v €V we have

|| oBu() # 2.

weV

Furthermore we require that there exist ey € E(i) and e € E(j) such that

fel # fez'

4.6.3.b If for every v,w € V there exists w”™ € A* such that ,E,, (w"") # & and
P([w¥*]) > 0, we call T' stochastically strongly connected.

4.6.3.c We call the Random Graph Directed System (RGDS) associated with T'
a contracting self-similar RGDS if for every e € E(i), fe is a contracting
stmalitude.

Condition 4.6.4. Let T' = {T';};,ca be a finite collection of graphs, sharing the same
vertex set V. We say that the collection T' is a non-trivial surviving collection of
graphs if for every v € V we have E(#{e € ,E(w1),, | w € V}) > 1. Furthermore we
require that there exist ey € E(i) and ea € E(j) such that fe, # fe,-

Condition 4.6.4 is similar to a RIFS being non-extinguishing (Definition 4.4.1),
guaranteeing the existence of a positive probability that K,(w) # &.

Lemma 4.6.5. Let (L,7) be a box-like self-affine RIFS with associated 1-variable
(co-variable) carpet F,, (F;). The projections I, (F,,) and I1,(F,,), and II,(F;) and
I, (F:) are, in the separated case, random self-similar and, in the non-separated
case, random graph-directed self-similar sets (RGDS) as above. The 1-variable RGDS
satisfies all conditions in Definition 4.6.3 (assuming every IFS has at least one map,
with at least one IFS having two maps) and the oco-variable RGDS (assuming it is
non-extinguishing) satisfies all conditions in Definition 4.6.8 with Condition 4.6.4
replacing 4.6.3.a.

Proof. We prove the 1l-variable case where (L, 7) is a 1-variable box-like self-affine
RIFS. Assume that (L, 7) is separated; without loss of generality (considering all
possible concatenations of two f/ if necessary) for every ¢ € A and j € I; the matrix

Q’ does not have off-diagonal entries and for some @’ ,Zf € R\{0} each map f/ can
be rewritten as

F(x) = (aOJ 5) x4 (zj) _ (4.6.2)

K2 3

We define the two induced maps ﬁxff :R — R and ﬁyff :R — R by
ﬁxff(z) = HmofijoH;l(z) = 6gz+ug and f[yff(z) = HyofijoH;l(z) :/l;gz+vf.
For every e € C¥

ﬁzfe:H:rofmOfe2o"'ofe‘e|OH;1
zﬂxofeloH;lonofezo...onfe‘ElOH;1

= (ﬁxfa) © (ﬁxfez) ©--0 (ﬁque\)a

where f.(z) = f(e,x). So the attractor K, of the iterated function system L* =
{I7}ien, with IF = {ﬁiff}JeL satisfies Ky, = Il F,,. A similar argument holds for
the projection onto the vertical axis and thus the projections of F,, onto the z and
y axes are the attractors of the RIFSs IL* and LY. Finally note that the projections
are similitudes and hence the projections of F,, onto the horizontal and vertical axes
are self-similar RIFS.
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The argument for the graph directed construction in the non-separated case is
similar. For each ¢ € A we define a graph T';, where all graphs T' = {I'y,...,T'x}
share the same vertex set V = {V},,V, }. We define a new set of prime arrangements
G*F = {e7; | z € {x,y}} for the RGDS, where for every €] we obtain two new unique

words: €7 ; and ei{j. Let fij be of the same form as (4.6.2), we define
flef,2) = HzofijoH;l(z) = Engruz and f(ezy’j,z) = HyofijoH;l(z) :3§z+vf.

For fij that map vertical lines to horizontal and vice versa, i.e. are of form
j 0 a !
fl(x) = (35 0) X + (v{) , (4.6.3)

f(efﬁj,z) = HyofijoH;l(z) :Egz—i—vzj and f(eij,z) = HmofijoH;l(z) :a{z—l—ug.

we define

Fix i € A. We define, for all v,w € V the edge set ,E,, (i) by
v, By, (1) = U{eij | 7 is of form (4.6.2)},

v, By, (i) = Ll{e?vj | f7 is of form (4.6.2)},
v, By, (i) = I_l{eﬁj | f7is of form (4.6.3)},

v. By, (i) = I_l{ezj | f7is of form (4.6.3)}.

It remains to check that II,F,, = Ky, (w) and II,F, = Ky, (w), for which it is
sufficient to show that, given any finite arrangement of words in e € C},

I, f(e,A) = f(e*,[0,1]) and II,f(e,A) = f(e¥,[0,1]) (4.6.4)

is satisfied, where e” and e¥ are the two induced paths, starting at V}, and V,,, respec-
tively.

If e = g, then e¥ = ¥ = ¢y and if ¢ = &, then ¢* = e = @ and in both
cases (4.6.4) holds trivially. Let w = w; ® -+ ® wy, € CF with w; = €] and write
w” and w? for the induced paths. Assume inductively that II, f(wa ® - -+ © wg, A) =
fl(we © - © wg)®, [0,1]) and II, f(we © -+ © wg, A) = f((w2 © -+ © wg)?, [0,1]).

Consider the map f/ and assume first it is of the form (4.6.2). The map f(w,.) can
be written as

<Zl> = (azHT Of(w2®"'®wk’(zl722)T) +ug>
I, o f(ws - O wg, (21,22) ") + v

( ?ﬁ-f<<w2@-~-@wk>m>+“g>
D f(wa ® - © wy), 22) + v

Analogously, if fZJ is of form (4.6.3),

(Z1> — <?)\z 11, o flwa®--- @wk7(21’22)'r) _’_ng>

Z2 67-Hzof(w2®---®wk,(zhzz)—r)+u§

= (3{'f((w2®“'®wk)y,zl) +Ug‘>
al - f((we ® - ®wg)®, 22) +ul

(3

(i)
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where we have used that w{ € v, By, (w1) and w{ € y, By, (w1) in (4.6.5). Therefore,
by induction on word length, II, F} = K{ (w) and II,Ft = K{, (w). We conclude
that II, F,, = Ky, (w) and II,F, = Ky, (w), where K;(w) is the 1-variable random
graph directed system of Definition 4.6.2, as all maps are similitudes.

Finally we check the conditions of Definition 4.6.3. Non-triviality arises from the
fact that p; > 0 for all i € A, each map f/ induces exactly one map starting at each
of the two vertices and that we assume at least two maps to be distinct. Lastly, the
stochastically strongly connected condition is satisfied since at least one of the maps
is separated and there exists at least one pair (4, j) such that horizontal get mapped
to vertical ones.

The result for the co-variable case is almost identical and left to the reader. [

The following lemma follows directly from Theorems 3.2.23 (1-variable) and 3.3.5
(co-variable).

Lemma 4.6.6. Let (IL,7) be a box-like self-affine RIFS s.t. every IFS has at least
one map, with at least one IF'S having two maps (it is non-extinguishing) and let F,,
(F;) be the associated 1-variable (co-variable carpet. Let e € CJ (e € T%) be the
level sets of Definition 4.3.1 (Definition 4.4.3). Then s(e, F,,) = s(e, F,,) (s(e, Fy) =
s(e, F;)) is constant almost surely and coincides with s* or s¥, the almost sure box-
counting dimension of the projection of F,, (F;) onto the horizontal or vertical azis,
respectively. If 1 is non-separated, then additionally s® = sY almost surely.

Basic dimensional properties give that the box-counting dimension of a set X is
bounded above by

So, almost surely the box-counting dimension for 1-variable and oo-variable box-like
carpets cannot exceed s” 4 s¥. In the proofs below we will however also consider the
parameter s for s > s* + s¥ to show that our results are exactly the unique values
sp such that (4.3.2) and (4.4.2) hold, rather than min{spg, s* + s¥}. Note that this
means that the modified singular value function must be subadditive, although not
strictly so.

4.6.1 Proofs for Section 4.3

The modified singular value function is in certain cases either stochastically subaddi-
tive, additive or superadditive. The proof shares many similarities with [Frl, Lemma
2.1], although differs in some points because s*(F,,) and s¥(F,,) do not surely coincide.

Lemma 4.6.7. Let e € C¥ and g € J* be such that e ® g € C¥,. Writing | = |e|
and Yy (€, 9), Ymin, Ymax for some quantities that will arise in the proof but are almost
surely equal to one, the following statements hold for all k > 0

1. Ift € [0,5%(F,) + 5Y(F,)] then

—t —t —t
ww(6®g) ’)’w((f,g)¢w(6)’l/)o.lw(g),
T (s) < B E)-SEIITE (T, (s). (4.6.6)

— max

IN

2. Ift > 5°(F,) +3Y(F,) then

—t —t
= ,yw<e’g)ww(e)walw(g)’
T (s) > AR IGE ()T ().

min

<
€
)
©
&

\YARLY,

An analogous result holds forﬁ and Q"f}
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Proof. We first prove the results concerning the modified singular value function and
deal with the separated case, which implies that ajs(e) can only take the values of
h(e)h(g) or w(e)w(g), where h(z) = [II,f(z,A)| and w(z) = |[II,f(2,A)| are the
height and width of the rectangle f(z, A). Without loss of generality we can assume
that h(e) > w(e) i.e. ap(e) = h(e).

We therefore have the following cases to check:

(i) an(g) = h(g) and thus ay (e ® g) = h(e)h(g),
(ii) am(g) = w(g) and ap(e® g) = h(e)h(g),
(iif) an(g) = w(g) and apn(e® g) = w(e)w(g).

In the separated case we define Ymin = Ymax = Yw(e,g) = 1 and we shall now treat
each of the cases above separately.

(1) We have
Dule0g) _ (he)h(g)) @I (w(e)w(g)))t 09 )
Vul@fTonnla) O Iule) O RIR(g) 0T Iblg) oo
e 1. o
(ii) We have
bule©g) _ (h(e)h(9)) ) (w(e)w(g)) > F)

T (Tlg) T Tw(e) T w(g) T R(g) 7 )

t—s*(F,)—sY(F,
_ (w(g)) (e _ 5 (F) =5 (F)
(9)

where r > 1.
(iii) We have

EL(GQQ) _ (w(e)w(g))® Fo) (h(e)h(g))t—5 (Fe)

T Oulg) | MOPFIw(e)f T Flu(g)™ LTh(g) = ()

t—s*(F,)—sY(F,
_ (hle) (Fo)=st(F) _ () S (R
w(e)

where 7 > 1.
The required cases then follow by letting ¢ take the appropriate values.

For the non-separated case we have s* = s%(F,,) = sY(F,) almost surely. Let

m(h _
0 (h) and ’Ymax:’ymilw

Ymin = min
€A h
hel; M(

Note that am,(e® g) > am(€)am(g). Equivalently a,,(e ® g) = c(e, g)am(e)an,(g) for
some c(e, g) > 1 and so we have for all w € AN,
ai(e ®g) = an(e® g) €O ) o (e @ g)t (09 F)
= (ap(e® g)am(e® g))g(ng,Fw)am(e o g)tfzg(e@g,Fw)
= (anr()anr(g)am(e)am(g)) @0 ) a,, (e © g) 2509 )
= (an(e)an(g)am(e)am(g)
(m(€)am(g)) > O9 ) (e, g)t 209 )

)
= c(e, )P COREIy (e, 9) i, ()i (9), (4.6.8)

g
g

~— ~—

3(e@g,Fu)
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for some ~,(e,g) € [’yrlsgg“gz(m)_gy(m)‘,%Igggq"‘gz(F“)_gy(F“”)q. The required in-

equalities follow again by letting ¢ take appropriate values. Note that, while v, (e, g) =
1 holds for all w € AN in the separated case, in the non-separated case the equality
holds only for w € &, where & is the full measure set on which s* and sY exist and
coincide (guaranteed to exist by Lemma 4.6.6 for RIFS of the non-separated type).
As it turns out this does not make a difference to the convergence of P.

We now move on to proving the inequalities involving @ffl(s). We have from (4.6.8)
for e € CF and g € C!, such that e ® g € CE™ and t € [0,5, + 5],

W= Y Yoy

e@geCkt!
—t —t —t
=Y D> U0 < DY Y e gty ()dn,(9)
ecCk gGClokw ecCk gEClakw

5% (F,)—3 7t A
< AEEDIFTED=SIEILL N4 (e) D> Weru(y)

k 1
ecCk gECokw

— DS ) S EDIGE (1)L, (1),

a;
The other inequality follows by a similar argument, again noting that

UHDIF ()= ()] — q

for all w € AN in the separated case and for all w € & in the non-separated case. [
Proof of Lemma 4.3.5. Let t € [0,5%(F,) +$Y(F,)], and consider log@’; (t). We first

=k . . . .
note that log ¥ (¢) is a (measurable) random variable. Since there exists ¢ > 0 such

that @i (z) > cfor all i and x € I;, we can write

inf

> inf
k k

—k
Elog W (t log c*
OgTW() i og ¢ =logc > —o0.

Hence the condition on bounded infimum is satisfied. Obviously the shift map o is
an invariant and ergodic transformation on = AN, and the subadditive defect is

log Uy (£) — log Wi (t) — log W, () < log y{EDIS" (F) =57 (1))
=0 (as.)

and therefore P (t) converges to some random variable ]3w almost surely by Propo-
sition 1.4.4. Using ergodicity of ¢ we can conclude that P, is almost surely constant

and so, almost surely,
—k
_ Elog ¥
P,(t) = li;]in exp (%f‘”) . (4.6.9)

The case for t > 5% (F,,)+3Y(F,,) follows by considering the stochastically subadditive

sequence of — log @Z and we will omit details here. We simply comment that @i = 0"
(a.s.) and so P (t) = P,(t) almost surely, and we denote this common, almost sure,
constant value by P(t). O

Lemma 4.6.8. The s-pressure P(s) is strictly decreasing and continuous in s, and
there exists unique sp such that P(sg) = 1.
Proof. Let o = mineer, jea um(€) and @ = maxeer, iep apr(e). We have for € > 0,
1/k
P(s+¢)=ess lim Z anr(e)¥@F)q,, (e)ste—s(e )

k—o0
ecCk
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1/k

<ess lim Z areap(e)¥ @ Fa,, (e)s 5 ) =a " P(s).

k—o0
ecCk
Similarly we can establish the lower bound to get
a®P(s) < P(s+¢) <aP(s).

It immediately follows that P is continuous and strictly decreasing. Furthermore,
letting € — oo we can see that P(s) — 0 as s — co. Finally consider

1/k
P(0) = ess klgl;o Z apg (e)g(e’Fw)am(e)*g(e’F“)
ecCk
1/k
> i = ; )
> ess kl;nolo EZCk 1 expE(log(#1;)) > 1

The last inequality follows by our assumption that at least one of our IFSs contains
two maps. We can therefore conclude that sp in (4.3.1) is unique, which concludes
the proof. O

To prove that sp is the almost sure box-counting dimension of F,, we first define
a useful stopping.

Definition 4.6.9. For 0 < 6 <1 we define the §-stopping:
=) ={e=e1...e) € C | am(e) <3 and am(eres...ei—1) > 5},

This is the collection of arrangements of words such that their associated rectangle
has shorter side comparable to 6, i.e. for e € =9,

ad < anp(e) <4 (4.6.10)

We can now prove the upper bound of (4.3.2).

Lemma 4.6.10. Let F,, be the attractor of a box-like self-affine random iterated
function system. Irrespective of overlaps, almost surely,

dimB Fw § SB.

Proof. For e € C7, define
Fw(e) = f(ev Fa\ﬂ\w)'

N.(F.,
1

Let € > 0 be arbitrary and let {U. ;};° ©) he a minimal e-cover of F,(e); then

Ne(Fuy(e))

el U Ues (4.6.11)
=1

=e
ec=g,

Recall that II. is the projection onto the axes parallel to the longest side of f(e, A).
Using 4.6.11 we get

Ne(Fo) < Z Ne(Fo(e)) = Z Ne(fle, Foier,)) = Z Ne(f(e MeFyel,)),

=€ =€ =€
e€EE, SIS ece=g,

since the rectangles have shortest length equal to € or less. Now notice that for € > 0
there exists C,, > 0 such that

C‘:lr—ﬁw(e)‘i‘E/Q < N,(II.E,) < er—gw(e)—E/Z’
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with 0 < C,, < oo holding almost surely. We thus get

—5(e,F el )—€/2
E o w
NE(Fw) < Z Ns/OéM(e)((HeFU‘E“*’)) <G Z (O‘M(e)) ,

=e =€
ec=g) ecEg,

and as ag < ayy,(e) for all e € ¢, we deduce, for C* = o~ (sB+e),

N.(F,) < C,, (aZie)>SB+E Z <a;(e)>—s(e,F”,ew)_s/2

e€EE,
< ng—(sg+a)5—(33+6) Z aM(6)§(e,Fw)+5/2am(e)sB—i-sE—E(e,Fw)—e/Z
e€EE
< CwC*E_(SB+E) Z OéM(6)§(67F‘”)+8/2am(G)SB+E_§(€’F“)_E/2

=&
ec=g,

S ch*é.*(SB*i’&) Z @iBJ’_E/Q(e)

=€
ecEg,

(oo}
< C,Creste) Z@Z(SB +£/2).
k=1

But since P(s+¢) < 1 there exists C/, for almost every w such that
T (sp+e) < CLP(s +¢/2)".
Therefore, almost surely,

N(F,) < C*CuCLe=B¥) Y " P(s +¢/2)F < 00
k

and hence dimp (N (F,)) < sp + € as required. O

For t < sp the sum over the random modified singular function of the elements
in the stopping is bounded from below.

Lemma 4.6.11. Let
L(t)

Il
(]
<
E\«»
LY

Then P(t) < 1 implies L (t) < 1 for small enough &, and P(t) > 1 implies L (t) > 1
for small enough § almost surely.

Proof. We start by introducing the same notation as in [T1] and write the stopping
=0

—w

in an infinite matrix fashion. Define the matrix ég entrywise for 7,5 € N by
(Z0)i; = |_| {ee =0, ¢ el = max{0,;j — it}

if there exists e € =9 with |e|] = max{0,7 — i}. Otherwise set (éi)m =o. We

ot 1w
define the vector 1% by
k €0, if i = k,
(ILEQ)Z. = .
&,  otherwise.

Given 0 < £ < 1, for every 0 < § < 1 there exists a unique k£ € Ny such that
§ =&k, for € < < 1. Fix such a &, we start by showing that

o= > Uy = Y U, (4.6.12)

ec(1l E3) ee(ﬂgoiﬁf’“’)

gp " w
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where we write g < h to indicate g/h and h/g are bounded uniformly away from 0 in
0 (and thus k). The first equality in (4.6.12) is immediate as

For the asymptotic equality note that there exists ¢; > 0 so that for all § > 0 and all
e € % and g € J* such that e ® g € 5 with |g| = 1 we have

ML (e) <P(e @ g) < (o). (4.6.13)

Now also note that for every e € = there exists unique ef € Ef)k and et € Eff“ such
that the cylinders satisfy

[e*] C [e] C [€T]. (4.6.14)
There also exists integer nmax(€), independent of w € AN, such that for all g € =&
we have |g| < nmax(§) as all maps are contractions. We find the following bounds,
where, for e € Efﬁ, the g is such that e ® g € =2,

Sooue= Y 3 Uule@y)

ec(1l 53) e€(1l, EE""){Q|€®9€E§J}

egTw

D S S
ee(néo:g’“){Ne@QG"‘s}
n —t
< (Pmax(§)er) max() Z Yo (e),
ec(11,E5")

and

Yo ot = Y Y Uuleoyg

e€(11,E2) ee(ngoég’“) {g1e@geEl}

=D DR

(]11 -—(Ek))

Hence the asymptotic estimate in (4.6.12) holds.
Now, by (4.6.13) and (4.6.14) we have for some ¢y > 0 that L (t) is related to the
sum of the modified singular value function over the £ approximation codings by

 "eUH(t) < LY () < 5L (), (4.6.15)
where
M =6 _ gk = =
£ Zw ) and =5 =1F E¢.. .25,
eek w k times

Now consider the infinite matrix .Mfu(t) that is defined for all i, € N by

(M = Z Dol
e€(,=E )J
By definition the sum over all entries in the k-th row is £5* and we now show that

. =k . o
the sums of the k-th column is related to W (t), in fact it is easy to see that every

entry of the k-th column of M, (t)¢ is a lower bound to W_ (t) as every such entry
is given by a word of length k. The number of non-empty column entries is at most
Nmax (&) k, where k is the column index. Combining this with (4.6.13) and (4.6.14) we
get for some c3 > 0

Ty, (t) = > Bule) > % Z Z Viith- (4.6.16)
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Similarly for every e € C* there exists g € (,, ;2 S ) for some j € {0,...,nmax(§) — 1}
such that [e] C [g] and using (4.6.13) and (4.6.1 ) again we get for some ¢4 > 0 that

Mmax (5)_1 o0

le (€) < cact™ @ 3T ST ME (1))
7=0 =1

ecCk

We call anax(f) EST L(ME())i ek the umay (€)-corridor at k and denote by €¢(1)

all pairs (,j) € N? such that | <4 < I+ nmax(£), that is the pairs in €¢(l) are the
coordinates of the nyay(§)-corridor at .

The final ingredient is to compare the rate of growth of the sum of the singular
value function of non-empty column entries with the rate of growth of the sum over
non-empty row entries. First notice that the rate of growth of the rows is related to
the maximal element in the row by

max( ./\/15 ;i < Z ./\/l£ i < Nimax (§)1 InaX(Mg(t))i,j~

J J

Note that elements in the matrix cannot increase arbitrarily from row to row, that is
we have for some ¢5 > 0 and all integers i,j > 1,

(M5 (1))ij < s ke{lﬁ}gfax(g)}(/\/li(t))j—l,i—k~ (4.6.17)

Combining this with the fact that at least one of (M&(¢))j_1,i—k is positive, the

maximal element cannot move arbitrarily and for every column k there exists a row
r such that

max ME () pri = max Mitru
iE{O,...,nmax(g)}( o ())r e+ je{o,l,...}< ()rs

But using the existence of 1. (€) and that the =5 do not contain the empty word,
we also have (MG (t));; =0 for j < i and j > npax(€)i. We deduce that

L) < el = 3 Tie) by (4.6.15)

13

e€ B,

< anmax(g) (Mg ( )) k,jmax for some jmax € {k7 s anmax(g)k}
Nmax (§) —
< anmax(f)k Z Z ’L J+Tmax
maX(f) —Jmax
< chesc! max (€)2ET (1) by (4.6.16).

Similarly, we can derive the lower bound,

LY(t) = ¢y “ LM (1) = e Z Do by (4.6.15)
eek_
="y (MED)w
J
Z _k(M£ ( )) 7jmax fOI“ maXimiSing jmax S {k7 et 7nmax(§)k}
> ¢y ey Fme e O ax (ME ()i (4.6.18)

(4,7) €€ (jmax)
—k _—k—nmax(§)k—nmax (&) Nmax(§)—1 oo

2 Cony.
= T U + tmax (@) ;(Mw(mzmm

—k ,—k—nmax(§)k—nmax
c5 kc5 Nmax(§)k—n (€)

C4 C?max (6) TMmax (g) (,jmax + T'max (5) )

T (1),

w

Y
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The inequality in (4.6.18) arises as the maximal element in the nyax(§)-corridor at
Jmax Mmust be in one of jmax + Nmax(§) rows and the maximal element can be no
larger than c%‘““"+n‘““"(5)
by (4.6.17).

Thus we get upper and lower bounds to L (t) and we find for some cg,c7; > 0
such that

times the maximal element in any of the preceding rows

log LY, () _ log cock T (1) < (1/k)logcs +1og cr + (jmax/k) log(V T (1) ames)
—logd — —log £k0 - —logé '

Thus, for arbitrary € > 0, we can pick ¢ small enough such that

log L3(8) _ o/ ) loB(TL™ (1) V9) | &

—logd flogg 2

Similarly, for some cg, cg > 0 and small enough &,

IOg Li,(t) > IOg CSCQ\IIJmEX( ) > (]max/k‘) log(\I/J"”"( )1/jmax) B

—logd — —klog¢ —log¢

N ™

Observe now that almost surely

lim Sup(jmax/k) log(\I/Jmax( )1/j"‘ax) < max  Nmax(§)Plog P(t).
p€{+1,—1}

Similarly, almost surely,

lin inf e/ ]) 1o (W (1) 19m) > _anin | i (€)° 1og P(0).

Now as ¢ was arbitrary we conclude that (log L% (t))/(—1logd) > 0 if P(t) > 1,
and (log L% (t))/(—1logd) < 0 if P(t) < 1, for small enough § > 0. Therefore the
implications in the statement hold. O

Lemma 4.6.12. Let (L, 7) be a boz-like self-affine RIF'S that satisfies the uniform
open rectangle condition. Let F,, be the associated 1-variable random set. Then

dimg F,, > sp (a.s.).

Proof. Let § > 0 and consider the §-mesh on A, denoted by Ns. Since we assume the
uniform open rectangle condition, the open rectangles C = {f, (A)}eegi are pairwise
disjoint. Furthermore the side lengths of the rectangles R € C are bounded below by
ad by definition and thus the number of rectangles of C each square in the grid of N
can intersect is at most C~! = (o' + 2)2. Thus

(Fu) 2 C Y Ns(Fule)

ecE?,

In a similar fashion to the upper bound proof, Lemma 4.6.10, we find

_§(67Fw)+5/2
M ( > C Z N(S/oglw(e ( o—\elw > CC Z ( )

e€EY eEEE,
Using (4.6.10),

M;(F,) > €O Z(O‘ me))

ecEe

sp—¢ — —s(e,Fu)+e/2
—1 ((aml(e) 2 : 1 1O‘m(€)

—s(e,Fu)+e/2




78 CHAPTER 4. BOX-COUNTING DIMENSION OF RANDOM CARPETS

Thus, for some C7 > 0,

M;(F,) > OC;l&*(ssfs)gmaxze{m,y) s%(Fu)—e/2 Z OLM((S)§(8’F“’)O¢m(6)5375/27§(6’Fw)

e€Ey
> 0305157(3375/2) Z zpsté‘/Q — 0*00:167(5376/2)112(83 _ 6/2)
eEEigw
This in turn gives
log Ms(F,, 1 *Cy log L? —e/2
og Ms( )> og C*C, +(sm—e/2) + og LS (sp —¢/2)

—logd — —logd —logd

The lower bound follows almost surely because the first term becomes arbitrarily
small, and by Lemma 4.6.11, the last term is positive for small enough §. O

4.6.2 Proofs for Section 4.4

In this Section we prove the remaining results concerning oo-variable box-like self-
affine carpets. We define a random variable Y}’ and show that it behaves similarly to
a martingale. For ¢ > sp we have Y}/ — 0 a.s. and ¢ is an almost sure lower bound
for the box-counting dimension of F,. We define a new random variable Z}, that, for
t < sp, increases exponentially a.s.. This will then allow us to establish the lower
bound. We end by showing that additivity also implies that ¥,’# is an Z?-bounded
martingale.

Lemma 4.6.13. Let Y} be the random variable given by

vim = S ). (reT)

For all t € Ry and I,k € N and some random wvariable cj that will be defined
in (4.6.22), the sequence of random variables satisfies

E (Vi (r) ’ F) = an(n)VHm) BT, (4.6.19)

Here F* refers to the filtration corresponding to the ‘knowledge of outcomes up to the
k-th level’. Furthermore 0 < cx <1 for t € [0,5" + s¥] and so the sequence {Y;}52,
forms a supermartingale if E(Y}') < 1.

Proof. Let e € TF and g € T!._, then there exists C(e, g) such that

oeT)

t

z/}'r(e O] g) = C(G, 9)w7(6)¢067(9)~
We define the dual of the modified singular value function

E:{_t(e) _ Oém(e)g(_‘e’FT)OéM(e)tig(_‘e’FT%

where s(—e, F;) is the box-counting dimension of the projection of F:- onto the shorter
side of f(e,A). We find that C(e,g) takes only a few possible values, depending on
e and g.

1. ap(e®g) = ap(e)an(g) and

a) the RIFS is of non-separated type.
b) the RIFS is of separated type and II. = II,.

2. apy(e®g) = ape)am(g).

3. am(e® g) = am(e)an(g).
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Case (la). Since the RIFS is of non-separated type, for almost all 7 € T, we have
s* = sY. Furthermore, almost surely,
—t * _T
Ur(e®g) =an(e®g)” am(e®g)’
= (an(e)anr(9)* (am(e)am(9))
—t, —t
=1, (e)-(9),

t—s®

and so C(e,g) =1 a.s..

Case (1b). As the RIFS is of non-separated type and the directions of the maxi-
mal modified singular value coincide we can apply (4.6.7) and get C(e,g) = 1, for
allTeT.

Case (2). We can write, for almost every 7 € T,

Dole®g) = anrle ® g)* @D, (e @ g)t*(=@9)
= (anr(€)am(9))* (am(e)an(g)) )
—1/’ (&)am(9)* TP ap(g) 9
=P (e)Prer(9),

and 50 C(e,9) = Voer(9)/Vrer(9) = (ari(g)/om(g) """

Case (3). Similarly we can write, for almost every 7 € T,

@fr(e ©g)=apn(e® g)s(qu)am(e o g)t—s(ng)
— (am(€)an (9)* D (an(€)am(g))' =@
= @i(g)am(e)S(ﬁe)aM(e)t—s(ﬁe)

= Eit(e)'lz/}f;'e'r(g)?
and so C(e, ) = U7 (€)/6; (€) = (anr(e) /am (€)=~

Therefore

E(Via() | F)=E( X Y dicog|F

e€Tk g€T!

> Y Cleg)br ()i (o) ‘ F* (4.6.20)

e€Tk geTlL
= (T E(Y), (4.6.21)
where
E (Seere Yger Cle,9)d(e)in(g) | F*
en(r) = (Eeer: ;}(T)E(W) | ) (4.6.22)

We will analyse c;(7) in Lemma 4.6.15 and here only comment that by inspection
we deduce C(e,g) < 1 for s € [0,5” 4 s¥] and so (4.6.21) becomes E (Y3, (1) | F*) <

Y (r)E(Y? ) and the sequence of random variables {Y7}22; forms a supermartingale
it E(Y) <1 O

Lemma 4.6.14. Let s € [0,s" 4+ sY] and s > sg. Then the sequence {Y,’} converges
to 0 exponentially fast a.s. and sp is an almost sure upper bound for the boz-counting
dimension of F, so

dimB FT S SB-
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Proof. It s > sp there exists [ such that E(Y;®) < 1 by definition, see (4.4.1). There-

fore, by Lemma 4.6.13, {qul}gil is a strict supermartingale. Hence E(Y;) — 0 as

g — oo and since Y} = Yf}c/qjq’ we get Y7 — 0 as k — oo, almost surely. This

happens at an exponential rate that is there exists v < 1 and D, > 0 such that
We now define a stopping set Z° analogously to before

2 ={ec T |icNan(e) <Jand an(ees. . €e|—1) > O},

and we can modify the argument in Lemma 4.6.10 accordingly to get, for s = sg +,

N(F;) < C,Crem 6t N " N " qh/27" (¢) < C.C*e~ om0 DN "ak 24k < o,
k=1eeTk k=1

almost surely. We conclude that sp is an almost sure upper bound to the box-counting
dimension of F.. O

Lemma 4.6.15. For ci(7) as in (4.6.19) we find s € [0,s” + s¥] implies ¢, /1 as
k — oo for all 7. If however s > s* + sY we get ¢, (1 as k — oc.

Proof. We first decompose (4.6.20) into

—t
E (thJrl(T) ‘fk) =E Z 1/13(6)1%&7(9)
e€Tk geThe,
an(e®g)=an(e)an(g)

—t —xt —xt —t
+ Z ’(/Jr(e)wa‘ir(g) + Z ¢7‘ (6)1/)0""7'(9)
e€TY geThe, e€Tr,geThe,
am(eOg)=anm(e)am(g) an (eOg)=am(e)anm(g)

Without loss of generality we can assume that the RIFS is strictly self-affine, that is
there exists at least one f{ such that ap(el) > ay,(el), since otherwise we trivially
have C(e,g) = 1 and so ¢;(7) = 1. We recall that [ is fixed and thus there exists
a maximal ratio max,e7 maxger: an(g)/am(g). Now consider a word e € Tk for
large k and consider the case of aps (e ® g) = am(e)an(g). We must, by the bounded
length of g, have ajr(e)/am(e) = 1 as k = |e|] = oo, but then C'(e,g) — 1 as k — oo.

Finally consider ap(e®g) = apr(e)an(g). Since k is large, apy(e) is substantially

smaller than aps(g) and a,,(g) and as ¢ behaves exponentially to changes in ajs the
boundedness of |g| gives that @:(e)@i(g) behaves as J:(e) for large k and hence
Ei(e)@it(g) ~ @i(e) ~ Ei(e)@i(g) and thus ¢ (7) — 1, irrespective of 7. O

We remark that the result in Lemma 4.6.15 shows that the sequence Y,/ E(Y;)*
looks like a martingale ‘in the limit’. In the additive case, ¢, = 1 (surely) we show in
the proof of Theorem 4.4.8 that Y/ E(Y1)¥ is a £2-bounded martingale, but to work
in greater generality we will not employ this fact here and prove the general lower
bound by a branching argument.

Lemma 4.6.16. For s < sg, the sequence of random variables {Y,*} diverges to +o0
almost surely and hence the box-counting dimension of Fr is bounded below by s. We
conclude

dimBFT > SB,

almost surely.
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Proof. Using the definition for the co-variable stopping set =2 and using an argument
identical to Lemma 4.6.12 we can write for s = sg — ¢ and some C* > 0 and some
almost surely positive C.,

My(Fy) = C*Cpaeo=e/2 37 e~ ), (4.6.23)

ecEd

But one can easily see that for any & > 0, the random variable

z=3 B e
eeEfn

is also an approximate supermartingale, c.f. (4.6.19), for some analogous constant cj
with properties as in Lemma 4.6.15,

E(Zi | F*) = e Z B(Z7). (4.6.24)

Now, for s < sp let k be large enough such that

E(> W) | >1,

ecTk

choose & > 0 such that ¢ < @. Then

E(Z)>E ([ Y 9ie) | > 1,

ecTk

for all I. Now choose lsyp large enough such that E(cy,,,) E(Z; ) > 1. Using (4.6.24),
we conclude that E(Z ;lsup) increases exponentially as g grows. Similarly, since

s - 78
2l ke loup) = Zks

there exists some 31,32 > 1 and a constant D such that D~!8F < E(Z) < Dg5.
Consider the stopping trees Eﬁn. Since we are conditioning on non-extinction, a
simple Borel-Cantelli argument shows that, almost surely, in every surviving branch
there are infinitely many nodes where the branch splits into two or more subbranches.
For definiteness let N(7) be the least integer such that #{\; € EEN} > 1. We know
that 7; = o7 are independent and identical in distribution and hence, for ¢;, ¢ > 1,

P{r €T |3C >0st. foralln, C7'(] < Z(1) < O}

#{rest" )
=1- J] @-P{reT|3C>0st foralln, C'¢( < Z;(7) < CGY})
j=1

(4.6.25)

. :‘€N
=1—(1-P{reT|3C>0st. forall n, C7¢" < Z5(7) < Cp}) =
(4.6.26)

>1-(1-P{reT|3C>0st. foralln, CT'(} < Zi(r) < C})? (4.6.27)

Note that the measure P in (4.6.26) and (4.6.26) is conditioned on #\;. However, since
#{\; € EﬁN} > 2 for all such nodes, (4.6.27) holds unconditionally. For z € [0, 1], the
only solutions to z > 1 — (1 — z)? are 0 and 1, and we conclude that the probability
that Z2 (eventually) increases at least at exponential rate ¢; > 1 and at most at rate
(o > 11is 0 or 1. Letting (1 < p1 and (5 > (s, it is easy to see that the probability
must be 1 by noticing that a7, < 7, <@Z; and

P{7 | Z3(r) 2 (G +¢)" or Z3(7) < (G —€)"} = 0asn — oo,
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for sufficiently small ¢ > 0. This, and the arbitrariness of {; imply that there exists
v > 1 and a random constant D, such that Z> > D ~" almost surely.

We can now bound the expression in (4.6.23) for 6 < £, where k is such that
T < § < €F, and redefining C* if necessary, by

M;(Fy) > C*Cpo=n /2 % ()
ecut’
= C*CT(S*(SBfE/Q)ZZB—E/Z
> C*C, D6 sB=e/2) Ak,

And so
1 6—(53—5/2) k
lim inf w > liminf 8 ( 7 )
50 —logd 50 log5
—SB—€/2+hm1nfk g7
60— og5

log
253—5/2—75253—5/2.
O

Using the same idea one can extend Lemma 4.6.14 and drop the condition s <
s” + s¥ by picking ls,p large enough such that ¢, E(Y;® ) < 1, we omit details.
Combining Lemmas 4.6.14 and 4.6.16 we conclude that Theorem 4 4.5 holds.
Finally we prove Theorem 4.4.8 by proving this general result.

Lemma 4.6.17. Let sp be the unique value such that (4.4.2) is satisfied. The se-
quence {Y,;’P} forms an £? bounded martingale and hence converges to an L* random
variable Y almost surely. We have 0 <Y < oo for almost every 7 € T and Y > 0
with positive probability.

Proof. As remarked earlier we have already established that {Y;’?} is a martingale.
It remains to prove .22 boundedness. Let s € [0, s + sY], then
2
E(0am?|F)=E[ | X X clgwe.o] |7
e€Tk geT!,
2

—E[ (X [w@ X wa@]] |7

e€Tk g€T ],

=E| > |ie)diled) | D Vien(9)

e1#ea €Tk geT!

o€l (T)
Z 7/1;62(7—) (g)

9ET s )

3 (e X e ) | |F

ecTk geTL,

2

— (e[ 3 vy S wewi(e) +C Y wile)?

geTL e1#ex €Tk e€Tk
(4.6.28)
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2
for C =E |:(Ze€Tl Z/Ji(e)) } Note that equality (4.6.28) holds for any s € [0, s* +

sY]. Then for sp the first term is equal to 1 and

E(0Gnm? [ F) = > el (e) +C Y 6P (o)

e1#e €Tk e€Tk

2
S )| +0 Y wie)y

e€Tk e€Tk

=Yi(r)?+C > ir(e). (4.6.29)

e€Tk

IN

Furthermore the unconditional expectation becomes
E(Y7E (7)?) <E [Yi(1)?] + CE ( Z ij(e)z) : (4.6.30)
ecTk

Note that ¢t(e ® g)> = (an(e ® g)/am(e ® g))* @Dy (e ® g) and so, writing g =
E|Yeer 977 (6)}, we obtain

E(Y;2,(r)%) <E(YS?(1)?) + CB
and so by induction

E(Y.E(1)%) SE(Y?(1)%) + C(B + 8"+ + 1) < oo,

and therefore {Y;’?} is an .#? bounded martingale. O






CHAPTER 5

Hausdorff and packing measure for
random attractors

In this chapter we summarise recent and classical work regarding the Hausdorff and
packing measure of oco-variable, random recursive sets and analyse the 1-variable,
random homogeneous, case. We prove some bounds on the gauge functions that give
positive and finite Hausdorff and packing measure in this setting. We relate this to
the implicit theorems by showing that any potential random implicit theorem cannot
be ‘as strong’ as their deterministic counterpart.

5.1 Almost deterministic attractors

Let L = {I;}ica be a (not necessarily finite) collection of IFSs with at most N
similarities, i.e. |f(z) — f}(y)| = ¢/]z — y|. Let A be a compact metric space such
that p is a compactly supported Borel probability measure on A. We now construct
1-variable and oo-variable sets as before by picking realisations w € Q and 7 € T
according to the natural measure induced by p. Thus P = " in the I-variable case
and it is the natural measure on the random recursive labelled tree for 7 in the
random recursive setting, see Section 4.4. We write (L, ) for a random iterated
function system. Since random graph directed systems are inherently discrete we did
not extend our proofs in Chapter 3 to measures supported on more than finitely many
points, but using the UOSC and natural assumptions on contractions it is easy to
show that the Hausdorff dimension of 1-variable attractors is almost surely given by
the unique s satisfying
#luy
B [ S () ] =1

j=1
For oo-variable sets the almost sure Hausdorff dimension is the unique s satisfying

#l,
j=1

To ease notation we write &3 = Zﬁ[; (c{\)S for A € A. We state a condition that will
be used later.

Condition 5.1.1. Let (L, 1) be a random iterated function system. We assume that
there exists N such that #Ix < N for all A € A and cpin > 0 such that CZ > Cmin
foralli e A and j € {1,...,1;}. For the associated co-variable set Fy and 7 € T
we further assume E(621) > 1. For the associated 1-variable set F,, with w € ) we

C . 0
similarly stipulate E®°(&,, ) > 1.

We note that Condition 5.1.1 implies that ¢f, < &3 < N and slogemin <

min

log&} < logN for all s > 0. We immediately obtain that E(&7 ) < oo and

85
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E&°(&;,,) < oo for all s > 0. Under these conditions we have Var(log &}, ) < oo
for all s > 0.

Definition 5.1.2. A random iterated function system (L, ) is called almost deter-
ministic if there exists s such that &5 =1 for p-almost every A € A.

If such s exists it must necessarily be the almost sure Hausdorff dimension s =
essdimpy (F).

Theorem 5.1.3 (Graf [G]). Let (L, 1) be a random iterated function system satisfying
the UOSC (Definition 2.2.2) and Condition 5.1.1 with associated co-variable set Fr
and write so = essdimpy F.. If (L, pn) is almost deterministic then

0< " (F;) <o (as.)
and J°°(F;) =0 (a.s.) otherwise.
For 1-variable attractors we similarly obtain the following result!.

Theorem 5.1.4. Let (L, i) be a random iterated function system satisfying the UOSC
and Condition 5.1.1 with associated 1-variable set F,, with almost sure Hausdorff
dimension sg = essdimpy F,,. If (L, p) is almost deterministic then

0< H°(F,) <oo (as.)
and J°°(F,) =0 (a.s.) otherwise.

Before proving this we prove the following lemma which shows that the number of
sets f(¢, O) with diameter approximately 7 that intersect a closed ball B(z,r) centred
at z € F,, of radius r is bounded by a constant not depending on r and z. This is
a simple generalisation of results in [Hu, O2] to the random setting and is included
here for completeness.

Lemma 5.1.5. Assume that (L, u) satisfies the UOSC and set
Ew(r):Ll{¢€ |_| Cf,|c£<r<cf},
keNg

where ¢T = d1¢s . .. ®1p|—1- Then

#{0 € Eu(r) | f(6,0) N B(2,7) # @} < (4/Cumin)"

for all z € F,, and r € (0,1], where O is the open set guaranteed by the UOSC.

Proof. Fix z € F, and r > 0. Let Z = {¢ € Z,(r) | f(¢,O0)NB(z,7) # @} and
suppose the ambient space is RY. We have

#E(Tcmin)d = Z(rcmin)d S Z|f(¢,0)|d

PEE $eE

But since f(¢,0) N B(z,r) # @ and |f(¢p, O)| < r we find f(¢,O) C B(z,2r) for all
¢ € 2 and since the sets f(¢, Q) are pairwise disjoint we have

#E(remin)® < Y |f(9,0)|* < LYB(2,2r) < (4r)°,

PEE

where £% is the d-dimensional Lebesgue measure. It follows that #= < (4/ cmin)d as
required. O

1We note that this result is also proven in greater generality in [RU] but we will prove it here to
set the scene for gauge functions in the following sections.



5.1. ALMOST DETERMINISTIC ATTRACTORS 87

Proof of Theorem 5.1.4. First assume that (L, u) is almost deterministic. Using the
natural covering by images f(¢,O), where ¢ € C¥ and O is the open set given by
the UOSC we have, almost surely,

s 75 s ¢ So
HPE)S 3 GO =101 Y (et ) (5.1.1)
¢€Cﬁ(6) ¢€C£(6)
(5.1.2)

=062 &2 ...6 =0 < oo,

WEk(8)

where k(d) is such that |f(¢,O)] < 4§ for all ¢ € CE) . Note that k(d) < oo for all
§ > 0 for almost every w. Our estimate immediately implies 5% (F,,) < 1 almost
surely.

Let v, be the natural (random) probability measure induced by assigning weight
| f(¢,10,1]%)]* to each cylinder ¢ € J*. This is a measure if &%, = 1 for all cylinders.
Since there are countably many cylinders and the intersection of countably many full
measure sets has full measure, v, is well defined for almost every w. Let U C R?
be a bounded v,-measurable open set such that |U| < 1. We want to show that
V,(U) < ¢,|UJ*° for some constant ¢, > 1 that is almost surely finite. Assume
UNF, # @ as there is nothing to prove otherwise. Clearly, there exists z € F,, such
that U N F,, C B(z,u) N F,,, where u = 2|U|. Therefore

v,(U) < vy(B(z,u)NEF,) < v, U f(s,0)
PEEL (u)
f($,0)NB(z,u)#2

= Z Vw(f(¢’o)) = Z (Cg)so

PEE, (u) PEE, (u)
f(#,0)NB(z,u)#2 f(,0)NB(z,u)#2
< Y @ < @emn) (W) = (4fcmin) 20U,
PEEL (u)

f(,0)NB(z,u)#2
Therefore, using the mass distribution principle (Theorem 1.7.6) we obtain
A (F,) > (4)cmin) 9275 > 0

almost surely.

Finally, we show that if (L, u) is not almost deterministic then #°°(F,) = 0
almost surely. Consider the random variable Yy = log &3°. Since cpin > 0, E(Y,,,) =
0, and P{Y,,, = 0} < 1 we must have 0 < Var(Y,,) < co and we can apply the central
limit theorem, Theorem 1.3.8, to obtain, for any C' > 0,

P ({w €N ’ Zka < —C for infinitely many n € N}) =1 (5.1.3)
k=1

But then, using the same covering idea as in (5.1.1), we obtain

k()
APEN< Y [JG0 =062 6, .68, =0 ep | S v
=1

¢€CE(5)

for large enough k(). Applying (5.1.3), we note that 7#°°(F,) < |O]*0e~¢ is finite
almost surely and the desired conclusion follows as C' was arbitrary. O
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5.2 Hausdorff and packing measure for co-variable constructions

Recall the general h-Hausdorff measure stated in Definition 1.7.5 where we replace the
exponential function |U]® with a gauge function h(U). Note that this function need
only be defined on [0, 7] for some 7y > 0. Graf, Mauldin, and Williams determined
the natural gauge function for which we obtain a positive and finite Hausdorff measure
in the co-variable setting.

Theorem 5.2.1 (Graf - Mauldin — Williams [GMW, MGW)). Let (L, u) be a random
iterated function system that is not almost deterministic. Let F, be the associated co-
variable attractor. Assume that

Let

h(t) = t*(log log(1/t))Y? and By = sup { 8 ‘ Z(Cil)s/(l_l/m <1(a.s.)
J

| (5.2.1)
Then, A5 (Fr) < o0 for all B > By, where sg = essdimpy F.

The authors then proceed to give technical conditions under which fy = 1 — s/d,
where d is the dimension of the ambient space. Under these conditions the h, -
Hausdorff measure of F; is positive and finite almost surely. Checking the conditions
one obtains that Mandelbrot percolation of [0, 1]¢ has positive and finite measure at
this critical value fy.

Liu [Liu] investigated the Gromov boundary of Galton-Watson trees with i.i.d.
randomised descendants. Let m = E(NN), where N is the number of descendants,
a = logm, and assume that E(Nlog N) < co. If m = esssup N < oo, then the
appropriate gauge function for which one obtains positive and finite measure of the
boundary (with respect to a natural metric) is

logm

h(t) = t*(loglog(1/t))?, where 3 =1 — logm’

For the packing measure to be positive and finite the appropriate gauge function is

logm

* _ o B8* ® 1
h*(t) = t*(loglog(1/t))” , where 8" =1 log 1’
with m = essinf N > 1

Berlinkov and Mauldin [BM] point out an error in the proof of positivity and
provide the following, more general result. Under the same almost deterministic
condition they show that the s-dimensional packing measure is positive and finite
almost surely. When this fails the packing measure is oo almost surely, assuming the
UOSC in both cases. Let o denote the almost sure packing dimension. The authors
prove that for the gauge function

h5(t) = t*(loglog(1/t))?, where § satisfies 0 < liggi(r)lf—a’l/ﬁ logP(6% < a) < oo,

the packing measure is almost surely finite. We remark that the constant 5 may not
exist and only coincides with the By in the Hausdorff measure statement in trivial
cases.

Additionally, Berlinkov and Mauldin give an integral test [BM, Theorem 6] to
determine whether the packing measure is 0 almost surely. They further conjec-
ture a lower bound that Berlinkov proved in [Ber]: If the random variable &% is of
exponential type, i.e. if

C1a'/P < —logP(0 < 6% <a) < Ca'/?

for some C, 8 > 0 and all a € (0,1), then the packing measure is positive and finite
almost surely with gauge function hf(t).
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5.3 Hausdorff measure for 1-variable constructions

Recall that the implicit theorems (Theorems 2.4.1 and 2.4.2) give us information
about the Hausdorff measure of attractors satisfying conditions like e.g. the open set
condition. In particular if the attractor is self-similar or self-conformal the Hausdorff
measure will be positive and finite. One might expect that an implicit theorem for
random systems might be of a similar nature and that a gauge function of the form
t*(loglog(1/t))? for some exponent B should work for all reasonable natural random
constructions, including the 1-variable model.

However, we will show that this turns out not to be the case. Indeed, for a =
essdimy F,,, we argue that the correct gauge function for positive and finite Hausdorff
dimension should be of the form

ha () =t exp (/(10g(1/8)) (loglog log(1/1)) ) -

Let 8, € R, we similarly define

(e, 5,7 = ¢ exp (/250010 (og oglow(1/7))

The first thing to note is that hi(¢, 3,~) is doubling in ¢.
Lemma 5.3.1. Fiz 8,7 > 0. There exists tg, p > 0 such that

hi(t, B.7) < pha(2t, B,7) < p°a(t, B,7)
for all 0 <t < tq.
Proof. Let k € R and

he(z+ 1) = v/B(@ + 1) loglog(B(@ + ).
This is well defined for loglog (z + k) > 1 = = > €/ — k. It can easily seen
that this function is strictly increasing in z, and differentiating we obtain,

Mot — /. 008G + 1)+ og log(Bla + 1)
2y/(z + ) loglog(B(z + x))

Then, for k > 0,
h.(z) _ 1/(log(Bx) + loglog(Bx)

VB 2y/zloglog(px)

N 1/(log(B(x + k)) +loglog(B(z + k) _ hi(z + k)
2y/z loglog(B(z + k)) VB

and so I} (z + k) — h(z) < 0 and h.(z + k) — h.(z) is decreasing, i.e. there exists
some pg such that

0 < hu(z 4 K) — he(x) < po.

Now substituting k = —log2 and x = —logt, i.e. © + k = log(1/2t), we obtain, for
0 <t <ty and ¢p > 0 small enough,

0 < /Blog(1/(2t)loglog(Blog 1/(2t)) — /Blog(1/t) loglog(Blog 1/t) < po,

and

ga < (20 (1-9)v2 (\/Blog(1/(20) loglog(Blog 1/(26))—/Blog(1/1) log log(Blog 1/1))
<
< 2046(177)\/5'00,
But then
2 < M < 2046(1*’Y)\/§P07
- hl(t7677) a

as required. O
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For ease of exposition we deal with the basic case where all maps in a fixed IFS
contract equally. Note that we assume E(S?, ,) > 1 throughout.

Theorem 5.3.2. Let F, be the random homogeneous attractor associated to the
RIFS (L, p) satisfying the UOSC and suppose that ¢§ = c\ € [Cmin, Cmax] for every
ie{l,....,#L} and X € A, where 0 < ¢pmin < Cmax < 1. Let € > 0, a = essdimpy F,
and B = Var(log &, )/n for some n € R (arising in the proof), then

%hl(t,ﬁ,E) (Fw) _ 07

almost surely.

Proof. Let O be the open set guaranteed by the UOSC, we assume without loss of
generality that |O] = 1. From the definition of Hausdorff measure

AP () < ji: h1 (\}ngjéjjhlgvf)

peCk

for all k € N. So, writing v = Var(log &, ),

AM D (F) < liminf Y hl(ﬁfai5ﬂ75¢%

k—o0
peCk

k
(1T )

- exp (\/2,8 log(1/(cy, - - cuw,,)) loglog Blog(1/(cy, - - .cwk)))PE

k
i (st

+(1- 5)\/2k5 log(Ck) loglog(Bk log(Cf)))l

“1/k

k
for Cf% = (¢ Cuwg - - Cuy) , and so

k
= hkrglcgf exp [ (; log Gwi>

k k
+(1- 5)\/210g0“’kv log log (IOngkv)] .
n n

Note that we can apply the law of the iterated logarithm, Theorem 1.3.9, to sums
over the random variables Y; = log & where Y; are ii.d. with E(Y;) = 0 and
0 < Var(Y1) < co. Thus

k
i< —(1-¢ vk loglog(vk) for infinitely many k € =
]P’{ZY (1 — £/2)\/2vkloglog(vk) for infinitel kN} 1

=1

Let (i1,142,...) be a sequence of indices where the above inequality holds. Note that
Cmin < CF < cpayx for all w and k, and 0 log ciin < log CF < log ¢pax. Therefore, for
some uniform 7) € [l0g Cumin, 10g Cmax), We have log Ci /17 > 1 for infinitely many &, for
almost all w. We can thus choose 7 the greatest value for which this is satisfied.
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We get, almost surely,

M BB (B < lim exp (—g\/Q Var(log &, )k loglog(Var(log Ggl)k)) =0,

k—o0

completing the proof. O

We note that if ¢y = ¢ for every A, then n = log¢. Note also the following
corollary which implies that the ‘fine dimension’, i.e. the dimension according to the
gauge function, is distinct from the co-variable case.

Corollary 5.3.3. Let F,, be the random homogeneous attractor associated to the
RIFS (L, p) satisfying the UOSC and suppose that ¢ = cx € [Cmin, Cmax] for every i €
{1,...,#I\} and A € A, where 0 < cmin < Cmax < 1. Let h§(t) = t*(loglog(1/t))”?,
where a = essdimpyg F,, and 5 > 0, then

A (F) =0, (as.)

Proof. We check

B0 t*(loglog(1/t))”
M FE) 0 ja e (/25 loa(1/D) (log log Tog(1/07)) ) o
_ lim (loglog(1/t))”
" exp (1 - &) /25 (log(1/6)) (log log log (1/7)) )
< lim (log(1/t))” —0

T Vexp ((1-€) 281D

This holds for all 8,8,& > 0 and the behaviour of the limits is sufficient for the
desired result O

Considering hq(t, 8, —¢) the law of the iterated logarithm guarantees a similar
lower bound where the sum diverges and one can define a mass distribution on the
random set, implying infinite Hausdorff measure for € > 0.

Theorem 5.3.4. Let F,, be the random homogeneous attractor associated to the
RIFS (L, p) satisfying the UOSC and suppose that ¢ = c\ € [Cmin, Cmax] for every
ie{l,....,#\} and X € A, where 0 < cimin < Cmax < 1. Let € > 0, a = essdimpy F,
and By = 1o Var(log &, ) for some ng € R (arising in the proof), then

%hl(tﬁo,—&)(};’w) = 00
holds almost surely.

Proof. We use the same notation of the proof of Theorem 5.3.2. Let € > 0 be given
and write v = Var(Y;). Then the law of the iterated logarithm, Theorem 1.3.9,
implies

k
P {ZY’ < —(1 + €)+/2vkloglog(vk) for infinitely many k € N} =0
i=1

and so, writing Dy (w) = (Cu, Cuy - - - Cuy, ) L, and n(w) = k/ log Dy (w),

P { R CH 6;1 > Cexp ( - (14 s)\/2v77k(w) log(Dy(w))

- v/log log (v, (w) 1og(Dk(w))> for all k£ > lp(w) where lg(w) € N} =1 (53.1)
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for any C' € R. Since ¢y is bounded away from 0 and 1, the sequence n(w) is
uniformly bounded in k and w. Therefore there exists uniform 7y such that (5.3.1)
holds with 7y (w) replaced by n9. Let A4 (i) = #I, then, on a full measure set,

k
(H JV(wZ)> > CDy(w)™ exp ( — (14 €)y/2vn0 log(Dy.(w)) log log(vno log(Dk(w)))

C
= 5.3.2
I (De@) " o, —2) (3532)
holds for all k& > lp(w).
We define a random measure v, on F,,. Assume ¢ € C¥ for some k € N, for every
basic cylinder we set

. -1
Vo (f(0,0)) = (H f/V(wz‘)> -
i=1

This extends to a unique random measure v, on F, for every w € ) by Carathéodory’s
extension theorem. We now show that, almost surely, there exists C,, > 0 such that
v,(U) < (C,/C)hi(|U], By, —¢) for all small enough open U that intersect F,,. Let U
be such that u = 2|U| < (¢min)"“) and choose z € (U N F,,), then

Vo (U) < vy(B(z,u)) < v, U f(¢,0)
¢€Ew(u)
f(#,0)NB(z,u)#2

k(w) ! 4o\ W) !
- Y (e < ( . ) NI
€=, (u) i=1 min i=1

f($,0)NB(z,u)#2

by Lemma 5.1.5, where k(u) is the common length of all ¢ € E,(u). Note that by
assumption k(u) > lp(w). Therefore, using (5.3.2),

d
Vw(U)<< 1 ) C_lhl(Dk(u)(OJ)_17ﬁo,—E).

Cmin

Recall that by is doubling, ¢y, ¢y, - - - €w, = Di(w) < u, and so there exists x > 0 such
that

vu(U) < (5/C)hi(U], Bo, —<).

Now, using the mass distribution principle, Theorem 1.7.6, we conclude

%hl(tﬁoy—s)(Fw) > 9
T K
The desired conclusion follows from the fact that C' was arbitrary. O

Note that the constants i and 79 might not coincide, and thus 8 = 5y might not
hold.

Both Theorems 5.3.2 and 5.3.4 seem to suggest that hq(t, 3,0) with 5 = fy is the
correct function that gives positive and finite Hausdorff measure. However, it seems
unlikely that there exists 8 such that

0 < #MEBO(F) < oo

We conjecture that the situation in the random graph directed setting should be
similar.
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Conjecture 5.3.5. Let K, (w) be an attractor of a 1-variable random graph directed
system (L', ) satisfying the UOSC, all conditions in Definition 3.2.9 and Condi-
tion 5.1.1. Then there exists 3,3 € R such that for all € > 0, almost surely,

M (85:9) (Ky(w)) =0 and %hl(tﬁ/’fa)(Kv(w)) = 00.

Since V-variable attractors, see Section 2.2.1, are nothing but a special case of
random graph directed systems, this would show that V-variable sets behave intrin-
sically like 1-variable sets. This means that these systems cannot truly interpolate
between 1-variable and oco-variable attractors.

5.4 Packing measure for 1-variable constructions

Recall that dimp(F) = dimp(F) if F is compact and dimpF NO = dimpF for every
open O that intersects F', see Theorem 1.7.8. Similarly, we can prove the following
Lemma.

Lemma 5.4.1. Let h be a doubling gauge function and let F,, be the 1-variable at-
tractor of a RIFS (L, ). Assume that all maps in the IFSs are strict contractions
such that there exist 0 < ¢min < Cmax < 1 such that cmin|z — y| < |f](x) — f] (y)] <

Cmax|T — Y| for alli,j and all x,y € RY. Let w € Q, then
PhE)=00 = P"F,) =

and

PhE)=0 = PMEF,)=0.

Note that we did not make any assumption on the contractions and separation
conditions in this Lemma.

Proof. The second claim follows by definition of 22" and it remains to prove the first,
i.e. we need to show that

inf{i PUE;) | F, C GEZ} =00
=1 1=1

if 20(F,) = co. Now F,, is compact, and so we can assume the subcover of {E;} is
finite. Thus there exists j and ¢ € CF for some k such that f(¢, F,x,) C E; and so,
for some n dependent on the cover,

> inf {QQ(EJ) ‘ F, C U El} (j as above)

where the infimum is taken over all finite covers and x is a finite constant arising
from the maximal distortion of the map f(¢,.) (bounded by c*. and c¢* ) and the

min max

doubling of h, see Lemma 5.3.1. O

Inspired by the recent progress on the packing measure of random recursive at-
tractors mentioned above, we would hope that using the gauge hq(t, 3,7) should give
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similar similar convergence and divergence, depending on the sign of . This can be
achieved by considering the natural dual to hy. Let « > 0, v € R and g > 0, we set

Bi(t, B,7) = 1 exp (/25 Tog(1/1) log log(Blog(1/1)))
We remark that, in light of Lemma 5.4.1, we only sketch proofs.

Theorem 5.4.2. Let F,, be the random homogeneous attractor associated to the self-
similar RIFS (L, u) satisfying the UOSC and suppose that ¢ = ¢\ € [Cmin, Cmax]
for every i € {1,...,#I\} and A € A, where 0 < ¢min < Cmax < 1. Let ¢ > 0,
a = essdimpy F,, = essdimp F,, and 5 = no Var(log &) for some n§ € R (arising
in the proof). Then PM (P02 (E,) = oo almost surely.

Proof. By Lemma 5.4.1 we only have to analyse lims_,o @h 1(&As, )(Fw). Let (X)
denote the compact convex hull of X. Since c) is unlformly bounded away from 0
and 1 and #I is uniformly bounded above there exist I, M < oo such that there
exists at least one ¢.p,(w) € CL for which f(den(w), (F,,)) C (F,). Thus we get, in a
similar fashion to the Hausdorff measure argument,

}m}) 3”}1 i BO’E)(F = hm sup { Z hi(2r;, B5,€) | {B(zi,r;)} is a disjoint
—

collection of balls with 2r; < § and x; € Fw}

> lim sup Z R (1f (¢ @ pen(a™w), Fynsay,)), By, €)

k—oo quCk

k—o0 =1

k
> lim sup (H %) R (Cooy Coon - + - Corp Chvinss B, €)

> lim sup (H %) K(Coy Cog + -+ Cuy, )& €XD ( —(1—¢)

k—o0 =1

: \/Bg log(1/(cw, - - - cw, ) loglog(Bg log(1/(cuy - - - cwk))>

k
> limsup k exp (Z log &, —(1 —¢)+/vkloglog vk)

k—o0 i=1

= 00,

writing v = Var(&(), ) and having used he law of the iterated logarithm in the last
step. O

Finally, we also obtain an upper bound.

Theorem 5.4.3. Let F,, be the random homogeneous attractor associated to the self-
similar RIFS (L, ) satisfying the UOSC and suppose that ¢i = cx € [Cmins Cmax]
for every i € {1,...,#I\} and A € A, where 0 < Cmin < Cmax < 1. Let € > 0,
a = essdimy F,, = essdimp F, and 3* = n Var(log & ) for some n* € R (arising in
the proof), then 2" (4872 (F,) =0 holds almost surely.

Proof. By the homogeneity of the construction

sup { Z hi(2r;, B5,€) | {B(zi,r;)} are disjoint balls with 2r; < ¢ and x; € Fw}
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< Kk sup { (H,/i{%> hi(cw, ...cwn,ﬂ*,e)}
n>k(4) i=1

for some k > 0 depending on the diameter of F,, and the doubling properties of h;
only. So, for an appropriately chosen 7, we obtain the desired conclusion from the
law of the iterated logarithm in a similar fashion to results above. O

Clearly lims_,o(hi (¢, 8,7))/(h1(t,8,7)) = 0 and so h} and hy are not equivalent
gauge functions. This, however, means that while Hausdorff and packing dimensions
coincide, in this simple setting they also require different but related gauge functions
for finite and infinite measure.

This of course means that while both the 1-variable as well as the oo-variable
constructions are very natural and the Hausdorff and packing dimensions coincide,
their precise asymptotic behaviour measured by the gauge functions differ immensely.
This means that any implicit theorem that was to capture these fine details must take
into account the random process defining them.






CHAPTER 6

The Assouad dimension of randomly
generated sets

6.1 Introduction

In this last chapter, we study the generic Assouad dimension for a variety of different
models for generating random fractal sets. We start by considering the 1-variable
random iterated function systems model. Recall that we already established some
results regarding the Assouad dimension in the self-similar setting in Chapter 3. In
Section 6.2 we revisit these results and give more precise results in the 1-variable RIFS
case, in particular we establish a sharp bound using the uniform open set condition as
opposed to the uniform strong separation condition, c¢f. Theorem 3.2.27. We compute
the Hausdorff dimension of the exceptional set where this value is not attained.

We then consider the setting of self-affine carpets in Section 6.3 and establish
the almost sure Assouad dimension of 1-variable Bedford-McMullen carpets. In par-
ticular, these sections seek the generic dimension from a measure theoretic point of
view. In Section 6.4 we consider 1-variable attractors from a topological point of view
and compute the Assouad dimension for a residual subset of the sample space. This
approach was initiated by Fraser [Fr3] and we compute the generic dimension for a
finite collection of IFSs with bi-Lipschitz contractions.

In Section 6.5 we will return to Mandelbrot percolation and compute, conditioned
on non-extinction, the almost sure Assouad dimension of fractal percolation as well
as the almost sure Assouad dimension of all orthogonal projections of the percolation
simultaneously. While the first conclusion follows directly from Theorem 3.3.6 we
prove this specific example here on its own. A somewhat surprising corollary of our
results is that, conditioned on non-extinction, almost surely the fractal percolation
cannot be embedded in any lower dimensional Euclidean space, no matter how small
the almost sure Hausdorff dimension is.

The key common theme throughout this chapter is that the Assouad dimension
is always generically as large as possible. In the measure theoretic setting this be-
haviour is completely different from that observed by other important notions of
dimension, such as Hausdorff, packing or box-counting, where these dimensions are
generically an intermediate value, which take the form of an appropriately weighted
average of deterministic values, c¢f. Theorem 3.2.23, Corollary 3.2.24, Theorem 3.4.2,
Corollary 4.3.7, and Corollary 4.4.6.

In the topological setting, the generic dimensions of random fractals were shown
to be ‘extremal’ in [Fr3]: some are generically as small as possible and others are
generically as large as possible. Interestingly, the Assouad dimension of random
attractors agree in both the measure theoretic and topological framework. This is
also in stark contrast with what is ‘usually’ the case. A classical example being that

The content of this chapter is based on The Assouad dimension of randomly generated fractals
in collaboration with Jonathan M. Fraser and Jun-Jie Miao, and to appear in Ergodic Theory and
Dynamical Systems, see [FMT].
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Lebesgue almost all real numbers are normal, but a residual set of real numbers are
as far away from being normal as possible [HLOPS, S].

6.2 The self-similar setting

As before we let I = {I;};ca be a collection of IFSs indexed by A = {1,..., N}. Let
7T ={m,..., T4} be a probability vector such that m; > 0 for all i € A. We write P
for the product probability measure on Q2 = AN induced by 7, see Section 1.6 and 5.1.
For I, = {f/ }ﬂl we code the map f} by the letter e] and refer to the arrangement
of words encoding the IFS I, by W; = ef Ue? U--- LI ezﬂi. The 1-variable attractor
associated with w € Q can then be expressed as

Fw: ﬂf(CZ,A)’
k=1

where CF¥ =W, ©®---® W, and f is defined recursively as in Definition 4.3.2.
First we obtain a sure upper bound, i.e. an upper bound which holds for all
realisations.

Theorem 6.2.1. Let (IL,7) be a RIFS consisting of IFSs of similarities such that
0 < #I; < oo for alli € A. Assume that (L, T) satisfies the UOSC and let F,, denote
the associated 1-variable attractor. Then, for all w € €,

dima F,, < sup dimp F;.
ieA
The proof of Theorem 6.2.1 will be given in Section 6.6.1.1. Note that for each
i € A, dima Fj is the Assouad dimension of the deterministic self-similar set £}, which
may be computed via the Hutchinson-Moran formula since the OSC is satisfied. We
will provide an example in Section 6.2.1 showing that this upper bound can fail if we
do not assume the UOSC. We are also able to obtain an almost sure lower bound.

Theorem 6.2.2. Let (L, %) be a RIFS consisting of IFSs of similarities such that
0 < #I; < oo for alli € A. Let F,, denote the associated 1-variable attractor. Then,
for almost all w € Q, we have

dimp F,, > sup dimp F;. (6.2.1)
ieA
The proof of Theorem 6.2.2 will be given in Section 6.6.1.2. Note that the The-
orem 6.2.2 requires no separation conditions, whereas Theorem 6.2.1 requires the
UOSC. Combining the upper and lower estimates immediately yields our main result
on random self-similar sets.

Theorem 6.2.3. Let (L, %) be a RIFS consisting of IFSs of similarities such that
0 < #I; < 0o for alli € A. Assume that (L, ) satisfies the UOSC and let F,, denote
the associated 1-variable attractor. Then

dima F,, = sup dima F; = max dima F3,
ISHN - €A -

for almost all w € Q.

The results above are in stark contrast to the analogous almost sure formulae for
the Hausdorff, packing and box-counting dimension which are some form of weighted
average of the deterministic values. As can be deduced from Corollary 3.2.24 the
Hausdorff dimension of a random 1-variable self-similar set satisfying the UOSC is
almost surely given by the unique zero of the weighted average of the logarithm of
the Hutchinson-Moran formulae for the individual IFSs. A neat consequence of this
is that the Assouad dimension and the Hausdorff dimension can be almost surely
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distinct, no matter which separation condition you assume. Recall that in the de-
terministic setting the WSP is sufficient to guarantee equality, and in the random
setting the Hausdorff and box-counting dimensions almost surely coincide, even if
there are overlaps. In fact the only way the Assouad and Hausdorff dimensions can
almost surely coincide in the UOSC case is if all of the deterministic IFSs had the
same similarity dimension. Also, apart from this special situation, our result shows
that random self-similar sets are almost surely not Ahlfors regular, as for Ahlfors reg-
ular sets the Hausdorff and Assouad dimensions coincide. Finally we obtain precise
information on the size of the exceptional set of Theorem 6.2.3.

Theorem 6.2.4. Let (L, 7) be a RIFS consisting of IFSs of similarities such that
0 < #I; < 0o for alli € A. Assume that (L, ®) satisfies the UOSC and let F,, denote
the associated 1-variable attractor. Assume further that dima F; is not the same for
alli € A, i.e. the similarity dimensions of the deterministic attractors are not all the
same. Then the exceptional set

E = {w € Q| dimy F,, < max dimp Fl}
iEA -

1s a set of full Hausdorff dimension, despite being a P-null set, i.e. dimyg F = dimgy €.

The proof of Theorem 6.2.4 can be found in Section 6.6.1.3. The following two
figures depict some examples of random self-similar sets. The RIFS is made up of
three deterministic IFSs, which are shown in Figure 6.1. Dotted squares indicate
the (homothetic) similarities used. In Figure 6.2, three different random realisations
are shown, which will (almost surely) all have the same Assouad dimension as the
maximum of the three deterministic values.

Figure 6.2: Random self-similar attractors F,, Fjg and F., for different realisations
a=(1,2,31,2133,...), 6= (21211113,...), 7= (23321113,...) ¢
Q.
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We finish this section by mentioning that Li et al. [LLMX] studied the Assouad
dimension of Moran sets F generated by two sequences

{nr e NJZ, and {¢x € R™}32,,

where ny, indicates the number of contractions, and &, = (¢k1,-- -, Crn,) gives the
contraction ratios at the kth level. They show that

dima F = lm sup Sk k+m,
m—oo :

where s3, 1+m is the unique solution to the equation

k+m n;

IT > (e =1
i=k+1 j=1
By choosing &; = (¢k,1,- " »Ch,n,,) from a fixed number of patterns, such a Moran set

may be regarded as a particular realisation of our random self-similar sets. Therefore
this result gives information about specific realisations, whereas our results study the
generic situation.

6.2.1 An example with overlaps

Here we provide an example showing that the assumption of some separation condition
in Theorem 6.2.1 is necessary. Let the RIFS LL be the system consisting of two IFSs
of similarities, I; and I5. Let I; be the IFS consisting of the three maps S 1,512 and
S1,3 and I, consist of the three maps Sg.1, 522 and S5 3, where S; ; : R — R and

Sl,l = %1’7 SLQ = %1’, 51,3 = TIGZE + %7
_1 _1 _ 1 80
52)1 = 37, 52}2 =97, SQ 3= 317 + 1
As S; 1 and S; 2 have the same fixed point for ¢ = 1,2, both I; and I, fail the OSC.
Note that

Id = (Si,l o 51,1)71 052 € &

where £ is the set of composition maps, see Definition 2.1.3. We conclude that the
two IFSs fail the OSC and so L fails to satisfy the UOSC, see the discussion following
Definition 2.1.3. Let ¢! be the contraction rate of S; ;. If one considers the individual
IFSs, since (logc})/(logc?) € Q for i = 1,2, one can show directly from the definition
that the WSP is satisfied. Therefore, for both systems the Assouad and Hausdorff
dimensions coincide and are therefore no greater than their similarity dimensions,
see [FHOR]. That is dima F; < s; for ¢ = 1,2, where s; is given implicitly by
the Hutchinson-Moran formula Zj’zl(cf )* = 1. Solving numerically we find that
51 ~ 0.81137 and s2 ~ 0.511918 and so max;ecp dima F; < 1. Consider however
w=(1,2,1,2,1,...). This is equivalent to the deterministic IFS consisting of the 9
possible compositions of a map from I; with a map from I,. Consider just the two
maps

1
Ty =511082 = Y

1
Ty = S12081 = 3%

One can check that log18/log12 ¢ @Q and therefore using an argument similar to
the one in [Fr2, Section 3.1] one can show that dima F{; 1,y = 1, which is strictly
greater than the maximum given by the deterministic IFS, showing that if the UOSC
is not satisfied, then the Assouad dimension of particular realisations can exceed the
maximum of the deterministic values.
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Figure 6.3: Top and middle: the two deterministic attractors which both have As-
souad dimension strictly smaller than 1. Bottom: the random self-similar set for the
realisation w = (1,2,1,2,...) which has Assouad dimension 1. Stretching the imagi-
nation slightly, one can see the unit interval emerging as a tangent at the origin for
the third set, but the rational dependence between the contraction ratios prevents
this happening for the first two examples.

6.3 Almost sure Assouad dimension for random self-affine carpets

We have already answered some dimension theoretic properties of random self-affine
sets in Chapter 4. Here we investigate the Assouad dimension of special class of
self-affine carpets, a random version of Bedford-McMullen sets.

Fraser and Shmerkin [F'S] considered the dimensions of random self-affine carpets
where for them the randomness was obtained by randomly translating the column
structure. They computed the almost sure Hausdorff and box-counting dimensions
and remarked that the situation for the Assouad dimension was not clear because the
Assouad dimension could ‘jump up’ above the initial value. It turns out that in our
model, the Assouad dimension is similarly sensitive to ‘jumping up’ and we show that,
in a different context, the Assouad dimension of random self-affine carpets can again
‘jump up’ above the initial and expected values, see the example in Section 6.3.2.

6.3.1 Notation

For each i € A, let m;,n; be fixed integers with n; > m; > 2. Then, for each i € A,
divide the unit square [0,1]? into a uniform m; x n; grid and select a subset of the
sub-rectangles formed. Let the IFS I; be made up of the affine maps which take the
unit square onto each chosen sub-rectangle without any rotation or reflection. Thus
the constituent maps f7 : [0,1]*> — [0, 1]? are of the form

fi= (m+%, y+bm>7
m; mi Ny L2
for integers a; j,b; j, where 0 < a;; < m;, and 0 < b; ; < n;. For each i € A, let
A; be the number of distinct integers a; ; used for maps in I;, i.e. the number of
non-empty columns in the defining pattern for the ith IFS. Also, for each i € A,
let B; = maxgeqo,...m—1} #{5; € I : a;; = k}, di.e. the maximum number of
rectangles chosen in a particular column of the defining pattern for the ith IFS. For
the deterministic IFS I; with attractor Fj, it was shown by Mackay [M] that

log A; log B;
+ .
logm; logn;

dimp F; = (6.3.1)
One interpretation of this is that the Assouad dimension is the dimension of the
projection of F; onto the first coordinate plus the maximal dimension of a vertical
slice through F;. A reasonable first guess for the almost sure Assouad dimension of
the random attractors of L. would be to take the maximum of equation (6.3.1) over
all ¢ € A. Surprisingly this is not the correct answer, as we shall see in this section.
First we prove a sure upper bound, which at first sight does not look particularly
sharp.
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Theorem 6.3.1. Let (L, 7) be a RIFS with individual IFSs satisfying the conditions
above. Then for all w €

log A; log B;
dimp F, < max 08 Ai + max&.
icA logm; ieA logn,

Theorem 6.3.1 will be proved in Section 6.6.2.2. It turns out that this upper
bound is almost surely sharp and this is the content of our main self-affine result in
this section.

Theorem 6.3.2. Let 1 be as above. Then for almost all w € ), we have

log A; log B;
dimp F, = max ) + max 08 .
ieA logmy; ieA logn;

Theorem 6.3.2 will be proved in Section 6.6.2.3. As remarked above this is in
stark contrast to results concerning the classical dimensions of attractors of RIFS,
but still in keeping with the ‘almost surely maximal’ philosophy. An example of the
‘averaging’ that happens with Hausdorff, packing and box-counting dimension, which
was discussed and expanded upon in Chapter 4, is the result by Gui and Li [GL1],
where if m; = m < n = n,; for all i € A, the almost sure dimension is given by the
weighted average of the dimensions of the individual attractors:

dim F,, = ) p; dim F,
€A

where dim can refer to any of the Hausdorff, packing or box-counting dimension, see
also Corollary 4.3.8. The key difference between the case considered here and the
self-similar case is that, despite whatever separation conditions one wishes to impose,
the ‘maximal value’ is not generally the maximum of the deterministic values. We
construct a very simple example to illustrate this difference in Section 6.3.2.

The following two figures depict some examples of random self-affine Bedford-
McMullen carpets. The RIFS is made up of three deterministic IFSs, which are
shown in Figure 6.4. We chose m; =2, n1 =3, my =3, no =5, mg =2 and ng =4
and indicate the chosen affine maps with rectangles. In Figure 6.5, three different
random realisations are shown.

TS T S = = EE LEEF
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= = = = = =
= =
e ==
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=
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P
= F=

Figure 6.4: Deterministic Bedford-McMullen Carpets F1, F5 and F3.
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Figure 6.5: Random Bedford-McMullen Carpets Fi,, Fjg and F for realisations o =
(1,1,3,3,1,3,1,3,...), 8 = (1,2,1,2,2,3,2,1,...), v = (2,2,3,2,1,2,2,2,...) € Q.

6.3.2 An example with larger Assouad dimension than expected

In this section we briefly elaborate on our belief that the formula for the almost
sure Assouad dimension of random self-affine carpets returns a surprisingly large
value. Counsider the following very simple example. Let L = {I;,I>}, where m = 2
and n = 3 for both deterministic IFSs. Let I; consist of the maps corresponding
to the two rectangles in the top row of the defining grid and let I consist of the
maps corresponding to the three rectangles in the right hand column of the defining
grid. Both the deterministic attractors are not very interesting; they are both line
segments. In particular, they both have Assouad dimension equal to 1. Moreover, it
is a short calculation to show that the Assouad dimension of F,, is no larger than 1 for
any eventually periodic word w. This means that, unlike the self-similar example in
Section 6.2.1, the Assouad dimension cannot increase by taking a finite combination
of the initial IFSs. However, Theorem 6.3.2 shows that the Assouad dimension of F,
is almost surely 2.

Figure 6.6: The left-most image is the random self-affine carpet associated to the
above RIFS for the realisation (3,3,3,1,1,1,1,3,...). The other images show small
parts of the set blown back up to the unit square. One can see the zoomed in images
filling up more and more space, leading to the unit square being a very weak tangent to
the random self-affine set. This is what causes the Assouad dimension to be maximal,
see Section 6.6.2.3.

6.4 Typical Assouad dimension for random attractors

In this section we consider an alternative approach to deciding the ‘generic properties’
of random fractals. This approach is topological rather than measure theoretic and
was first considered by Fraser [Fr3]. Let (Y, dy) be a complete metric space. A set
N C Y is nowhere dense if for all y € N and for all » > 0 there exists a point
x € Y\ N and ¢t > 0 such that B(z,t) C B(y,r) \ N. A set M is said to be of the
first category, or, meagre, if it can be written as a countable union of nowhere dense
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sets. We think of a meagre set as being small and the complement of a meagre set
as being big. A set T C Y is residual or co-meagre, if Y\ T' is meagre. A property is
called typical if the set of points which have the property is residual. In many ways
a residual set behaves a lot like a set of full measure. For example, the intersection
of a countable number of residual sets is residual and the space cannot be broken up
into the disjoint union of two sets which are both residual. As such it is a reasonable
replacement for the notion of almost all in describing generic properties in a complete
metric space. In Section 6.6 we will use the following theorem to test for typicality
without mentioning it explicitly.

Theorem 6.4.1. In a complete metric space, a set T is residual if and only if T
contains a countable intersection of open dense sets or, equivalently, T contains a

dense Gs subset of Y.

For a proof of this result and for a more detailed account of Baire Category
the reader is referred to [Ox|. By applying these notions to the complete metric
space (€2, d) we can replace “full measure” with “residual” to gain our new notion of
genericity. In [Fr3] it was shown that these two approaches differ immensely in the
context of Hausdorff and packing dimension. Indeed, it was shown that there exists
a residual set R C €) such that for all w € R

dimyg F, = inf dimyg F,,
ue
and
dimp F,, = supdimp F,
ueN

for any 1-variable RIFS consisting of bi-Lipschitz contractions without assuming any
separation conditions. This is very different from the measure theoretic approach,
which tends to favour convergence rather than divergence, with the almost sure pack-
ing and Hausdorff dimensions often equal to some sort of average over the parameter
space, rather than opposite extremes. Our main result in this section proves an anal-
ogous result for Assouad dimension. In the wider context of the paper, the main
interest of this result is that in the setting of Assouad dimension, the topological and
measure theoretic approaches seem to agree. Observe that we are able to compute
the typical Assouad dimension in a much more general context than the almost sure
Assouad dimension, but this is not surprising in view of [Fr3].

Theorem 6.4.2. Let L be an RIFS consisting of deterministic IFSs of bi-Lipschitz
contractions. Then there exists a residual set R C Q such that for all w € R

dimp F,, = sup dimp F,,.
ueN

We will prove Theorem 6.4.2 in Section 6.6.3. Notice that the above result assumes
no separation properties and the mappings can be much more general than similarities
or even affine maps.

An immediate and perhaps surprising corollary of this is that Theorems 6.2.3 and
6.3.2 remain true even if the measure theoretic approach is replaced by the topological
approach adopted in this section.

6.5 Random recursive constructions

We answered several questions about random recursive constructions in Chapter 3.
Here we will give some complementary results for Mandelbrot percolation defined in
Section 2.3. Recall that Mandelbrot percolation is simply a random recursive RIFS
and Theorem 3.3.6 implies that, if p > 1/n?, then, conditioned on non-extinction,

dimy F = d.
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We remark that this can also be obtained by studying the notion of porosity, see
Berlinkov and Jarvenpéa [BJ].

Recently, there has also been a lot of work on almost sure properties of the or-
thogonal projections of fractal percolation. In particular, one wants to obtain a
‘Marstrand type result’ for all projections 7 € Ilg  rather than just almost all. Here
IIg 1 is the Grassmannian manifold consisting of all orthogonal projections from R¢
to R¥ (k < d) identified with & dimensional subspaces of R? in the natural way and
equipped with the usual Grassmann measure. Our main result is the following, which
gives, conditioned on non-extinction, the almost sure Assouad dimension of F' as well
as an optimal projection result.

Theorem 6.5.1. Let p > 1/n®. Then, conditioned on F being nonempty, we have
that almost surely

dimp F'=d

and for all k < d and 7 € Ig, simultaneously,
dimp 7F = k.

We will prove Theorem 6.5.1 in Section 6.6.4. Observe that, provided p > 1/n¢,
the almost sure Assouad dimension does not depend on p. This is in stark contrast
to the Hausdorff and packing dimension case, but by now not surprising. An imme-
diate corollary of Theorem 6.5.1 is the following embedding theorem for Mandelbrot
percolation.

Corollary 6.5.2. Let p > 1/n?. Then, conditioned on F being nonempty, almost
surely F' cannot be embedded in any lower dimensional Fuclidean space via a bi-
Lipschitz map, i.e. there does not exists a bi-Lipschitz map ¢ : F — R4~1.

This follows from Theorem 6.5.1 and the fact that bi-Lipschitz maps cannot de-
crease Assouad dimension [Lu, Theorem A.5.1]. This result is somewhat surprising
in that given any ¢ > 0, one can choose p sufficiently close to (but greater than) n=¢,
such that almost surely (conditioned on non-extinction) the Hausdorff dimension of
F is smaller than e, but yet F still cannot be embedded in any FEuclidean space with
dimension less than that of the initial ambient space.

6.6 Proofs

6.6.1 Proofs concerning random self-similar sets
6.6.1.1 Proof of Theorem 6.2.1

The proof of Theorem 6.2.1 will closely follow the strategy of Olsen [02], who gave
a simple argument demonstrating the sharp upper bound for the Assouad dimension
of a deterministic self-similar set satisfying the OSC. Before beginning the proof we
recall some notation. Let O be the uniform open set given by the UOSC and write
| X| for the diameter of a set X and let u = |O|. Fix a realisation w = (wy,ws,...) € Q

and define the arrangements of words in the usual way, see the discussion just after
Definition 4.2.3. Observe that

k ¢eCk k ¢eCk

Write ¢/ = Lip(f7), then |f(¢, 0)| = cfref2 .. cllu, where | = |¢|. We write ¢, =

|f (¢, O)] for brevity. For r € (0, 1], let Z,,(r) be the arrangement of words ¢ for which
the associated f(¢, O) has diameter approximately r, that is

EW(T)U{QZSG |_| CZ’Cg<T’§cf}T},

keNp
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where ¢f = ¢1¢o. .. ¢|p|—1- First, recall from Lemma 5.1.5 that the number of sets

f (@, O) with diameter approximately r that intersect a closed ball B(z,r) centred at
z € F,, of radius r is bounded by a constant not depending on r and z.
Write s = max;ep (dima F;).

Lemma 6.6.1. Under the same assumptions as Theorem 6.2.1,

#EW(r) < i

for all r € (0,1].

Proof. Fix r € (0,1] and observe that since the Assouad dimension of each determin-
istic attractor is given by the appropriate version of the Hutchinson-Moran formula,
we have, for every i € A,

#1;

D)<t

Jj=1

for all ¢ € A. By repeated application of this, it follows that

GEEL (1) PEEw (1)

which proves the lemma. O

We can now prove Theorem 6.2.1. Let O be the open set given by the UOSC. Fix
2z € F,, Re (0,1 and r € (0, R]. Clearly

B(z,R)NF, C U f(,0)
PEEL (R)
f(#,0)NB(z,R)#2

and for each such set f(¢,O) in the above decomposition we have

o c U TFeoso),

PEE,(1¢],w) (1/R)

where for clarity we have written o(|¢|,w) = ¢!?!(w). These observations combine to
give
B(z,R)NF, C U U  7(60+0),

PEEL (R) PEE,(|¢],w)(T/R)
f(¢,0)NB(2,R)#2

which is an r-cover of B(z, R) N F,,, yielding

N.(B(z,R)NF,) < > #Eo(40) (7/R)
$EEL(R)
f(¢,0)NB(z,R)#@

, R\’
< E ue i () by Lemma 6.6.1
T

PEEL (R)
f(¢,0)NB(2,R)#&

R S
< (4/cmin)dus c? () by Lemma 5.1.5,

min
r

which proves the theorem.
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6.6.1.2 Proof of Theorem 6.2.2

In order to prove the almost sure lower bound we identify a ‘good set’ of full measure
within which we can prove the lower bound surely. Fix ¢ € A which maximises
dimy4 Fj. The good set G; is the set of all realisations w € € such that there are
arbitrarily long subwords consisting only of the letter i. Equivalently, let

Gi={w=(w,ws,...) €Q|VneNIkeNIm>n
such that w; = for all k < j < k+m}.

The following Lemma follows from a standard Borel-Cantelli argument.

Lemma 6.6.2. Let P be the Bernoulli probability measure on Q induced by ©. Then
for alli € A, the set G; C Q has full measure, i.e. P(G;) = 1.

Proof. Fix i € A and let C; be an increasing sequence of integers such that C;11 >
C; + 7 and set

A(5) = {w e ‘ there exists Iy such that wy =i for all k s.t. lop <k <lp+j

J Jj+1
and [ satisfies ZC]- <lp< (Z C’j> - j},

=1 =1
that is, given a j € N, realisations in the event A;(j) have a subword consisting only
of the letter i of length k starting between positions Y 7_, C; and Zf:ll Cj—j. Given
that the fixing of letters are on disjoint intervals the events {A4,(j)};en are pairwise
independent. Given a string of length C)1, we divide it into blocks of length |j/2]
(with a possibly shorter final block). The probability of choosing j consecutive letters
equal to 7 in a string of length (4, is at least the probability that at least one of
these blocks consists just of the letter ¢, that is

P(A;(5)) >1—-(1— Wilj/2J)LCj+1/jJ.

We can now choose the constants C; large enough such that (1 —7riW2J )Ci1/il < 1/2.
Then . P(A4i(j)) = >_;cn 1/2 = 0o and, using the Borel-Cantelli Lemma,

P({w € Q| w € A;(j) for infinitely many j}) = 1.

But,
{w € Q| w € A;(j) for infinitely many j} = ﬂ U A;(j) C G;
keENj>k
and so the desired result follows. O

Let i € Aand w = (w1,ws,...) € G;. We will show that the deterministic attractor
F; is a very weak pseudo tangent to F;, and this is sufficient to prove Theorem 6.2.2 in
light of Lemma 1.7.13. Note that, since we do not assume any separation conditions,
the existence of complicated overlaps mean that F; may not be a weak (or very weak)
tangent to F,,.

Since w € G, for every n we can find k,, such that w; =i forall k,+1 < 5 < kp+n.
Choose any arrangement ¢ = ¢1 © ¢ © -+ ® ¢y, with ¢ € CF» and let T}, be the
similarity given by Ty, (z) = f(¢,z)"'. Write ¢}, = maxjeqr, 3¢ € (0,1). It
follows that

Fakn (w) C Tkn (Fw)

and therefore, since the first n symbols in ¢*~ (w) are all i,

Fy © [T, Ful e

max)n :
This proves that _
dlﬁf (Fl’ Tkn FW) S (Cfnax)n — O
as n — oo. Thus F; is a weak pseudo tangent to F,,, choosing the sequence of maps
{Tkn}neN-
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6.6.1.3 Proof of Theorem 6.2.4

Using the mass distribution principle, Theorem 1.7.6, it is easy to see that dimy 2 =
log N/log2 where N is the cardinality of A and the ‘2’ comes from our choice of
metric d(w,v) = 27", Let f = max;ep dimy F; and

AgZ{i€A|dimAFi<5}
which by assumption is non-empty and by definition a proper subset of A. Let

&y = {w € Q] if, for some k € N, whenever w; ¢ Ag
forall j =k, k+1,...;k+n—1, then wg, eAg},

i.e. the set of all sequences such that the length of subwords consisting only of letters
which maximise the Assouad dimension is bounded above by n. First we will show
that for w € &,, we have dima F,, < 3. Let Al be a new alphabet consisting of
all combinations of words of length at most n (including length zero) over A \ Ag
concatenated with an element of Ag, that is

Al ={vw [ v € Up_o(A\ Ag)* and w € Ag}.

To each word (now identified as a letter) in Al we associate the IFS formed by
composing the IFSs corresponding to A in the natural way. Since the UOSC was
satisfied, it is easy to see that the similarity dimension of each such deterministic IFS
is strictly less than g since they are all influenced by an IFS associated to an element
of Ag. Moreover, every word in &, can be obtained as a word over Al and so we
obtain a lower bound from Theorem 6.2.2. It follows from this that the exceptional
set from Theorem 6.2.4 contains

& = Déan
n=1

and so it suffices to prove that the Hausdorfl dimension of & is log N/log2. Now
consider the finite set A’ consisting of all possible words of length [n/2]. We could
have equivalently defined €2 in terms of those words rather than the individual symbols
A where, abusing notation slightly, 2 = AN = A’N. Consider A’ and remove the
words consisting only of letters from A \ Ag forming a new set A”. If one considers
&' = NN one notes that several combinations are now no longer possible. Crucially
it restricts the length of subwords over A\ Ag to 2([n/2] — 1), which corresponds to
two concatenated elements of A”, one starting with symbol j € Ag followed by letters
from A\ Ag and the second word starting with letters from A \ Ag but ending with
Jj € Ag. Since 2([n/2] — 1) < n we have that elements of & have more restrictive
conditions than &, and so &, C &,. Let v be the uniform Bernoulli measure on &,
given by a uniform probability vector associated with A”, and let

o - 1Og(NW2W — |A\A£\W21)
" [n/2]log2

Let Uy C & be a cylinder of length k (over A”) and observe that v(Uy) = (N1"/21 —
A\ Ag|/21)=F and |U| = 27%["/2] and so

Ui | = 9—k[n/2]log(N /21| A\Ag|T"/21)/([n/2] log 2)
— 9—klog(N /21— |A\Ag|["/?1)/log 2
- (an/ﬂ — ‘A\Agﬂn/ﬂ)fk
= v(Uk)

and thus by the mass distribution principle dimyg &) > «,. Finally dimg& =
sup,, dimg &,, > sup,, @, = log N/log?2, as required.
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6.6.2 Proofs concerning random self-affine carpets
6.6.2.1 Preliminary results and random approximate R-squares

In this section we introduce random approximate R-squares, which will be heavily
relied on in both the upper bound and the lower bound. Fix w = (wi,ws,...) €
and R € (0,1) and let kY (R) and k%' (R) be the unique natural numbers satisfying

kS (R) kS (R)—1

I <r< ] na! (6.6.1)
i=1 i=1
and
I[ m! <r< ] m5) (6.6.2)
respectively with notation as in Section 6.3.1. Also let

Mmax = Max m; and Nmax = MaX N;.
€A i€EA

A rectangle [a,b] x [c,d] C [0,1]? is called a random approximate R-square if it is of
the form
$([0,112) 1 (T(T(10,11%)) x [0,1]),
where II, : (z,y) — z is projection onto the first coordinate and
S(xz) = f(¢,x) for some ¢ € Cpe(p)
and

T(x) = f(p,x) for some ¢ € Cyy (g)-

The use of the term ‘random’ indicates that the family of approximate R-squares
depends on the random sequence w and observe that such rectangles are indeed ap-
proximately squares of side length R because the base

k3 (R)
b—a = [] mi' € (mpuR Rl by (6.6.2)
i=1
and the height
kY (R)
d—c = n‘:il € (n:nzla,xRaR] by (661)
i=1

These approximate squares are a standard tool in the study of self-affine carpets, see
e.g. [M, Fr2].

6.6.2.2 Proof of Theorem 6.3.1
Fix w = (w1, wg,...) € Q, R (0,1) and r € (0, R). For k,l € Nand ¢ € A let

Nilk,D) = #{j=kk+1,...,0 : w; =i}

We wish to bound N, (B(z, R)NF,) up to a constant uniformly over = € F,,, but since
there exists a constant K > 1 depending on myax and npyax such that for any « € F,,,
B(x, R) is contained in fewer than K random approximate R-squares, it suffices to
bound N,.(QNFE,) up to a constant uniformly over all random approximate R-squares,
Q. We will adopt the version of N,.(-) which uses covers by squares of sidelength r.
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Fix such a @ and observe that @ N F,, can be decomposed as the union of the parts
of F,, contained inside rectangles of the form

k (R)

X =17 (62;11 ®eni32 ©- ®6ka(R)7[O 1] )

for some iy,4y,... with i; € {1,...,#I,,} for all j. Moreover, the number of such
rectangles in this decomposition can be bounded above by

H BNk (R)+1.k3 (R))
- .
€A
Now, let us continue to iterate the construction of F,, inside such a rectangle X, i.e.
by breaking it up into smaller basic rectangles. Assuming k¢ (r) > k%' (R) continue

iterating until level k¢ (r) where each X N F,, can be written as the union of parts of
F,, inside rectangles of the form

LW (1)

Y = f(e o 00kl 0,17)

for some iy, iy,... with i; € {1,...,#I,, } for all j. Note that this time we use words
of length k% (r). Writing N; = #Z, (i € A), we can bound the number of rectangles
of the form ) used to decompose a rectangle of the form X by

T N s o),
i€EA

If kY (r) < k§(R), then we leave X alone and set ) = X, corresponding to N; (k% (R)+
1,k%(r)) = 0 for each i. Note that each rectangle ) in the new decomposition is a

rectangle with height
kY (r)

-1
H T, =
i=1

and we are trying to cover it by squares of side length . Thus to give an efficient
estimate on N,.())) we need only worry about covering II,()) and we can certainly
do this using no more than

HAM(%"(T)-%L’C?(T))

(]

€N
such squares. Combining the above estimates and using the fact that for all i € A,
Ni < Asz ylelds

N, (QNF,) (HBN i (kY (R)+1, k“(R))) ) (HNZ\/i(k;(R)H,k;J(r)))
i€EA €A
(HAN(k )41,k ( )))

i€EA

< H A?fi(’f%’(R)+17k2‘”(T))Bl{\/i(k‘f(RHLkT(T‘)).

ieA
Now that this estimate has been established, the desired upper bound follows by
careful algebraic manipulation. In particular,

(QﬂF (HAN(kw )+1,k5 (1) )(HB/\/(k R)+1,k% (r )))

€A iEA

> log A;/logm,

-1 ( L (kg (R)+1,k5 (1))

€A
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. H <n£\[i(k1“(R)+17k1w(T))

) log B;/logn,
iEA

IN

(H m;\/i(kg’(R)+1,k§(T))

> max;ea log A;/logm;
iEA

. < 1 e

> max;en log B;/logn;
1EA

—Ni(1,k$ (R)) \ MaXiea log A;/log m;
_ [Licam

—Ni(1,k8 (1))
[Tica m;

—N;(1,k% (R)) max;ea log B;/logn;
. [Tiea ™ )

=Ni(1,k5 (1))
Hie[\ n;

kS (R)  _q\ MaXiea log A;/log m; kS (R) 1 max;ea log B;/logn;
_ <Hi—1 My, > (Hi—l T, )

kg(r) 1 ky(r)  —1
[L:21 7 me, | J

max;ca log A;/logm; max;en log B;/logn;
R R
—1 —1
mmaX r nmax r

by (6.6.1) and (6.6.2) and so

IN

)

R max;ea log A; /logm; + max,ca log B;/logn;
S mmax nmax ( )

which proves that

log A; log B;
dimp F,, < max g + max o8
icA logm, ieA logn;

and since w € ) was arbitrary this proves the desired result.

6.6.2.3 Proof of Theorem 6.3.2

In light of Theorem 6.3.1, all that remains is to prove the almost sure lower bound.
In order to do this we identify a ‘good set’ of full measure within which we can prove
the lower bound surely, similar to Theorem 6.2.2. First fix ¢ € A which maximises
log A;/logm; and j € A which maximises log B;/logn;. Of course ¢ and j may be
different, and this is the more interesting case which leads to examples such as those
in Section 6.3.2.

A first guess for the good set might be the set of strings containing arbitrarily
long runs of j followed by the same number of ¢. This is philosophically the correct
approach, but does not work because the point where the string is required to change
from j to ¢ depends crucially on the stage one is at in the sequence. Since one may
have to wait much longer than O(n) steps to get a string of n js followed by n is,
by the time it occurs the eccentricity of the rectangles in the construction will be so
large that switching from j to i after n steps in the approximate square is not enough
to obtain the desired tangent. A second approach might be to look for strings of js
followed by is where the number of js depends on the starting point of the string (in
fact the dependence would be linear), however, this approach also fails because one
cannot guarantee that such strings exist infinitely often almost surely. Our solution
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is to recognise that one needs a long string of is and a long string of js to get the
necessary tangent, but these strings do not have to be next to each other.
The good set G; ; C €2 is defined to be

Gij; = {w = (wy,ws,...) € Q| there exists a sequence of pairs (R;,n;) € (0,1) x N

with R; — 0 and n; — oo with n; < k5 (R;) — kY (R;) such that
wi = j for all i = k‘f(Rl) +1,.. ,k(f(Rl) + ny; and

wi =i for all i = kS (R) + 1,...,kS(Ry) + nl}.

Lemma 6.6.3. Let i,j € A be the maximising indices, as above. The good set has
full measure in Q, i.e. P(G; ;) = 1.

—log2
) = Log(l p;?pmw

max,;c logn;

Proof. For n € N let

and let

0 = > 1.

minieA log m;
Also, for n € N and m = 1,...,l(n) + 1, we define numbers K(n), K,(m) € N
inductively by

K(1)
Kn(1) = K(n),
Kp(m+1)=0K,(m)+n (m=1,...,l(n))
Kn+1)=K,((n)+1).

These numbers are arranged as follows and will form partitions of the natural num-
bers:

< Kn)=K,1) < Kp(2)<---<Ky(lln)+1)=K(n+1) <
Forwe Q,neNand me {1,...,l(n)}, let K¥(m) = k¥ (R) for

Ky (m)

-1
[T »c
i=1

and let
&,(m) = {w: (Wi, wa,...) €Q|wy =jforalli =K,(m)+1,...,K,(m)+n
and w; = i for all i’:K,‘;’(m)—i—l,...,K,‘;’(m)—i—n}

observing that n < K% (m) — K, (m) for large n. Finally, let
I(n)

= U é&n(m
m=1
It follows from these definitions that

m U én C Gy j

keEN n>k

and, moreover, the events {&), } nen are independent because they concern properties of
w at disjoint parts of the sequence. This can be seen since K (m)+n < 0K, (m)+n =

K, (m+1). Also, for a fixed n, the events {é"n(m)}l(",) are independent. We have

I(n)
P(&) =1- [ P(2\ &(m)
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K3

> 1 - (1— pppp) o8/ ospinl) — 1,

D P(S) = > 1/2 = x

neN neN

=1 (1-pppp)""
Therefore

and since the events &, are independent the Borel-Cantelli Lemma implies that

P(Gij) > P(ﬂ U &) =1

keEN n>k

as required. O

We can now prove Theorem 6.3.2. Fix w € G;; and consider a column of the
defining pattern for I; containing a maximal number of chosen rectangles B;. If there
is more than one such column, then choose one arbitrarily. This column induces a
natural IF'S of similarities on the unit interval, consisting of B; maps with contraction
ratios nj_l and satisfying the OSC. Let K; denote the self-similar attractor of this IFS
and for [ € N, let K]l denote the [th level of the construction, i.e. the union of (B;)"
intervals of length nj_l corresponding to images of [0, 1] under compositions of [ maps
from the induced column IFS. Also, consider the IFS I; and let II;(F;) denote the
projection onto the first coordinate of the attractor of I;, which is also a self-similar
set satisfying the OSC. We will now show that II,(F;) x K; is a very weak tangent
to F,.

For a random approximate square @, let 79 be the uniquely defined affine map
given by the composition of a non-negative diagonal matrix and a translation which
maps @ to [0,1] x [0,1]. Let (R;,n;) € (0,1) x N be a pair which together with
w satisfy the definition of G;; and consider the family of random approximate R,
squares. Since wy = j for all ¢/ = kY (R;)+1, ..., k% (R;) + ny, by keeping track of the
maximising column mentioned above we can choose @ satisfying

TQ(Q) CII, (ngg(ﬁ,) (w)) X K;-”.

Moreover, by decomposing ij into its basic intervals of length n;l, we see that within
each corresponding rectangle in 79(Q) (which has height n;l), one finds affinely
scaled copies of F_xg ) . Since w;r = i for all i =ky(R)+1,...,k5(R;)+ ny, this

implies that T%(Q) occupies every basic rectangle at the n'th stage of the construction
of I, (F;) x K;. Since such rectangles have base m; ™ and height n;™ this yields

Ao (T9Q), (R %K) < (mineny20)

This is sufficient to show that IL, (F;) x K is a very weak tangent to F,, because we can
choose our sequence of maps to be T? for a sequence of random approximate squares
Q satisfying the above inequality, but with n; — oo, giving the desired convergence.
Moreover, for any random approximate R-square ) we have

Rz —y| < |T9w) —T9WY)| < mmaxR -yl (2,9 €R?),

and so the maps satisfy the conditions required in Definition 1.7.11. It follows that

dima Fy, > dimp (Hm(Fi) X Kj) by Lemma 1.7.13
> dimy I, (F;) + dimpg K by [F6, Corollary 7.4

~ log A; N log B;
~ logm; logn;

as required.
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6.6.3 Proof of Theorem 6.4.2
Let s = sup,cq dima F,,. We will show that the set

A = {weQ|dimy F, > s}

is residual, from which Theorem 6.4.2 follows.
First we recall some useful functions. Consider F,, = F(w) as a function between
two metric spaces i.e. F' : (Q,d) — (’C(Rk)7dﬂ) and observe that it is continuous.

For z € R and R € (0,1] let Bor: K(R¥) — P(R*) be given by

wr(F) = Bz, R)N F,
where B°(z, R) is the open ball centered at z with radius R, and P(R") is the power
set of R¥ (the images need not be compact). Also, for r € (0, 1], let .#,.(F) denote the
maximum number of closed sets in an r-packing of F' C R¥, where an r-packing of F
is a pairwise disjoint collection of closed balls centered in F' of radius r. It was shown
in [Fr2, Lemma 5.2] that the map .%o 37 p : K(R¥) — R is lower semicontinuous. It

thus follows from the continuity of F, that the function ¢’ := .#, 0 87 po F': Q@ = R
is lower semicontinuous. We have

A:{u}EQ‘forallneN,Cﬂp>O7 there exists z € R* and 0 <r < R < p,

s—1/n
such that M, (B" (x,R) N Fw) > C <R> }

r

-Nnnnu

neN CeN peQt zcRF

U U foeafumimany - o8]

ReQN(0,p) r€QN(0,R)

NN N U U U @ (cnmni)
neN CeN peQt zeR* ReQnN(0,p) 7€QN(0,R)
The set ¢! ((C’ (R/r)s—Y/n, oo)) is open by the lower semicontinuity of ¥~! and
therefore A is a G5 subset of €.

To complete the proof that A is residual, it remains to show that A is dense in
Q. For n € N let
A, = {weQ : dimp F, >s—1/n}.

It follows that A, is Gs by the same argument as above, and since
A= ()4,
neN

it follows from the Baire Category Theorem that it suffices to show that A,, is dense
in Qforalln. Let n € N, w = (wy,ws,...) € Q, and € > 0. Let u = (ug,ug,...) € Q
be such that dima F,, > s — 1/n, choose | € N such that 27! < ¢ and let v =

(Wi, ... ,wi,u1,ug,...). It follows that d(v,w) < € and, furthermore,
Fo=J f(¢,Fu).
¢eCl

Since, for all ¢g € W; and i € A the map f(¢o, -) is a bi-Lipschitz contraction, it follows
from basic properties of the Assouad dimension that dimy F, > dimy F,, > s — 1/n
and so v € A, proving that A,, is dense.
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6.6.4 Proof of Theorem 6.5.1

The upper bound is trivial, and we prove the lower bound here. As we condition
on non-extinction, we may assume there exists x € F and hence also a sequence of
nested compact cubes Q) that each contain x, have sidelengths equal to n~* and are
such that x = Ngen@%. We start by introducing some additional notation. At the
(k + 1)th stage in the construction of F' the cube Qf was split into N = n® compact
cubes. We will index these cubes by Z = {1,2,..., N} (ordered lexicographically
by their midpoints) and keep track of the tree structure of subcubes by words that
give their position in the iteration. That is for words of length m we write QF(w),
where w € Z™, to mean the uniquely determined cube at the (k + m)th stage of
the construction lying inside (¥ at position w starting from Q7. We also write
Q7 = Q3(2). Let p—. > 0 be the probability that any cube which has survived up
to some point in the construction does not go on to become extinct. Due to the
independence and homogeneity of the construction, this is the same for any surviving
cube at any level. Moreover, it is strictly positive due to our assumption on p. The
following lemma is similar in spirit to Lemma 6.6.2.

Lemma 6.6.4. Let x be as above. Almost surely there exists an increasing sequence
of natural numbers (M;)$2, such that, for all i € N, all cubes

Qiy, (w) where w € {T} U U VA

a=1

survive and each of the last cubes {Q% (w)}wer: in this iteration do not become
extinct.

Proof. Let m,r € N be given. First we establish the probability of all cubes Q¥ (w)
for w € {@} U], Z* surviving and not becoming extinct. By the homogeneity
of the construction the probability of those cubes surviving is independent of r and
is the number of ‘(weighted) coin tosses’ needed for all cubes to survive. As we are
given that at least one path (the one for x) survives, the number of ‘tosses’ is

- N™H — N

= Y-y = YN,

a=1

and so the probability of all of the cubes surviving is p“~. We also have to take into
account the non-extinction criteria. Given that they have survived to the (r + m)th
level, the probability that all of the cubes {Q%(w)}yezm will not become extinct is
p™."~1. Thus the probability of all cubes Q%(w) for w € {@} UL, I surviving
and not becoming extinct is p,,, = p“NpN."~1. Now define I(m + 1) = I(m) + k(m),

where [(1) = 1 and
k(m) = m {_IOgQW .

IOg(l - ﬁm)
Let &, be the event

Em = {for at least one of j € {0,m,2m,...,k(m) —m} we have that all

m
Q1(m)+,(v) survive and are non-extinct in the limit for v € {&} U U I“} .

a=1

Given that the cubes Q7 all survive, it is evident that the behaviour of one k(m)/m
block is independent of the next and so

P(&n) = 1— (1= pp)km/m > 1/2,

Lemma 6.6.4 now follows immediately by the Borel Cantelli Lemma and the fact that
Em are easily seen to be independent. O
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Using Lemma 6.6.4 we now show that, almost surely and conditioned on non-
extinction, that [0,1]¢ is a weak tangent to F. The required lower bound on the
dimension of F' then follows from Lemma 1.7.13. Let T; be the homothetic similar-
ity that maps the cube QF, to X. By Lemma 6.6.4 we have that, almost surely
conditioned on non-extinction, each of the subcubes Q7. (v) for v € I' survive and
are non-empty in the limit. Now T;(F) N X is the union of all blow ups of these
subcubes under T; and, since each blown up subcube contains at least one point and
has diameter vdn =%, it follows that

dyp(T;(F)NX,X) < Vdn™?

and so du(T;(F)N X, X) — 0 as i — oo as required.
The optimal projection result now follows as a simple consequence of F' being
almost surely of full dimension. In particular, for all k < d and II € II;; we have

F CIIF x I+,

where TI* is the (d — k)-dimensional orthogonal complement of (the k dimensional
subspace identified with) II, and so by basic properties of how Assouad dimension
behaves concerning products [Ro, Lemma 9.7] it follows that, for all realisations where
dimA F = d,

d = dima F < dima IIF + dima 1T+ = dima F + d — &

which gives dima IIF' > k. The opposite inequality is trivial and since dima F' = d
occurs almost surely conditioned on non-extinction, the result follows.
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