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#### Abstract

In this thesis, we are concerned with continuous-variable quantum optical state engineering protocols. Such protocols are designed to repair or enhance the nonclassical features of a given state. In particular, we build a weak measurement model of Gaussian entanglement concentration of the two mode squeezed vacuum state. This model allows the simultaneous description of all possible ancilla system variations. In addition, it provides an explanation of the Gaussian-preserving property of these protocols while providing a success criterion which links all of the degrees of freedom on the ancilla. Following this, we demonstrate the wider application of weak measurements to quantum optical state engineering by showing that they allow probabilistic noiseless amplification of photon number. We then establish a connection between weak measurements and entanglement concentration as a fundamental result of weak measurements on entangled probes. After this, we explore the trade-off between Gaussian and non-Gaussian operations in the preparation of non-Gaussian pure states. In particular, we suggest that an operational cost for an arbitrary non-Gaussian pure state is the largest Fock state required for its approximate preparation. We consider the extent to which this non-Gaussian operational cost can be reduced by applying unitary Gaussian operations. This method relies on the identification of a minimal core state for any target non-Gaussian pure state.
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## Chapter 1

## Introduction and overview

### 1.1 Motivational remarks

Historically, quantum mechanics was born from a necessity to explain a number of counter intuitive phenomena unintelligible from a classical point of view. Whilst the empirical successes of quantum mechanics are undeniable, the absence of a universally accepted physical interpretation means that the theory remains rather enigmatic. In particular, many of the key theorems of quantum mechanics such as the uncertainty principle, measurement theory and entanglement are presented in a negative light [6]. However, an alternative viewpoint has begun to emerge from the invention and development of quantum information theory. Its central tenet is the realisation that quantum mechanical systems can be exploited to perform computational and information processing tasks in a manner that could offer distinct advantages over the nearest classical counterpart. Consequently, it allows for an appreciation of the phantom properties of quantum states as potentially useful physical communication and computation resources [6]. This is the inspiration that has led to the discovery of applications such as quantum teleportation [7, 8], fast factorization algorithms $[9,10]$ and quantum key distribution [11-13].

Thus, the legacy of quantum information theory is the understanding that quantum mechanics can offer certain subtle advantages provided one has access to the necessary non-classical resource. This view point immediately engenders a motiva-
tion to pursue two related fields of study. The first is concerned with the conception of protocols which exploit a given non-classical resource. The second is focused on the preparation, repair and augmentation of particular non-classical features for use in the aforementioned protocols. This second branch is called state engineering and it forms a crucial part of quantum information.

While the notion of state engineering applies to any quantum system, we confine our attention to the continuous-variable quantum degrees of freedom of the light field. Ultimately, this is because the technology required to produce a variety of Gaussian quantum optical states and operations is very well developed and understood [14]. Thus, such states and operations can be implemented with relative ease. However, these successes are tempered by the limitations set by restricting ourselves to Gaussian states and operations alone. Indeed, while a number of known quantum algorithms can be implemented using just Gaussian states and operations [15], there exist a few important exceptions. These include entanglement distillation of Gaussian states [16-18] and universal quantum computing with Gaussian states [19, 20]. Both of these require additional non-Gaussian states and operations to work. These non-Gaussian states and operations are difficult to produce experimentally and lack a comprehensive theoretical understanding enjoyed by their Gaussian cousins [15, 21].

It is in this fertile area of quantum information with continuous-variable quantum optical systems that this thesis resides. In particular, this thesis is concerned with the study of state engineering protocols which require the use of non-Gaussian resources in addition to Gaussian ones to achieve the desired result. In this context, this thesis carries two main messages. Firstly, weak values and weak measurements can be an extremely useful tool in understanding the mechanism behind certain quantum optical state engineering protocols. We demonstrate this utility with respect to entanglement concentration of Gaussian states and their ability to allow probabilistic noiseless amplification of photon number for a subset of quantum optical states. Secondly, we explore non-Gaussian pure state preparation. In this context, we investigate the potential benefits of the judical application of optimized
unitary Gaussian operations in the probabilistic preparation of non-Gaussian pure states. Thus, this thesis seeks to investigate two specialized open problems of state engineering with respect to continuous-variable quantum optical information.

### 1.2 Overview: thesis in a nutshell

We begin this thesis with two review chapters which aim to revise a number of standard and extremely useful results from quantum optics, bipartite entanglement theory and Gaussian state entanglement concentration. These notions are discussed in chapters two and three. The latter ends with some open problems related to a particular Gaussian entanglement concentration protocol. The resolution of these outstanding issues can be found in the notion of weak values and weak measurements reviewed in chapter four. In chapter five we outline the first of our novel contributions by demonstrating a link between weak measurements and entanglement concentration. The origin of this link is found in attempting to generalize the non-linear medium protocol discussed in chapter three to arbitrary ancillary systems. In essence, the preparation and eventual measurement of the ancilla before and after its interaction with the entangled state can be interpreted as pre and postselections. Thus, one can view the protocol as a weak measurement of the ancilla encoded onto the entangled state. The prerequisites of a weak measurement are directly responsible for the Gaussian-preserving effect manifest in such protocols.

Following our discussion of the application of the weak measurement formalism to Gaussian entanglement concentration, we present our next contribution by extending the utility of weak measurements. In particular, in chapter six we demonstrate how weak measurements allow the probabilistic realisation of the non-physical operation of noiseless amplification on a subset of quantum states. In this context, non-physical means that the probabilistic back-action applied to the probe state does not obey all of the axioms of a positive operator valued measure (POVM) for arbitrary states. Instead, these axioms are only satisfied on a reduced set of states that obey the weakness conditions. The implications of this noiseless ampli-
fication is then discussed for a variety of quantum protocols including amplifying weak Schrödinger cat states, cloning weak coherent states and weak coherent state quantum key distribution.

Further investigation in chapter six leads to our next contribution by revealing a novel and fundamental connection between weak values and the manipulation of entangled states. In particular, we show that a weak measurement where the probe state is prepared in an arbitrary pure bipartite entangled state can increase the entanglement available if the encoded weak value has a non-zero imaginary component. Ultimately, this is due to the non-unitary effect accompanying the imaginary part of the weak value. A further condition emerges on the observable acting on the probe in the interaction Hamiltonian: the probe observable must be able to distinguish between states of different Von Neumann entropies. To understand this condition, we make an appealing analogue with the notion of entanglement witnesses employed in the discussion of mixed state entanglement.

Leaving behind the weak measurement paradigm in chapter seven, we present our final contribution where we consider the possible application of deterministic Gaussian operations in the conditional state preparation of pure non-Gaussian states. This idea is based on the ability to conditionally generate a finite superposition of Fock states using an array of photon subtraction or addition measurements. One can regard this process as a way to obtain finite dimensional approximations, to a given accuracy measured by the fidelity, of a desired infinite dimensional nonGaussian state. We suggest that unitary Gaussian operations can be used to reduce the non-Gaussian resources required for the construction of the state. The basis of this postulate is the notion of a core state, related to the target state via Gaussian unitary operations. This core state can require a smaller non-Gaussian resource overhead to construct than a direct truncation of the desired target. Thus, we suggest that one construct the core state and then apply Gaussian unitary operations to obtain the desired target to a specified accuracy. We demonstrate the utility of this method by applying it to the Schrödinger cat states.

## Part I

## Literature review

## Chapter 2

## Theoretical quantum optics

### 2.1 Quantisation of the field

Quantum optics provides the most accurate understanding of the electromagnetic field in the non-relativistic regime. We will begin by outlining the standard textbook canonical quantisation approach as described in [22-29], to name but a few. The starting point of quantum optics is the quantisation of the electromagnetic field by the replacing of classical fields $\mathbf{E}(\mathbf{r}, t)$ and $\mathbf{B}(\mathbf{r}, t)$, with quantum mechanical observables $\hat{\mathbf{E}}(\mathbf{r}, t)$ and $\hat{\mathbf{B}}(\mathbf{r}, t)$. In the non-relativistic regime, this task is accomplished by adopting the Coulomb gauge $\nabla \cdot \mathbf{A}(\mathbf{r}, t)=0$, before solving the associated vacuum wave equation

$$
\begin{equation*}
\nabla^{2} \mathbf{A}(\mathbf{r}, t)=c^{-2} \partial_{t}^{2} \mathbf{A}(\mathbf{r}, t) \tag{2.1}
\end{equation*}
$$

while imposing periodic boundary conditions. Consequently, the general solution can be written as a Fourier decomposition over plane waves

$$
\begin{equation*}
\mathbf{A}(\mathbf{r}, t)=\left(\epsilon_{0} V\right)^{-1 / 2} \sum_{\mathbf{k}} \sum_{s=1}^{2} \mathbf{e}_{\mathbf{k} s}\left(a_{\mathbf{k} s} e^{i \mathbf{k} \cdot \mathbf{r}-i \omega t}+a_{\mathbf{k} s}^{*} e^{-i \mathbf{k} \cdot \mathbf{r}+i \omega t}\right) \tag{2.2}
\end{equation*}
$$

Where $\mathbf{e}_{\mathbf{k} s}$ are unit polarisation vectors defined by $\mathbf{k} \cdot \mathbf{e}_{\mathbf{k} s}=0$ ensuring that the field is transverse in nature. Each mode is labeled by the wavevector $\mathbf{k}$ and polarization $s$. The $\mathbf{k}$ is discrete since the classical field exists inside an imaginary cube of length $L$ and volume $V=L^{3}$ with periodic boundary conditions at the walls.

The quantisation of this field is performed by replacing the complex coefficients $\left\{a_{\mathbf{k} s}, a_{\mathbf{k} s}^{*}\right\}$ with bosonic creation and annihilation operators $\left\{\hat{a}_{\mathbf{k} s}, \hat{a}_{\mathbf{k} s}^{\dagger}\right\}$. This is done in anticipation of the emergence of bosonic quanta of the field (photons) and is completely consistent with the linear nature of the classical field equations. The creation and annihilation operators are subject to the equal-time commutation relations

$$
\begin{equation*}
\left[\hat{a}_{\mathbf{k} s}(t), \hat{a}_{\mathbf{k}^{\prime} s^{\prime}}^{\dagger}(t)\right]=\delta_{\mathbf{k} \mathbf{k}^{\prime}} \delta_{s s^{\prime}},\left[\hat{a}_{\mathbf{k} s}(t), \hat{a}_{\mathbf{k}^{\prime} s^{\prime}}(t)\right]=\left[\hat{a}_{\mathbf{k} s}^{\dagger}(t), \hat{a}_{\mathbf{k}^{\prime} s^{\prime}}^{\dagger}(t)\right]=0 \tag{2.3}
\end{equation*}
$$

Thus, the quantized vacuum field solution is then

$$
\begin{equation*}
\hat{\mathbf{A}}(\mathbf{r}, t)=\sqrt{\frac{\hbar}{2 \epsilon_{0} V}} \sum_{\mathbf{k}, s} \mathbf{e}_{\mathbf{k} s}\left(\hat{a}_{\mathbf{k} s} e^{i \mathbf{k} \cdot \mathbf{r}-i \omega t}+\hat{a}_{\mathbf{k} s}^{\dagger} e^{-i \mathbf{k} \cdot \mathbf{r}+i \omega t}\right) \tag{2.4}
\end{equation*}
$$

and so, the corresponding field observables can be obtained from the quantised vector potential via the relations $\nabla \times \hat{\mathbf{A}}=\hat{\mathbf{B}}$ and $\hat{\mathbf{E}}=-\partial_{t} \hat{\mathbf{A}}$ and, in turn, allow the calculation of the Hamiltonian of the field

$$
\begin{equation*}
\hat{H}=\frac{1}{2} \int d^{3} \mathbf{r}\left(\varepsilon_{0} \hat{\mathbf{E}}^{2}+\frac{1}{\mu_{0}} \hat{\mathbf{B}}^{2}\right)=\sum_{\mathbf{k}} \sum_{s=1}^{2} \omega_{\mathbf{k}} \hbar\left(\hat{a}_{\mathbf{k} s}^{\dagger} \hat{a}_{\mathbf{k} s}+1 / 2\right) . \tag{2.5}
\end{equation*}
$$

The interpretation of this equation is clear - the quantum electromagnetic field is analogous to an infinite set of independent quantum harmonic oscillators. Consequently, most of the physics of the field can be understood through the properties of these oscillators and the quantum mechanical formalism associated with them.

Quantum mechanics requires an association between each mode and an appropriately defined Hilbert space [30]. In this case, each mode is a simple harmonic oscillator labeled by wavevector $\mathbf{k}$ and polarization $s$ and has a state space $\mathcal{H}_{\mathbf{k} s}$. The entire state space of the field is then given as:

$$
\begin{equation*}
\mathcal{H}=\bigotimes_{\mathrm{k}} \bigotimes_{s=1}^{2} \mathcal{H}_{\mathrm{k} s}=\bigotimes_{\mathrm{k}} \mathcal{H}_{\mathrm{k} 1} \otimes \mathcal{H}_{\mathrm{k} 2} \tag{2.6}
\end{equation*}
$$

From now on, we will only consider very simple fields composed of one or two modes. Accordingly, we will drop the index notation for brevity.

Following the derivation of the Hamiltonian of the field, we use its eigenstates to define the associated Hilbert space of each mode. These aforementioned eigenstates are the Fock or photon number states

$$
\begin{equation*}
\hat{n}|n\rangle=\hat{a}^{\dagger} \hat{a}|n\rangle=n|n\rangle . \tag{2.7}
\end{equation*}
$$

In the standard analysis of the quantum harmonic oscillator, the number states correspond to a definite energy of the oscillator labeled by the quantum number $n$. A similar interpretation applies here, which follows from the conventional wisdom of second quantized field theories, namely that the field operators $\hat{\mathbf{E}}(\mathbf{r}, t)$ and $\hat{\mathbf{B}}(\mathbf{r}, t)$ create and annihilate their associated quanta. This follows from the action of the creation and annihilation operators on Fock states as

$$
\begin{equation*}
\hat{a}|n\rangle=\sqrt{n}|n-1\rangle, \quad \hat{a}^{\dagger}|n\rangle=\sqrt{n+1}|n+1\rangle, \tag{2.8}
\end{equation*}
$$

i.e. the operators $\hat{a}$ and $\hat{a}^{\dagger}$ reduce or increase the number of photons by one. Consequently, the states $|n\rangle$ describe the case when the field is composed of $n$ photons with a well defined energy $E_{n}=\hbar \omega(n+1 / 2)$. Thus, the ground or vacuum state of the field describes the complete absence of photons i.e. $\hat{a}|0\rangle=0$ and so the energy in the vacuum state is just the zero-point energy of the field $E_{0}=\hbar \omega / 2$.

The excited states $|n\rangle$ can be obtained from the vacuum by the application of the creation and annihilation operators

$$
\begin{equation*}
\frac{\left(\hat{a}^{\dagger}\right)^{n}}{\sqrt{n!}}|0\rangle=|n\rangle, \frac{(\hat{a})^{n}}{\sqrt{n!}}|n\rangle=|0\rangle . \tag{2.9}
\end{equation*}
$$

Mathematically, the Fock states are complete meaning that they allow a resolution of the identity

$$
\begin{equation*}
\sum_{n=0}^{\infty}|n\rangle\langle n|=\hat{I}, \tag{2.10}
\end{equation*}
$$

and can, consequently, allow the linear decomposition of any other state of the field

$$
\begin{equation*}
\hat{\rho}=\sum_{m, n=0}^{\infty}\langle n| \hat{\rho}|m\rangle|n\rangle\langle m|=\sum_{m, n=0}^{\infty} \rho_{n m}|n\rangle\langle m| \tag{2.11}
\end{equation*}
$$

and for pure states we get $|\psi\rangle=\sum_{n=0}^{\infty} \psi_{n}|n\rangle$. The existence of Fock states is the precise manifestation of particulate behaviour of light. That is, the Fock states describe the quantized excitations, photons, of the underlying quantum field, i.e. the particulate nature of the field. However, caution must be exercised when employing this picture since the photons are not particles in the traditional sense as they are delocalized over the quantisation volume of the field [28, 29].

### 2.2 Phase space description

### 2.2.1 Wigner functions

To aid in the visualization of quantum optical states it is useful to consider their phase-space representation in order to exploit intuition gained from classical physics [15]. This phase space representation of states and operations follows from the mathematical description employed by quantum mechanics. On one level, pure states are represented as normalised vectors in a Hilbert space $\mathcal{H}$ equipped with an inner product $(|\psi\rangle,|\phi\rangle):=\langle\psi \mid \phi\rangle$. However, the operators which act on these states also form their own larger Hilbert space which has its own inner product defined by $(\hat{A}, \hat{B}):=\operatorname{Tr}\left(\hat{A}^{\dagger} \hat{B}\right)$. Consequently, in analogue to decomposing a vector in terms of a basis, we can equally decompose any operator in terms of a basis of this larger space. For example, suppose the operators $\{\hat{\omega}\}_{\omega \in \Omega}$ form such a basis, then any operator $\hat{A}$ can be decomposed as

$$
\begin{equation*}
\hat{A}=\sum_{\omega \in \Omega}(\hat{\omega}, \hat{A}) \hat{\omega}=\sum_{\omega \in \Omega} \operatorname{Tr}\left(\hat{\omega}^{\dagger} \hat{A}\right) \hat{\omega} . \tag{2.12}
\end{equation*}
$$

This notion of decomposing operators also applies to quantum states $\hat{\rho}$ allowing $\hat{\rho}=\sum_{\omega \in \Omega} \operatorname{Tr}\left(\hat{\omega}^{\dagger} \hat{\rho}\right) \hat{\omega}$. The phase space description of states and operations then follows from a particular choice of basis operators [31]

$$
\begin{equation*}
\hat{O}=\frac{1}{\pi} \int d^{2} \alpha \operatorname{Tr}(\hat{D}(\alpha) \hat{O}) \hat{D}^{\dagger}(\alpha) \tag{2.13}
\end{equation*}
$$

where $\alpha=(q-i p) / \sqrt{2}$. Then $(q, p)$ are the canonical coordinates of phase space and

$$
\begin{equation*}
\hat{D}(\alpha)=\exp \left(\alpha \hat{a}^{\dagger}-\alpha^{*} \hat{a}\right) \tag{2.14}
\end{equation*}
$$

is the unitary Weyl or displacement operator and obeys $\hat{D}^{\dagger}(\alpha) \hat{D}(\alpha)=\hat{D}\left(-\alpha^{*}\right) \hat{D}(\alpha)=$ $\hat{I}$. In addition, the displacement operator also obeys [31] $\operatorname{Tr}(\hat{D}(\alpha))=\operatorname{Tr}\left(\hat{D}^{\dagger}(\alpha)\right)=$ $\pi \delta^{2}(\alpha)=\pi \delta(\Re(\alpha)) \delta(\Im(\alpha))$ and $\hat{D}\left(\alpha_{1}\right) \hat{D}\left(\alpha_{2}\right)=e^{\left(\alpha_{1} \alpha_{2}^{*}-\alpha_{1}^{*} \alpha_{2}\right) / 2} \hat{D}\left(\alpha_{1}+\alpha_{2}\right)$.

Thus, just as a particular pure state $|\psi\rangle$ can be described by a continuousvariable wave-function $\psi(q)=\langle q \mid \psi\rangle$, an operator $\hat{O}$ admits a phase space function $O(q, p)=\operatorname{Tr}(\hat{D}(\alpha) \hat{O})$. Furthermore, since quantum states can also be described as
density operators $\hat{\rho}$, then we can replace the wave-function description with that of a characteristic function [15]

$$
\begin{equation*}
\chi(\alpha)=\operatorname{Tr}(\hat{\rho} \hat{D}(\alpha)) . \tag{2.15}
\end{equation*}
$$

Where the Fourier transform of this characteristic function yields the associated quasi-probability distribution

$$
\begin{equation*}
\mathcal{P}(\alpha)=(2 \pi)^{-1} \int d^{2} \beta e^{i\left(\alpha \beta^{*}+\alpha^{*} \beta\right)} \chi(\beta) \tag{2.16}
\end{equation*}
$$

where $\alpha=2^{-1 / 2}(q+i p)$. This quasi-probability distribution is known as the Wigner function [32] and the above can be re-written [27] in the form

$$
\begin{equation*}
W_{\rho}(q, p)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d x e^{i p x}\left\langle q-\frac{x}{2}\right| \hat{\rho}\left|q+\frac{x}{2}\right\rangle . \tag{2.17}
\end{equation*}
$$

Since the Wigner function is a quasi-probability distribution then it obeys [27]

$$
\begin{equation*}
W_{\rho}(q, p)=W_{\rho}^{*}(q, p), \quad \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} d q d p W_{\rho}(q, p)=1 \tag{2.18}
\end{equation*}
$$

whilst allowing the calculation of the marginal distributions [27]

$$
\begin{equation*}
\langle q| \hat{\rho}|q\rangle=\int_{-\infty}^{\infty} d p W_{\rho}(q, p), \quad\langle p| \hat{\rho}|p\rangle=\int_{-\infty}^{\infty} d q W_{\rho}(q, p) \tag{2.19}
\end{equation*}
$$

Both of these attributes are shared with actual classical joint probability distributions, however the distinguishing feature of the Wigner function that grants it the status of a quasi-probability distribution is its potential for negativity. Thus, there are some quantum states $\hat{\rho}$ which have associated Wigner functions that have negative regions and so cannot be considered proper probability distributions [28].

There are several motivations for employing the Wigner function description of quantum states. Firstly, Wigner functions allow an immediate visualisation of a particular state $\hat{\rho}$ in terms as a distribution over a phase space with canonical coordinates $(q, p)$ from $\alpha=2^{-1 / 2}(q+i p)$. This picture can aid in both the definition and identification of certain characteristics of quantum states. For example, Wigner functions allow a classification of quantum states as either Gaussian or non-Gaussian depending on their shape [15]. Secondly, the fact that some quantum states can have
negative or ill-behaved Wigner functions has led to the notion of non-classicality (i.e. the degree by which the Wigner function cannot be considered a proper probability distribution) of the associated state $[33-36]$ and the ability to quantify this nonclassicality via the negativity of the Wigner function. Thirdly, the Wigner function allows the calculation of operator moments on phase space by making use of the trace rule

$$
\begin{equation*}
\operatorname{Tr}(\hat{\rho} \hat{A})=2 \pi \int_{-\infty}^{\infty} d q d p W_{\rho}(q, p) W_{A}(q, p) \tag{2.20}
\end{equation*}
$$

with $W_{\rho}(q, p)$ being the Wigner function of $\hat{\rho}$ and $W_{A}(q, p)$ begin the analogous object for $\hat{A}$ :

$$
\begin{equation*}
W_{A}(q, p)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d x e^{i p x}\left\langle q-\frac{x}{2}\right| \hat{A}\left|q+\frac{x}{2}\right\rangle \tag{2.21}
\end{equation*}
$$

In particular, the Wigner function is ideally suited to the calculation of the average of any symmetric polynomial of $\hat{q}$ and $\hat{p}$ denoted by $\mathcal{S}\left(\hat{q}^{m}, \hat{p}^{n}\right)$, for example $\mathcal{S}(\hat{q}, \hat{p})=$ $(\hat{q} \hat{p}+\hat{p} \hat{q}) / 2$, as

$$
\begin{equation*}
\operatorname{Tr}\left(\hat{\rho} \mathcal{S}\left(\hat{q}^{m}, \hat{p}^{n}\right)\right)=2 \pi \int d q d p W(q, p) q^{m} p^{n} \tag{2.22}
\end{equation*}
$$

Finally, we note that the single mode Wigner function can be generalized to a field of $N$ modes with

$$
\begin{align*}
& W\left(q_{1}, p_{1}, \ldots, q_{N}, p_{N}\right)=\frac{1}{(2 \pi)^{N}} \int_{\infty}^{\infty} \ldots \int_{\infty}^{\infty} \prod_{j=1}^{N} d x_{j} e^{i p_{j} x_{j}} \\
& \quad \times\left\langle q_{1}-\frac{x_{1}}{2}, \ldots, q_{N}-\frac{x_{N}}{2}\right| \hat{\rho}\left|q_{1}+\frac{x_{1}}{2}, \ldots, q_{N}+\frac{x_{N}}{2}\right\rangle \tag{2.23}
\end{align*}
$$

being the Wigner function for the $N$ mode field state $\hat{\rho}$. For example, the Wigner function of the single mode vacuum state is $W_{0}(q, p)=(\pi)^{-1} \exp \left(-q^{2}-p^{2}\right)[27]$ and the $N$ mode vacuum is $W_{0}\left(q_{1}, p_{1}, \ldots, q_{N}, p_{N}\right)=(\pi)^{-N} \prod_{j=1}^{N} \exp \left(-q_{j}^{2}-p_{j}^{2}\right)$.

### 2.2.2 Quadratures

The phase space picture of quantum states provide by the Wigner function is also directly related to the canonical position and momentum observables of each field mode. These observables follow from the mathematical description of field modes as quantum harmonic oscillators and are called the quadratures of the field

$$
\begin{equation*}
\hat{Q}_{\mathbf{k} s}=\sqrt{\frac{\hbar}{2 \omega_{\mathbf{k}}}}\left(\hat{a}_{\mathbf{k} s}(t)+\hat{a}_{\mathbf{k} s}^{\dagger}(t)\right), \quad \hat{P}_{\mathbf{k} s}=i \sqrt{\frac{\hbar \omega_{\mathbf{k}}}{2}}\left(\hat{a}_{\mathbf{k} s}^{\dagger}(t)-\hat{a}_{\mathbf{k} s}(t)\right) \tag{2.24}
\end{equation*}
$$

These operators observe the usual commutation relations

$$
\begin{equation*}
\left[\hat{Q}_{\mathbf{k} s}(t), \hat{P}_{\mathbf{k}^{\prime} s^{\prime}}(t)\right]=i \hbar \delta_{\mathbf{k}^{\prime} \mathbf{k}} \delta_{s s^{\prime}}, \quad\left[\hat{Q}_{\mathbf{k} s}(t), \hat{Q}_{\mathbf{k}^{\prime} s^{\prime}}(t)\right]=\left[\hat{P}_{\mathbf{k} s}(t), \hat{P}_{\mathbf{k}^{\prime} s^{\prime}}(t)\right]=0 \tag{2.25}
\end{equation*}
$$

and can be understood, physically, as the Fourier components of the electromagnetic field observables [27] and not the position and momentum of the underlying quanta. To see this, consider the electric field observable of a single mode field (with constant polarization):

$$
\begin{equation*}
\hat{E}(\mathbf{r}, t)=i E_{0}\left(\hat{a} e^{i(\mathbf{k} \cdot \mathbf{r}-\omega t)}+\hat{a}^{\dagger} e^{-i(\mathbf{k} \cdot \mathbf{r}-\omega t)}\right) . \tag{2.26}
\end{equation*}
$$

Next substitute for the relation: $\hat{a}=2^{-1 / 2}(\hat{q}+i \hat{p})$, where we defined the dimensionless quadratures $\hat{q}=\sqrt{\frac{\omega}{\hbar}} \hat{Q}$ and $\hat{p}=\frac{1}{\sqrt{\hbar \omega}} \hat{P}$ to give

$$
\begin{equation*}
\hat{E}(\mathbf{r}, t)=E_{0} \sqrt{2}(\hat{q} \sin (\mathbf{k} \cdot \mathbf{r}-\omega t)-\hat{p} \cos (\mathbf{k} \cdot \mathbf{r}-\omega t)) . \tag{2.27}
\end{equation*}
$$

Thus, the $(\hat{q}, \hat{p})$ operators can be interpreted as the Fourier components of $\hat{E}(\mathbf{r}, t)$ which accompany the $\sin (\mathbf{k} \cdot \mathbf{r}-\omega t)$ and $\cos (\mathbf{k} \cdot \mathbf{r}-\omega t)$ plane waves, respectively.

These operators have eigenstates defined as $\hat{q}|q\rangle=q|q\rangle, \hat{p}|p\rangle=p|p\rangle$. Moreover, since $[\hat{q}, \hat{p}]=i$ then both $\hat{q}$ and $\hat{p}$ are unbounded operators with continuous spectra and so their eigenstates are complete

$$
\begin{equation*}
\int_{-\infty}^{\infty}|q\rangle\langle q| d q=\int_{-\infty}^{\infty}|p\rangle\langle p| d p=\hat{I}, \tag{2.28}
\end{equation*}
$$

but not normalisable; They do not actually exist inside the configuration space of the field as they are not square integrable $\left\langle q^{\prime} \mid q\right\rangle=\delta\left(q^{\prime}-q\right),\left\langle p^{\prime} \mid p\right\rangle=\delta\left(p^{\prime}-p\right)$. However, they can still be accommodated by extending the Hilbert space to include them $[25,31]$. Furthermore, we can represent these eigenstates as a function of the creation operator on the vacuum $[25,31]$

$$
\begin{align*}
& |q\rangle=\pi^{-1 / 4} \exp \left(-q^{2} / 2+\sqrt{2} q \hat{a}^{\dagger}-\left(\hat{a}^{\dagger}\right)^{2} / 2\right)|0\rangle  \tag{2.29}\\
& |p\rangle=\pi^{-1 / 4} \exp \left(-p^{2} / 2+i \sqrt{2} p \hat{a}^{\dagger}+\left(\hat{a}^{\dagger}\right)^{2} / 2\right)|0\rangle \tag{2.30}
\end{align*}
$$

These quadrature operators and eigenstates are directly related to the phase space picture mentioned earlier with the Wigner functions of the quadrature observables corresponding to the canonical coordinates of the phase space

$$
\begin{equation*}
W_{q}(q, p)=q, \quad W_{p}(q, p)=p \tag{2.31}
\end{equation*}
$$

This means that the Wigner function of a particular state $\hat{\rho}$ can be reconstructed by repeated measurement of the quadrature observables on an identically prepared ensemble in a process known as quantum tomography [27].

Finally, we also note a useful generalization of quadrature operators from the standard canonical $\{\hat{q}, \hat{p}\}$ operators to $[25,31]$

$$
\begin{equation*}
\hat{x}_{\theta}=\cos \theta \hat{q}+\sin \theta \hat{p}=\frac{\hat{a} e^{-i \theta}+\hat{a}^{\dagger} e^{i \theta}}{\sqrt{2}} \tag{2.32}
\end{equation*}
$$

These generalized quadratures simply correspond to a rotation of phase space by an angle $\theta$ since

$$
\begin{equation*}
W_{x_{\theta}}(q, p)=\cos \theta q+\sin \theta p, \quad W_{x_{\theta+\pi / 2}}(q, p)=\cos \theta p-\sin \theta q \tag{2.33}
\end{equation*}
$$

In addition, they obey the commutation relation

$$
\begin{equation*}
\left[\hat{x}_{\phi}, \hat{x}_{\theta}\right]=\cos \phi \sin \theta[\hat{q}, \hat{p}]+\sin \phi \cos \theta[\hat{p}, \hat{q}]=i \sin (\theta-\phi), \tag{2.34}
\end{equation*}
$$

where each $\hat{x}_{\theta}$ admits a complete eigenbasis $\left\{\left|x_{\theta}\right\rangle\right\}_{x_{\theta} \in(-\infty, \infty)}$

$$
\begin{equation*}
\int d x_{\theta}\left|x_{\theta}\right\rangle\left\langle x_{\theta}\right|=\hat{I} \tag{2.35}
\end{equation*}
$$

and are not normalisable since $\left\langle x_{\theta} \mid x_{\theta}^{\prime}\right\rangle=\delta\left(x_{\theta}-x_{\theta}^{\prime}\right)$. They can, however, be expressed as a function of creation operators on the vacuum state [25]

$$
\begin{equation*}
\left|x_{\theta}\right\rangle=\pi^{-1 / 4} \exp \left(-x_{\theta}^{2} / 2+\sqrt{2} e^{i \theta} \hat{a}^{\dagger}-e^{2 i \theta}\left(\hat{a}^{\dagger}\right)^{2} / 2\right)|0\rangle \tag{2.36}
\end{equation*}
$$

### 2.3 Gaussian and non-Gaussian states

The phase space description of quantum states allows one to immediately recognize the reality of two varieties of quantum optical state: Gaussian and non-Gaussian. The former are states with Gaussian characteristic functions and corresponding Gaussian quasi-probability distributions. Thus, for example, an $N$ mode field state $\hat{\rho}$ is Gaussian if its associated Wigner function is a Gaussian function of the canonical coordinates of phase space [21]

$$
\begin{equation*}
W\left(q_{1}, p_{1}, \ldots, q_{N}, p_{N}\right)=\frac{\exp \left(-\frac{1}{2}(\xi-\mathbf{d})^{T} \gamma(\xi-\mathbf{d})\right)}{\sqrt{(2 \pi)^{N} \operatorname{det} \gamma}} \tag{2.37}
\end{equation*}
$$

Here $\xi$ is a $2 N$ dimensional phase space vector labeling phase space events $\xi^{T}=$ $\left(q_{1}, p_{1}, \ldots, q_{N}, p_{N}\right)$, related to the corresponding phase space vector operator $\hat{\xi}^{T}=$ $\left(\hat{q}_{1}, \hat{p}_{1}, \ldots, \hat{q}_{N}, \hat{p}_{N}\right)$ and $\mathbf{d}=\langle\hat{\xi}\rangle=\left(\Re\left(d_{1}\right), \Im\left(d_{1}\right), \Re\left(d_{2}\right), \Im\left(d_{2}\right), \ldots, \Re\left(d_{N}\right), \Im\left(d_{N}\right)\right)^{T}$ is a $2 N$ dimensional vector representing the possible displacement from the origin of phase space. The covariance matrix $\gamma$ is the $2 N \times 2 N$ dimensional matrix whose components are given by

$$
\begin{equation*}
\left.\gamma_{j k}=\left\langle\left\{\hat{\xi}_{j}, \hat{\xi}_{k}\right\}\right)\right\rangle-2\left\langle\hat{\xi}_{j}\right\rangle\left\langle\hat{\xi}_{k}\right\rangle . \tag{2.38}
\end{equation*}
$$

A covariance matrix must obey the generalized Heisenberg inequality $\gamma+i J^{\oplus^{N}} \geq 0$, where

$$
J=\left(\begin{array}{cc}
0 & 1  \tag{2.39}\\
-1 & 0
\end{array}\right)
$$

is the symplectic matrix [15]. The physical meaning of this inequality is that $\gamma$ must reflect the requisite conditions of both the density operator and Heisenberg's uncertainty relation for non-commuting quadrature observables. The latter follows since the matrix $i J^{\oplus^{N}}$ comprises the commutation relations of $\left[\xi_{j}, \xi_{k}\right][15,21]$. From the above definition of Gaussian states, one immediately notes the key properties of this class of states. Firstly, Gaussian states are exhaustively described by their first and second order phase space moments. This follows since each Gaussian state is exhaustively defined by its corresponding correlation matrix, which only contains information about the first and second order moments of $\hat{q}$ and $\hat{p}$. Secondly, the Wigner function of a Gaussian state is always positive and behaves as a bonafide probability distribution. Thirdly, Gaussian states can only be generated by Hamiltonians which are quadratic in quadrature operators, since if this were not the case, then we would require additional knowledge of higher order moments to specify the state.

The distinction between Gaussian and non-Gaussian states and operations is important because of the resource paradigm of quantum information theory. Under this philosophy, Gaussian and non-Gaussian states and operations are regarded as different types of resource to be used in various information protocols. Moreover, it is clear that non-Gaussian resources are required for the successful and efficient
implementation of certain information processing tasks. For example, proposals for universal quantum computation using continuous-variables require Hamiltonians that are polynomials of quadrature operators with degree $>2$ [19].

### 2.4 Useful Gaussian states and operations

### 2.4.1 Coherent states

A radiation field can be prepared in a coherent state as a result of interacting with a classical electric current. In particular, a quantized field described by $\hat{\mathbf{A}}(\mathbf{r}, t)$ interacts with a classical current $\mathbf{J}(\mathbf{r}, t)$ via the Hamiltonian [28] (in the interaction picture)

$$
\begin{equation*}
\hat{H}_{I}(t)=\int_{V} d^{3} \mathbf{r} \mathbf{j}(\mathbf{r}, t) \cdot \hat{\mathbf{A}}(\mathbf{r}, t) \tag{2.40}
\end{equation*}
$$

where $\mathbf{J}(\mathbf{r}, t)=\int_{V} d^{3} \mathbf{r} \mathbf{j}(\mathbf{r}, t)$ relates the current $\mathbf{J}(\mathbf{r}, t)$ to its associated current density $\mathbf{j}(\mathbf{r}, t)$. After much algebra [28], this interaction Hamiltonian can be shown to generate the evolution operator

$$
\begin{equation*}
\hat{U}_{I}=\prod_{\mathbf{k} s} \exp \left(\alpha(t)_{\mathbf{k} s}^{*} \hat{a}_{\mathbf{k} s}^{\dagger}-\alpha(t)_{\mathbf{k} s} \hat{a}_{\mathbf{k} s}\right) \tag{2.41}
\end{equation*}
$$

where $\alpha(t)_{\mathbf{k} s}=-\frac{i}{\hbar} \sqrt{\frac{\hbar}{2 \epsilon_{0} V}} \int_{0}^{t} d \tau e^{-i \omega \tau} \tilde{\mathbf{j}}(\mathbf{k}, \tau) \cdot \mathbf{e}_{\mathbf{k} s}$. This evolution operator on the vacuum state generates a coherent state

$$
\begin{equation*}
|\alpha(t)\rangle=\hat{U}_{I} \bigotimes_{\mathbf{k} s}|0\rangle_{\mathbf{k} s}=\bigotimes_{\mathbf{k} s} \exp \left(\alpha(t)_{\mathbf{k} s}^{*} \hat{a}_{\mathbf{k} s}^{\dagger}-\alpha(t)_{\mathbf{k} s} \hat{a}_{\mathbf{k} s}\right)|0\rangle_{\mathbf{k} s} \tag{2.42}
\end{equation*}
$$

The properties of coherent states are easily established in the simplifying case of a single field mode with constant polarization $|\alpha\rangle=\hat{D}(\alpha)|0\rangle$ where $\hat{D}(\alpha)=e^{\alpha \hat{a}^{\dagger}-\alpha^{*} \hat{a}}$ is an aforementioned Weyl operator and is also known as the unitary displacement operator. Coherent states are eigenstates of the annihilation operator since [25]

$$
\begin{equation*}
\hat{a}|\alpha\rangle=\hat{D}(\alpha) \hat{D}^{\dagger}(\alpha) \hat{a} \hat{D}(\alpha)|0\rangle=\hat{D}(\alpha)(\hat{a}+\alpha \hat{I})|0\rangle=\alpha|\alpha\rangle, \tag{2.43}
\end{equation*}
$$

which means that subtracting a photon will leave the state invariant since the postsubtraction state

$$
\begin{equation*}
\alpha \rightarrow \frac{\hat{a}|\alpha\rangle}{\sqrt{\langle\alpha| \hat{a}^{\dagger} \hat{a}|\alpha\rangle}}=\frac{\alpha|\alpha\rangle}{|\alpha|}=e^{i \theta}|\alpha\rangle \tag{2.44}
\end{equation*}
$$

is identical to the original coherent state up to an unobservable global phase. Consequently, the average energy in a field mode prepared in a coherent state is invariant under photon subtraction. Furthermore, decomposing the unitary displacement operator using the Campbell-Baker-Hausdroff (CBH) decomposition [25]

$$
\begin{equation*}
\hat{D}(\alpha)=e^{\alpha \hat{a}^{\dagger}-\alpha^{*} \hat{a}}=e^{-|\alpha|^{2} / 2} e^{\alpha \hat{a}^{\dagger}} e^{-\alpha^{*} \hat{a}} \tag{2.45}
\end{equation*}
$$

reveals the photon number distribution of the state $|\alpha\rangle$ to be

$$
\begin{equation*}
|\alpha\rangle \propto e^{\alpha \hat{a}^{\dagger}}|0\rangle=\sum_{n=0}^{\infty} \frac{\alpha^{n} e^{-|\alpha|^{2} / 2}}{\sqrt{n!}}|n\rangle, \tag{2.46}
\end{equation*}
$$

which has a Poissonian photon number probability distribution

$$
\begin{equation*}
p_{n}=|\langle n \mid \alpha\rangle|^{2}=\frac{|\alpha|^{2 n} e^{-|\alpha|^{2}}}{n!} . \tag{2.47}
\end{equation*}
$$

These states are also regarded as the most classical of the quantum optical states since they are exhaustively described by the evolution of a complex number $\alpha(t)$

$$
\begin{array}{r}
e^{-i \kappa t \hat{n}}|\alpha\rangle=e^{-|\alpha|^{2} / 2} \sum_{m=0}^{\infty} \frac{\alpha^{m} e^{-i \kappa t m}}{\sqrt{m!}}|m\rangle \\
=e^{-\left|\alpha e^{-i \kappa t}\right|^{2} / 2} \sum_{m=0}^{\infty} \frac{\alpha^{m} e^{-i \kappa t m}}{\sqrt{m!}}|m\rangle=\left|\alpha e^{-i \kappa t}\right\rangle=|\alpha(t)\rangle, \tag{2.48}
\end{array}
$$

like the equivalent case in classical optics [28]. This is also the reason for their name "coherent" as an evolving coherent state will maintain the coherence of its superposition.

The fact that coherent states are eigenstates of a non-Hermitian operator means that they do not form an orthonormal basis. Instead they are mathematically overcomplete [25]

$$
\begin{equation*}
\frac{1}{\pi} \int d^{2} \alpha|\alpha\rangle\langle\alpha|=\hat{I} \tag{2.49}
\end{equation*}
$$

meaning that we can decompose field states in terms of coherent states

$$
\begin{equation*}
|\psi\rangle=\pi^{-1} \int d^{2} \alpha \psi\left(\alpha, \alpha^{*}\right)|\alpha\rangle \tag{2.50}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\rho}=\pi^{-2} \int d^{2} \alpha d^{2} \beta \rho\left(\alpha, \alpha^{*}, \beta, \beta^{*}\right)|\alpha\rangle\langle\beta| \tag{2.51}
\end{equation*}
$$

and that they are non-orthogonal with

$$
\begin{equation*}
\langle\alpha \mid \beta\rangle=\exp \left(-\frac{|\alpha|^{2}}{2}-\frac{|\beta|^{2}}{2}+\alpha^{*} \beta\right) \tag{2.52}
\end{equation*}
$$

In addition, coherent states are minimum uncertainty states as they reduce the quadrature uncertainty principle

$$
\begin{equation*}
V_{\psi}(\hat{q}) V_{\psi}(\hat{p}) \geq \frac{1}{4} \tag{2.53}
\end{equation*}
$$

to an equality

$$
\begin{equation*}
V_{\alpha}(\hat{q}) V_{\alpha}(\hat{p})=\frac{1}{4} \tag{2.54}
\end{equation*}
$$

where $V_{\psi}(\hat{A})=\langle\psi| \hat{A}^{2}|\psi\rangle-\langle\psi| \hat{A}|\psi\rangle^{2}$. Consequently, such states allow for the smallest error in the simultaneous measurement of $\hat{q}$ and $\hat{p}$. In addition to this, coherent states also have a symmetric noise profile that is independent of the amplitude $\alpha$ with $V_{\alpha}(\hat{p})=V_{\alpha}(\hat{q})=1 / 2$. Thus, all coherent states have the same quadrature noise profile of the vacuum state i.e. they all possess the same shot noise [27]. Accordingly, all coherent states are regarded as displaced vacuum states since they only differ from the vacuum in their first moments with

$$
\begin{equation*}
\langle\alpha| \hat{q}|\alpha\rangle=\sqrt{2} \Re(\alpha), \quad\langle\alpha| \hat{p}|\alpha\rangle=\sqrt{2} \Im(\alpha) . \tag{2.55}
\end{equation*}
$$

This can also be seen from a phase space point of view where displacing a state $|\psi\rangle$ i.e. $\hat{D}(\alpha)|\psi\rangle$ is described by a canonical transformation with $W_{D(\alpha) \psi}(q, p)=$ $W_{\psi}(q+\sqrt{2} \Re(\alpha), p+\sqrt{2} \Im(\alpha))[27]$ and so the location of the distribution is displaced from the origin. Thus, the Wigner function of a coherent state is

$$
\begin{equation*}
W_{\alpha}(q, p)=\frac{1}{\pi} e^{-(q-\sqrt{2} \Re(\alpha))^{2}-(p-\sqrt{2} \Im(\alpha))^{2}} \tag{2.56}
\end{equation*}
$$

and can be easily identified as a Gaussian state.

### 2.4.2 Linear optical devices

Linear optics is the study of the linear interactions between light and matter. The linear term follows from the particular response of the medium in question. A dielectric medium responds to the presence of an electric field by generating a
polarization vector $\mathbf{P}(\mathbf{r}, t)$ and so the propagating field is the displacement field $\mathbf{D}(\mathbf{r}, t)=\epsilon \mathbf{E}(\mathbf{r}, t)+\mathbf{P}(\mathbf{r}, t)[37,38]$. The polarization of the field can be expanded as a function of the vacuum electric field

$$
\begin{equation*}
\mathbf{P}=\epsilon_{0}\left(\chi^{(1)} \mathbf{E}+\chi^{(2)} \mathbf{E E}+\chi^{(3)} \mathbf{E E E}+\ldots\right) . \tag{2.57}
\end{equation*}
$$

Where mathematical consistency demands that $\chi^{(2)}$ and $\chi^{(3)}$ are tensor quantities. Consequently, any optical device constructed from a homogenous dielectric material whose response to external electric fields is dominated by a $\chi^{(1)}$ interaction is a linear device $[15,37]$. In this section we consider lossless transmission of the field meaning that we assume that $\chi^{(1)}$ is entirely real. Linear optical elements are also characterized by their passive nature with respect to the propagating field mode i.e. they do not change the total number of photons. Thus, the creation and annihilation of photons in such elements is balanced to ensure that the total number of photons in all the interacting modes is conserved [37, 38]. Another crucial property of linear optical interactions is that they are Gaussian operations. That is, they preserve the Gaussian character of any Gaussian input states. This stems from the fact that the Hamiltonians which generate such interactions are quadratic functions of the quadrature operators [38].

## Phase shifter

The phase shifter [37] is described by the following unitary operator

$$
\begin{equation*}
\hat{U}_{\theta}=e^{i \theta \hat{n}} \tag{2.58}
\end{equation*}
$$

which acts to change the relative phase between each Fock state term in a superposition

$$
\begin{equation*}
\hat{U}_{\theta}|\psi\rangle=\sum_{n=0}^{\infty} \psi_{n} \hat{U}_{\theta}|n\rangle=\sum_{n=0}^{\infty} \psi_{n} e^{i \theta n}|n\rangle . \tag{2.59}
\end{equation*}
$$

In phase space, such an operation corresponds to an active rotation of the state around the origin.


Figure 2.1: The lossless beam splitter is a four port linear optical device which transforms input mode operators into outputs that are linear combinations of the inputs.

## Lossless beam splitter

The next linear optical element considered here is the lossless beam splitter [27, 37]. This device allows a linear coupling between two distinct field modes, labeled by operators $(\hat{a}, \hat{b})$, and is governed by the interaction Hamiltonian

$$
\begin{equation*}
\hat{H}_{B S}(t)=\hbar \kappa\left(\hat{a}(t)^{\dagger} \hat{b}(t)+\hat{a}(t) \hat{b}(t)^{\dagger}\right) \tag{2.60}
\end{equation*}
$$

then the corresponding unitary operator generating this evolution is given by

$$
\begin{equation*}
\hat{U}_{B S}=\exp \left(\xi \hat{a}^{\dagger} \hat{b}-\xi^{*} \hat{a}^{\dagger}\right) . \tag{2.61}
\end{equation*}
$$

Each beam splitter is characterized by its reflection and transmission coefficients $R=\sin ^{2}|\xi|$ and $T=\cos ^{2}|\xi|$, which determine the proportion of the mixture of the input modes available in each output port of the device as illustrated in Fig.2.1. Thus, when $T=1$ or $R=1$ then the beam splitter is completely transparent for one mode while being perfectly reflecting for the other.

Direct application of the above unitary operator to a global input state vector $|\Psi\rangle_{A B}$ can be difficult to calculate even if we employ its Campbell-Baker-Hausdroff (CBH) decomposition [15]:

$$
\begin{equation*}
\hat{U}_{B S}=e^{e^{i \theta} \sqrt{R / T} \hat{a}^{\dagger} \hat{b}} T^{\hat{b}^{\dagger} \hat{b}-\hat{a}^{\dagger} \hat{a}} e^{-e^{-i \theta} \sqrt{R / T} \hat{a} \hat{b}^{\dagger}} \tag{2.62}
\end{equation*}
$$

However, there is an alternative method that exploits the Heisenberg transformation of the mode operators that allows a potentially easier method for calculating the
output states [27, 37]. In the Heisenberg picture, the input mode operators $\{\hat{a}, \hat{b}\}$ transform according to

$$
\hat{U}_{B S}^{\dagger}\binom{\hat{a}}{\hat{b}} \hat{U}_{B S}=\left(\begin{array}{cr}
\sqrt{T} & -e^{-i \theta} \sqrt{R}  \tag{2.63}\\
e^{i \theta} \sqrt{R} & \sqrt{T}
\end{array}\right)\binom{\hat{a}}{\hat{b}}
$$

Consequently, the inverse of the above can be employed to calculate the transformation of the state $|\Psi\rangle=\sum_{n=0}^{\infty} \sum_{m=0}^{\infty}(m!n!)^{-1 / 2} \Psi_{m n}\left(\hat{a}^{\dagger}\right)^{m}\left(\hat{b}^{\dagger}\right)^{n}|0,0\rangle$ to

$$
\begin{equation*}
\hat{U}_{B S}|\Psi\rangle=\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \Psi_{m n} \frac{\left(\sqrt{T} \hat{a}^{\dagger}+e^{-i \theta} \sqrt{R} \hat{b}^{\dagger}\right)^{m}}{\sqrt{m!}} \frac{\left(\sqrt{T} \hat{b}^{\dagger}-e^{i \theta} \sqrt{R} \hat{a}^{\dagger}\right)^{n}}{\sqrt{n!}}|0,0\rangle . \tag{2.64}
\end{equation*}
$$

After some algebra, the final state can be written as

$$
\begin{aligned}
& \hat{U}_{B S}|\Psi\rangle=\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{\Psi_{m n}}{\sqrt{n!m!}} \sum_{\ell=0}^{n} \sum_{k=0}^{m}\binom{m}{k}\binom{n}{\ell}(\sqrt{T})^{k+\ell} e^{-i(m-k) \theta} e^{i(n-\ell) \theta} \\
& \times(-1)^{n-\ell}(\sqrt{R})^{m+n-k-\ell} \sqrt{(k+\ell)!(m+n-k-\ell)!}|k+\ell, m+n-k-\ell\rangle
\end{aligned}
$$

Essentially, the lossless beam splitter will act to distribute the photons in each input mode into the two output modes since it must conserve energy and, hence, mean photon number.

### 2.4.3 Squeezed states

A pure quadrature squeezed state is a state $|\psi\rangle$ which exhibits a quadrature noise level below the threshold set by the vacuum shot noise i.e. $V_{\psi}\left(\hat{x}_{\theta}\right)<V_{0}\left(\hat{x}_{\theta}\right)$ for a given $\hat{x}_{\theta}$. Its name is derived from its property of "squeezing" the uncertainty in a particular quadrature [15]. In addition, such squeezed states are also minimum uncertainty states, like the coherent states, and exhibit an asymmetric quadrature noise profile as a result of their squeezing with

$$
\begin{equation*}
V_{\psi}(\hat{q})=c V_{0}(\hat{q})<V_{0}(\hat{q}), \quad V_{\psi}(\hat{p})=c^{-1} V_{0}(\hat{p})>V_{0}(\hat{p}) . \tag{2.65}
\end{equation*}
$$

Physically, such states can be generated by nonlinear optical processes. For example, single mode squeezed states can be formed from the interaction between a light field and a non-linear medium with a $\chi^{(2)}$ non-linearity in a process called degenerate
parametric down-conversion. Essentially, a pump field of frequency $2 \omega$ is incident on a non-linear medium, which responds by emitting two photons of frequency $\omega$ for every pump photon that it absorbs. If we treat the pump beam as classical then the corresponding unitary evolution operator for this process is

$$
\begin{equation*}
\hat{S}\left(r e^{i \phi}\right)=\exp \left(\frac{r}{2}\left\{e^{i \phi}\left(\hat{a}^{\dagger}\right)^{2}-e^{-i \phi} \hat{a}^{2}\right\}\right) \tag{2.66}
\end{equation*}
$$

The real parameter $r$, which is dependant on the intensity of the pump beam and the coupling constant of the medium, is known as the squeezing parameter since it ultimately dictates the magnitude of the ratio between the squeezed state and the vacuum shot noise. The $\hat{S}\left(r e^{i \phi}\right)$ is called the single mode unitary squeezing operator and it obeys $\hat{S}^{\dagger}\left(r e^{i \phi}\right)=\hat{S}\left(-r e^{-i \phi}\right)$ and $\hat{S}\left(r e^{i \phi}\right) \hat{S}\left(-r e^{-i \phi}\right)=\hat{I}$ and it can be decomposed as $[25,31]$

$$
\begin{equation*}
\hat{S}\left(r e^{i \phi}\right)=\exp \left(\frac{e^{i \phi} \tanh r}{2}\left\{\hat{a}^{\dagger}\right\}^{2}\right) e^{-\frac{1}{2}\left(\hat{a}^{\dagger} \hat{a}+\hat{a} \hat{a}^{\dagger}\right) \ln (\cosh r)} \exp \left(\frac{-e^{-i \phi} \tanh r}{2} \hat{a}^{2}\right) \tag{2.67}
\end{equation*}
$$

If the signal mode is initially in the vacuum state then this interaction results in the so-called squeezed vacuum state

$$
\begin{equation*}
\left|r e^{i \phi}\right\rangle \propto e^{\frac{e^{i \phi} \tanh r}{2}\left\{\hat{a}^{\dagger}\right\}^{2}}|0\rangle=\frac{1}{\sqrt{\cosh r}} \sum_{n=0}^{\infty} \frac{\sqrt{(2 n)!}}{n!}\left(\frac{e^{i \phi} \tanh r}{2}\right)^{n}|2 n\rangle . \tag{2.68}
\end{equation*}
$$

When $\phi=0$ the above state is squeezed in the $\hat{q}$ quadrature as it exhibits a smaller variance than the vacuum state

$$
\begin{equation*}
V_{r}(\hat{q})=\frac{e^{-2 r}}{2}<V_{0}(\hat{q}), \quad V_{r}(\hat{p})=\frac{e^{2 r}}{2}>V_{0}(\hat{p}) . \tag{2.69}
\end{equation*}
$$

The squeezing operation is a Gaussian operation, which can easily be seen replacing the creation and annihilation operators with the corresponding quadrature operators [24]

$$
\begin{equation*}
\hat{S}(r)=\exp \left(-i \frac{r}{2}(\hat{q} \hat{p}+\hat{p} \hat{q})\right) \tag{2.70}
\end{equation*}
$$

Alternatively, this fact is also obvious from phase space where the Wigner function of $\hat{S}(r)|\psi\rangle$ is related to the Wigner function of $|\psi\rangle$ by the canonical phase space transformation $W_{S(r) \psi}(q, p)=W_{\psi}\left(e^{-r} q, e^{r} p\right)$. For example, the Wigner function of a squeezed vacuum state given as

$$
\begin{equation*}
W(r, q, p)=\frac{1}{\pi} \exp \left(-e^{-2 r} q^{2}-e^{2 r} p^{2}\right) \tag{2.71}
\end{equation*}
$$

Thus, the state has an elliptical cross section corresponding to the asymmetric quadrature noise profile with one quadrature exhibiting a lower noise level than the vacuum.

The notion of squeezing and squeezed states is not confined to quadrature squeezing or to minimum uncertainty states and it can be generalised as $V_{S Q}<V_{C o h}$ where $V_{C o h}$ is the variance of a coherent state with respect to some observable and $V_{S Q}$ is the variance of the squeezed state. For example, this very general definition allows the notion of polarisation squeezed states with respect to the Stoke's observables [39]. In this thesis, we shall restrict our attention to quadrature squeezed states and we will refer to them simply as squeezed states.

### 2.4.4 Homodyne detection

## Balanced homodyne detection

Balanced homodyne detection $[27,31,37]$ involves the measurement of one of the quadratures of the input field and requires both a beam splitter and photo-detection. Essentially, the signal field is incident on a $50-50$ beam splitter with a very intense local oscillator field as shown in Fig.2.2. The local oscillator field is assumed to be so intense that we can neglect its quantum fluctuations and treat it as a purely classical field. Consequently, this means that we can replace the mode operators of the local oscillator field with a complex amplitude $\hat{b} \rightarrow \alpha_{L O}$. This semi-classical treatment is desirable because it leads to a very simple result in contrast to a quantum treatment of the pump [40].

Each output field then falls onto a photo-detector that responds to the intensity of each of the electric fields. Consequently, each detector measures the current observable associated with the intensity of the incident field mode i.e. $\hat{I} \propto \hat{n}$. These currents are then subtracted electronically and so in the case where an input quantum field $\hat{a}$ is mixed with a classical local oscillator field $\hat{b} \rightarrow \alpha_{L O}$ the detector approximately measures the observable [27]

$$
\begin{equation*}
\hat{I} \approx\left|\alpha_{L O}\right|\left(e^{-i \theta} \hat{a}+e^{i \theta} \hat{a}^{\dagger}\right)=\sqrt{2}\left|\alpha_{L O}\right| \hat{x}_{\theta} \tag{2.72}
\end{equation*}
$$



Figure 2.2: The balanced homodyne detector measures the difference in current between the signal state and a semi-classical local oscillator field. In this limit, the homodyne detector is allows the measurement of the quadrature observable $\hat{x}_{\theta}$.

Where we note that the phase of the local oscillator field $\theta$ is experimentally accessible and can be tuned at will [27] to select one of the quadratures from the set $\left\{\hat{x}_{\theta}\right\}_{\theta \in[0,2 \pi]}$. The homodyne detection is dependent on a well defined phase relationship between the signal and local oscillator fields. This is normally taken care of by ensuring that the signal and local oscillator field originate from the same source [27]. The balanced homodyne detector approximately induces the probabilistic transformation

$$
\begin{equation*}
|\psi\rangle \rightarrow\left\langle x_{\theta} \mid \psi\right\rangle, \tag{2.73}
\end{equation*}
$$

where $\left|x_{\theta}\right\rangle$ is the un-normalised field state registered by the detector [31]. Following this measurement the field mode is projected onto the vacuum state and so balanced homodyne detection is a Gaussian transformation.

## Double Homodyne detection

While a balanced homodyne detector allows the measurement of a single quadrature observable $\hat{x}_{\phi}$, a double homodyne detector allows the measurement of pairs of incompatible quadratures on two input field modes, i.e. $\hat{U}_{\phi}=\hat{x}_{\phi, A}-\hat{x}_{\phi, B}$ and $\hat{V}_{\phi}=$ $\hat{x}_{\pi / 2+\phi, A}+\hat{x}_{\pi / 2+\phi, B}$, i.e. a measurement of relative position and total momentum.


Figure 2.3: The double homodyne detector allows the joint measurement of the sum and difference of incompatible quadrature observables.

Such a measurement is possible since

$$
\begin{equation*}
\left[\hat{U}_{\phi}, \hat{V}_{\phi}\right]=\left[\hat{x}_{\phi, A}, \hat{x}_{\pi / 2+\phi, A}\right]-\left[\hat{x}_{\phi, B}, \hat{x}_{\pi / 2+\phi, B}\right]=i-i=0 \tag{2.74}
\end{equation*}
$$

meaning that these global operators commute even though the local operators do not. This linear optical device is composed of two balanced homodyne detectors and two additional beam splitters with two input modes $\{\hat{a}, \hat{b}\}$ and two local oscillators $\left\{\hat{A}_{1}, \hat{A}_{2}\right\}$ as shown in Fig.2.3. This detector measures the currents $\hat{J}_{1}=\hat{c}_{1}^{\dagger} \hat{c}_{1}-\hat{c}_{2}^{\dagger} \hat{c}_{2}$ and $\hat{J}_{1}=\hat{c}_{3}^{\dagger} \hat{c}_{3}-\hat{c}_{4}^{\dagger} \hat{c}_{4}$. After expressing these currents in terms of the input modes and their accompanied local oscillators and assuming $\hat{A}_{1} \rightarrow|\alpha| e^{i \phi}$ with $|\alpha| \gg 1$ while leaving $\hat{A}_{2}$ unexcited allows the above currents to be given as [31]

$$
\begin{equation*}
\hat{J}_{1}=\frac{|\alpha|\left(\hat{x}_{\phi, A}-\hat{x}_{\phi, B}\right)}{\sqrt{2}}, \quad \hat{J}_{2}=\frac{|\alpha|\left(\hat{x}_{\pi / 2+\phi, A}+\hat{x}_{\pi / 2+\phi, B}\right)}{\sqrt{2}} \tag{2.75}
\end{equation*}
$$

thus allowing us to simultaneously measure $\hat{U}_{\phi}$ and $\hat{V}_{\phi}$.
Double homodyne detection is an example of an entangling measurement since it measures an observable with entangled eigenstates i.e. it projects onto entangled states. In this case, the double homodyne detector projects onto the maximally entangled and un-physical EPR states, which can be written for $\phi=0$ as [31]

$$
\begin{equation*}
|z\rangle\rangle=\frac{1}{\sqrt{\pi}}(\hat{D}(z) \otimes \hat{I}) \sum_{k=0}^{\infty}|k, k\rangle . \tag{2.76}
\end{equation*}
$$

These states form a basis in the product configuration space $\mathcal{H}_{A} \otimes \mathcal{H}_{B}$ by allowing a resolution of the identity $\left.\int d^{2} z|z\rangle\right\rangle\left\langle\langle z|=\hat{I}_{A} \otimes \hat{I}_{B}\right.$, and $\left\langle\left\langle z \mid z^{\prime}\right\rangle\right\rangle=\delta^{2}\left(z-z^{\prime}\right)$. Furthermore, these states are the eigenstates of the $\hat{U}_{0}$ and $\hat{V}_{0}$ [31], with

$$
\begin{equation*}
\left.\left.\left.\left.\hat{U}_{0}|z\rangle\right\rangle=\sqrt{2} \Re(z)|z\rangle\right\rangle, \quad \hat{V}_{0}|z\rangle\right\rangle=\sqrt{2} \Im(z)|z\rangle\right\rangle, \tag{2.77}
\end{equation*}
$$

and so the real and imaginary parts of $z$ are the simultaneous eigenvalues of $\hat{U}_{0}$ and $\hat{V}_{0}$, respectively. The measurement postulate for the double homodyne detector is given as

$$
\begin{equation*}
|\Psi\rangle_{A B} \rightarrow\left\langle\langle z \mid \Psi\rangle_{A B} .\right. \tag{2.78}
\end{equation*}
$$

However, if one of the input modes to the detector is in the vacuum state, then the detector measures the remaining field mode in a random coherent state instead of an EPR state [31]. This follows since $\left\langle\langle z \mid 0, \psi\rangle \propto \sum_{k=0}^{\infty}\langle k| \hat{D}\left(-z^{*}\right) \mid 0\right\rangle\langle k \mid \psi\rangle \propto\langle z \mid \psi\rangle$. The double homodyne detector is Gaussian since it projects the incident field modes onto the vacuum state. One of the main applications of the double homodyne detector is as an entangled measurement for continuous-variable teleportation [41].

### 2.5 Useful non-Gaussian states and operations

### 2.5.1 Binary photo-detectors

A binary photo-detector is a device which can distinguish between the presence and absence of photons. An avalanche photo-diode is a physical example of such a device where incident photons ionize a number of atoms in the detector and the liberated electrons then promote the further release of more electrons, thereby building up a measurable voltage. In the ideal case of unit quantum efficiency, such a detector is mathematically described as [31]

$$
\begin{equation*}
\hat{\Pi}_{\text {noclick }}=|0\rangle\langle 0|, \quad \hat{\Pi}_{\text {click }}=\hat{I}-|0\rangle\langle 0| . \tag{2.79}
\end{equation*}
$$

This measurement is non-Gaussian since $\hat{\Pi}_{\text {click }}=\sum_{k=1}^{\infty}|k\rangle\langle k|$ and, therefore, by linearity, has a Wigner function $W_{\text {click }}(q, p)=\sum_{k=1}^{\infty} W_{k}(q, p)$ where $W_{k}(q, p)$ is the
associated Wigner function for the Fock state $|k\rangle$ which is [27]

$$
\begin{equation*}
W_{k}(q, p)=\frac{1}{\pi} e^{-q^{2}-p^{2}}(-1)^{k} L_{k}\left(2\left(q^{2}+p^{2}\right)\right), \tag{2.80}
\end{equation*}
$$

where $L_{k}(x)$ is a Laguerre polynomial. Incidently, this also reveals that the Fock states are non-Gaussian states. Consequently,

$$
\begin{equation*}
W_{\text {click }}(q, p)=\frac{1}{\pi}\left(1-e^{-q^{2}-p^{2}}\right), \tag{2.81}
\end{equation*}
$$

which is also clearly non-Gaussian [31].

### 2.5.2 Photon subtraction

The probabilistic photon subtraction operation is a useful resource in state engineering and has been used in continuous-variable entanglement distillation protocols [42], de-gaussification protocols [43], the preparation of non-Gaussian states [44], quantum optical universal quantum computing with single photons [45] and in the construction of arbitrary finite dimensional superpositions of Fock states [46]. Conditional photon subtraction on the state $|\psi\rangle$ can be achieved by combining $|\psi\rangle$ on a beam-splitter with the vacuum before measuring the reflected port with a binary photo-detector as shown in Fig.2.4(a). This will subtract the vacuum from the state $|\psi\rangle$ to a very good approximation provided that $\sqrt{T} \approx 1$ i.e. provided the beam splitter is highly transmitting. The subtraction succeeds when the photo-detector clicks. In this presentation we will restrict ourselves to ideal resources and assume that the detector has unit quantum efficiency.

If $|\psi\rangle|0\rangle=\sum_{n=0}^{\infty} \psi_{n}|n, 0\rangle$ is incident on the input ports of the beam splitter then the global state at the output ports is given by

$$
\begin{equation*}
|\Psi\rangle=\sum_{n=0}^{\infty} \psi_{n} \sum_{k=0}^{n} \sqrt{\frac{n!}{k!(n-k)!}} \sqrt{T}^{n-k} \sqrt{R}^{k}|n-k, k\rangle . \tag{2.82}
\end{equation*}
$$

However, since the beam-splitter is highly transmitting and weakly reflective then $\sqrt{R}^{k} \approx \delta_{0 k}+\sqrt{R} \delta_{1 k}$ and so

$$
\begin{equation*}
|\Psi\rangle \approx \sum_{n=0}^{\infty} \psi_{n} \sqrt{T}^{n}|n\rangle|0\rangle+\sum_{n=1}^{\infty} \psi_{n} \sqrt{\frac{n!}{1!(n-1)!}} \sqrt{T}^{n-1} \sqrt{R}|n-1,1\rangle \tag{2.83}
\end{equation*}
$$



Figure 2.4: Photon subtraction shown in (a) requires the binary photon detector to register the presence of photons, while in photon addition in (b), the measurement must project onto the vacuum.

In the event that the detector clicks the final state of field mode and detector is $\left|\Psi^{\prime}\right\rangle \propto \hat{\Pi}_{\text {click }}|\Psi\rangle$, with

$$
\begin{equation*}
\hat{\Pi}_{c l i c k}=\hat{I}-|0\rangle\langle 0|=\sum_{k=1}^{\infty}|k\rangle\langle k|, \tag{2.84}
\end{equation*}
$$

and so the vacuum term in (2.83) disappears and

$$
\begin{equation*}
\left|\Psi^{\prime}\right\rangle \propto \sum_{n=1}^{\infty} \psi_{n} \sqrt{n} \sqrt{T}^{n-1} \sqrt{R}|n-1,1\rangle . \tag{2.85}
\end{equation*}
$$

After tracing out the state of the detector, the final field state is

$$
\begin{equation*}
\left|\psi_{f}\right\rangle \propto \sum_{n=1}^{\infty} \psi_{n} \sqrt{n} \sqrt{T}^{n-1} \sqrt{R}|n-1\rangle \propto \sqrt{R} \sqrt{T}^{\hat{n}} \hat{a}\left(\sum_{n=0}^{\infty} \psi_{n}|n\rangle\right) . \tag{2.86}
\end{equation*}
$$

Thus, we denote the conditional photon subtraction operation by the operator $\hat{X}=$ $\sqrt{R} \sqrt{T}^{\hat{n}} \hat{a}$. Accordingly, this conditional operation can be viewed as the annihilation of a photon in the field mode followed by noiseless decay by a factor of $\sqrt{T}$. This is the reason for the name photon subtraction.

The probability of success of this operation is dependant on the probability of the detector clicking. This is $P_{S}=\langle\Psi|\left(\hat{\Pi}_{\text {click }} \otimes \hat{I}\right)|\Psi\rangle$ and after substituting $\hat{\Pi}_{\text {click }}=\sum_{k=1}^{\infty}|k\rangle\langle k|$ we can obtain $P_{S}=R \sum_{n=0}^{\infty}\left|\psi_{n}\right|^{2} T^{n-1} n$. Hence, this reveals a trade-off between our ability to perform this photon-subtraction operation and the probability of success since we require $R \approx 0$.

### 2.5.3 Photon addition

Given a field mode in state $|\psi\rangle$, we can conditionally perform the converse operation to photon subtraction. This is called photon addition and it requires an ancillary single photon state and a noiseless beam splitter in addition to a measurement scheme that allows the projection onto the vacuum state as shown in Fig.2.4(b). Photon addition operations are also useful in generating non-classical states of light [47, 48], the preparation of finite dimensional superpositions of Fock states [49] and in measurement-induced non-linearities [50]. In this case, the initial global state incident on the beam splitter is $|\psi\rangle|1\rangle=\sum_{n=0}^{\infty} \psi_{n}|n\rangle|1\rangle$, which transforms into the global output state $|\Psi\rangle=\hat{U}|\psi, 1\rangle$ with

$$
\begin{equation*}
|\Psi\rangle=\sum_{n=0}^{\infty} \psi_{n} \frac{\left(\sqrt{T} \hat{a}^{\dagger}+\sqrt{R} \hat{b}^{\dagger}\right)^{n}\left(\sqrt{T} \hat{b}^{\dagger}-\sqrt{R} \hat{a}^{\dagger}\right)}{\sqrt{n!}}|0,0\rangle . \tag{2.87}
\end{equation*}
$$

Following this interaction the ancilla output port is conditionally projected onto the vacuum state $|0\rangle\langle 0|$. This can either be done with a binary photo-detection or by double homodyne detection. In the former case, the protocol succeeds when the detector does not click. The latter method is successful when the double homodyne current is zero or very close to zero. In this case, the homodyne measurement projects onto a coherent state very close to the vacuum. These different measurement strategies lead to different probabilities of success which we will consider later. Assuming the vacuum projection is successful, the global state of the field mode and detector is $\left|\Psi^{\prime}\right\rangle \propto(\hat{I} \otimes|0\rangle\langle 0|)|\Psi\rangle$. This is given by

$$
\begin{equation*}
\left|\Psi^{\prime}\right\rangle \propto \sum_{n=0}^{\infty} \frac{\psi_{n} \sqrt{T}^{n}(-\sqrt{R})\left(\hat{a}^{\dagger}\right)^{n+1}}{\sqrt{n!}}|0,0\rangle, \tag{2.88}
\end{equation*}
$$

and after tracing out the state of the detector, the final field mode state is

$$
\begin{equation*}
\left|\psi_{f}\right\rangle \propto \sqrt{\frac{R}{T}} \sqrt{T}^{\hat{n}} \hat{a}^{\dagger}|\psi\rangle \propto \hat{Y}|\psi\rangle \tag{2.89}
\end{equation*}
$$

Where we denote $\hat{Y}$ as the conditional photon addition operator. Thus, this conditional operation is equivalent to adding a photon followed by noiseless decay of the state.

As noted above, the probability of success of this protocol is dependant on the measurement strategy used to project onto the vacuum state. If we use a binary photo-detector then the probability of success is $P_{S}=\langle\Psi|(|0\rangle\langle 0| \otimes \hat{I})|\Psi\rangle$ which is explicitly given as

$$
\begin{equation*}
P_{S}=R \sum_{n=0}^{\infty}\left|\psi_{n}\right|^{2} T^{n}\langle n| \hat{a} \hat{a}^{\dagger}|n\rangle=R \sum_{n=0}^{\infty}\left|\psi_{n}\right|^{2} T^{n}(1+n)=R\langle\psi| T^{\hat{n}}(1+\hat{n})|\psi\rangle . \tag{2.90}
\end{equation*}
$$

In contrast, if we use double homodyne detection to project onto a coherent state $\left|r e^{i \theta}\right\rangle$ that is very close to the vacuum, then the probability of success is given by

$$
\begin{equation*}
P_{S}=\int_{0}^{\epsilon} d r \int_{0}^{2 \pi} d \theta\left\langle\Psi \mid r e^{i \theta}\right\rangle\left\langle r e^{i \theta} \mid \Psi\right\rangle \tag{2.91}
\end{equation*}
$$

with $\epsilon \approx 0$. Thus, in this latter case the probability of projecting onto the vacuum using homodyne detection can only be obtained approximately. This is because the probability of projecting onto a single state from a continuum is necessarily zero. Instead, we can associate a probability density of projecting near the vacuum as $\rho(\epsilon, \theta)=\langle\Psi|\left(\left|r e^{i \theta}\right\rangle\left\langle r e^{i \theta}\right| \otimes \hat{I}\right)|\Psi\rangle$. In either case, this configuration allows a probabilistic photon addition operation.

### 2.5.4 Cross-Kerr effect

The cross-Kerr effect is a non-linear optical effect between two field modes propagating through a material with a $\chi^{(3)}$ non-linear response. Essentially, each of the traveling field modes experience a refractive index that is dependant on the intensity of the electric field of the co-propagating mode. Thus, if we label the modes $A$ and $B$ then the refractive index as experienced by mode $A$ is $n_{A}=n_{0}+\gamma\left|E_{B}\right|^{2}$ and the index experienced by mode $B$ is $n_{B}=n_{0}+\gamma\left|E_{A}\right|^{2}$ with $\gamma$ being a function of the intrinsic parameters of the medium. Consequently, each field mode experiences a phase shift that is dependant on the number of photons in the co-propagating beam. The quantum mechanical Hamiltonian which generates this interaction is

$$
\begin{equation*}
\hat{H}_{\text {Kerr }}=\hbar \kappa \hat{n}_{A} \hat{n}_{B} \tag{2.92}
\end{equation*}
$$

with $\kappa$ as the strength of coupling between the two modes. The corresponding evolution operator for this interaction is

$$
\begin{equation*}
\hat{U}_{K}=e^{-i \kappa T \hat{n}_{A} \hat{n}_{B}} \tag{2.93}
\end{equation*}
$$

and so, this interaction is non-Gaussian because it is not quadratic in the quadrature operators. In quantum information, the cross-Kerr effect has many potential applications and is a vital component in photon number resolving detectors [51], photonic Fredkin gates [52], photonic C-NOT gates [53], Gaussian entanglement concentration [1, 54], quantum state conversion [55] and in the generation of non-Gaussian quantum states of light $[56,57]$.

### 2.5.5 The Schrödinger cat states

The Schrödinger cat state is the quantum optical version of the hypothetical state dreamt up by Schrödinger in his famous thought experiment, where the cat is prepared in is a superposition of macroscopically distinguishable states such as $|\psi\rangle=(\mid$ alive $\rangle+\mid$ dead $\rangle) / \sqrt{2}$. In quantum optics, the coherent states $\{|\alpha\rangle,|-\alpha\rangle\}$ play the role of the macroscopically distinguishable states since $|\langle\alpha \mid-\alpha\rangle|^{2}=e^{-2|\alpha|^{2}}$ and so as $|\alpha| \rightarrow \infty$ then $\{|\alpha\rangle,|-\alpha\rangle\}$ become distinguishable. The even and odd Schrödinger cat states are then defined as

$$
\begin{equation*}
\left|\psi_{ \pm}(\alpha)\right\rangle=\frac{|\alpha\rangle \pm|-\alpha\rangle}{\sqrt{2\left(1 \pm e^{-2|\alpha|^{2}}\right)}} \tag{2.94}
\end{equation*}
$$

and both of these states have associated symmetries [28]. In the case of the even parity cat, only the even number Fock states make a contribution to the state

$$
\begin{align*}
\left|\psi_{+}(\alpha)\right\rangle=\left(2+2 e^{-2|\alpha|^{2}}\right)^{-1 / 2} & \sum_{n=0}^{\infty} \frac{e^{-|\alpha|^{2} / 2}}{\sqrt{n!}}\left(\alpha^{n}+(-\alpha)^{n}\right)|n\rangle \\
& =\frac{1}{\sqrt{\cosh |\alpha|^{2}}} \sum_{n=0}^{\infty} \frac{\alpha^{2 n}}{\sqrt{(2 n)!}}|2 n\rangle \tag{2.95}
\end{align*}
$$

since all the odd $n$ terms vanish. In the odd parity cat, the opposite is true and all the even Fock state contributions cancel out

$$
\left|\psi_{-}(\alpha)\right\rangle=\left(2-2 e^{-2|\alpha|^{2}}\right)^{-1 / 2} \sum_{n=0}^{\infty} \frac{e^{-|\alpha|^{2} / 2}}{\sqrt{n!}}\left(\alpha^{n}-(-\alpha)^{n}\right)|n\rangle
$$

$$
\begin{equation*}
=\frac{1}{\sqrt{\sinh |\alpha|^{2}}} \sum_{n=0}^{\infty} \frac{\alpha^{2 n+1}}{\sqrt{(2 n+1)!}}|2 n+1\rangle, \tag{2.96}
\end{equation*}
$$

and so these states are orthogonal $\left\langle\psi_{-}(\alpha) \mid \psi_{+}(\alpha)\right\rangle=0$. They are also non-Gaussian since their Wigner functions, are given by [28]

$$
\begin{equation*}
W_{\psi_{ \pm}(\alpha)}(q, p)=\frac{e^{-(q-\sqrt{2} \alpha)^{2}-p^{2}}+e^{-(q+\sqrt{2} \alpha)^{2}-p^{2}} \pm e^{-q^{2}-p^{2}} \cos (2 \sqrt{2} \alpha q)}{2 \pi\left(1 \pm e^{-2 \alpha^{2}}\right)} \tag{2.97}
\end{equation*}
$$

We also note that these cat states are considered non-classical since their Wigner functions have negative values in some regions of phase space [27]. In quantum information, the Schrödinger cat states allow for universal quantum computation with linear optics [58, 59], and are therefore regarded as a valuable resource in continuousvariable quantum computing. Schrödinger cat states can be conditionally generated either by off-resonance interaction with ions in cavity quantum-electrodynamics [28] or by the linear optics and a weak self Kerr state [60]. To date, these cat states have been generated experimentally for $|\alpha|<1$ and are the so-called kitten states [61].

## Chapter 3

## Gaussian state entanglement concentration

### 3.1 Bipartite pure state entanglement

### 3.1.1 Historical evolution

Entanglement like most other predictions of quantum mechanics has had an interesting evolution. Originally noted by Schrödinger as the essential quantum characteristic, it was subsequently was employed by Einstein, Podolsky and Rosen [62] as a device to argue for the incompleteness of quantum mechanics. Following this, entanglement languished in obscurity for decades, ignored by physicists for its seemingly purely philosophical character. This remained the case until Bell revisited the concept and went on to derive the inequality that now bears his name. His contribution was to show that the predictions of quantum mechanics, in particular the measurement statistics of entangled subsystems, could not be duplicated by a hidden-variable theory that obeyed Einstein causality [63]. This result was catapulted into mainstream physics following the experimental verification by Aspect [64]. Today entanglement is viewed as a resource to be consumed in various quantum information protocols. For example, entanglement can be readily used to teleport unknown quantum states [7]. To understand the mechanics behind such exploita-
tions, requires a mastery over the underlying mathematics of entangled states.

### 3.1.2 Mathematical definition

Let $A$ and $B$ be two physical systems of interest with associated state spaces $\mathcal{H}_{A}$ and $\mathcal{H}_{B}$, respectively, then the state space for the total system $A+B$ is given by the tensor product rule $[9,13,65]$ :

$$
\begin{equation*}
\mathcal{H}_{A B}=\mathcal{H}_{A} \otimes \mathcal{H}_{B} \tag{3.1}
\end{equation*}
$$

Consequently, the states living in $\mathcal{H}_{A B}$ fall into one of two classes. Separable states are given by product states $|\psi\rangle=|\phi\rangle \otimes|\varphi\rangle=|\phi, \varphi\rangle=|\phi\rangle|\varphi\rangle$, such states describe systems with no non-local correlations. In contrast, entangled states are those which cannot be represented as a product of subsystem states $|\Psi\rangle \neq|\psi\rangle \otimes|\phi\rangle$.

A particularly powerful tool used in the understanding of entangled states is provided by the Schmidt decomposition [9, 13, 65]. Obviously, we can decompose any $|\Psi\rangle \in \mathcal{H}_{A} \otimes \mathcal{H}_{B}$ into a superposition of basis elements of $\mathcal{H}_{A} \otimes \mathcal{H}_{B}$. If $\{|i\rangle\}_{i=1}^{M}$ and $\{|j\rangle\}_{j=1}^{N}$ are orthonormal bases of $\mathcal{H}_{A}$ and $\mathcal{H}_{B}$, then $\{|i, j\rangle\}_{i, j=1}^{M, N}$ forms an orthonormal basis for $\mathcal{H}_{A B}$. Accordingly, any vector $|\Psi\rangle \in \mathcal{H}_{A B}$ can be represented as an unique expansion relative to this basis:

$$
\begin{equation*}
|\Psi\rangle=\sum_{i=1}^{M} \sum_{j=1}^{N} \Psi_{i j}|i, j\rangle \tag{3.2}
\end{equation*}
$$

The coefficients $\Psi_{i j}$ are the components of a $M \times N$ complex matrix that describe the projection of $|\Psi\rangle$ onto the basis element $|i, j\rangle$. However, because of a remarkable theorem due to Schmidt it is always possible to find a change of basis of $\mathcal{H}_{A B}$ such that any $|\Phi\rangle$ can be expressed as

$$
\begin{equation*}
|\Psi\rangle=\sum_{k=1}^{K} s_{k}\left|e_{k}, f_{k}\right\rangle \tag{3.3}
\end{equation*}
$$

with $K=\min (M, N)$. The derivation of this result is both simple and compelling and follows from the singular value decomposition of complex matrices [9]. The values of $s_{k}$ are unique to each vector and they obey $s_{k} \in \Re, \sum_{k=1}^{K} s_{k}^{2}=1$ and $s_{k} \geq 0$.

These coefficients are called the Schmidt coefficients and the orthonormal basis $\left\{\left|e_{k}, f_{k}\right\rangle\right\}_{k=1}^{K}$ is called the Schmidt basis. The number of non zero Schmidt coefficients of a vector is called its Schmidt rank. The power and elegance of the Schmidt decomposition is that it allows an immediate identification of the separability of a state via its Schmidt rank. In particular, separable states must have a Schmidt rank of one, while any entangled state must have a Schmidt rank greater than one.

### 3.1.3 Entanglement as a resource

The central reason for the resource interpretation of entangled states is due to their remarkable non-local properties. In particular, a composite system prepared in an entangled state will display non-local correlations between locally performed measurements on the entangled subsystems [9]. This leads to the conclusion that the outcomes of local measurements are interdependent even if the subsystems are separated by a spacelike interval. For example, suppose two observers shared an identically prepared ensemble of spin singlet states

$$
\begin{equation*}
|\Psi\rangle_{A B}=2^{-1 / 2}\left(|\uparrow, \downarrow\rangle_{A B}-|\downarrow, \uparrow\rangle_{A B}\right) \tag{3.4}
\end{equation*}
$$

and each observer measures the spin on their local particle while recording the results. After comparing their measurement data via classical communication, they discover perfect anti-correlation in their results where spin up for one observer is always accompanied by spin down for the other and vice versa. Furthermore, these correlations exist even though the local measurements on each subsystem could have no casual influence on each other. It is the exploitation of this non-casual connection between entangled subsystems that allows all of the celebrated applications of entanglement.

The non-local correlations manifest in entangled states are a direct result of the non-separable nature of such states and while the question of separability of a given composite pure state is binary, the degree by which a given non-separable state is considered entangled is not. Thus, different entangled states with different Schmidt coefficients have different degrees of non-separability. The degree of non-separability
is the mathematical expression of the lack of individuality of the entangled subsystems, i.e. if a composite system is in a pure entangled state then the subsystems cannot be assigned pure quantum states. They can, however, be assigned mixed states, called reduced density matrices. These are obtained by tracing out the other subsystem. For example, if we assume our composite system is in the state $|\Psi\rangle_{A B}$ then we can obtain the reduced density matrices by

$$
\begin{array}{r}
\hat{\rho}_{A}= \\
\operatorname{Tr}_{B}(|\Psi\rangle\langle\Psi|)=\sum_{k} \sum_{j} s_{k} s_{j} \operatorname{Tr}_{B}\left(\left|e_{k}\right\rangle\left\langle e_{j}\right| \otimes\left|f_{k}\right\rangle\left\langle f_{j}\right|\right)  \tag{3.5}\\
=\sum_{k} \sum_{j} s_{k} s_{j} \operatorname{Tr}\left(\left|f_{k}\right\rangle\left\langle f_{j}\right|\right)\left|e_{k}\right\rangle\left\langle e_{j}\right|=\sum_{k} s_{k}^{2}\left|e_{k}\right\rangle\left\langle e_{k}\right|,
\end{array}
$$

where $\hat{\rho}_{B}=\operatorname{Tr}_{A}(|\Psi\rangle\langle\Psi|)$ can also be done by tracing out subsystem $A$. The interpretation of the disorder of these reduced density matrices is due to the lack of individuality of each subsystem as a result of their non-local connection.

Thus, the degree of disorder in the states of the subsystems quantifies the the strength of the non-local correlations $[9,66]$ between these systems. This disorder or lack or purity in a given $\hat{\rho}$ can be measured by the Von Neumann entropy $\mathcal{S}_{V N}$ :

$$
\begin{equation*}
\mathcal{S}_{V N}(\hat{\rho})=-\operatorname{Tr}(\hat{\rho} \ln \hat{\rho}) . \tag{3.6}
\end{equation*}
$$

This entropy is zero if $\hat{\rho}$ is a pure state, since if $\hat{\rho}$ is pure then there exists some $|\phi\rangle$ such that $\hat{\rho}=|\phi\rangle\langle\phi|$ and so

$$
\begin{equation*}
\mathcal{S}_{V N}(\hat{\rho})=-\ln (1)\langle\phi \mid \phi\rangle=0 . \tag{3.7}
\end{equation*}
$$

On the other hand, assuming that $\hat{\rho}$ is mixed with $\hat{\rho}=\sum_{j=1}^{K} p_{j}\left|\varphi_{j}\right\rangle\left\langle\varphi_{j}\right|$ then $\mathcal{S}_{V N}(\hat{\rho})=-\sum_{k=1}^{K} p_{k} \ln p_{k}$ is maximized when all the weights are equal $p_{1}=p_{2}=$ $\ldots=p_{K}=1 / K$. This can be easily verified using Lagrange multipliers on $\mathcal{S}_{V N}(\hat{\rho})$ with respect to the normalization condition $\sum_{k=1}^{K} p_{k}=1$. Such maximally mixed states are proportional to the identity operator

$$
\begin{equation*}
\hat{\rho}_{\max }=K^{-1} \hat{I} \tag{3.8}
\end{equation*}
$$

This has the maximum degree of disorder because it does not favour any of the individual pure states involved in its convex decomposition. Thus, it is equally
unlike any possible pure state. This statement can be made rigorous by appealing to the fidelity of states. The fidelity of any two states $\hat{\rho}$ and $\hat{\sigma}$ is defined as $\mathcal{F}(\hat{\rho}, \hat{\sigma})=$ $\left(\operatorname{Tr} \sqrt{\hat{\rho}^{1 / 2} \hat{\sigma} \hat{\rho}^{1 / 2}}\right)^{2}$ and is the probability of confusing $\hat{\rho}$ with $\hat{\sigma}$ if one can perform only a single measurement in an attempt to distinguish them [13]. Then $\mathcal{F}\left(|\psi\rangle\langle\psi|, \hat{\rho}_{\max }\right)=$ $\langle\psi| \hat{\rho}|\psi\rangle=K^{-1}$ for any pure state $|\psi\rangle$.

Returning to entanglement, the Von Neumann entropy forms the basis of an entanglement measure for bipartite pure states. This measure is called the entropy of entanglement $[9,65,67]$ :

$$
\begin{equation*}
\mathcal{E}(|\Psi\rangle\langle\Psi|)=\left\{\mathcal{S}_{V N} \circ \operatorname{Tr}_{j}\right\}(|\Psi\rangle\langle\Psi|), \tag{3.9}
\end{equation*}
$$

where $\operatorname{Tr}_{j}$ is the partial trace with respect to the $j$ th subsystem with $j=(A, B)$. The Schmidt decomposition allows an immediate calculation of the entropy of entanglement associated with each state

$$
\begin{equation*}
\mathcal{E}(|\Psi\rangle\langle\Psi|)=-\sum_{k=1}^{K} s_{k}^{2} \ln s_{k}^{2} . \tag{3.10}
\end{equation*}
$$

Note that $\mathcal{E}(|\Psi\rangle\langle\Psi|)=0$ if $|\Psi\rangle$ is separable because the Von Neumann entropy of the reduced density matrices of the subsystem is zero. Thus, if $A+B$ is in a separable state then $\hat{\rho}_{A}$ and $\hat{\rho}_{B}$ are in pure states and the VN entropy is zero. Conversely, the VN entropy has a maximum $S_{\text {max }}=\ln (K)$ when $A$ and $B$ have the states

$$
\begin{equation*}
\hat{\rho}_{A}=\frac{1}{K} \hat{I}_{A}, \quad \hat{\rho}_{B}=\frac{1}{K} \hat{I}_{B} \tag{3.11}
\end{equation*}
$$

which leads to the definition of maximally entangled states

$$
\begin{equation*}
|\Psi\rangle=\frac{1}{\sqrt{K}} \sum_{i=1}^{K}\left|e_{k}, f_{k}\right\rangle \tag{3.12}
\end{equation*}
$$

Physically, maximally entangled states correspond to the case where the states of the subsystems are completely undefined and hence correspond to maximum entropy.

It is this connection between local disorder and non-local correlations together with the proven ability of harnessing these correlations to achieve an information processing effect $[7,8]$ that leads to the resource interpretation of entanglement. Simply put, entanglement allows the execution of tasks which cannot be completed
by solely relying on local quantum operations and classical communication (LOCC) between agents [68]. Consequently, entanglement allows the implementation of protocols that would otherwise be impossible to perform if limited to LOCC. Ergo, any measure of the degree of entanglement must be non-increasing under LOCC. Operationally, an entanglement measure is a real valued function $\mathcal{E}(|\Psi\rangle\langle\Psi|)$ on the state space of the composite system $A+B$ which obeys

1. $\mathcal{E}(|\Psi\rangle\langle\Psi|)=0$ if $|\Psi\rangle$ is seperable.
2. Entanglement is invariant under local unitary operations on each subsystem:

$$
\begin{equation*}
\mathcal{E}(|\Psi\rangle\langle\Psi|)=\mathcal{E}\left(\hat{U}_{A} \otimes \hat{U}_{B}|\Psi\rangle\langle\Psi| \hat{U}_{A}^{\dagger} \otimes \hat{U}_{B}^{\dagger}\right) \tag{3.13}
\end{equation*}
$$

3. Entanglement should not increase on average under operations involving local measurements and classical communication only

$$
\begin{equation*}
\mathcal{E}(|\Psi\rangle\langle\Psi|) \leq \sum_{\omega \in \Omega} p_{\omega} \mathcal{E}\left(\frac{\hat{A}_{\omega}|\Psi\rangle\langle\Psi| \hat{A}_{\omega}^{\dagger}}{p_{\omega}}\right) \tag{3.14}
\end{equation*}
$$

Here $p_{\omega}=\operatorname{Tr}\left(\hat{A}_{w}^{\dagger} \hat{A}_{\omega}|\Psi\rangle\langle\Psi|\right)$ is the probability of obtaining the $\omega$ outcome and $\left\{\hat{A}_{\omega}=\hat{A}_{\omega, A} \otimes \hat{A}_{\omega, B}\right\}_{\omega \in \Omega}$ are the corresponding Kraus [68] operators for the general POVM measurement [68].

In the case of pure bipartite entangled states, any one of the entropic measures of density matrices, including the Von Neumann entropy and the linear entropy $\mathcal{S}_{L}(\hat{\rho})=1-\operatorname{Tr}\left(\hat{\rho}^{2}\right)$, can be shown to obey these constraints [69]. In addition, more general manifestations of entanglement including mixed state entanglement and multipartite entanglement rely on these and other axioms to define a resource theory of entanglement [65].

### 3.1.4 Procrustean entanglement concentration

Traditionally viewed as a source of contention over the completeness of quantum mechanics [62], entanglement has undergone a change in perception. The turning point came with the discovery of the teleportation of quantum states [7]. For the first
time, it was realised that entangled states could transfer unknown quantum states between potentially space-like separated systems. However, the efficiency of such protocols is governed by the degree of entanglement present in the shared state. Optimized performance comes with the use of maximally entangled states. The difficult part is in the distributing of the shared entangled state to the observers who require it. Ultimately, this requires the propagation of the physical carriers prepared in the entangled state, whether it be a pair of spin half particles or radiation modes. The rest of the universe then makes its presence felt by corrupting the initially pure state via decoherence and dissipation processes. Such processes conspire to reduce both the purity and available entanglement, thereby reducing the efficiency of the non-local protocol the entangled state is destined to be consumed in.

Fortunately, the observers Alice and Bob are not defenceless against this assault and can employ entanglement distillation protocols to counteract the consequences of unwanted environmental interactions. Such protocols allow for the probabilistic repair of the state back to its former glory by purification and replenishing lost entanglement. In this thesis, we restrict our attention to the considerably simpler task of entanglement concentration, where the input state of the protocol is a pure entangled state. The goal is then to probabilistically increase the entanglement content of the input state using only local quantum operations and classical communication on each of the entangled subsystems. The restriction to LOCC allows the entanglement to be modified after it has been distributed to the agents.

In this thesis, we investigate entanglement concentration where the entangled state has been distributed to the spatially separated observers and has suffered a loss of purity and entanglement as a result. It is then assumed that the observers employ some conditional purification procedure to restore the purity of a sub-ensemble of all the distributed states. At this point, the Alice and Bob are left with an ensemble of pure, possibility reduced, entangled states. To optimize the performance of the entanglement-aided protocol that they wish to execute, they apply an entanglement concentration protocol to their remaining sub-ensemble. One such method is the Procrustean method [70] where Alice and Bob use LOCC to conditionally transform
the Schmidt coefficients of each input entangled state to obtain a more entangled output state. Whether an individual run of the protocol is successful is dependant on the probabilities inherent to the particular scheme being used. Symbolically, such protocols can be represented by the state transformation

$$
\begin{equation*}
\left|\psi_{\text {in }}\right\rangle=\sum_{k=1}^{K} s_{k}\left|e_{k}\right\rangle \otimes\left|f_{k}\right\rangle \longrightarrow\left|\psi_{\text {out }}\right\rangle=\sum_{k=1}^{K} t_{k}\left|e_{k}\right\rangle \otimes\left|f_{k}\right\rangle, \tag{3.15}
\end{equation*}
$$

where the post-protocol state must exhibit a higher degree of entanglement than the original state. Such protocols must have a success condition to allow Alice and Bob to distinguish between success and failure outcomes of the protocol.

Procrustean Entanglement concentration protocols are unavoidably probabilistic due to a fundamental theorem by Nielsen concerning entanglement transformations [71]. This idea makes use of the concept of majorization [72] which measures the degree of disorder between two normalised vectors $\mathbf{a}=\left(a_{0}^{2}, a_{1}^{2}, \ldots a_{K}^{2}\right)^{T}$ and $\mathbf{b}=\left(b_{0}^{2}, b_{1}^{2}, \ldots b_{K}^{2}\right)^{T}$, where the elements of these vectors are arranged in descending numerical order, i.e. $a_{0}^{2} \geq a_{1}^{2} \geq \ldots \geq a_{K}^{2}$ and $b_{0}^{2} \geq b_{1}^{2} \geq \ldots \geq b_{K}^{2}$. Then $\mathbf{a}$ is said to be majorized by $\mathbf{b}$, denoted $\mathbf{a} \prec \mathbf{b}$, if

$$
\begin{equation*}
\sum_{k=\ell}^{K} b_{k}^{2}>\sum_{k=\ell}^{K} a_{k}^{2} \tag{3.16}
\end{equation*}
$$

for $1 \leq \ell \leq K$. This means that the components of $\mathbf{b}$ are more alike than the components of $\mathbf{a}$ and is therefore a more globally disordered vector than $\mathbf{a}$. This latter point follows since the majorization order is preserved by a set of functions called the Shur convex [69]

$$
\begin{equation*}
\mathbf{a} \prec \mathbf{b} \Longrightarrow f(\mathbf{b})>f(\mathbf{a}) \tag{3.17}
\end{equation*}
$$

of which, Von Neumann's entropy

$$
\begin{equation*}
S(\mathbf{a})=-\sum_{k=0}^{K} a_{k}^{2} \ln a_{k}^{2} \tag{3.18}
\end{equation*}
$$

is a member.
In Nielsen's theorem [71], our ability to transform one pure bipartite entangled state into another via deterministic local operations (i.e. local unitary operations)
and classical communication is determined by the majorization relation between the eigenvalues of the reduced density matrices of the input and output states. Thus, if $\mathbf{s}=\left(s_{0}^{2}, s_{1}^{2}, \ldots s_{K}^{2}\right)^{T}$ is the ordered vector of the eigenvalues of the reduced density matrices for $\left|\psi_{\text {in }}\right\rangle$ and $\mathbf{t}=\left(t_{0}^{2}, t_{1}^{2}, \ldots t_{K}^{2}\right)^{T}$ is the equivalent quantity for $\left|\psi_{\text {out }}\right\rangle$ then the latter can be transformed into the former via deterministic LOCC if

$$
\begin{equation*}
\mathrm{t} \prec \mathrm{~s} . \tag{3.19}
\end{equation*}
$$

Consequently, this means that we can only transform $\left|\psi_{\text {in }}\right\rangle \longrightarrow\left|\psi_{\text {out }}\right\rangle$ by deterministic LOCC if the input state is more entangled than the output state. This follows since $\mathbf{t}$ must have a smaller entropy than $\mathbf{s}$ and, therefore, has a smaller degree of entanglement. Thus, since entanglement concentration aims to proceed in the opposite manner it must be probabilistic. Generalizations of this theorem to entanglement transformations under probabilistic LOCC places restrictions on any single-copy entanglement concentration protocol [73-75]. In particular, in [74], the probabilistic transformation of $\left|\psi_{\text {in }}\right\rangle \longrightarrow\left|\psi_{\text {out }}\right\rangle$ can only occur if

$$
\begin{equation*}
\sum_{j} p_{j} \mathbf{t}_{j} \prec \mathbf{s}, \tag{3.20}
\end{equation*}
$$

where $p_{j}$ is the probability that the entanglement concentration protocol yields the entangled state characterised by $\mathbf{t}_{j}$ and denoted by $\left|\psi_{o u t}(j)\right\rangle$. Physically this means that on average entanglement concentration cannot occur i.e. for every $\left|\psi_{\text {out }}(j)\right\rangle$ which is more entangled than $\left|\psi_{i n}\right\rangle$ there is another which is less entangled than the input state. Thus, such protocols come with a success condition that is dependant on achieving a particular outcome $j$. This is in accordance with the defining properties of an entanglement measure where LOCC cannot increase the entanglement on average.

### 3.2 Gaussian state Procrustean entanglement concentration

So far, entanglement has only been discussed in the regime of finite dimensional quantum systems. However, as noted earlier, the experimental ease of preparation
of Gaussian states and operations motivates the development of quantum information protocols that exploit these resources. It is therefore natural to explore the continuous-variable entangled states and the equivalent non-local protocols they can be exploited in. Moreover, Gaussian entangled states are natural candidates for such protocols since they are readily producible and can be exploited to perform teleportation [8], dense coding [41] and entanglement-assisted communication [76]. Thus, in accepting the utility of such entangled states we are forced to consider protocols which increase or repair entangled states as they are distributed. This is the subject of this section.

### 3.2.1 No maximally entangled states

While most of the intuition of entanglement developed from finite dimensional pure bipartite states equally applies to infinite dimensional Gaussian entangled states, there are nonetheless a few eccentricities. The Schmidt decomposition still holds meaning that entangled states can be decomposed as

$$
\begin{equation*}
|\Psi\rangle=\sum_{k=1}^{\infty} s_{k}\left|e_{k}\right\rangle\left|f_{k}\right\rangle \tag{3.21}
\end{equation*}
$$

where $\left\{\left|e_{k}\right\rangle\right\}_{k}$ and $\left\{\left|f_{k}\right\rangle\right\}_{k}$ are bases for the spaces $\mathcal{H}_{A}$ and $\mathcal{H}_{B}$. Furthermore, Von Neumann entropy of its reduced density matrices serve to quantify the degree of entanglement available in the state with

$$
\begin{equation*}
\hat{\rho}_{A}=\operatorname{Tr}_{B}(|\Psi\rangle\langle\Psi|)=\sum_{k=1}^{\infty} s_{k}^{2}\left|e_{k}\right\rangle\left\langle e_{k}\right|, \tag{3.22}
\end{equation*}
$$

and so

$$
\begin{equation*}
\mathcal{E}(|\Psi\rangle)=-\sum_{k=1}^{\infty} s_{k}^{2} \ln s_{k}^{2} \tag{3.23}
\end{equation*}
$$

This is where the first peculiarity of Gaussian entangled states emerges, namely that there are no physical maximally entangled states. This fact follows from the standard definition of maximally entangled states

$$
\begin{equation*}
\left|\Psi_{\max }\right\rangle=\frac{1}{\sqrt{K}} \sum_{k=1}^{K}\left|e_{k}\right\rangle\left|f_{k}\right\rangle \tag{3.24}
\end{equation*}
$$

and so in the limit of $K \rightarrow \infty$ these states become undefined. Consequently, since the Schmidt decomposition applies, by design, to normalisable states then maximally entangled infinite dimensional states must be non-normalisable.

This property follows from the fact that infinite dimensional states, unlike finite dimensional states can be eigenstates of operators with continuous spectra. In particular, maximally entangled Gaussian states are simultaneous eigenstates of relative canonical position $\hat{U}_{0}=\hat{q}_{B}-\hat{q}_{A}$ and total canonical momenta $\hat{V}_{0}=\hat{p}_{A}+\hat{p}_{B}$ [31]. These EPR states exhibit perfect correlations between the local conjugate position and momentum at the price of being non-physical. Indeed, the Wigner function for such an EPR state is $W_{E P R}\left(q_{1}, p_{1}, q_{2}, p_{2}\right)=\delta\left(q_{2}-q_{1}\right) \delta\left(p_{2}+p_{1}\right)$ and so

$$
\begin{equation*}
\int d q_{1} d q_{2} d p_{1} d p_{2} \delta\left(q_{2}-q_{1}\right) \delta\left(p_{1}+p_{2}\right)=\int d q_{2} d p_{2}=\infty \tag{3.25}
\end{equation*}
$$

Ultimately, this fact has profound implications for any continuous-variable entanglement concentration protocol because it means that maximally entangled states are unobtainable. Instead, one need content oneself to use partially entangled continuous variable states and therefore never achieve optimal performance from any entanglement based protocols. This disadvantage of continuous-variable entanglement is to be contrasted with the ease at which Gaussian entangled states can be obtained experimentally [14].

### 3.2.2 The necessity of non-Gaussian operations

The second interesting feature of Gaussian state entanglement concentration is that it cannot be achieved by involving local Gaussian operations and classical communication alone. This fundamental result applies to all Gaussian entangled states both mixed and pure as detailed in [16-18]. Consequently, all Gaussian entanglement distillation protocols will always require the inclusion of a non-Gaussian operation in order to work. Thus, the only examples of Gaussian distillation or concentration protocols known either involve a non-Gaussian operation or the inclusion of nonGaussian noise. In the context of entanglement concentration, this theorem means that either non-linear optical devices or photon subtraction/addition techniques are
required to increase the shared entanglement.

### 3.2.3 The two mode squeezed vacuum

The Gaussian entangled two mode squeezed vacuum state (TMSV) is a finite entangled version of the EPR state which exhibits non-local correlations in the variances of the relative canonical position $\hat{U}_{0}$ and total momenta $\hat{V}_{0}$ observables. Its optical realisation is generated by a nonlinear process called non-degenerate parametric down-conversion [14], where photons in an intense pump beam of frequency $\omega_{p}$ are absorbed by the medium and re-emitted as pairs of entangled photons (traditionally called signal and idler photons) with frequencies $\omega_{s}$ and $\omega_{i}$, such that $\omega_{p}=\omega_{s}+\omega_{i}$. Mathematically, the two mode squeezed vacuum state is related to the vacuum by a suitable unitary evolution in the limit of a classical pump field $\zeta=r e^{i \theta}$ [25]

$$
\begin{equation*}
\hat{S}_{A B}(\zeta)=\exp \left(\zeta \hat{a}^{\dagger} \hat{b}^{\dagger}-\zeta^{*} \hat{a} \hat{b}\right) \tag{3.26}
\end{equation*}
$$

and can be decomposed into

$$
\hat{S}_{A B}(\zeta)=\exp \left(\hat{a}^{\dagger} \hat{b}^{\dagger} e^{i \theta} \tanh r\right) \exp \left\{-\ln (\cosh r)\left(\hat{a}^{\dagger} \hat{a}+\hat{b} \hat{b}^{\dagger}\right)\right\} \exp \left(-\hat{a} \hat{b} e^{-i \theta} \tanh r\right)
$$

Here $r$ is the so-called squeezing parameter and it is a function of the probe of intensity and the coupling constant of the medium, while the second equality follows from a CBH decomposition [25]. The TMSV with $\theta=0$ is given, in its Schmidt decomposition, as

$$
\begin{equation*}
|\zeta\rangle \propto e^{\tanh r \hat{a}^{\dagger} \hat{b}^{\dagger}}|0,0\rangle=\frac{1}{\cosh r} \sum_{n=0}^{\infty} \tanh ^{n} r|n\rangle|n\rangle \tag{3.27}
\end{equation*}
$$

and so it contains all amplitudes for obtaining different numbers of photons in the signal and idler modes. Consequently, the Fock basis is the Schmidt basis for this state and $(\tanh r)^{n} / \cosh r$ are the Schmidt coefficients of $|\zeta\rangle$. It is also very useful to introduce the parameter $\lambda=\tanh r$, which transforms the Schmidt coefficients into $c_{n}=\sqrt{\left(1-\lambda^{2}\right)} \lambda^{n}$ for reasons discussed later. Alternatively, this state can be described via its Wigner function [15]

$$
\begin{equation*}
W\left(q_{1}, p_{1}, q_{2}, p_{2}\right)=\frac{4}{\pi} e^{-e^{-2 r}\left(q_{2}+q_{1}\right)^{2}-e^{-2 r}\left(p_{2}-p_{1}\right)^{2}-e^{2 r}\left(q_{2}-q_{1}\right)^{2}-e^{2 r}\left(p_{1}+p_{2}\right)^{2}} \tag{3.28}
\end{equation*}
$$



Figure 3.1: The degree of entanglement in the TMSV is a monotonically increasing function of $\lambda$ since the greater lambda, the more energy injected in the signal and idler modes and the flatter the Schmidt components become.
and so, we can identify the TMSV as a Gaussian entangled pure state.
The entanglement content of the TMSV can be measured by calculating its Von Neumann entropy. In this case we get [31]

$$
\begin{equation*}
\mathcal{E}(|\zeta\rangle)=-\sum_{n=0}^{\infty} c_{n}^{2} \ln c_{n}^{2}=-\frac{2 \lambda^{2} \ln \lambda}{1-\lambda^{2}}-\ln \left(1-\lambda^{2}\right) \tag{3.29}
\end{equation*}
$$

which as illustrated in Fig. 3.1 is a monotonic increasing function of $\lambda$ and tends to infinity as $\lambda \rightarrow 1$, which is the reason for employing the $\lambda$ parametrisation in the first place. This occurs because $\lambda$ is a re-scaling of the pump intensity $r$ which controls the number of photons available in each of the signal and idler modes. Thus, by increasing the pump intensity we increase the energy injected into the signal and idler modes and increase the probability of detecting ever larger number of photons in each mode. This also increases the entanglement since it flattens the Schmidt components i.e. more energy means that the amplitude for $|n, n\rangle$ for $n>0$ increases at the expense of the vacuum contribution $|0,0\rangle$. This also explains the non-physical nature of the maximally entangled EPR states which are related to the TMSV in the limit $\lambda \rightarrow 1$, since reaching this limit requires an infinite amount of energy. This follows from the expectation value of the free Hamiltonian, while ignoring the zero
point contributions, of the single and idler modes

$$
\begin{equation*}
\langle E(\lambda)\rangle=\langle\zeta(\lambda)|\left(\hat{n}_{A}+\hat{n}_{B}\right)|\zeta(\lambda)\rangle=\frac{2 \lambda^{2}}{1-\lambda^{2}}, \tag{3.30}
\end{equation*}
$$

and so $\langle E(\lambda)\rangle \rightarrow \infty$ as $\lambda \rightarrow$ 1, i.e. the average energy available in the state tends to infinity.

### 3.2.4 Photon-subtraction protocol

Non-Gaussian operations are a vital prerequisite for the concentration of Gaussian continuous-variable entanglement. To date, the only technologically feasible non-Gaussian entanglement concentration protocol of the TMSV involves photon subtraction via binary photo-detectors [42]. In this protocol, Alice and Bob both attempt to subtract a photon from the entangled mode in their possession. This requires each agent to propagate their entangled mode through a noiseless beam splitter with the vacuum before subjecting one of the output modes to binary photodetection [42]. This protocol is deemed successful if both register a click corresponding to the presence of photons in each detector and provided that they share their results then the final shared state between Alice and Bob is given by

$$
\begin{equation*}
\left|\Psi_{f}\right\rangle \propto\left(\hat{\Pi}_{c l i c k} \otimes \hat{I}_{B C} \otimes \hat{\Pi}_{c l i c k}\right) \hat{U}_{B S} \otimes \hat{U}_{B S}|0, \zeta(\lambda), 0\rangle_{A B C D} \tag{3.31}
\end{equation*}
$$

where $\hat{\Pi}_{\text {click }}=\sum_{k=1}^{\infty}|k\rangle\langle k|$ is the POVM element corresponding to the detection of a single photon state and $\{\hat{a}, \hat{b}, \hat{c}, \hat{d}\}$ are the mode operators for modes $A, B, C$ and $D$. This entanglement transformation is actually Procrustean, since $\left|\Psi_{f}\right\rangle \propto$ $\hat{X}_{b} \otimes \hat{X}_{c}|\zeta(\lambda)\rangle$, where $\hat{X}_{b}=\sqrt{R} \sqrt{T}^{\hat{n}} \hat{b}$ with a similar expression for $\hat{X}_{c}$ as noted in chapter two, and thus

$$
\begin{equation*}
\left|\Psi_{f}\right\rangle \propto \sum_{n=1}^{\infty} T^{n} \lambda^{n} n|n-1, n-1\rangle=\sqrt{\frac{\left(1-T^{2} \lambda^{2}\right)^{3}}{1+T^{2} \lambda^{2}}} \sum_{n=0}^{\infty} \lambda^{n} T^{n}(1+n)|n, n\rangle \tag{3.32}
\end{equation*}
$$

The protocol is probabilistic and succeeds with the probability [21]

$$
\begin{equation*}
P_{S}=\frac{(1-T)^{2} \lambda^{2}\left(1-\lambda^{2}\right)\left(1+T^{2} \lambda^{2}\right)}{\left(1-T^{2} \lambda^{2}\right)^{3}} \tag{3.33}
\end{equation*}
$$

The verification of entanglement concentration is done by comparing the entanglement content of the initial state with the final state. This can be demonstrated


Figure 3.2: The features of the photon subtraction protocol can be understood considering the relationship between (a) probability of success and (b) the increase in entanglement for $T=0.95$.
by considering the ratio of the Von Neumann entropies $\mathcal{S}_{i}=\mathcal{S}\left(\hat{\rho}_{i}\right)$ and $\mathcal{S}_{f}=\mathcal{S}\left(\hat{\rho}_{f}\right)$ where

$$
\begin{equation*}
\hat{\rho}_{i}=\left(1-\lambda^{2}\right) \sum_{n=0}^{\infty} \lambda^{2 n}|n\rangle\langle n|, \tag{3.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\rho}_{f}=\frac{\left(1-T^{2} \lambda^{2}\right)^{3}}{1+T^{2} \lambda^{2}} \sum_{n=0}^{\infty}(T \lambda)^{2 n}(1+n)^{2}|n\rangle\langle n| \tag{3.35}
\end{equation*}
$$

Thus, entanglement concentration occurs when $\Delta \mathcal{S}=\mathcal{S}_{f} / \mathcal{S}_{i}>1$. This protocol can be characterised by the behaviour of this ratio together with the behaviour of the probability of success. The behaviour and efficiency of this protocol is shown in Fig.3.2 for $T=0.95$. In particular, we note from Fig.3.2(b) that, for $T=0.95$, the entanglement concentration succeeds for $0<\lambda<0.97$ i.e. the photon subtracted state is almost always more entangled that the initial TMSV unless $\lambda>0.97$. Thus, the relative increase in entanglement is most dramatic for very weakly entangled input states and decreases as the entanglement in the initial TMSV increases. Furthermore, we also note from Fig.3.2(a) the tradeoff between entanglement increase $\Delta \mathcal{S}$ with the probability of success, with greater increases occurring when the probability of success is at its smallest. Nevertheless, the current technological state of art has meant that this entanglement concentration protocol has been experimentally verified [77].

### 3.2.5 Cross-Kerr protocol

An alternative scheme [54] relies on the use of a non-Gaussian coupling between one of the entangled modes of light and an ancillary light mode prepared in a coherent state $|\alpha \in \Re\rangle$, i.e. the global input state is $\left|\psi_{i n}(0)\right\rangle=|\zeta(\lambda), \alpha\rangle$. The coherent state and Bobs half of the squeezed state are fed into a nonlinear medium that exhibits the cross-Kerr effect with a $\kappa_{T}$ phase shift per photon. This interaction results in entanglement between the coherent beam and Alice and Bobs beams:

$$
\begin{array}{r}
\left|\psi_{i n}(t)\right\rangle=\left(\hat{I}_{A} \otimes e^{-i \kappa_{T} \hat{b} \dagger \hat{b} \hat{c} t \hat{c}}\right)\left|\psi_{i n}(0)\right\rangle \\
=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{c_{n} e^{-\alpha^{2} / 2} \alpha^{m} e^{-i \kappa_{T} n m}}{\sqrt{m!}}|n, n, m\rangle \\
=\sum_{n=0}^{\infty} c_{n}|n, n\rangle \otimes \sum_{m=0}^{\infty} e^{-\left|\alpha \exp \left(-i n \kappa_{T}\right)\right|^{2} / 2} \frac{\left(\alpha e^{-i \kappa_{T} n}\right)^{m}}{\sqrt{m!}}|m\rangle \\
=\sum_{n=0}^{\infty} c_{n}\left|n, n, \alpha e^{-i n \kappa_{T}}\right\rangle . \tag{3.36}
\end{array}
$$

A local double homodyne measurement is then performed on the coherent state, which ultimately projects it onto a random coherent state $|\beta\rangle$. Consequently, the final state shared between Alice and Bob is given by

$$
\begin{equation*}
\left|\psi_{f}\right\rangle \propto \sum_{n=0}^{\infty} \lambda^{n}\left\langle\beta \mid \alpha e^{-i \kappa_{T} n}\right\rangle|n, n\rangle, \tag{3.37}
\end{equation*}
$$

and in the regime of weak non-linearity $\kappa_{T} \ll 1$, the induced back-action is given by

$$
\begin{equation*}
\left|\psi_{f}\right\rangle \propto \sum_{n=0}^{\infty} \lambda^{n} e^{-i \kappa_{T} n \alpha \beta^{*}}|n, n\rangle \tag{3.38}
\end{equation*}
$$

Thus, if the measurement results in a $\Im(\beta)<0$ then the squeezing and entanglement is increased since

$$
\begin{equation*}
\lambda \rightarrow \lambda e^{\kappa_{T} \alpha \Im(\beta)} . \tag{3.39}
\end{equation*}
$$

The impossibility theorem of distillation of Gaussian entanglement means that the non-Gaussian coupling, i.e. the cross-Kerr interaction, between the modes must be maintained. However, a number of open questions remain with regard to this protocol.

1. Are there other measurement strategies on the ancilla that will achieve entanglement concentration, possibly to a greater degree, in this weak nonlinear regime?
2. What is the fundamental mechanism that is responsible for the Gaussianpreserving entanglement modification effect in this weak regime?
3. How accurate is the output entangled state given here for the weak limit $\kappa_{T} \ll 1$ and how constraining is the requirement of weak non-linearities?
4. Can this scheme be extended to non-optical ancilla systems and interactions?
5. What is the origin of the measurement based success criterion?

Surprisingly, all of these open questions can be answered rather elegantly in a single entanglement concentration model based on the weak measurement formalism. However, to understand this we must first review the notion of weak values and weak measurements. This is the subject of chapter four and then in chapter five we apply these notions to entanglement concentration.

### 3.3 Other methods

### 3.3.1 Schmidt projection

For completeness, we note that the Procrustean method is not the only method to be suggested that allows entanglement concentration. An alternative method is called Schmidt projection [70], where the protocol takes a ensemble of weakly entangled states and projects onto a maximally entangled state on a subspace of the initial entangled states. In the context of Gaussian entanglement concentration, this method has been employed by Duan et. al. [78, 79] for the two mode squeezed vacuum, with Alice and Bob initially sharing $K$ copies of the entangled state $|\zeta(\lambda)\rangle=$ $\sqrt{1-\lambda^{2}} \sum_{n=0}^{\infty} \lambda^{n}|n, n\rangle$ which can be written as

$$
\begin{equation*}
\left|\Psi_{i n}(\lambda)\right\rangle=\bigotimes_{i=1}^{K}|\zeta(\lambda)\rangle_{A_{i}, B_{i}}=\left(1-\lambda^{2}\right)^{K / 2} \sum_{L=0}^{\infty} \lambda^{L} \sqrt{d_{L}^{(K)}}|L\rangle_{A_{i}, B_{i}} \tag{3.40}
\end{equation*}
$$

The $|L\rangle_{A_{i}, B_{i}}$ states are finite dimensional maximally entangled states

$$
\begin{equation*}
|L\rangle_{A_{i}, B_{i}}=\frac{1}{\sqrt{d_{L}^{(K)}}} \sum_{i_{1}, i_{2}, \ldots, i_{K}}^{i_{1}+i_{2}+\ldots+i_{K}=L}\left|i_{1}, i_{2}, \ldots i_{K}\right\rangle_{A_{i}}\left|i_{1}, i_{2}, \ldots i_{K}\right\rangle_{B_{i}} \tag{3.41}
\end{equation*}
$$

with $d_{L}^{(K)}=(L+K-1)!/(L!(K-1)!$. Thus, this entanglement concentration protocol requires a non-demolition measurement of the total photon number in Alice's modes and it yields the final shared state $|L\rangle$ with a probability $P_{L}^{(K)}=\left(1-\lambda^{2}\right)^{K} \lambda^{2 L} d_{L}^{(K)}$. This non-Gaussian non-demolition measurement can be accomplished by using an array of noiseless beam splitters and photon counting [78, 79].

### 3.3.2 Non-Gaussian noise approach

Another alternative method of entanglement distillation for continuous-variable states lies in the introduction of a source of non-Gaussian noise which can then be corrected by Gaussian operations. Such schemes have recently been experimentally realised [80-82].

## Chapter 4

## Weak measurements and weak values

The previous chapter ended with the desire to generalise the optical entanglement concentration protocol to include arbitrary ancilla systems. In attempting to do so, we are faced with two immediate problems: What measurement strategies can be employed to allow conditional entanglement concentration? And: What are the general constraints required to produced Gaussian preserving entanglement concentration? Both of these issues have a common resolution in the framework of weak measurements. Indeed, one can consider the previous entanglement concentration protocols as examples of weak measurements where the probe state is initially entangled. This realisation is surprisingly powerful as it yields a criterion for selecting different ancillary ingredients.

### 4.1 Weak Values

### 4.1.1 Definition of weak values

Any physical theory makes contact with empirical observations through the observable numbers it predicts. In quantum theories, there are three types of observable numbers: eigenvalues or measurement results, expectation values and weak values
[83]. The first set of numbers follow from the basic formulation of observables and measurements in quantum mechanics. Simply put, the results of a measurement of an observable $\mathcal{A}$ coincide the eigenvalues of its associated self-adjoint operator

$$
\begin{equation*}
\hat{A}=\sum_{j} a_{j}\left|a_{j}\right\rangle\left\langle a_{j}\right| \tag{4.1}
\end{equation*}
$$

These numbers are observable in a single measurement on a quantum mechanical system. Next is the notion of an expectation value, i.e. the statistical average of an observable on a particular quantum state

$$
\begin{equation*}
\langle A\rangle=\langle\psi| \hat{A}|\psi\rangle \tag{4.2}
\end{equation*}
$$

Expectation values only emerge on a statistical level following measurements performed on an identically prepared ensemble. These numbers are also used to establish a correspondence with classical theories [30].

The final set of observable numbers in quantum mechanics are a recent addition called weak values [83, 84]. A weak value, like an expectation value, is only a statistically observable number, but unlike an expectation value or eigenvalue, it can be complex. Weak values are only applicable to quantum systems which have been both pre and post-selected in particular quantum states. Thus, the weak value of the observable $\mathcal{A}$ on a system which is pre-selected in the state $\left|\Phi_{1}\right\rangle$ and postselected in $\left|\Phi_{2}\right\rangle$ is defined as

$$
\begin{equation*}
A_{W}=\frac{\left\langle\Phi_{2}\right| \hat{A}\left|\Phi_{1}\right\rangle}{\left\langle\Phi_{2} \mid \Phi_{1}\right\rangle} \tag{4.3}
\end{equation*}
$$

where it is assumed that $\left|\Phi_{1}\right\rangle$ and $\left|\Phi_{2}\right\rangle$ are non-orthogonal. From a physical point of view, weak values are regarded as the possible values of the observable at intermediate times between the pre and post-selections [85].

### 4.1.2 Some properties of weak values

To gain a better appreciation for weak values it is worthwhile to consider how they are related to both eigenvalues and expectation values of a given observable. In the
first case, the weak value of $\hat{A}$ coincides with an eigenvalue if either of $\left\{\left|\Phi_{1}\right\rangle,\left|\Phi_{2}\right\rangle\right\}$ coincide with an eigenstate of $\hat{A}$ :

$$
\begin{align*}
& A_{W}=\frac{\left\langle a_{j}\right| \hat{A}\left|\Phi_{1}\right\rangle}{\left\langle a_{j} \mid \Phi_{1}\right\rangle}=a_{j} \frac{\left\langle a_{j} \mid \Phi_{1}\right\rangle}{\left\langle a_{j} \mid \Phi_{1}\right\rangle}=a_{j}  \tag{4.4}\\
& A_{W}=\frac{\left\langle\Phi_{2}\right| \hat{A}\left|a_{k}\right\rangle}{\left\langle\Phi_{2} \mid a_{k}\right\rangle}=a_{k} \frac{\left\langle\Phi_{2} \mid a_{k}\right\rangle}{\left\langle\Phi_{2} \mid a_{k}\right\rangle}=a_{k} \tag{4.5}
\end{align*}
$$

The weak value becomes undefined if both the pre and post-selected states are distinct eigenstates of $\hat{A}$ (assuming that $\hat{A}$ has a completely non-degenerate eigenvalue spectrum). On the other hand, a weak value of $\hat{A}$ coincides with an expectation value of $\hat{A}$ if the pre and post-selected states are identical:

$$
\begin{equation*}
A_{W}=\frac{\langle\psi| \hat{A}|\psi\rangle}{\langle\psi \mid \psi\rangle}=\langle\psi| \hat{A}|\psi\rangle=\langle A\rangle \tag{4.6}
\end{equation*}
$$

Furthermore, any expectation value of $\hat{A}$ can be linearly decomposed into a sum of different weak values of $\hat{A}[85,86]$ since

$$
\begin{equation*}
\langle\psi| \hat{A}|\psi\rangle=\langle\psi|\left(\sum_{j}|j\rangle\langle j|\right) \hat{A}|\psi\rangle=\sum_{j}|\langle\psi \mid j\rangle|^{2} \frac{\langle j| \hat{A}|\psi\rangle}{\langle j \mid \psi\rangle}=\sum_{j} P(\psi \mid j) A_{W}(j) \tag{4.7}
\end{equation*}
$$

where the complete basis used in the above does not coincide with the eigenbasis of $\hat{A}$ and $P(\psi \mid j)$ is the probability of obtaining $|\psi\rangle$ given $|j\rangle$. This allows an alternative interpretation of expectation values as a probabilistic mixture of weak values [86]. In addition, it demonstrates two possibilities for the imaginary components of weak values, either $\Im\left(A_{W}(j)\right)=0$ for all $j$ or they are mixed with some positive for some $j$ and others negative. This follows from

$$
\begin{equation*}
\Im(\langle\psi| \hat{A}|\psi\rangle)=0 \Rightarrow \sum_{j} P(\psi \mid j) \Im\left(A_{W}(j)\right)=0 \tag{4.8}
\end{equation*}
$$

Thus, since not all of the $P(\psi \mid j)$ s can be zero then either $\Im\left(A_{W}(j)\right)=0$ for all $j$ or they are mixed. So, in contrast to both eigenvalues and expectation values, weak values can assume complex numerical values whilst remaining observable at the statistical level. To understand the process by which this is possible, we now discuss the notion of weak measurements [83].

### 4.2 Weak measurements

### 4.2.1 General configuration

Operator weak values are observable, but only in an indirect sense on the statistical level [83]. To illustrate this point, we recall the standard concept of a weak measurement. A weak measurement can be regarded as a modification of the conventional model of an indirect quantum measurement. Historically, such indirect measurement models were were originally introduced by Von Neumann [87] in order to describe the process of quantum measurement in a more realistic manner, the idea being that we displace the "Heisenberg" cut [63] between the classical and quantum world by one system. Hence, there are two quantum systems of interest. The first system, called the signal, possesses the property that is to be measured. The other, called the probe, is an additional system required to witness the property of interest. In this original context, the probe is regarded as the degree of freedom of the measurement apparatus which interacts with the system to be measured (the signal). Consequently, the measurement is regarded as the entangling of the pointer degrees of freedom of the probe with the eigenstates of the chosen observable of the system. In the original model [87], the cut is reintroduced by the postulating the collapse of the probe into one of its pointer eigenstates.

Weak measurements represent a departure from this traditional model in two respects. Firstly, the signal system is required to be both pre and post-selected by completely independent processes to the one that mediates its interaction with the probe. Secondly, the coupling strength between the probe and signal must be weak. A quantitative expression for this requirement of weakness will be presented in due course. If these vital pre-requisites are not met then the weak measurement will fail and the probe will not be able to witness the desired weak value. The general configuration of a weak measurement is portrayed in Fig.4.1. In the context of measurement theory, we can regard a weak measurement as a very low resolution indirect quantum measurement where the signal is both pre and post-selected. That is, the coupling and the initial state of the probe are tuned to ensure that there is


Figure 4.1: The general schematic of a weak measurement involves a system which is both pre and post selected in particular states. In this diagram, the probe system is the top system and the signal is the bottom one. The signal is mixed with the probe at intermediate times between the selections and if the coupling is weak then the probe encodes the weak value of an observable.
insufficient resolution to indirectly observe the eigenvalue spectrum of the observable imprinted on the probe and it can be regarded as an unsharp measurement [30].

### 4.2.2 Actual implementation

It is worth considering the actual implementation of a weak measurement [85]. Clearly this cannot be done in a single measurement since the processes which underly the pre and post-selection procedures will almost certainly be probabilistic in nature. As a consequence, a weak measurement of a weak value can only be implemented on an identically prepared ensemble. Thus, suppose that we have such an ensemble of signal and probe systems. The pre- and post-selection of the signal states can be achieved by initially measuring the observable $\mathcal{X}$ on every signal and only keeping systems which correspond to the result $\mathcal{X}=x$. This sub-ensemble is then allowed to interact with the ensemble of probe states. After this, we measure $\mathcal{Y}$ on every remaining signal system in the sub-ensemble and only keep systems corresponding to $\mathcal{Y}=y . \mathcal{X}$ and $\mathcal{Y}$ are chosen such that $[\hat{X}, \hat{Y}] \neq 0$ and $[\hat{A}, \hat{X}] \neq 0$ and $[\hat{A}, \hat{Y}] \neq 0$ where the observable $\mathcal{A}$ is the operator acting on the signal in the interaction Hamiltonian. Consequently, this sub-ensemble contains only signal systems that are pre-selected in $|\mathcal{X}=x\rangle$ and post-selected in $|\mathcal{Y}=y\rangle$. Then the desired
weak value

$$
\begin{equation*}
A_{W}=\frac{\langle\mathcal{Y}=y| \hat{A}|\mathcal{X}=x\rangle}{\langle\mathcal{Y}=y \mid \mathcal{X}=x\rangle} \tag{4.9}
\end{equation*}
$$

can be obtained from the sub-ensemble of final probe states i.e. the statistical distribution of the results of the probe pointer measurements allow the recovery of the probe's final wavefunction.

### 4.2.3 Encoding the weak value

We now demonstrate that a weak measurement leads to the encoding of a given weak value. Following Fig.4.1, we consider the case where the signal is pre-selected in the state $\left|\Phi_{1}\right\rangle$ and post-selected in the state $\left|\Phi_{2}\right\rangle$. We assume that the dynamics of this model follow the interaction picture and that the probe system has an infinite dimensional Hilbert space with canonical observables $\hat{q}, \hat{p}$ where $[\hat{q}, \hat{p}]=i \hbar$. We interpret $\hat{q}$ as the pointer position observable i.e. as representing the position of the pointer of the measuring device's gauge. Accordingly, $\hat{p}$ is viewed as the pointer's canonical momentum and the interaction between signal and probe is mediated by the Hamiltonian

$$
\begin{equation*}
\hat{H}_{I}=\hbar \kappa(t) \hat{A} \otimes \hat{p}, \tag{4.10}
\end{equation*}
$$

where $\hat{A}$ is the observable of interest, i.e. we want to measure the weak value of $\hat{A}$. For simplicity, we assume that $\kappa(t)=$ const and that interaction persists for $T=t_{f}-t_{i}$ seconds. It is assumed that all of the systems have vanishing free Hamiltonians. This can be done provided we note that all results are unique up to a suitable local unitary transformation.

In addition, we also assume that the probe is initially prepared in a Gaussian superposition of pointer eigenstates

$$
\begin{equation*}
\left|\Psi_{i}\right\rangle \propto \int d q \exp \left(-\frac{q^{2}}{4 \Delta^{2} q}\right)|q\rangle \tag{4.11}
\end{equation*}
$$

where $\Delta^{2} q$ is the uncertainty in pointer observable. This is another departure from the original indirect model offered by Von Neumann. In the original, the probe was assumed to be initially prepared in a pointer eigenstate. However, in this case, the
finite width of the probe state is also important as we shall see later. The interaction is generated via

$$
\begin{equation*}
\hat{U}_{I}=\exp \left(-i \kappa \int_{t_{i}}^{t_{f}} \hat{A} \otimes \hat{p} d t\right)=e^{-i \kappa T \hat{A} \hat{p}} \tag{4.12}
\end{equation*}
$$

The final state of the probe following both the interaction with the system and the final post-selection is

$$
\begin{equation*}
\left|\Psi_{f}\right\rangle \propto\left\langle\Phi_{2}\right| e^{-i \kappa T \hat{A} \otimes \hat{p}}\left|\Phi_{1}\right\rangle\left|\Psi_{i}\right\rangle \propto \sum_{n=0}^{\infty} \frac{(-i \kappa T)^{n}}{n!}\left\langle\Phi_{2}\right| \hat{A}^{n}\left|\Phi_{1}\right\rangle \hat{p}^{n}\left|\Psi_{i}\right\rangle . \tag{4.13}
\end{equation*}
$$

Assuming $\left\langle\Phi_{2} \mid \Phi_{1}\right\rangle \neq 0$ and defining

$$
\begin{equation*}
A_{W}=\left\langle\Phi_{2}\right| \hat{A}\left|\Phi_{1}\right\rangle /\left\langle\Phi_{2} \mid \Phi_{1}\right\rangle \tag{4.14}
\end{equation*}
$$

we obtain:

$$
\begin{array}{r}
\left|\Psi_{f}\right\rangle \propto \sum_{n=0}^{\infty} \frac{(-i \kappa T)^{n}}{n!}\left(A_{W}\right)^{n} \hat{p}^{n}\left|\Psi_{i}\right\rangle \\
+\sum_{m=2}^{\infty} \frac{(-i \kappa T)^{m}}{m!}\left(\frac{\left\langle\Phi_{2}\right| \hat{A}^{m}\left|\Phi_{1}\right\rangle}{\left\langle\Phi_{2} \mid \Phi_{1}\right\rangle}-\left(A_{W}\right)^{m}\right) \hat{p}^{m}\left|\Psi_{i}\right\rangle . \tag{4.15}
\end{array}
$$

The state of the probe records the so-called weak value only if the second term in (4.15) vanishes. This condition constrains both the magnitude of the coupling constant and the noise in the initial state of the measuring device. This follows from considering the momentum wavefunction of $\left|\Psi_{i}\right\rangle$ given by $\tilde{\Psi}_{i}(p)=e^{-p^{2} \Delta^{2} q}$. Thus, the second term in (4.15) vanishes if

$$
\begin{equation*}
e^{-p^{2} \Delta^{2} q}\left(\frac{\left\langle\Phi_{2}\right| e^{-i \kappa T \hat{A} p}\left|\Phi_{1}\right\rangle}{\left\langle\Phi_{2} \mid \Phi_{1}\right\rangle}-e^{-i \kappa T A_{W} p}\right) \approx 0 \forall p \in(-\infty, \infty), \tag{4.16}
\end{equation*}
$$

is true. If the coupling constant is small $\left(\kappa_{T} \ll 1\right)$ then (4.16) is satisfied for small $p$. For large $p$, the above can only be satisfied if the noise in the initial state of the measuring device is large i.e. $\Delta^{2} q \gg 1$ and so the superposition is broad. The measuring device then receives little information about the observable $\mathcal{A}$ on the system. This, in conjunction with the weak coupling, is required in order to allow the weak value to be encoded on the state of the probe.

Consequently, the weak value is only observable if a combination of factors are realized together. Thus, we need both the weakness of the coupling and the noise in
the probe for the weak value to be encoded and we can gain some intuition about this by considering the following. Note that the pre and post-selected states of the probe admit the decompositions $\left|\Phi_{1}\right\rangle=\sum_{k} c_{k}\left|a_{k}\right\rangle$ and $\left|\Phi_{2}\right\rangle=\sum_{k} d_{k}\left|a_{k}\right\rangle$ where $\hat{A}\left|a_{k}\right\rangle=a_{k}\left|a_{k}\right\rangle$. To understand the emergence of weak values, we must first consider what happens to the probe state in general. In this case, each probe and signal evolves according to

$$
\begin{equation*}
\int_{-\infty}^{\infty} d q e^{-q^{2} / 4 \Delta^{2} q}|q\rangle\left|\Phi_{1}\right\rangle \rightarrow \sum_{k} \int_{-\infty}^{\infty} d q e^{-q^{2} / 4 \Delta^{2} q} c_{k}\left|q+\kappa T a_{k}\right\rangle\left|a_{k}\right\rangle \tag{4.17}
\end{equation*}
$$

where we assume that the interaction lasts for $T$ seconds and ignore normalization for the moment. Thus, in this regime (i.e. no restriction on the size of the coupling constant) the probe pointer degrees of freedom become entangled with the eigenvalues of $\hat{A}$. Following this evolution, the signal (for all members in this sub-ensemble) is post-selected as $\left|\Phi_{2}\right\rangle$ :

$$
\begin{equation*}
\sum_{k} \int_{-\infty}^{\infty} d q e^{-q^{2} / 4 \Delta^{2} q} c_{k}\left|q+\kappa T a_{k}\right\rangle\left|a_{k}\right\rangle \rightarrow \int_{-\infty}^{\infty} d q \sum_{k} c_{k} d_{k}^{*} e^{-q^{2} / 4 \Delta^{2} q}\left|q+\kappa T a_{k}\right\rangle \tag{4.18}
\end{equation*}
$$

Hence, the wavefunction of the final probe state is a summation of Gaussian functions centered around a particular eigenvalue of $\mathcal{A}$ :

$$
\begin{equation*}
\Psi_{f}(q) \propto \sum_{k} c_{k} d_{k}^{*} \exp \left(-\frac{\left(q-\kappa T a_{k}\right)^{2}}{4 \Delta^{2} q}\right) \tag{4.19}
\end{equation*}
$$

and the associated probability density is

$$
\begin{equation*}
\rho_{f}(q)=\frac{\left|\sum_{k} c_{k} d_{k}^{*} \exp \left(-\frac{\left(q-\kappa T a_{k}\right)^{2}}{4 \Delta^{2} q}\right)\right|^{2}}{\int_{-\infty}^{\infty} d q\left|\sum_{k} c_{k} d_{k}^{*} \exp \left(-\frac{\left(q-\kappa T a_{k}\right)^{2}}{4 \Delta^{2} q}\right)\right|^{2}} \tag{4.20}
\end{equation*}
$$

Thus, the measurement statistics of the probe's pointer position will reveal a series of Gaussian peaks centered at (up to a scalar multiple) the eigenvalues of the observable $\mathcal{A}$.

In contrast, if we restrict ourselves to the weak value regime then the final probe state is given by

$$
\begin{equation*}
\left|\Psi_{f}\right\rangle \propto \exp \left(-i \kappa T A_{W} \hat{p}\right)\left|\Psi_{i}\right\rangle \propto \int_{-\infty}^{\infty} d p e^{-p^{2} \Delta^{2} q} e^{-i \kappa T \Re\left(A_{W}\right) p+\kappa T \Im\left(A_{W}\right) p}|p\rangle, \tag{4.21}
\end{equation*}
$$

and so the momentum probability density yields

$$
\begin{equation*}
\tilde{\rho}_{W}(p)=\frac{\left|\tilde{\Psi}_{f}(p)\right|^{2}}{\int_{-\infty}^{\infty} d p\left|\tilde{\Psi}_{f}(p)\right|^{2}}=\sqrt{\frac{2 \Delta^{2} q}{\pi}} e^{-2 \Delta^{2} q\left(p-\kappa T \Im\left(A_{W}\right) / 2 \Delta^{2} q\right)^{2}} \tag{4.22}
\end{equation*}
$$

and the position probability density

$$
\begin{equation*}
\rho_{W}(q)=\frac{\left|\Psi_{f}(q)\right|^{2}}{\int_{-\infty}^{\infty} d q\left|\Psi_{f}(q)\right|^{2}}=\frac{1}{\sqrt{2 \pi \Delta^{2} q}} e^{-\left(q-\kappa T \Re\left(A_{W}\right)\right)^{2} / 2 \Delta^{2} q} . \tag{4.23}
\end{equation*}
$$

The pointer position and its conjugate momentum are both displaced by the components of the weak value of observable $\mathcal{A}$ and not any of its eigenvalues. In particular, in the weak value regime the expectation value of the canonical variables of the probe change in response to the weak value [86, 88-90]
$\langle q\rangle_{f}=\int_{-\infty}^{\infty} d q q \rho_{W}(q)=\kappa T \Re\left(A_{W}\right), \quad\langle p\rangle_{f}=\int_{-\infty}^{\infty} d p p \tilde{\rho_{W}}(p)=\frac{\kappa T \Im\left(A_{W}\right) \Delta^{2} q}{2}$.
Hence, the change of these first order moments of the probe encode the components of the weak values

$$
\begin{equation*}
\Delta\langle q\rangle=\kappa T \Re\left(A_{W}\right), \quad \Delta\langle p\rangle=\frac{\kappa T \Im\left(A_{W}\right) \Delta^{2} q}{2} \tag{4.24}
\end{equation*}
$$

It is in this sense that both the real and imaginary components of the weak value are observable, albeit in an indirect manner on a statistical level.

### 4.2.4 An example of a weak measurement

To make this discussion of weak measurements and values concrete, we will consider the following example [85, 91]. We assume that the signal system is a spin- $1 / 2$ particle and that the observable of interest is the $z$-component of spin

$$
\begin{equation*}
\hat{S}_{z}=\frac{1}{2}|\uparrow\rangle\langle\uparrow|-\frac{1}{2}|\downarrow\rangle\langle\downarrow|, \tag{4.25}
\end{equation*}
$$

where we assume $\hbar=1$. Accordingly, the pre and post-selected states are superpositions of the eigenstates of $\hat{S}_{z}$

$$
\begin{align*}
& \left|\Phi_{1}\right\rangle=\frac{1}{\sqrt{2}}|\uparrow\rangle+\frac{1}{\sqrt{2}}|\downarrow\rangle,  \tag{4.26}\\
& \left|\Phi_{2}\right\rangle=\frac{1}{\sqrt{3}}|\uparrow\rangle+\sqrt{\frac{2}{3}}|\downarrow\rangle . \tag{4.27}
\end{align*}
$$

The probe is once again prepared as a Gaussian superposition of pointer eigenstates

$$
\begin{equation*}
\left|\Psi_{i}\right\rangle \propto \int d q e^{-q^{2} / 4 \Delta^{2} q}|q\rangle \tag{4.28}
\end{equation*}
$$

with $\Delta^{2} q$ defining the width of the superposition. The interaction Hamiltonian which mediates the interaction between signal and probe is given by

$$
\begin{equation*}
\hat{H}_{I}=\kappa \hat{S}_{z} \hat{p} \tag{4.29}
\end{equation*}
$$

Physically, such and interaction describes the coupling of the spin of the signal to momentum shifts in the probe.

To illustrate the circumstances for which the weak measurement model is valid, we will compare it to the general case of indirect measurement with pre and postselection which results in a final probe state that is a superposition of Gaussians centered around the eigenvalues of $\hat{S}_{z}$

$$
\begin{equation*}
\Psi_{f}(q) \propto \frac{1}{\sqrt{6}} e^{-\frac{(q-\kappa T / 2)^{2}}{4 \Delta^{2} q}}+\sqrt{\frac{2}{6}} e^{-\frac{(q+\kappa T / 2)^{2}}{4 \Delta^{2} q}}, \tag{4.30}
\end{equation*}
$$

and so the position probability density for this final state is then

$$
\begin{equation*}
\rho_{f}(q) \propto\left(\frac{1}{\sqrt{6}} e^{-\frac{(q-\kappa T / 2)^{2}}{4 \Delta^{2} q}}+\sqrt{\frac{2}{6}} e^{-\frac{(q+\kappa T / 2)^{2}}{4 \Delta^{2} q}}\right)^{2} \tag{4.31}
\end{equation*}
$$

up to a normalization factor.
However, if we perform the above indirect measurement in the weakness regime then the state of the probe encodes the weak value of $\hat{S}_{z}$ corresponding to the particular choice of pre and post-selection. In this case, the weak value is real and is given by

$$
\begin{equation*}
\left(S_{z}\right)_{W}=\frac{\left\langle\Phi_{2}\right| \hat{S}_{z}\left|\Phi_{1}\right\rangle}{\left\langle\Phi_{2} \mid \Phi_{1}\right\rangle}=\frac{1 / \sqrt{6}-\sqrt{2} / \sqrt{6}}{2 / \sqrt{6}+2 \sqrt{2} / \sqrt{6}}=-\frac{3}{2}+\sqrt{2} \tag{4.32}
\end{equation*}
$$

The weak measurement of this weak value is portrayed in Fig.4.2 and leads to a final probe state

$$
\begin{equation*}
\Psi_{f}(q) \propto \exp \left(-\frac{\left(q-\kappa T\left(S_{z}\right)_{W}\right)^{2}}{4 \Delta^{2} q}\right) \tag{4.33}
\end{equation*}
$$

and so the pointer position probability density of the final probe state in the weak measurement regime is (up to a normalization factor):

$$
\begin{equation*}
\rho_{W}^{f}(q) \propto \exp \left(-\frac{\left(q-\kappa T\left(S_{z}\right)_{W}\right)^{2}}{2 \Delta^{2} q}\right) . \tag{4.34}
\end{equation*}
$$



Figure 4.2: This diagram portrays the features of the weak measurement regime for the previous indirect measurement. This regime is only reached provided the coupling is sufficiently weak. The probe is initially prepared in a Gaussian superposition of pointer states with a mean position of zero (green line). After the weak measurement, the probe has experienced a shift in average position (pink line) that is directly proportional to the real part of the weak value of interest.

Clearly, the two cases lead to very different measurement statistics for their final probe states (4.31) and (4.34). However, in the limit of weak coupling both give identical results as shown in Fig.4.3.

Consequently, this demonstrates that the results of weak measurements, i.e. the measuring of weak values are only correct in the limit of weak coupling combined with finite $\Delta^{2} q$. This is clearly illustrated in Fig. 4.3 where the distinct Gaussian peaks of (4.31) represented by the blue curve merge into a single Gaussian which coincides with (4.34) represented by the red curve as the coupling strength is decreased. Furthermore, this approximate equivalence between (4.31) and (4.34) can only occur provided $\Delta^{2} q$ is sufficiently large otherwise the distinct peaks of (4.31) would remain forever distinct for all non-zero coupling strengths. Thus, the measurement of weak values in weak measurements occur if the indirect measurement is very inefficient - the resolution of the probe state is low and the interaction between signal and probe is weak. We will see this combination of effects arising whenever we wish to discuss weak values.


Figure 4.3: This diagram shows that weak measurements emerge as a special example of indirect measurements with pre and post-selection where the coupling is weak and the probe has sufficiently poor resolution. Here, $\rho_{f}(q)$ in the general indirect measurement is plotted in blue and for large $\kappa T$ exhibits distinguishable peaks corresponding to the eigenvalues of $\hat{S}_{z}$. This case coincides with the equivalent pointer position probability density of the final probe state for the weak measurement regime represented by the red curve in the limit of weak coupling. This demonstrates the appropriate conditions for which weak measurements provide a valid description.

### 4.3 The development and application of weak values

The concept of weak values and weak measurements began in the context of obtaining spin values outside the eigenvalue spectrum of the corresponding Pauli operators [84]. That is, it was shown that a weak indirect measurement on a pre and postselected ensemble of spins can result in very large observed values of spin. Elements of this original proposal proved to be erroneous [92], but the overall concept was shown to be sound [92]. It was Aharonov and Vaidman [83] who developed and refined weak values and weak measurements into its currently understood form. Since their original conception, weak values have enjoyed a great deal of theoretical investigation and eventual experimental confirmation.

The former has revealed the great versatility of weak values and weak measurements in providing an explanatory basis for a number of physical phenomena. Indeed, weak values and weak measurements explain or appear in: fast and slow light effects [93], superluminal quantum tunneling effects [94, 95], optical telecommunications networks [96], the quantum back-action of charged particles on a classical field [97], an approach to a time-symmetric formulation of quantum mechanics [98101]. Furthermore, their contextual nature and relation to hidden variables has been explored [102] as has their semi-classical approximation [103]. In the context of quantum information theory, weak values have found application in communication protocols [104], so-called "weak cloning" [105] and in the control of transitions between different states [106]. This theoretical investigation has also given away to eventual experimental observation of weak values in quantum optical systems [107-111].

In relation to entanglement concentration, there are two aspects of weak values and weak measurements that could be of potential use. The first point to notice is that weak measurements engender a simple back-action on the probe as a consequence of imprinting the weak value. Ultimately, the real part of the weak value accompanies a unitary back action on the state of the probe, whereas, the imaginary
part induces a non-unitary back action [83, 88]. This back action has be thoroughly investigated in the case of the interaction Hamiltonian $\hat{H}_{I}=\hbar \kappa \hat{O} \hat{p}$ for a variety of different single mode probe states in $[86,88]$. In such investigations, the back action is analyzed via the measurement statistics of the pointer and momentum observables of the probe. Secondly, other authors have shown that weak measurements can also apply to mixed probe states [112]. Thus, this understanding immediately inspires two questions: can weak measurements be generalized to entangled probe states and can the back-action of the weak value be related to the non-classicality properties of the probe? Both of these questions have positive answers and they allow us to use the weak value as a calculation tool in entanglement concentration protocols.

## Part II

## Original research

## Chapter 5

## Weak values and Gaussian entanglement concentration

### 5.1 Introduction

We now begin to detail the first of our original contributions in this thesis. Chapter three ended with a discussion of open questions surrounding the indirect measurement entanglement concentration approach. Perhaps unexpectedly, weak measurements can account for all of these issues in single coherent explanation as outlined in this chapter. That is, we demonstrate that the previous family of entanglement concentration protocols are actually examples of weak measurements where the probe state is initially prepared in an entangled state. Indeed, we have discovered that $[1,54]$ are special cases of a general weak measurement interaction. Using the weak value paradigm, we demonstrate how to construct a general model of such Procrustean protocols. Moreover, we identify that the features of these protocols, namely success conditions and Gaussian preservation are not unique to the particular choices advocated in both [1, 54]. Instead, our general analysis reveals that the origin of these features lie with the consequences of performing a weak measurement. Furthermore, our model constrains the pre and post-selected ancilla states whilst providing a method for determining which possible combinations work.

### 5.2 Weak measurement induced entanglement concentration

### 5.2.1 The protocol

Our weak measurement model is based on the following configuration. As depicted in Fig.5.1, the entangled state in modes $A$ and $B$ is coupled to ancilla state in mode $C$ by means of a unitary evolution between $B$ and $C$. The requirements of the Procrustean method dictate that the interaction Hamiltonian describing this process must be of the form

$$
\begin{equation*}
\hat{H}_{I}=\hbar \kappa(t) \hat{n}_{B} \otimes \hat{O}_{C} \tag{5.1}
\end{equation*}
$$

The form of this interaction Hamiltonian is required to preserve the Schmidt basis of the TMSV, i.e. the Fock basis. In addition, we assume vanishing free Hamiltonians for all modes, meaning that our results are unique up to a suitable unitary transformation. Assuming the interaction persists for $T$ seconds, then the corresponding unitary evolution operator is

$$
\begin{equation*}
\hat{U}=e^{-i \int_{0}^{T} \kappa(t) \hat{n}_{B} \hat{O}_{c}}=e^{-i \kappa_{T} \hat{n}_{B} \hat{O}_{C}}, \tag{5.2}
\end{equation*}
$$

where $\kappa_{T}=\kappa(T)-\kappa(0)$.


Figure 5.1: Bob mixes his half of the TMSV with an ancillary mode pre-selected in $\left|\Phi_{1}\right\rangle$ via an non-linear interaction described by the Hamiltonian $\hat{H}_{I}$. The ancilla mode is then subjected to a post-selected measurement leaving it in the state $\left|\Phi_{2}\right\rangle$.

Following this, Bob performs a measurement on the ancilla and post-selects it in
the state $\left|\Phi_{2}\right\rangle$. Consequently, the state shared between Alice and Bob is given by

$$
\begin{equation*}
\left|\psi_{f}\right\rangle=\mathcal{N}\left\langle\Phi_{2}\right| e^{-i \kappa_{T} \hat{n}_{B} \hat{O}_{C}}|\zeta(\lambda)\rangle\left|\Phi_{1}\right\rangle=\mathcal{N}^{\prime} \sum_{m=0}^{\infty} \frac{\left(-i \kappa_{T}\right)^{m}}{m!} \frac{\left\langle\Phi_{2}\right| \hat{O}_{C}^{m}\left|\Phi_{1}\right\rangle}{\left\langle\Phi_{2} \mid \Phi_{1}\right\rangle} \hat{n}_{B}^{m}|\zeta(\lambda)\rangle . \tag{5.3}
\end{equation*}
$$

The weak value of $\hat{O}_{C}$ is defined as

$$
\begin{equation*}
O_{W}=\frac{\left\langle\Phi_{2}\right| \hat{O}_{C}\left|\Phi_{1}\right\rangle}{\left\langle\Phi_{2} \mid \Phi_{1}\right\rangle} \tag{5.4}
\end{equation*}
$$

and so the final state of the system is given by

$$
\begin{equation*}
\left|\psi_{f}\right\rangle=\mathcal{N}^{\prime} \exp \left(-i \kappa_{T} O_{W} \hat{n}_{B}\right)|\zeta(\lambda)\rangle, \tag{5.5}
\end{equation*}
$$

if the weakness condition

$$
\begin{equation*}
\sum_{m=2}^{\infty} \frac{\left(-i \kappa_{T}\right)^{m}}{m!}\left\{O_{W}^{m}-\left(O_{W}\right)^{m}\right\} \hat{n}_{b}^{m}|\zeta(\lambda)\rangle \approx 0|\phi\rangle \tag{5.6}
\end{equation*}
$$

is obeyed. Here $|\phi\rangle$ is an arbitrary vector in $\mathcal{H}_{A} \otimes \mathcal{H}_{B}$ and

$$
\begin{equation*}
O_{W}^{m}=\left\langle\Phi_{2}\right| \hat{O}_{C}^{m}\left|\Phi_{1}\right\rangle /\left\langle\Phi_{2} \mid \Phi_{1}\right\rangle \tag{5.7}
\end{equation*}
$$

By using the linear independence of the Schmidt basis of the TMSV we can express (5.6) as set of equations:

$$
\begin{equation*}
\lambda^{n}\left(\frac{\left\langle\Phi_{2}\right| e^{-i \kappa_{T} n \hat{O}_{C}}\left|\Phi_{1}\right\rangle}{\left\langle\Phi_{2} \mid \Phi_{1}\right\rangle}-e^{-i \kappa_{T} n O_{W}}\right) \approx 0 \quad \forall n \in[0, \infty) . \tag{5.8}
\end{equation*}
$$

Assuming that the above weakness condition is satisfied means that the output state is another TMSV as (5.5) yields

$$
\begin{equation*}
\left|\psi_{f}\right\rangle=\sqrt{1-\lambda^{2} e^{2 \kappa_{T} \Im\left(O_{W}\right)}} \sum_{n=0}^{\infty} \lambda^{n} e^{-i \kappa_{T} O_{W} n}|n, n\rangle, \tag{5.9}
\end{equation*}
$$

This only holds subject to $\lambda^{2} e^{2 \Im\left(O_{W}\right) \kappa_{T}}<1$, otherwise the output state is un-physical as the normalisation constant will not converge. From (5.9) it can be seen that the real part $O_{W}$ induces a phase shift on the TMSV whereas the imaginary part modifies the average number of photons in the state. Put succinctly, the induced transformation is $\lambda \rightarrow \lambda^{\prime}=\lambda e^{-i \kappa_{T} O_{W}}$. Thus, the average number of photons has been altered [25],

$$
\begin{equation*}
\frac{2 \lambda^{2}}{1-\lambda^{2}} \rightarrow \frac{2 \lambda^{2} e^{2 \kappa_{T} \Im\left(O_{W}\right)}}{1-\lambda^{2} e^{2 \kappa_{T} \Im\left(O_{W}\right)}}, \tag{5.10}
\end{equation*}
$$

meaning that we can subtract or add an indefinite number of photons to our target state.

### 5.2.2 Verification of concentration and configuration selection

The use of the weak value in our entanglement concentration model is entirely different to the usual presentation of weak measurements, where the goal is to observe the weak value from a sub-ensemble of final probe states. However, in our model the weak value is a function of the measurement result on the ancilla $O_{W}=O_{W}(\omega)$, where $\omega$ is the measurement outcome. Thus, in each run of the protocol a different $\omega$ is obtained and a different weak value $O_{W}(\omega)$ is imprinted on the shared entangled state. So the aim is not to observe the weak value of the ancilla system, but to use it as a calculational aid to understand the general nature of the back action on the entangled state. This point is crucial to avoid confusion over the application of weak values and measurements here. With this in mind, we now show how the encoded weak value can transform the entanglement content of the TMSV.

To determine if entanglement concentration has occurred in a particular run of the protocol requires that we establish whether the transformation

$$
\begin{equation*}
\lambda \rightarrow \lambda e^{-i \kappa_{T} O_{W}} \tag{5.11}
\end{equation*}
$$

between initial and final states increases the shared entanglement. Thus, we must calculate the entanglement entropy (3.9) for both states and then determine which has a larger degree of entanglement. Mathematically, this requires demonstrating

$$
\begin{equation*}
\frac{\mathcal{S}\left(\hat{\rho}_{f}\left(O_{W}\right)\right)}{\mathcal{S}\left(\rho_{i}\right)}>1 \tag{5.12}
\end{equation*}
$$

where $\hat{\rho}_{f}=\operatorname{Tr}_{j}\left(\left|\psi_{f}\right\rangle\left\langle\psi_{f}\right|\right)$ and $\hat{\rho}_{i}=\operatorname{Tr}_{j}(|\zeta(\lambda)\rangle\langle\zeta(\lambda)|)$ and translating it into a condition that constrains the weak value imprinted onto the entangled state. Unfortunately, attempting to translate this into a condition on $O_{W}$ is algebraically nontrivial.

Instead we adopt the method of Majorization [72] to derive an appropriate condition. Let $\mathbf{c}=\left(c_{0}^{2}, c_{1}^{2}, \ldots\right)^{T}$ be the ordered vector of the eigenvalues of the input TMSV and $\mathbf{d}=\left(d_{0}^{2}, d_{1}^{2}, \ldots\right)^{T}$ be the analogues object for (5.9). Then the final entangled state is more entangled than the initial one if $\mathbf{c}$ is majorized by $\mathbf{d}$, which is
written as $\mathbf{c} \prec \mathbf{d}$ and defined by $[68,69]$

$$
\begin{equation*}
\sum_{k=\ell}^{\infty} d_{k}^{2}>\sum_{k=\ell}^{\infty} c_{k}^{2} \tag{5.13}
\end{equation*}
$$

for $\ell \in[1, \infty)$. This follows since measures of bipartite pure state entanglement such as the Von Neumann entropy belong to the Shur convex [69] and hence, preserve the majorization order

$$
\begin{equation*}
\mathbf{c} \prec \mathbf{d} \Longrightarrow f(\mathbf{d})>f(\mathbf{c}) . \tag{5.14}
\end{equation*}
$$

It is sufficient for entanglement concentration to show that the eigenvalues of the reduced density matrices of the output state majorize those of the input state. The majorization expression for the input entangled state is given by:

$$
\begin{equation*}
\sum_{k=\ell}^{\infty} c_{k}^{2}=\left(1-\lambda^{2}\right) \sum_{k=\ell}^{\infty} \lambda^{2 k}=\lambda^{2 \ell} \tag{5.15}
\end{equation*}
$$

The proof of this is expression provided by induction. Note that (5.15) holds for $\ell=1$ and $\ell=2$ terms since

$$
\begin{equation*}
\left(1-\lambda^{2}\right) \sum_{k=1}^{\infty} \lambda^{2 k}=\left(1-\lambda^{2}\right)\left(\sum_{k=0}^{\infty} \lambda^{2 k}-1\right)=1-\left(1-\lambda^{2}\right)=\lambda^{2 \times 1} \tag{5.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(1-\lambda^{2}\right)\left(\sum_{k=0}^{\infty} \lambda^{2 k}-1-\lambda^{2}\right)=1-\left(1-\lambda^{2}\right)\left(1+\lambda^{2}\right)=\lambda^{2 \times 2} \tag{5.17}
\end{equation*}
$$

Thus, we assume that the expression is true for $k=m$ then and it check for $k=$ $m+1$ :

$$
\begin{array}{r}
\left(1-\lambda^{2}\right) \sum_{k=m+1}^{\infty} \lambda^{2 k}=\left(1-\lambda^{2}\right)\left(\sum_{k=m}^{\infty} \lambda^{2 k}-\lambda^{2 m}\right) \\
=\lambda^{2 m}-\left(1-\lambda^{2}\right) \lambda^{2 m}=\lambda^{2 \times(m+1)} \tag{5.18}
\end{array}
$$

Hence, by induction it holds for all $m$ and so

$$
\begin{equation*}
\sum_{k=\ell}^{\infty} c_{k}^{2}=\lambda^{2 \ell} \tag{5.19}
\end{equation*}
$$

is true. Accordingly, (5.13) becomes

$$
\begin{equation*}
\lambda^{2 \ell} e^{2 \kappa_{T} \ell \Im\left(O_{W}\right)}>\lambda^{2 \ell} \tag{5.20}
\end{equation*}
$$

for all $\ell \in[1, \infty]$. The only way to satisfy (5.20) is if the imaginary part of $O_{W}$ is positive for all $\ell$ (assuming $\kappa_{T}>0$ ). Entanglement concentration can then occur if the imaginary weak value is positive

$$
\begin{equation*}
\Im\left(\frac{\left\langle\Phi_{2}\right| \hat{O}_{C}\left|\Phi_{1}\right\rangle}{\left\langle\Phi_{2} \mid \Phi_{1}\right\rangle}\right)>0 . \tag{5.21}
\end{equation*}
$$

This condition allows the selection of working configurations of the ancilla ingredients i.e. on the combination of initial state, interaction Hamiltonian and measurement strategy. That is it provides a number of constraints that the interaction Hamiltonian $\hat{H}_{I}$, the pre-selected and post-selected ancilla states $\left|\Phi_{1}\right\rangle$ and $\left|\Phi_{2}\right\rangle$ and the observable $\hat{O}_{C}$ must obey in order to produce entanglement concentration of the TMSV. It is interesting to note that the weak condition (5.8) coupled with the requirements of the Procrustean method are all that is required to preserve the Gaussian character of the TMSV.

### 5.2.3 Measurement based success condition

Consequently, $\Im\left(O_{W}\right)>0$ can be theoretically calculated by the agents participating in the protocol to select working configurations required for Gaussian-preserving entanglement concentration. What is still needed is the measurement-based success condition that allows Alice and Bob to decide whether they keep the shared entangled state or not. However, such a condition is hidden in the selection criterion above. To see this, let $|\Psi\rangle$ be a fixed pre-selected state of the ancilla and assume that the interaction Hamiltonian is fixed with $\hat{H}_{I}=\hbar \kappa \hat{n} \hat{O}$. We further assume that the post-selected state in each run of the protocol is one of the eigenstates of an operator $\hat{\omega}$ i.e. $|\omega\rangle$. Different runs of the protocol result in different measurement outcomes $\omega$ and imprint a different weak value on the shared entangled state:

$$
\begin{equation*}
\lambda \rightarrow \lambda \exp \left(\kappa_{T} \Im\left(O_{W}(\omega)\right)\right) \tag{5.22}
\end{equation*}
$$

where $O_{W}(\omega)=\langle\omega| \hat{O}|\Psi\rangle /\langle\omega \mid \Psi\rangle$. Thus, we can establish a measurement-based success condition from

$$
\begin{equation*}
\langle\Psi| \hat{O}|\Psi\rangle=\sum_{\omega \in \Omega}\langle\Psi \mid \omega\rangle\langle\omega| \hat{O}|\Psi\rangle=\sum_{\omega \in \Omega} P(\omega \mid \Psi) O_{W}(\omega) \tag{5.23}
\end{equation*}
$$

where $P(\omega \mid \Psi)=|\langle\Psi \mid \omega\rangle|^{2}$ is the probability of finding $|\Psi\rangle$ given $|\omega\rangle$. Now, given

$$
\begin{equation*}
\Im(\langle\Psi| \hat{O}|\Psi\rangle)=\sum_{\omega \in \Omega} P(\omega \mid \Psi) \Im\left(O_{W}(\omega)\right)=0, \tag{5.24}
\end{equation*}
$$

and since $P(\omega \mid \Psi) \geq 0$ for all possible $\omega$, then either $\Im\left(O_{W}(\omega)\right)=0$ for all $\omega$ or

$$
\begin{equation*}
\Im\left(O_{W}(\omega)\right)>0 \forall \omega \in \Omega_{+}, \quad \Im\left(O_{W}(\omega)\right)<0 \forall \omega \in \Omega_{-} . \tag{5.25}
\end{equation*}
$$

That is, there is a subset of measurement results that correspond to an increase in shared entanglement and a subset corresponding to a decrease in entanglement. Thus, the selection criterion is equivalent to the existence of a measurement-based success condition. Consequently, in each run of the protocol, Bob makes the measurement on the ancilla and obtains result $\omega$, after calculating its associated weak value, he classically communicates the result to Alice and they either keep or discard the state depending on the result.

Accordingly, in each fixed configuration we can calculate a success probability of the protocol. This is the probability of obtaining any $\omega \in \Omega_{+}$and it can be obtained from the probability (or probability density if the measurement results form a continuum) of obtaining a particular post-selected state $|\omega\rangle$. We can derive an expression for this probability (or probability density) from

$$
\begin{equation*}
\rho(\omega)=\operatorname{Tr}\left\{\left(\hat{I}_{A} \otimes|\omega\rangle\langle\omega|\right) e^{-i \kappa_{T} \hat{n}_{B} \hat{O}_{C}}|\zeta(\lambda), \Psi\rangle\langle\zeta(\lambda), \Psi| e^{i \kappa_{T} \hat{n}_{B} \hat{O}_{C}}\right\} . \tag{5.26}
\end{equation*}
$$

Where $|\Phi\rangle$ is the pre-selected state, i.e. the initially prepared state of the ancilla. Expanding the above exponentials gives

$$
\begin{equation*}
\rho(\omega)=\sum_{k, m=0}^{\infty} \frac{\left(-i \kappa_{T}\right)^{m}\left(i \kappa_{T}\right)^{k}}{m!k!}\langle\omega| \hat{O}_{C}^{m}|\Psi\rangle\langle\Psi| \hat{O}_{C}^{k}|\omega\rangle \operatorname{Tr}\left(\hat{n}_{C}^{m}|\zeta(\lambda)\rangle\langle\zeta(\lambda)| \hat{n}_{C}^{k}\right), \tag{5.27}
\end{equation*}
$$

and assuming the usual weakness conditions means that

$$
\begin{equation*}
\rho(\omega) \approx P(\omega \mid \Psi) \operatorname{Tr}\left(e^{-i \kappa_{T} \hat{n}_{B} O_{W}(\omega)}|\zeta(\lambda)\rangle\langle\zeta(\lambda)| e^{i \kappa_{T} \hat{n}_{B} O_{W}^{*}(\omega)}\right), \tag{5.28}
\end{equation*}
$$

and since the initial probe state is $|\zeta(\lambda)\rangle=\sqrt{1-\lambda^{2}} \sum_{n=0}^{\infty} \lambda^{n}|n, n\rangle$, then the probability (or probability density) is

$$
\begin{equation*}
\rho(\omega)=\frac{P(\omega \mid \Psi)\left(1-\lambda^{2}\right)}{1-\lambda^{2} e^{2 \kappa_{T} \Im\left(O_{W}(\omega)\right)}} . \tag{5.29}
\end{equation*}
$$

The probability of success in a single run i.e. imprinting a weak value that will increase the shared entanglement is

$$
\begin{equation*}
P_{S}=\sum_{\omega \in \Omega_{+}} \rho(\omega) \tag{5.30}
\end{equation*}
$$

and the corresponding probability of failure is then $P_{F}=1-P_{S}$. Consequently, we can expect different working configurations to have different probabilities of success. However, the maximum probability of success is limited by general theorems concerning the conditional transformation of bipartite entangled states [73].

Ultimately, this weak measurement model encodes all of the characteristic features of the entanglement concentration scheme in chapter 3. Moreover, it allows the explanation of all of these features without fixing the physical implementation of the ancillary system. Firstly, the Gaussian preserving aspect is a general feature of weak coupling between the entangled state and the ancilla. This is directly required to imprint the weak value of the ancilla onto the entangled state and thereby change its mean photon number and squeezing. Secondly, the reason that only selected ancillary configurations change the entanglement content of the TMSV is because each configuration has a different $O_{W}$ and gives rise to a different back-action. Finally, the measurement based success condition, which allow Alice and Bob to determine the success of the protocol, occur as a result of the fundamental properties of weak values. The real power of the weak measurement formalism in this problem is the extent of its applicability - it allows one to consider the protocol for all possible ancilla systems regardless of their physical implementation.

### 5.2.4 Measuring the efficiency of the protocol

Finally, we note that the weak measurement formalism also provides the means to determine the efficiency of the entanglement concentration protocol for each working configuration. The efficiency of the protocol can be gauged by considering a number of different quantities provided by the model.

Firstly, we quantify the accuracy of the weak measurement formalism to describe the action of the protocol by summing over all the weakness conditions for different

Fock numbers:

$$
\begin{equation*}
\epsilon\left(\Phi_{1}, \Phi_{2}, \kappa_{T}, \lambda\right)=\left|\sum_{n=0}^{\infty} \lambda^{n}\left(\frac{\left\langle\Phi_{2}\right| e^{-i \kappa_{T} n \hat{O}}\left|\Phi_{1}\right\rangle}{\left\langle\Phi_{2} \mid \Phi_{1}\right\rangle}-e^{-i \kappa_{T} n O_{W}}\right)\right| . \tag{5.31}
\end{equation*}
$$

This allows us to measure the accuracy of the weak regime in a single number which aids its numerical simulation. Furthermore, due to the complexity of the first term in (5.31), this quantity must be truncated at a very large finite $n$ in the absence of a analytical expression for the infinite series. Alternatively, we can also use the fidelity between the final probe state in the weak regime compared to the final state predicted in general to measure the accuracy of our weak measurement model. Thus, we consider the fidelity $\mathcal{F}=\left|\left\langle\psi_{f}^{W} \mid \psi_{f}^{G}\right\rangle\right|^{2}$ with

$$
\begin{equation*}
\left|\psi_{f}^{W}\right\rangle=\sqrt{1-\lambda^{2} e^{2 \kappa_{T} \Im\left(O_{W}\right)}} \sum_{n=0}^{\infty} \lambda^{n} e^{-i \kappa_{T} n O_{W}}|n, n\rangle, \tag{5.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\psi_{f}^{G}\right\rangle=\frac{\sum_{n=0}^{\infty} \lambda^{n}\left\langle\Phi_{2}\right| e^{-i \kappa_{T} n \hat{O}}\left|\Phi_{1}\right\rangle|n, n\rangle}{\sqrt{\left.\sum_{n=0}^{\infty} \lambda^{2 n}\left|\left\langle\Phi_{2}\right| e^{-i \kappa_{T} n \hat{O}}\right| \Phi_{1}\right\rangle\left.\right|^{2}}} \tag{5.33}
\end{equation*}
$$

given by

$$
\begin{equation*}
\left.\mathcal{F}\left(\Phi_{1}, \Phi_{2}\right)=\frac{1-\lambda^{2} e^{2 \kappa_{T} \Im\left(O_{W}\right)}}{\left.\sum_{n=0}^{\infty} \lambda^{2 n}\left|\left\langle\Phi_{2}\right| e^{-i \kappa_{T} n \hat{O}}\right| \Phi_{1}\right\rangle\left.\right|^{2}}\left|\sum_{n=0}^{\infty} \lambda^{2 n} e^{i \kappa_{T} n O_{W}^{*}}\left\langle\Phi_{2}\right| e^{-i \kappa_{T} n \hat{O}}\right| \Phi_{1}\right\rangle\left.\right|^{2} . \tag{5.34}
\end{equation*}
$$

Secondly, we use the probability of success $P_{S}$ and its associated probability density together with the relative increase in entanglement to quantify the efficiency of each configuration. The expression for the former quantity has been given previously while the latter is defined as the ratio of Von Neumann entropies of the reduced density matrices for the final and input states denoted by $\mathcal{S}_{f}$ and $\mathcal{S}_{i}$. The quantity $\Delta \mathcal{S}=\mathcal{S}_{f} / \mathcal{S}_{i}$ is given explicitly as

$$
\Delta \mathcal{S}=\frac{\left(1-\lambda^{2}\right)\left\{2 \lambda^{2} e^{2 \kappa_{T} \Im\left(O_{W}\right)} \ln \left(\lambda e^{\kappa_{T} \Im\left(O_{W}\right)}\right)+\left(1-\lambda^{2} e^{2 \kappa_{T} \Im\left(O_{W}\right)}\right) \ln \left(1-\lambda^{2} e^{2 \kappa_{T} \Im\left(O_{W}\right)}\right)\right\}}{\left(1-\lambda^{2} e^{2 \kappa_{T} \Im\left(O_{W}\right)}\right)\left\{2 \lambda^{2} \ln \lambda+\left(1-\lambda^{2}\right) \ln \left(1-\lambda^{2}\right)\right\}} .
$$

This quantity measures the relative change in entanglement as a result of imprinting the weak value $O_{W}$ on the two mode squeezed vacuum.

### 5.2.5 Experimental verification

Ultimately, any theory stands or falls in the face of empirical testing and the weak measurement model suggested here is no different. Whether or not the entanglement content of a TMSV is modified as a result of encoding certain weak values can be verified by state tomography [27] of a sub-ensemble of output entangled states. That is, Alice and Bob repeatedly run the protocol on an ensemble of identical input TMSVs until they have a sub-ensemble of output states with the same weak value imprinted onto them. They then perform tomography on that sub-ensemble and attempt to identify whether the entanglement has been modified in accordance with the weak measurement model.

### 5.3 Optical examples with the cross-Kerr effect

### 5.3.1 Introduction

We now demonstrate that previously discovered protocols of this type can emerge as special examples of the general model advocated here. We will also calculate the associate weak values and demonstrate that the weakness condition is satisfied. The previous schemes [1] and [54] required Bob's half of the TMSV to be mixed with an ancillary coherent state $|\alpha\rangle$, where $\alpha \in \Re$ and $\alpha>0$, in a non-linear medium exhibiting the cross-Kerr effect $\hat{H}_{I}=\hbar \kappa(t) \hat{n}_{B} \hat{n}_{C}$ before being subjected to a measurement and post-selection condition. Using the success condition (5.21), we can derive a constraint on the possible post-selected ancilla states which will allow us to select measurement strategies that lead to Gaussian-preserving entanglement concentration. Thus, we are interested in the weak values of the number operator $\hat{n}_{C}$ :

$$
\begin{equation*}
n_{W}=\frac{\left\langle\Phi_{2}\right| \hat{n}_{C}|\alpha\rangle}{\left\langle\Phi_{2} \mid \alpha\right\rangle}=\frac{e^{-\alpha^{2} / 2} \alpha \partial_{\alpha}\left(e^{\alpha^{2} / 2}\left\langle\Phi_{2} \mid \alpha\right\rangle\right)}{\left\langle\Phi_{2} \mid \alpha\right\rangle} \tag{5.35}
\end{equation*}
$$

The second equality in (5.35) follows from $\alpha \partial_{\alpha}\left(\alpha^{n}\right)=n \alpha^{n}$. Furthermore, if we assume

$$
\begin{equation*}
\left\langle\Phi_{2} \mid \alpha\right\rangle=R(\alpha) e^{i \theta(\alpha)} \tag{5.36}
\end{equation*}
$$

where $R(\alpha)$ and $\theta(\alpha)$ are the magnitude and phase of the scalar product of $\left\langle\Phi_{2} \mid \alpha\right\rangle$, then after some algebra (5.35) can be written as

$$
\begin{equation*}
n_{W}=\alpha^{2}+\frac{\alpha}{R(\alpha)} \frac{\partial R}{\partial \alpha}+i \alpha \frac{\partial \theta}{\partial \alpha} \tag{5.37}
\end{equation*}
$$

Consequently, the success condition requires that

$$
\begin{equation*}
\Im\left(n_{W}\right)>0 \Leftrightarrow \alpha \frac{\partial \theta(\alpha)}{\partial \alpha}>0 . \tag{5.38}
\end{equation*}
$$

Thus, the only variants of this family of protocols which achieve the desired effect are those where the phase of $\left\langle\Phi_{2} \mid \alpha\right\rangle$ is a monotonic increasing function of $\alpha$. This prediction allows us to recover previously suggested protocols and uncover new variants.

### 5.3.2 Double homodyne scheme

In the scheme of Fiuràšek, Mišta and Filip, (2003) [54], the ancillary coherent state is projected onto $|\beta\rangle=\| \beta\left|e^{i \phi}\right\rangle$ via double homodyne detection. This example prevails due to the over-complete nature of coherent states

$$
\begin{equation*}
\langle\beta \mid \alpha\rangle=e^{-\alpha^{2} / 2} e^{-|\beta|^{2} / 2} e^{\alpha \beta^{*}} \tag{5.39}
\end{equation*}
$$

where $\beta=\beta_{x}+i \beta_{y}$ and it is clear that the phase of the above is a monotonic increasing function of $\alpha$ only if the imaginary part of $\beta$ is negative. This also follows from

$$
\begin{equation*}
n_{w}=\alpha \beta^{*} \tag{5.40}
\end{equation*}
$$

with the imaginary part of this weak value being

$$
\begin{equation*}
\Im\left(n_{W}\right)=\alpha \partial_{\alpha} \theta(\alpha)=-\alpha \beta_{y} . \tag{5.41}
\end{equation*}
$$

Hence, the success condition for this protocol is given by $\beta_{y}<0$ and only states post-selected with respect to this condition will allow the desired effect. Moreover, this result allows us to compensate for a weak non-linearity $\kappa_{T}$ by employing a large $\alpha$. Thus, even though the coupling between probe and signal must be weak, the encoded weak value can be very large meaning that

$$
\begin{equation*}
\lambda \rightarrow \lambda e^{-\kappa_{T} \alpha \beta_{y}} \tag{5.42}
\end{equation*}
$$

can still lead to a non-negligible modification of entanglement. Of course, the size of the weak value is ultimately constrained along with the coupling $\kappa_{T}$ and the squeezing $\lambda$ in the initial entangled state by the weakness conditions. These are given as

$$
\begin{equation*}
\lambda^{n}\left(\frac{\langle\beta| e^{-i \kappa_{T} n \hat{n}_{C}}|\alpha\rangle}{\langle\beta \mid \alpha\rangle}-e^{-i \kappa_{T} n \alpha \beta^{*}}\right) \approx 0 \quad \forall n \in[0, \infty) \tag{5.43}
\end{equation*}
$$

Using the identity [25]

$$
\begin{equation*}
\exp \left(\sigma \hat{a}^{\dagger} \hat{a}\right)=: \exp \left(\left\{e^{\sigma}-1\right\} \hat{a}^{\dagger} \hat{a}\right): \tag{5.44}
\end{equation*}
$$

where the notation : $\hat{A}$ : means the normal ordered version of $\hat{A}$ with all the annihilation operators gathered on the right, we can write (5.43) as

$$
\begin{equation*}
\lambda^{n}\left(e^{\left(e^{-i \kappa_{T} n}-1\right) \beta^{*} \alpha}-e^{-i \kappa_{T} n \beta^{*} \alpha}\right) \approx 0 \quad \forall n \in[0, \infty) \tag{5.45}
\end{equation*}
$$

The above is true if $\kappa_{T} \ll 1$ such that $e^{-i \kappa_{t} n} \approx 1-i \kappa_{T} n$, which only holds for sufficiently small $n$. Thus, for small values of $n$, (5.45) is satisfied. However, for large values of $n$ where $e^{-i \kappa_{t} n} \neq 1-i \kappa_{T} n$, (5.45) still holds because $\lambda<1$ and hence $\lambda^{n} \rightarrow 0$ for progressively larger $n$. Thus, the weakness condition requires a balancing act between the non-linear coupling and the squeezing of the input TMSV. The authors of [54] arrive at the same conclusion.

The efficiencies of this protocol can be explored in physically realistic regime by numerical simulation of the relevant quantities. Here, we simulate a number of related quantities for this scheme. We take the ancilla coherent state to have an average photon number of $10^{8}$ and so $\alpha=10^{4}$. The phase shift per photon induced by the cross-Kerr effect is taken to be $\kappa_{T}=2 \times 10^{-5}$ rad per photon, which is experimentally realistic for a cross-Kerr manifest in atomic vapors [113115]. In addition, we assume that the initial squeezing shared between Alice and Bob is 4.5 dB , which is a realistic value of squeezing and translates to $\lambda=0.5$ [14]. The first quantity of interest is the total magnitude of the weakness conditions i.e. the total amount of deviation between the output state as predicted by the weak measurement formalism and what is expected in general. This quantity is precisely,


Figure 5.2: Numerical simulation of the sum of the weakness conditions. This gives a quantitative measure of the deviation between the final state predicted by the weak measurement formalism and the final result expected in general.
in this case, expressed as

$$
\begin{equation*}
\epsilon\left(\alpha, \beta, \kappa_{T}, \lambda\right)=\left|\sum_{n=0}^{\infty} \lambda^{n}\left(e^{\left(e^{-i \kappa_{T} T^{n}}-1\right) \beta^{*} \alpha}-e^{-i \kappa_{T} n \beta^{*} \alpha}\right)\right| . \tag{5.46}
\end{equation*}
$$

Numerically we will truncate this sum for a very large integer. This deviation is plotted in Fig.5.2, where we note that the largest deviation occurs in the region where entanglement concentration occurs. In particular, for the selected parameters, the deviation is of the order of 0.01 in the region where $\beta_{y} \approx-2$ and $\beta_{x} \approx 9998$. The corresponding probability density of obtaining a particular complex number $\beta=\beta_{x}+i \beta_{y}$ in the weak regime is

$$
\begin{equation*}
\rho\left(\beta_{x}, \beta_{y}\right)=\frac{e^{-|\alpha-\beta|^{2}}\left(1-\lambda^{2}\right)}{\pi\left(1-\lambda^{2} \exp \left(-2 \kappa_{T} \alpha \beta_{y}\right)\right)} . \tag{5.47}
\end{equation*}
$$

We plot this probability density in Fig.5.3 with the aforementioned parameter values and we note from Fig.5.3 that the height of the probability density around the region $\beta_{y} \approx-2$ and $\beta_{x} \approx 9998$ is negligible. This means that it is highly unlikely to obtain a weak value in this regime and so the weak measurement description remains a very good approximation to the final probe state. Furthermore, the


Figure 5.3: The probability density of achieving a particular $\beta=\beta_{x}+i \beta_{y}$ is approximately Gaussian and thus, there is a very low probability density of obtaining values that accompany large deviation in the weakness conditions.
almost Gaussian nature of the probability density means that the probability of success is approximately $50 \%$

$$
\begin{equation*}
\int_{-\infty}^{\infty} d \beta_{x} \int_{-\infty}^{0} d \beta_{y} \rho\left(\beta_{x}, \beta_{y}\right) \approx 0.50 \tag{5.48}
\end{equation*}
$$

Next, we consider the fidelity between the final probe state in the weak regime and what occurs in general given as

$$
\begin{equation*}
\mathcal{F}\left(\beta_{x}, \beta_{y}\right)=\left|\frac{\sqrt{1-\lambda^{2} e^{-2 \kappa_{T} \alpha \beta_{y}}} \sum_{n=0}^{\infty} \lambda^{2 n} e^{i n \kappa_{T} \alpha \beta^{*}} \exp \left(\alpha \beta^{*}\left(e^{-i n \kappa_{T}}-1\right)\right)}{\sqrt{\sum_{n=0}^{\infty} \lambda^{2 n} \mid \exp \left(\left.\alpha \beta^{*}\left(e^{-i n \kappa_{T}}-1\right)\right|^{2}\right.}}\right|^{2} \tag{5.49}
\end{equation*}
$$

Finally we have the relative increase in entanglement as a result of the weak measurement. This is given as the ratio of the Von Neumann entropies of the initial and final reduced density matrices of the probe. In this case, the increased entanglement is given by

$$
\Delta \mathcal{S}\left(\beta_{y}\right)=\frac{\left(1-\lambda^{2}\right)\left\{2 \lambda^{2} e^{-2 \kappa_{T} \alpha \beta_{y}} \ln \left(\lambda e^{-\kappa_{T} \alpha \beta_{y}}\right)+\left(1-\lambda^{2} e^{-2 \kappa_{T} \alpha \beta_{y}}\right) \ln \left(1-\lambda^{2} e^{-2 \kappa_{T} \alpha \beta_{y}}\right)\right\}}{\left(1-\lambda^{2} e^{-2 \kappa_{T} \alpha \beta_{y}}\right)\left\{2 \lambda^{2} \ln \lambda+\left(1-\lambda^{2}\right) \ln \left(1-\lambda^{2}\right)\right\}} .
$$

The performance of this weak measurement configuration for physically realistic parameters $\alpha=10^{4}$ and $\kappa_{T}=2 \times 10^{-5}$ is best summarized in Fig.5.4, where the


Figure 5.4: The performance of the double-homodyne weak measurement configuration for $\alpha=10^{4}$ and $\kappa_{T}=2 \times 10^{-5}$.
fidelity, relative entanglement and probability density are plotted when $\beta_{x}=10^{4}$ is obtained. This reveals a number of interesting features. Firstly, the fidelity is approximately unity across the range of possible values of $\beta_{y}$ meaning that the weak measurement description is a very good approximation. Secondly, we note that the most probable outcome of the double homodyne measurement is the imprinting of $\Im\left(n_{W}\right)=0$ meaning that entanglement content is unchanged. Furthermore, outcomes which correspond to increasing or decreasing the shared entanglement by ever larger factors have ever small probability densities. Thus, the most probable imprinted weak values are those close to $\Im\left(n_{W}\right)=0$. However, in spite of this behaviour, this protocol can still produce modest entanglement increases with a non-negligible probability density. For example, a $30 \%$ improvement of entanglement occurs with a probability density of $\rho\left(10^{4},-0.8\right) \approx 0.15$.

### 5.3.3 Balanced homodyne scheme

In the scheme by us, Menzies and Korolkova (2006) [1], balanced Homodyne detection is employed by Bob, in other words, the post-selected state of the an-
cilla is the quadrature eigenstate $\left|x_{\phi}\right\rangle=\left|\Phi_{2}\right\rangle$ where $\hat{x}_{\phi}\left|x_{\phi}\right\rangle=x_{\phi}\left|x_{\phi}\right\rangle$ and $\hat{x}_{\phi}=$ $2^{-1 / 2}\left(e^{i \phi} \hat{a}^{\dagger}+e^{-i \phi} \hat{a}\right)$. Once again, this protocol works because of the nature of the overlap between the pre- and post-selected states. In this case, we have [25]

$$
\begin{equation*}
\left\langle x_{\phi} \mid \alpha\right\rangle=\pi^{-1 / 4} \exp \left(-\frac{x_{\phi}^{2}}{2}+\sqrt{2} e^{-i \phi} x_{\phi} \alpha-\frac{e^{-2 i \phi} \alpha^{2}}{2}-\frac{\alpha^{2}}{2}\right), \tag{5.50}
\end{equation*}
$$

and so the weak value can be calculated to be

$$
\begin{equation*}
n_{W}=\sqrt{2} \alpha x_{\phi} \cos \phi+\alpha^{2}(\cos 2 \phi-1)-i\left(\sqrt{2} \alpha x_{\phi} \sin \phi-\alpha^{2} \sin 2 \phi\right), \tag{5.51}
\end{equation*}
$$

then the imaginary part of the weak value is

$$
\begin{equation*}
\Im\left(n_{W}\right)=\alpha \partial_{\alpha} \theta=-\sqrt{2} \alpha \sin \phi x_{\phi}+\alpha^{2} \sin (2 \phi), \tag{5.52}
\end{equation*}
$$

Hence, this means that only the measurement of certain quadrature observables are capable of inducing entanglement concentration since their eigenstates do not lead to an non-zero $\Im\left(n_{W}\right)$. This follows since different quadrature operators are labeled by the phase $\phi$ of the local oscillator in the homodyne measurement. The above condition allows us to determine which quadrature measurements which have the potential to allow entanglement concentration by restricting the possible values of $\phi$. For example, any quadrature $\hat{x}_{\phi}$ specified by $\phi=(0, \pi, 2 \pi)$ will not modify the entanglement as $\Im\left(n_{W}\right)=0$. In particular, we note that choosing to measure the position quadrature $\hat{x}_{0}=\hat{q}$ will only modify the phase of the TMSV and not the entanglement content. For those quadratures which do lead to a non-zero imaginary weak value, the selection criterion (5.21) translates to

$$
\begin{equation*}
\Im\left(n_{W}\right)>0 \Leftrightarrow x_{\phi}<\sqrt{2} \alpha \cos \phi . \tag{5.53}
\end{equation*}
$$

The fact that a number of quadrature operators satisfy the selection criterion immediately motivates the question of which one is optimal over the others. Our answer to this question is that the optimal quadrature measurement is the one which obtains a particular increase in entanglement with the highest probability density. In other words, for $\Delta \mathcal{S}=\mu$ with $\mu>1$, what is the optimal $\phi$ which maximizes the probability density of achieving that increase? To calculate this, we first need the
probability density of obtaining a particular $x_{\phi}$, from a measurement of $\hat{x}_{\phi}$ which is

$$
\begin{equation*}
\rho\left(x_{\phi}\right)=\frac{\exp \left\{-\left(x_{\phi}-\sqrt{2} \alpha \cos \phi\right)^{2}\right\}\left(1-\lambda^{2}\right)}{\sqrt{\pi}\left(1-\lambda^{2} e^{2 \kappa_{T} \Im\left(n_{W}\right)}\right)} \tag{5.54}
\end{equation*}
$$

meaning that for each configuration, the probability of success is approximately $50 \%$ as

$$
\begin{equation*}
\int_{-\infty}^{\sqrt{2} \alpha \cos \phi} d x_{\phi} \rho\left(x_{\phi}\right) \approx 0.5 \tag{5.55}
\end{equation*}
$$

The relative increase in entanglement as a result of obtaining a result $x_{\phi}$ is then

$$
\begin{gather*}
\Delta \mathcal{S}=\frac{\left(1-\lambda^{2}\right)}{\left(1-\lambda^{2} e^{2 \kappa_{T} \Im\left(n_{W}\right)}\right)}  \tag{5.56}\\
\times\left(\frac{2 \lambda^{2} e^{2 \kappa_{T} \Im\left(n_{W}\right)} \ln \left(\lambda e^{\kappa_{T} \Im\left(n_{W}\right)}\right)+\left(1-\lambda^{2} e^{2 \kappa_{T} \Im\left(n_{W}\right)}\right) \ln \left(1-\lambda^{2} e^{2 \kappa_{T} \Im\left(n_{W}\right)}\right)}{2 \lambda^{2} \ln \lambda+\left(1-\lambda^{2}\right) \ln \left(1-\lambda^{2}\right)}\right) .
\end{gather*}
$$

To proceed we need to solve the above for $x_{\phi}$ as a function of $\mu$. Unfortunately, this is algebraically non-trivial. However, to over come this obstacle, we use a different, but equivalent entanglement measure derived from the linear entropy. The linear entropy is defined as

$$
\begin{equation*}
S_{L}(\hat{\rho})=\operatorname{Tr}\left(\hat{\rho}-\hat{\rho}^{2}\right)=1-\operatorname{Tr}\left(\hat{\rho}^{2}\right) \tag{5.57}
\end{equation*}
$$

and it is reasonably straight-forward to verify that this is also an entanglement measure. Indeed, the linear entropy is also used to quantify the disorder in a given density matrix $\hat{\rho}$ and can be consider as a linearized version of the Von Neumann entropy [9]. As a measure of entanglement, $\mathcal{R}(|\Psi\rangle\langle\Psi|)=\left(\mathcal{S}_{L} \circ \operatorname{Tr}_{j}\right)|\Psi\rangle\langle\Psi|$, it ranges between

$$
\begin{equation*}
0 \leq \mathcal{R}(|\Psi\rangle\langle\Psi|) \leq\left(1-\frac{1}{K^{2}}\right) \tag{5.58}
\end{equation*}
$$

where $K$ is the dimension of the tensor product space and the lower bound occurs when $|\Psi\rangle$ is separable and the upper bound when $|\Psi\rangle$ is maximally entangled. Thus, for Gaussian continuous-variable states the bounds are $0 \leq \mathcal{R} \leq 1$. Furthermore, it is also a member of Shur's convex and preserves the majorization order [69]. We use it here since it has the advantage of being a polynomial in $\hat{\rho}$ rather than a logarithmic function and, hence, allows for an algebraic solution of our problem.

Thus, in this case we need to calculate $\Delta \mathcal{R}=\mathcal{R}_{f} / \mathcal{R}_{i}=\mu$ where

$$
\begin{equation*}
\mathcal{R}_{i}=1-\frac{\left(1-\lambda^{2}\right)^{2}}{1-\lambda^{4}}, \quad \mathcal{R}_{f}=1-\frac{\left(1-\lambda^{2} e^{2 \kappa_{T} \Im\left\{n_{W}\left(x_{\phi}\right)\right\}}\right)^{2}}{\left(1-\lambda^{4} e^{4 \kappa_{T} \Im\left\{n_{W}\left(x_{\phi}\right)\right\}}\right)} \tag{5.59}
\end{equation*}
$$

and then solve $\Delta \mathcal{R}=\mu$ for $x_{\phi}$, which, after some algebra, yields

$$
\begin{equation*}
x_{\phi}(\mu)=\sqrt{2} \alpha \cos \phi-\frac{\ln \left(\frac{\mu}{1+\lambda^{2}(1-\mu)}\right)}{2 \sqrt{2} \alpha \kappa_{T} \sin \phi} . \tag{5.60}
\end{equation*}
$$

The above equation describes the required measurement result that will give a $\mu$ factor improvement of the entanglement of the input state. The height of the probability density at $x_{\phi}(\mu)$ is then

$$
\begin{equation*}
\rho\left(x_{\phi}(\mu)\right)=\frac{\left(1-\lambda^{2} \mu+\lambda^{4} \mu-\lambda^{4}\right)}{\sqrt{\pi}\left(1-\lambda^{2}(2 \mu-1)\right)} \times \exp \left(-\frac{\ln \left(\frac{\mu}{1+\lambda^{2}(1-\mu)}\right)^{2}}{8 \alpha^{2} \kappa_{T}^{2} \sin ^{2} \phi}\right) \tag{5.61}
\end{equation*}
$$

Thus, if all other parameters except $\phi$ are fixed then the optimal quadrature observable is the one which maximises the height of the probability density. It is immediately obvious from (5.61) that the optimal quadrature is $\phi=\pi / 2$ or odd integer multiples of this and so, the quadrature measurements which obey $\phi=\pi / 2$ are considered optimal.

The weakness conditions for this protocol is given as

$$
\begin{equation*}
\lambda^{n}\left(\frac{\left\langle x_{\phi}\right| e^{-i \kappa_{T} n \hat{n}_{C}}|\alpha\rangle}{\left\langle x_{\phi} \mid \alpha\right\rangle}-e^{-i \kappa_{T} n n_{W}}\right) \approx 0, \forall n \in[0, \infty) . \tag{5.62}
\end{equation*}
$$

This can be re-expressed as $(\forall n \in[0, \infty))$ :

$$
\begin{array}{r}
\lambda^{n}\left[\exp \left(\sqrt{2} \alpha x_{\phi} e^{-i \phi}\left(e^{-i \kappa_{T} n}-1\right)-\alpha^{2} e^{-2 i \phi} \frac{\left(e^{-2 i \kappa_{T} n}-1\right)}{2}\right)-\right. \\
\left.\exp \left(-i \kappa_{T} n\left\{\sqrt{2} x_{\phi} \alpha e^{-i \phi}-\alpha^{2} e^{-2 i \phi}\right\}\right)\right] \approx 0
\end{array}
$$

So, just as for the previous example, we see that (5.62) is equivalent to (5.45). Thus, both schemes require the balancing between the initial Schmidt coefficients and the magnitude of the non-linear coupling. To give a quantitative measure of the weakness conditions, we can numerically simulate the magnitude of their sum for physically realistic parameter values of $\alpha=10^{4}$ and $\kappa_{T}=2 \times 10^{-5}$. This magnitude


Figure 5.5: Numerical simulation of the relevant quantities for the weak measurement where post-selection is provided by balanced homodyne detection with the phase quadrature selected.
is defined as

$$
\begin{array}{r}
\epsilon\left(x_{\phi}\right)=\left\lvert\, \sum_{n=0}^{\infty} \lambda^{n}\left[\exp \left(\sqrt{2} \alpha x_{\phi} e^{-i \phi}\left(e^{-i \kappa_{T} n}-1\right)-\alpha^{2} e^{-2 i \phi} \frac{\left(e^{-2 i \kappa_{T} n}-1\right)}{2}\right)\right.\right. \\
\left.-\exp \left(-i \kappa_{T} n\left\{\sqrt{2} x_{\phi} \alpha e^{-i \phi}-\alpha^{2} e^{-2 i \phi}\right\}\right)\right]\left.\right|^{2} \tag{5.63}
\end{array}
$$

and is plotted in Fig. 5.5 for the case where the optimal phase quadrature $\hat{p}$ is measured. Examining Fig. 5.5, we note that the greatest value of this magnitude and, hence, the greatest deviation occurs in the region where $p \approx-2$. However, it is still a small number. Consequently, we can be assured that the weak measurement description of the protocol is a very good approximation.

The performance of the protocol for the optimal quadrature measurement can be gauged by numerically simulating the characteristic quantities that describe the protocol for physically realistic parameter values quoted above. In this case, we need to simulate the relative increase in entanglement defined by

$$
\Delta \mathcal{S}(p)=\frac{\left(1-\lambda^{2}\right)}{\left(1-\lambda^{2} e^{-2 \sqrt{2} \kappa_{T} \alpha p}\right)}
$$

$$
\begin{equation*}
\times\left(\frac{2 \lambda^{2} e^{-2 \sqrt{2} \kappa_{T} \alpha p} \ln \left(\lambda e^{-\sqrt{2} \kappa_{T} \alpha p}\right)+\left(1-\lambda^{2} e^{-2 \sqrt{2} \kappa_{T} \alpha p}\right) \ln \left(1-\lambda^{2} e^{-2 \sqrt{2} \kappa_{T} \alpha p}\right)}{2 \lambda^{2} \ln \lambda+\left(1-\lambda^{2}\right) \ln \left(1-\lambda^{2}\right)}\right) . \tag{5.64}
\end{equation*}
$$

The fidelity between the final probe state in the weak regime and the final state produced in general is

$$
\begin{align*}
& \mathcal{F}(p)=\frac{\left(1-\lambda^{2} e^{-2 \sqrt{2} \kappa_{T} \alpha p}\right)}{\sum_{n=0}^{\infty} \lambda^{2 n} \left\lvert\, e^{-i \sqrt{2} p \alpha\left(\left.e^{\left.-i n \kappa_{T}-1\right)+\frac{\alpha^{2}}{2}\left(e^{-2 i n \kappa_{T}-1}\right)}\right|^{2}\right.}\right.} \\
& \times\left|\sum_{n=0}^{\infty} \lambda^{2 n} e^{i n \kappa_{T} \alpha^{2}-\sqrt{2} n \kappa_{T} \alpha p} \exp \left(-i \sqrt{2} p \alpha\left(e^{-i n \kappa_{T}}-1\right)+\frac{\alpha^{2}}{2}\left(e^{-2 i n \kappa_{T}}-1\right)\right)\right|^{2} . \tag{5.65}
\end{align*}
$$

In Fig. 5.6 we plot these quantities along with the probability density for obtaining $p$ from the phase quadrature measurement

$$
\begin{equation*}
\rho\left(p, \kappa_{T}, \alpha\right)=\frac{e^{-p^{2}}\left(1-\lambda^{2}\right)}{\sqrt{\pi}\left(1-\lambda^{2} e^{-2 \sqrt{2} \kappa_{T} \alpha p}\right)} . \tag{5.66}
\end{equation*}
$$

Once again, we note the typical feature where the measurement outcomes that


Figure 5.6: Numerical simulation of the relevant quantities for the weak measurement where post-selection is provided by balanced homodyne detection with the phase quadrature selected.
generate the greatest increase or decrease in the shared entanglement are the less probable than smaller increases or decreases. Thus, the probability distribution is


Figure 5.7: A comparison between the performance of the double homodyne (solid lines) and balanced homodyne (measuring $\hat{p}$, dashed lines) working configurations. The fidelities, entanglement increases and probability densities are numerically compared for $\alpha=10^{4}$ and $\kappa_{T}=2 \times 10^{-5}$.
symmetric around the origin i.e. around imprinting of a weak value with $\Im\left(n_{W}\right)=0$. We also note that the fidelity is at its smallest when we are near the point $p=-2$ which suggests that the accuracy of the weak measurement formalism is reduced for huge increases in entanglement. This, however, is to be expected since the ultimate source of the increased entanglement is supplied by the interaction that couples the TMSV to the ancilla mode. Nevertheless, we note that we can obtain a $60 \%$ increase in the shared entanglement of $\lambda=0.5$ if we encode the weak value labeled by $p=-1$. This outcome has a probability density of $\rho(-1) \approx 0.25$, meaning that $25 \%$ of the total runs of this protocol will result in the aforementioned increase.

It is interesting to compare the performance of this configuration with the earlier example. On a purely experimental note, we observe that the measurement of a
single quadrature in balanced homodyne as opposed to measuring two incompatible ones the double homodyne is more simple. However, the real comparison resides in the relative increase in entanglement for a particular probability density. This is the subject of Fig.5.7, where we compare the fidelities, entanglement increases and probability densities for each of these schemes assuming $\alpha=10^{4}$ and $\kappa_{T}=$ $2 \times 10^{5}$. Note that we fix $\beta_{x}=10^{4}$ in the former scheme since this is the most probable outcome related to the real part of the weak value and measure the phase quadrature in the latter since it proved to be optimal. It is clear from Fig.5.7 that the configuration involving the balanced homodyne measurement is superior to that of the double homodyne measurement since it is able to achieve larger relative increases in entanglement for equal or larger values of the probability density.

### 5.3.4 Squeezed vacuum post-selection scheme

To generate further examples, we simply need to identify further quantum optical states that satisfy $\partial_{\alpha} \theta(\alpha)>0$. An immediate and obvious choice is given by selecting the post-selected state as a single mode squeezed vacuum $\left|\Phi_{2}\right\rangle=\left|r e^{i \phi}\right\rangle$ since [25]

$$
\begin{equation*}
\left\langle r e^{i \phi} \mid \alpha\right\rangle=\sqrt{\operatorname{sech} r} \exp \left(-\frac{\alpha^{2}}{2}\left\{1+e^{-i \phi} \tanh r\right\}\right) . \tag{5.67}
\end{equation*}
$$

In practice, we could realize such a post-selection by first anti-squeezing the signal state (following its interaction with the probe) by the desired amount and then subjecting the mode to a binary photo-detector. The post-selection is successful when the detector does not click and the POVM element corresponding to this post-selection is $\hat{\Pi}\left(r e^{i \phi}\right)=\hat{S}\left(r e^{i \phi}\right) \hat{\Pi}_{\text {noclick }} \hat{S}^{\dagger}\left(r e^{i \phi}\right)$. In the event that this occurs the weak value, that is imprinted on the entangled state, is

$$
\begin{equation*}
n_{W}=-\alpha^{2} \tanh r \cos \phi+i \alpha^{2} \tanh r \sin \phi=-\alpha^{2} e^{-i \phi} \tanh r . \tag{5.68}
\end{equation*}
$$

Hence, in this example, the success condition (5.21) is

$$
\begin{equation*}
\Im\left(n_{W}\right)=\alpha^{2} \tanh r \sin \phi>0 \Leftrightarrow 0<\phi<\pi / 2 . \tag{5.69}
\end{equation*}
$$

In this case, since we can select the desired squeezing deterministically, the probability of success depends on the action of the binary photo-detector. That is, this
protocol will achieve entanglement concentration only when the detector doesn't click. This happens with a probability

$$
\begin{equation*}
P_{S}(r, \phi)=\frac{\left|\left\langle r e^{i \phi} \mid \alpha\right\rangle\right|^{2}\left(1-\lambda^{2}\right)}{\left(1-\lambda^{2} e^{2 \kappa_{T} \alpha^{2} \sinh r \sin \phi}\right)}=\frac{\operatorname{sech} r e^{-\alpha^{2}(1+\cos \phi \tanh r)}\left(1-\lambda^{2}\right)}{\left(1-\lambda^{2} e^{2 \kappa_{T} \alpha^{2} \sinh r \sin \phi}\right)} \tag{5.70}
\end{equation*}
$$

This equation is enough to demonstrate that this particular configuration has a very poor efficiency. This fact is evident since a large $\alpha$ is required to compensate for a weak coupling $\kappa_{T}$ to ensure a non-negligible modification factor $\exp \left(\kappa_{T} \alpha^{2} \sinh r \sin \phi\right)$, $\operatorname{since} \sin \phi \tanh r<1$ for all squeezed vacuum post-selections. However, having a large $\alpha$ in the pre-selected state $|\alpha\rangle$ means that the post-selection on $\left|r e^{i \phi}\right\rangle$ only occurs with a very small probability. Ultimately, this is because the larger $\alpha$ the less likely that the binary photo-detector will not detect the presence of photons. Thus, this protocol requires a much larger coupling than the previous examples. This will be evident in the following numerical simulations.

The weak condition is expressed as

$$
\begin{equation*}
\lambda^{n}\left(\frac{\left\langle r e^{i \phi}\right| e^{-i \kappa_{T} n \hat{n}_{C}}|\alpha\rangle}{\left\langle r e^{i \phi} \mid \alpha\right\rangle}-e^{-i \kappa_{T} n n_{W}}\right) \approx 0, \quad \forall n \in[0, \infty), \tag{5.71}
\end{equation*}
$$

where the first term on the LHS is $\exp \left(-\frac{\alpha^{2}}{2}\left\{e^{-2 i n \kappa_{T}}-1\right\} e^{-i \phi} \tanh r\right)$ and the second is $\exp \left(i \kappa_{T} n \alpha^{2} e^{-i \phi} \tanh r\right)$. Clearly (5.71) can only be satisfied if $\kappa_{T} n \ll 1$. Note that for large $n$, (5.71) holds because $\lambda^{n} \rightarrow 1$. Once again we can probe this numerically by first considering the magnitude of the sum of the weak conditions

$$
\begin{equation*}
\epsilon(r, \phi)=\left|\lambda^{n}\left\{\exp \left(-\frac{\alpha^{2}}{2}\left\{e^{-2 i n \kappa_{T}}-1\right\} e^{-i \phi} \tanh r\right)-e^{i \kappa_{T} n \alpha^{2} e^{-i \phi} \tanh r}\right\}\right|^{2} \tag{5.72}
\end{equation*}
$$

and the fidelity for this configuration is then

$$
\begin{gather*}
\mathcal{F}(r, \phi)=\frac{1-\lambda^{2} e^{2 \kappa_{T} \alpha^{2} \tanh r \sin \phi}}{\sum_{n=0}^{\infty} \lambda^{2 n}\left|\exp \left(-\frac{\alpha^{2}}{2}\left\{e^{-2 i n \kappa_{T}}-1\right\} e^{-i \phi} \tanh r\right)\right|^{2}} \\
\times\left|\sum_{n=0}^{\infty} \lambda^{2 n} e^{-i \kappa_{T} n \alpha^{2} e^{i \phi} \tanh r} \exp \left(-\frac{\alpha^{2}}{2}\left\{e^{-2 i n \kappa_{T}}-1\right\} e^{-i \phi} \tanh r\right)\right|^{2} . \tag{5.73}
\end{gather*}
$$

In addition, the relative increase in entanglement is then given by

$$
\begin{align*}
\Delta \mathcal{S}(r, \phi)=\frac{\left(1-\lambda^{2}\right)}{\left(1-\lambda^{2} e^{2 \kappa_{T} \alpha^{2} \tanh r \sin \phi}\right)} & \frac{2 \lambda^{2} e^{2 \kappa_{T} \alpha^{2} \tanh r \sin \phi} \ln \left(\lambda e^{\kappa_{T} \alpha^{2} \tanh r \sin \phi}\right)}{\left(2 \lambda^{2} \ln \lambda+\left(1-\lambda^{2}\right) \ln \left(1-\lambda^{2}\right)\right)} \\
& +\frac{\left.\left(1-\lambda^{2}\right) \ln \left(1-\lambda^{2} e^{2 \kappa_{T} \alpha^{2} \tanh r \sin \phi}\right)\right)}{\left(2 \lambda^{2} \ln \lambda+\left(1-\lambda^{2}\right) \ln \left(1-\lambda^{2}\right)\right)}, \tag{5.74}
\end{align*}
$$



Figure 5.8: The performance of the squeezed vacuum post-selection configuration can be determined by considering the magnitude of the weakness conditions, the probability of success of the protocol, the relative entanglement increase and the fidelity between the possible output states. The figures are plotted from the parameter values $\alpha=2, \lambda=0.5$ and $\kappa_{T}=2 \times 10^{-5}$.


Figure 5.9: The performance of the squeezed vacuum post-selection configuration can be determined by considering the magnitude of the weakness conditions, the probability of success of the protocol, the relative entanglement increase and the fidelity between the possible output states. The figures are plotted from the parameter values $\alpha=2, \lambda=0.5$ and $\kappa_{T}=2 \times 10^{-2}$.

All of these quantities are plotted in Fig.5.8 and Fig.5.9 for the parameter values $\alpha=2, \lambda=0.5$ and $\kappa_{T}=2 \times 10^{-5}$ and $\alpha=2, \lambda=0.5$ and $\kappa_{T}=2 \times 10^{-2}$, respectively. Fig.5.8 illustrates the point that the performance of this protocol is very poor for very weak coupling $\kappa_{T}$, since $\alpha$ can only be increased at the expense of the probability of success. Moreover, we note that in the regions where there is an increase in entanglement, the probability of success is zero. Clearly, the performance of this protocol forbids it from being a serious contender for entanglement concentration. From Fig.5.9, we can observe a more desirable increase in entanglement when the coupling is $\kappa_{T}=2 \times 10^{-2}$, however, once again this occurs with a very low probability.

### 5.3.5 Experimental feasibility of all optical schemes

The experimental feasibility of these optical weak measurement schemes is primarily constrained by the magnitude of the coupling constant $\kappa_{T}$. Ultimately, this is because generating the cross-Kerr effect between two radiation modes even weakly is an extremely challenging prospect. For example, if we used 1 m of a microstructured fibre to provide the non-linear interaction together with a 10 fs pulsed coherent beam with average power 1 mW and repetition rate $80 \mu \mathrm{~Hz}$ for the ancillary state, then it is possible, in principle, to achieve $\kappa_{T} \approx 10^{-9}$ rad per photon [116]. To compensate for this tiny nonlinear coupling would require an ancilla with $\alpha \approx 10^{8}$ to achieve the previous mentioned performances shown in Fig.5.7. However, preparing the ancilla with $\alpha \approx 10^{8}$ is completely unrealistic with current technology and would likely damage the non-linear medium.

Alternatively, one could use the large cross-Kerr effect manifest in atomic Rubidium $[113,114]$, which can yield the $\kappa_{T} \approx 10^{-5}$ rad per photon required by our simulations. While achieving this coupling could prove feasible, one must also consider the various sources of decoherence that can spoil the entanglement. These include absorption by the atomic medium and a scrambling of the phase reference of the interacting light fields. Moreover, such effects have only been experimentally demonstrated for classical light fields and not for quantum states and there
is some debate whether even a weak cross-Kerr effect suitable for quantum information protocols can be achieved [51, 117-119]. Thus, a more realistic version of this entanglement concentration model could be done by taking these sources of decoherence in account and including sources of decoherence in the measurement strategies employed in each configuration.

### 5.4 Concluding remarks and open problems

In this chapter, we have highlighted the utility of adopting an operational viewpoint of weak values and demonstrated how this viewpoint can be used to understand a family of entanglement concentration protocols. However, there remain a number of open problems and future lines of investigation to explore. Firstly, in the case of entanglement concentration of the TMSV, it would be interesting to know how we select the optimal weak measurement configuration out of all the working possibilities. Our work only allows the identification of working configurations, but leaves the question of optimization unanswered. This could prove to be challenging since different operators and pre and post-selected states could generate the same weak value. Thus, a weak value may not correspond to an unique set of ingredients.

A second interesting question resides in the observation that the mechanism underlying this weak measurement induced entanglement concentration is the noiseless amplification of photon number. Thus, the average number of photons in shared entangled state is either increased or decreased depending on the weak value encoded on the state. In particular, it is interesting that the number of photons is amplified without changing the purity of the entangled state i.e. without inducing noise onto the state. It is therefore an intriguing question to determine whether this mechanism can be put to use on other continuous-variable quantum optical information protocols. Finally, it is equally interesting to understand whether the connection between weak measurements and entanglement concentration extends beyond Gaussian entangled states to arbitrary pure bipartite entangled states. In particular, is there a deeper connection between weak measurements and entanglement? We consider
these issues in the following chapter.

## Chapter 6

## Weak measurements and state engineering

In this chapter we build on the utility of weak measurements by demonstrating that they have applications beyond Gaussian entanglement concentration. In particular, we show how they can be used to realize noiseless amplification of photon number on a set of quantum states that satisfy the associated weakness conditions. In addition, we uncover a deeper connection between weak measurements and Procrustean entanglement concentration, where we show that a weak measurement on an entangled probe can lead to an entanglement concentration effect.

### 6.1 Weak noiseless amplification

### 6.1.1 Non-physical nature of noiseless amplification

The previous weak measurement entanglement concentration protocol can actually be regarded as an example of a weak measurement allowing the probabilistic noiseless amplification of photon number. Being able to implement such an operation, albeit on a subset of states, has a number of possible applications in state engineering and quantum information in general. Our work here can be considered as an alternative means of achieving noiseless amplification to the method suggested in [120].

Noiseless amplification of the photon number in a given state $\hat{\rho}$ is performed via the abstract operation $\hat{\Gamma}(r)=c r^{\hat{n}}$, where $r>1$ and $c$ is a constant related to the probability of occurrence. Such an operation does not preserve probabilities $\langle\psi \mid \psi\rangle \neq\langle\psi| \hat{\Gamma}^{\dagger}(r) \hat{\Gamma}(r)|\psi\rangle$ and cannot be achieved by a local unitary transformation [121]. In particular, as shown in [120], assuming that noiseless amplification can be achieved by an unitary transformation leads to a contradiction as the commutation relation between the mode operators is not preserved. In addition, we now provide a novel argument that demonstrates that this operation cannot be performed by a generalised measurement as described by a POVM measurement. To do this we recall the definition of a POVM as a set of operators $\left\{\hat{\Pi}_{\omega}\right\}_{\omega \in \Omega}$ that obey

$$
\begin{equation*}
\sum_{\omega \in \Omega} \hat{\Pi}_{\omega}=\hat{I}, \quad\left\langle\hat{\Pi}_{\omega}\right\rangle \geq 0, \quad \hat{\Pi}_{\omega}^{\dagger}=\hat{\Pi}_{\omega} \tag{6.1}
\end{equation*}
$$

where $\Omega$ is the set of all possible distinguishable outcomes of the measurement with each outcome labeled by $\omega$, which can be either a discrete or continuous index. If the latter is true then we need to replace all the summations with integrals. The probability of obtaining the $\omega$ outcome on a state $\hat{\rho}$ is given by $P_{\omega}=\operatorname{Tr}\left(\hat{\Pi}_{\omega} \hat{\rho}\right)$. To define the state transformation law that accompanies each outcome requires the introduction of the associated Kraus operators for each POVM element [9]. These are defined by $\hat{\Pi}_{\omega}=\hat{A}_{\omega}^{\dagger} \hat{A}_{\omega}$ and consequently, the projection postulate for a pure state $|\psi\rangle$ when $\omega$ is measured is [9]

$$
\begin{equation*}
|\psi\rangle \rightarrow \frac{\hat{A}_{\omega}|\psi\rangle}{\sqrt{\langle\psi| \hat{A}_{\omega}^{\dagger} \hat{A}_{\omega}|\psi\rangle}} \tag{6.2}
\end{equation*}
$$

and the corresponding equation for a general state $\hat{\rho}$ is [9]

$$
\begin{equation*}
\hat{\rho} \rightarrow \frac{\hat{A}_{\omega} \hat{\rho} \hat{A}_{\omega}^{\dagger}}{\operatorname{Tr}\left(\hat{\rho} \hat{A}_{\omega}^{\dagger} \hat{A}_{\omega}\right)} \tag{6.3}
\end{equation*}
$$

To demonstrate that noiseless amplification cannot be achieved even by a POVM measurement requires framing the $\hat{\Gamma}(r)$ operation in the language of POVMs. Firstly, we identify $\hat{A}_{1}(r)=c r^{\hat{n}}$ and $\hat{A}_{2}(r)=\left(\hat{I}-c r^{2 \hat{n}}\right)^{-1 / 2}$ as the Kraus operators for the set of operators $\Pi_{z}=\left\{\hat{\Pi}_{1}, \hat{\Pi}_{2}\right\}$ where

$$
\begin{equation*}
\hat{\Pi}_{1}=\hat{A}_{1}^{\dagger}(r) \hat{A}_{1}(r)=|c|^{2} r^{2 \hat{n}}, \quad \hat{\Pi}_{2}=\hat{A}_{2}^{\dagger}(r) \hat{A}_{2}(r)=\hat{I}-|c|^{2} r^{2 \hat{n}} \tag{6.4}
\end{equation*}
$$

Where $c$ is an arbitrary constant related to the probability of applying the $\hat{A}_{1}(r)$. Clearly, these measurement operators obey the resolution of the identity with

$$
\begin{equation*}
\hat{\Pi}_{1}+\hat{\Pi}_{2}=|c|^{2} r^{2 \hat{n}}+\hat{I}-|c|^{2} r^{2 \hat{n}}=\hat{I} \tag{6.5}
\end{equation*}
$$

and they are also obviously Hermitian. However, for $r>1$ as required for amplification, they do not obey the positivity requirement since for arbitrary $|\psi\rangle=$ $\sum_{n=0}^{\infty} \psi_{n}|n\rangle$ we get

$$
\begin{equation*}
\langle\psi| \hat{\Pi}_{1}|\psi\rangle=|c|^{2} \sum_{n=0}^{\infty}\left|\psi_{n}\right|^{2} r^{2 n} \geq 0, \quad r>1 \tag{6.6}
\end{equation*}
$$

However,

$$
\begin{equation*}
\langle\psi| \hat{\Pi}_{2}|\psi\rangle=\sum_{n=0}^{\infty}\left(1^{n}-|c|^{2} r^{2 n}\right)\left|\psi_{n}\right|^{2} \tag{6.7}
\end{equation*}
$$

Thus, the above is only positive if $\left(1^{n}-|c|^{2} r^{2 n}\right)\left|\psi_{n}\right|^{2}>0$ for all $n \in[0, \infty)$, i.e. $|c|^{2}<r^{-2 n}$ for all $n \in[0, \infty)$. Consequently, the only way this constraint can be satisfied for arbitrary states is if $|c|^{2}=0$, i.e. it can only occur in the trivial case of vanishing probability of success. Thus, noiseless amplification only obeys the axioms of a POVM in the trivial case but is otherwise nonphysical because it leads to the possibility of negative probabilities.

Given this general argument against the probabilistic realisation of noiseless amplification, why can it be achieved via either weak measurements is demonstrated in the previous chapter or in the alternative scheme suggested in [120]? In the first case, the latter scheme is consistent because it only approximates $\hat{\Pi}_{1}$ by introducing a high-energy cut off. This means that they generate the operator $\hat{\Pi}_{1}(N)=|c|^{2} \sum_{n=0}^{N} r^{2 n}|n\rangle\langle n|$ which allows amplification since the previous constraint becomes $|c|^{2}<r^{-2 n}$ for all $n \in[0, N]$, which is satisfied by selecting $|c|^{2}<r^{-2 N}$. Consequently, they truncate their input state before performing noiseless amplification on this subspace to approximate their desired amplified output. The weak measurement model is also consistent with this constraint since it doesn't hold for arbitrary input states instead it is only valid for a certain subset of states. These states are ones with negligible support for very large photon numbers $n$ and thus behave as though they are effectively truncated. Thus, the weak measurement induced


Figure 6.1: The probe system (at the top) is used to encode the weak value of the pre and post-selected system. Each individual run corresponds to imprinting a different weak value since the each measurement results in a different post-selected state.
noiseless amplification satisfies the POVM axioms on a reduced set of states that obey the weakness conditions and not on arbitrary states. We explore this next.

### 6.1.2 Weak probabilistic noiseless amplification

Our weak measurement model is based on the following configuration where, as depicted in Fig.6.1, the probe state in mode $A$ is coupled to an ancilla state in mode $B$ by means of a unitary evolution between $A$ and $B$. The requirements of noiseless amplification dictate that the interaction Hamiltonian describing this process must be of the form $\hat{H}_{I}=\hbar \kappa(t) \hat{n} \hat{O}$. Assuming the interaction persists for $T$ seconds, then the corresponding unitary evolution operator is $\hat{U}=e^{-i \int_{0}^{T} \kappa(t) \hat{n} \hat{O}}=e^{-i \kappa_{T} \hat{n} \hat{O}}$, where $\kappa_{T}=\kappa(T)-\kappa(0)$.

Consequently, following the evolution the ancilla is subjected to a measurement with outcome $\omega$ corresponding to a projection of $|\omega\rangle\langle\omega|$. Thus, the final state is

$$
\hat{\rho}_{\omega} \propto \operatorname{Tr}_{B}\left(\left\{\hat{I}_{A} \otimes|\omega\rangle\langle\omega|\right\} e^{-i \kappa_{T} \hat{n} \hat{O}}\left(\hat{\rho}_{i} \otimes|\Phi\rangle\langle\Phi|\right) e^{i \kappa_{T} \hat{n} \hat{O}}\right),
$$

and so $\hat{\rho}_{\omega} \propto\langle\omega| e^{-i \kappa_{T} \hat{n} \hat{O}}|\Phi\rangle \hat{\rho}_{i}\langle\Phi| e^{i \kappa_{T} \hat{n} \hat{O}}|\omega\rangle /|\langle\Phi \mid \omega\rangle|^{2}$. Expanding the exponential yields

$$
\hat{\rho}_{\omega} \propto \sum_{m=0}^{\infty} \sum_{\ell=0}^{\infty} \frac{\left(-i \kappa_{T}\right)^{m}}{m!} \frac{\left(i \kappa_{T}\right)^{\ell}}{\ell!} \frac{\langle\omega| \hat{O}^{m}|\Phi\rangle}{\langle\omega \mid \Phi\rangle} \frac{\langle\Phi| \hat{O}^{\ell}|\omega\rangle}{\langle\Phi \mid \omega\rangle} \hat{n}^{m} \hat{\rho}_{i} \hat{n}^{\ell}
$$

This can then be rewritten as

$$
\begin{equation*}
\hat{\rho}_{\omega}=\mathcal{N}\left(e^{-i \kappa_{T} O_{W}(\omega) \hat{n}}+\hat{\epsilon}\right) \hat{\rho}_{i}\left(e^{i \kappa_{T} O_{W}^{*}(\omega) \hat{n}}+\hat{\epsilon}^{\dagger}\right), \tag{6.8}
\end{equation*}
$$

where the weak value $O_{W}(\omega)=\langle\omega| \hat{O}|\Phi\rangle /\langle\omega \mid \Phi\rangle$ is imprinted on the probe provided $\hat{\epsilon} \hat{\rho}_{i} \approx 0 \cdot \hat{A}$ with $\hat{A}$ arbitrary, i.e.

$$
\begin{equation*}
\hat{\epsilon} \hat{\rho}_{i}=\left(\frac{\langle\omega| e^{-i \kappa_{T} \hat{n} \hat{O}}|\Phi\rangle}{\langle\omega \mid \Phi\rangle}-e^{-i \kappa_{T} O_{W}(\omega) \hat{n}}\right) \hat{\rho}_{i} \approx 0 \cdot \hat{A} . \tag{6.9}
\end{equation*}
$$

Furthermore, by expanding $\hat{\rho}_{i}=\sum_{k} p_{k}\left|\psi_{k}\right\rangle\left\langle\psi_{k}\right|$ we note that (6.9) is equivalent to

$$
\begin{equation*}
\sum_{m=0}^{\infty} \sum_{k} p_{k}\left(\frac{\langle\omega| e^{-i \kappa_{T} m \hat{O}}|\Phi\rangle}{\langle\omega \mid \Phi\rangle}-e^{-i \kappa_{T} O_{W}(\omega) m}\right)\left\langle m \mid \psi_{k}\right\rangle|m\rangle \approx 0 \cdot|\phi\rangle \tag{6.10}
\end{equation*}
$$

for an arbitrary vector $|\phi\rangle$. The linear independence of the Fock basis allows (6.10) to be expressed as an infinite set of equations

$$
\begin{equation*}
\sum_{k} p_{k}\left(\frac{\langle\omega| e^{-i \kappa_{T} m \hat{O}}|\Phi\rangle}{\langle\omega \mid \Phi\rangle}-e^{-i \kappa_{T} O_{W}(\omega) m}\right)\left\langle m \mid \psi_{k}\right\rangle \approx 0 \tag{6.11}
\end{equation*}
$$

$\forall m \in[0, \infty)$ are the weakness conditions. Satisfying these conditions for small $m$ is automatic provided that the coupling between signal and probe is weak $\kappa_{T} \ll$ 1. These conditions can still be satisfied provided $\sum_{k} p_{k}\left\langle m \mid \psi_{k}\right\rangle \approx 0$ for large or intermediate $m$. Thus, the imprinting of the weak value $O_{W}(\omega)$ on the probe is only valid in the limit of weak coupling and for certain probe states.

Assuming such conditions are approximately true assumes that we are operating in the weak regime and the post measurement probe state becomes

$$
\begin{equation*}
\hat{\rho}_{\omega}=\frac{e^{-i \kappa_{T} O_{W}(\omega) \hat{n}} \hat{\rho}_{i} e^{i \kappa_{T} O_{W}^{*}(\omega) \hat{n}}}{\operatorname{Tr}\left(e^{2 \kappa_{T} \Im\left\{O_{W}(\omega)\right\}} \hat{\rho}_{i}\right)} . \tag{6.12}
\end{equation*}
$$

This transformation has two components corresponding to imprinting different parts of the weak value $O_{W}(\omega)$ onto the probe state. On the one hand, the imprinting of $\Re\left\{O_{W}(\omega)\right\}$ is done by a unitary transformation $e^{-i \kappa_{T} \Re\left\{O_{W}(\omega)\right\} \hat{n}}$ imparting a phase shift on the probe state. On the other, the imprinting of $\Im\left\{O_{W}(\omega)\right\}$ is done via the operator $e^{\kappa_{T} \Im\left\{O_{W}(\omega)\right\} \hat{n}}$. It is this transformation that allows the conditional realisation of noiseless amplification on the state with $r=e^{\kappa_{T} \Im\left\{O_{W}(\omega)\right\}}$. Consequently, noiseless amplification occurs when $r>1 \Longrightarrow \Im\left\{O_{W}(\omega)\right\}>0$. Thus, the imprinting of a positive imaginary part of a weak value will lead to an increase in the average number of photons and, hence, achieve a noiseless amplification effect.

The condition $\Im\left\{O_{W}(\omega)\right\}>0$ can be used as a selection criterion to pick out particular ancilla configurations including the pre-selected state $|\Phi\rangle$, interaction Hamiltonian $\hat{H}_{I}=\kappa \hbar \hat{n} \hat{O}$, and measurement strategy that projects onto different $|\omega\rangle\langle\omega|$. It is this universality that is the true power of the weak measurement approach; It allows this amplification effect to occur for a wide range of physical ancilla systems and interactions. Ultimately, this effect is probabilistic since only a subset of all measurement outcomes $\omega$ company a weak value such that $\Im\left\{O_{W}(\omega)\right\}>0$. Accordingly, this protocol has a measurement based success condition which tells us whether a weak value with a positive imaginary component has been encoded on the probe state. This condition follows from the earlier identical argument in chapter 5. Thus, there are two possibilities either $\Im\left\{O_{W}(\omega)\right\}=0$ for all $\omega \in \Omega$, which is trivial or $\exists \omega \in \Omega^{+}$such that $\Im\left\{O_{W}(\omega)\right\}>0$ and $\exists \omega \in \Omega^{-}$such that $\Im\left\{O_{W}(\omega)\right\}<0$.

This latter possibility demonstrates the manifestation of a measurement based success condition linking the measurement outcome on the ancilla with the properties of the imaginary part of the imprinted weak value. Consequently, one can formulate a probability of success with this protocol that is directly related to the probability of obtaining a particular $\omega$. This probability emerges from

$$
P(\omega)=\operatorname{Tr}\left(\left\{\hat{I}_{A} \otimes|\omega\rangle\langle\omega|\right\} e^{-i \kappa_{T} \hat{n} \hat{O}}\left(\hat{\rho}_{i} \otimes|\Phi\rangle\langle\Phi|\right) e^{i \kappa_{T} \hat{n} \hat{O}}\right),
$$

which becomes in the weak regime

$$
\begin{equation*}
P(\omega)=|\langle\omega \mid \Phi\rangle|^{2} \operatorname{Tr}\left(e^{2 \kappa_{T} \Im\left\{O_{W}(\omega)\right\} \hat{n}} \hat{\rho}_{i}\right), \tag{6.13}
\end{equation*}
$$

and so the probability of success of the noiseless amplification is

$$
\begin{equation*}
P_{S}=\sum_{\omega \in \Omega^{+}} P(\omega) \tag{6.14}
\end{equation*}
$$

and the probability of failure $P_{F}=1-P_{S}=\sum_{\omega \in \Omega^{-}} P(\omega)$. Accordingly, any attempt to optimize the amplification will need to consider the optimization of (6.14).

We are still faced with the question of accuracy of our model, i.e. for a given initial probe state how accurate is the weak measurement model when compared to the general predictions of quantum mechanics. We propose to measure this accuracy
via the fidelity of the two final probe states, one in the weak regime and the other as the general output state predicted by quantum mechanics. That is, we consider the fidelity between $\hat{\rho}_{\omega}$ as defined in (6.12) and the final probe state in general given by

$$
\begin{equation*}
\hat{\rho}_{\omega}^{(G)}=\frac{\langle\omega| e^{-i \kappa_{T} \hat{n} \hat{O}}|\Phi\rangle \hat{\rho}_{i}\langle\Phi| e^{i \kappa_{T} \hat{n} \hat{O}}|\omega\rangle}{\operatorname{Tr}\left(\langle\omega| e^{-i \kappa_{T} \hat{n} \hat{O}}|\Phi\rangle \hat{\rho}_{i}\langle\Phi| e^{i \kappa_{T} \hat{n} \hat{O}}|\omega\rangle\right)} . \tag{6.15}
\end{equation*}
$$

Thus, we use the fidelity $\mathcal{F}\left(\hat{\rho}_{\omega}, \hat{\rho}_{\omega}^{(G)}\right)=\left(\operatorname{Tr} \sqrt{\hat{\rho}_{\omega}^{1 / 2} \hat{\rho}_{\omega}^{(G)} \hat{\rho}_{\omega}^{1 / 2}}\right)^{2}$ as measuring the accuracy of the predictions from the weak measurement model for a particular state $\hat{\rho}_{i}$ and coupling strength $\kappa_{T}$. Consequently, this can be interpreted as measuring the degree of violation of the aforementioned weakness conditions: the greater the deviation then the smaller the fidelity.

Finally, we can show that this weak measurement obeys the axioms of a POVM only for states which satisfy the weakness conditions derived above. With this in mind we identify the $\hat{A}_{\omega}=\langle\omega \mid \Phi\rangle e^{-i \kappa_{T} O_{W}(\omega) \hat{n}}$ as the associated Kraus operators and

$$
\begin{equation*}
\hat{\Pi}(\omega)=\hat{A}_{\omega}^{\dagger} \hat{A}_{\omega}=|\langle\omega \mid \Phi\rangle|^{2} e^{2 \kappa_{T} \Im\left(O_{W}(\omega)\right) \hat{n}} \tag{6.16}
\end{equation*}
$$

as the corresponding POVM elements. However, these can only be regarded as POVM elements on the set of states which obey the weakness conditions. Thus, let $\hat{\rho}$ be such a state then by definition, the $\hat{\Pi}_{\omega}$ are Hermitian and the resolution of the identity follows from the substitution of the weakness relations:

$$
\sum_{\omega} \hat{\Pi}_{\omega} \hat{\rho}=\sum_{\omega}|\langle\omega \mid \Phi\rangle|^{2} e^{2 \kappa_{T} \Im\left(O_{W}(\omega)\right) \hat{n}} \hat{\rho} \approx \sum_{\omega}\langle\omega| e^{-i \kappa_{T} \hat{O} \hat{n}}|\Phi\rangle\langle\Phi| e^{i \kappa_{T} \hat{O} \hat{n}}|\omega\rangle \hat{\rho}=\hat{I} \hat{\rho} .
$$

While the positivity of the POVM elements is satisfied in

$$
\begin{equation*}
\left.\operatorname{Tr}\left(|\langle\omega \mid \Phi\rangle|^{2} e^{2 \kappa_{T} \Im\left(O_{W}(\omega)\right) \hat{n}} \hat{\rho}\right) \approx \sum_{n=0}^{\infty}\left|\langle\omega| e^{-i \kappa_{T} \hat{O}_{n}}\right| \Phi\right\rangle\left.\right|^{2} \rho_{n n} \geq 0, \quad \forall \omega \in \Omega \tag{6.17}
\end{equation*}
$$

which follows since $\left.\left|\langle\omega| e^{-i \kappa_{T} \hat{O}^{n}}\right| \Phi\right\rangle\left.\right|^{2}$ is positive for all measurement outcomes $\omega$. Thus, the weak measurement is a POVM on a subset of states that approximately satisfy the weakness conditions.

### 6.1.3 Applications

Our weak measurement model of a probabilistic noiseless photon number amplifier has a number of potential uses in a diverse range of quantum information protocols. This is in spite of the restrictions that need to be observed to grant the weak regime validity. We now consider a number of applications of this model beginning with the previously known application to entanglement concentration.

## Gaussian entanglement concentration

This result was explicitly considered in [2] and in the last chapter for the two-mode squeezed vacuum state $|\zeta(\lambda)\rangle=\sqrt{1-\lambda^{2}} \sum_{n=0}^{\infty} \lambda^{n}|n, n\rangle$ where the weak measurement allowed the probabilistic transformation

$$
\begin{equation*}
\lambda \rightarrow \lambda e^{i \kappa_{T} \Re\left\{O_{W}(\omega)\right\}} e^{\kappa_{T} \Im\left\{O_{W}(\omega)\right\}} . \tag{6.18}
\end{equation*}
$$

Consequently, the imprinting of $\Im\left\{O_{W}(\omega)\right\}$ leads to Gaussian-preserving entanglement concentration provided $\Im\left\{O_{W}(\omega)\right\}>0$. The probability of obtaining a particular $\omega$ is given by

$$
\begin{equation*}
P(\omega)=\frac{\left(1-\lambda^{2}\right)|\langle\omega \mid \Phi\rangle|^{2}}{1-\lambda^{2} e^{2 \kappa_{T} \Im\left\{O_{W}(\omega)\right\}}}, \tag{6.19}
\end{equation*}
$$

and the efficiency of this protocol can be measured by comparing the probabilities $P(\omega)$ with respect to a particular increase in entanglement $\Delta \mathcal{S}$.

## Growing Schrödinger kittens

Noiseless amplification is also useful for amplifying Schrödinger cat states with $|\alpha|<$ 1, i.e. the so-called Schrödinger kitten states [59]. Consider the case where the probe state is the kitten state $\left|\psi_{+}(\beta)\right\rangle=\mathcal{N}(|\beta\rangle+|-\beta\rangle)$, then the weak measurement induces the transformation $\beta \rightarrow \beta e^{-i \kappa_{T} O_{W}}$ meaning that the final probe state is $\left|\psi_{+}\left(\beta e^{-i \kappa_{T} O_{W}}\right)\right\rangle \propto\left|\beta e^{-i \kappa_{T} O_{W}}\right\rangle+\left|-\beta e^{-i \kappa_{T} O_{W}}\right\rangle$. The probe state is rotated in an amount depending on the real part of the weak value and is amplified by an amount dependant on the imaginary part. Thus, the size of the cat state is increased if $\Im\left(O_{W}\right)>0$. The probability (or probability density) of obtaining a particular $\omega$
with a corresponding weak value $O_{W}(\omega)$ is

$$
\begin{equation*}
P(\omega)=\frac{|\langle\omega \mid \Phi\rangle|^{2} \cosh \left(|\beta|^{2} e^{2 \kappa_{T} \Im\left(O_{W}(\omega)\right.}\right)}{\cosh |\beta|^{2}} \tag{6.20}
\end{equation*}
$$

and the amplitude factor $g=e^{\kappa_{T} \Im\left(O_{W}(\omega)\right)}$ can be used as a figure of merit and the accuracy can be measured by the fidelity $\mathcal{F}$ between the general result and the weak measurement result.

Following the analysis in [2] and in the previous chapter, we consider the efficiency of this protocol in an all optical setting configuration using the cross-Kerr effect $\hat{H}_{I}=\kappa \hbar \hat{n}_{A} \hat{n}_{B}$ with an ancilla coherent state $|\alpha \in \Re\rangle$ followed by a measurement strategy that projects onto $|\omega\rangle$. In this case, as noted in [2], we are interested in the weak values of the number operator $\hat{n}_{B}$ which can be written as

$$
\begin{equation*}
n_{W}=\frac{\langle\omega| \hat{n}|\alpha\rangle}{\langle\omega \mid \alpha\rangle}=\alpha^{2}+\frac{\alpha}{R_{\omega}(\alpha)} \frac{\partial R_{\omega}}{\partial \alpha}+i \alpha \frac{\partial \theta_{\omega}}{\partial \alpha}, \tag{6.21}
\end{equation*}
$$

with $\langle\omega \mid \alpha\rangle=R_{\omega}(\alpha) e^{i \theta_{\omega}(\alpha)}$ [2]. Thus, only measurement strategies that allow

$$
\begin{equation*}
\alpha \frac{\partial \theta_{\omega}(\alpha)}{\partial \alpha}>0 \tag{6.22}
\end{equation*}
$$

for a subset of possible values $\omega \in \Omega_{+}$, have the potential to achieve the desired effect. Such a measurement basis was identified in [2] as the phase quadrature $\hat{p}$ basis $|p\rangle$ with $\langle p \mid \alpha\rangle=\pi^{-1 / 4} e^{-p^{2} / 2-i \sqrt{2} \alpha p}$ and so $\Im\left(n_{W}(p)\right)=-\sqrt{2} \alpha p$ meaning that any measurement outcome $p<0$ leads to noiseless amplification. We plot the relevant quantities for the parameter values $\kappa_{T}=4 \times 10^{-5}$ rad per photon and $\alpha=10^{4}$ and $\beta=0.2$, including the probability density

$$
\begin{equation*}
\rho(p)=\frac{e^{-p^{2}} \cosh \left(|\beta|^{2} e^{-2 \sqrt{2} \kappa_{T} \alpha p}\right)}{\sqrt{\pi} \cosh |\beta|^{2}} \tag{6.23}
\end{equation*}
$$

the amplification factor $g=e^{-\sqrt{2} \alpha p \kappa_{T}}$ and the fidelity $\mathcal{F}(p)=\left|\left\langle\psi_{f}^{(G)}(p) \mid \psi_{f}(p)\right\rangle\right|^{2}$ given by
$\mathcal{F}=\frac{\left|\sum_{n=0}^{\infty} \frac{|B|^{2 n}}{(2 n)!} e^{i 2 n \kappa_{T} \alpha^{2}-\sqrt{2} 2 n \kappa_{T} \alpha p} \exp \left(-i \sqrt{2} p \alpha\left(e^{-i 2 n \kappa_{T}}-1\right)+\frac{\alpha^{2}}{2}\left(e^{-4 i n \kappa_{T}}-1\right)\right)\right|^{2}}{\sum_{n=0}^{\infty} \frac{|B|^{2 n}}{(2 n)!} \left\lvert\, e^{-i \sqrt{2} p \alpha\left(e^{-i 2 n \kappa_{T}}-1\right)+\frac{\alpha^{2}}{2}\left(\left.e^{\left.-4 i n \kappa_{T}-1\right)}\right|^{2} \cosh \left(|\beta|^{2} e^{-2 \sqrt{2} \alpha \kappa_{T} p}\right)\right.}\right.,}$
in Fig.6.2. From Fig.6.2, we note that the probability density $\rho(p)$ is approximately Gaussian and so the probability of success of the protocol $P_{S}=\int_{-\infty}^{0} d p \rho(p) \approx 0.5$.


Figure 6.2: The efficiency of the noiseless amplification of cats. Here we consider the probability density $\rho(p)$, the amplification factor $g(p)$ and the fidelity $F(p)$ between the final probe state as given by the weak formalism and what we get in general. The numerical values are $\kappa_{T}=4 \times 10^{-5}, \alpha=10^{4}$ and $\beta=0.2$.

Furthermore, we also note that it is possible to achieve an amplification factor of $g=2$ when the outcome is $p_{2}=-(5 \ln 2) /(2 \sqrt{2})$ with a probability density of $\rho\left(p_{2}\right) \approx 0.12$. In particular, the probability of achieving an amplification effect $g \geq 1.5$ is $\int_{-\infty}^{-0.72} d p \rho(p) \approx 0.15$, i.e. $15 \%$ and we also note that the fidelity is very close to unity for all measurement results in the range $p \in[-2,2]$.

## Weak coherent state cloning

It is well known that the probabilistic cloning of coherent states can be achieved using a noiseless amplifier in combination with a $50-50$ beam splitter [28]. This follows from the behaviour of coherent states incident on a noiseless beam splitter

$$
\begin{equation*}
\hat{U}_{B S}|\alpha, \beta\rangle=\left|\sqrt{T} \alpha+e^{i \theta} \sqrt{R} \beta, \sqrt{T} \beta-\sqrt{R} e^{-i \theta} \alpha\right\rangle . \tag{6.24}
\end{equation*}
$$

The beam splitter will not entangle coherent states and the output modes are generated by constructive and destructive interference. Hence, it is possible to clone an unknown coherent state $|\alpha\rangle$ if it is noiselessly amplified to $|\sqrt{2} \alpha\rangle$ before splitting it on a $50-50$ beam splitter with the vacuum. The output is then $|\alpha,-\alpha\rangle$ and a $\pi$ phase shift on the copy gives $|\alpha, \alpha\rangle$.

In general, the noiseless amplification is impossible for the reasons outlined previously, however, if the unknown coherent state to be copied is weak then our weak measurement model allows cloning to be achieved conditionally. Again this follows since it is able to induce the transformation $\alpha \rightarrow \alpha \exp \left(-i \kappa_{T} O_{W}(\omega)\right)$ and so the success of the protocol is achieved when $\exp \left(\kappa_{T} \Im\left\{O_{W}(\omega)\right\}\right) \geq \sqrt{2}$. The probability of obtaining a particular $\omega$ is once again given by (6.13), where as the probability of success for the cloning is given by

$$
\begin{equation*}
\sum_{\omega \in \Omega_{C}} P(\omega)=P_{S} \tag{6.25}
\end{equation*}
$$

where $\Omega_{C}$ is defined as

$$
\begin{equation*}
\Omega_{C}=\left(\omega \in \Omega: \Im\left\{O_{W}(\omega)\right\} \geq \frac{\ln 2}{2 \kappa_{T}}\right), \tag{6.26}
\end{equation*}
$$

i.e. any measurement result which leads to a $\Im\left\{O_{W}(\omega)\right\}$ that induces a back-action greater than or equal to $\sqrt{2}$. This result has important implications in weak coherent


Figure 6.3: The efficiency of the cloning of weak coherent states. Here we consider the probability density $\rho(p)$, the amplification factor $g(p)$ and the fidelity $F(p)$ between the final probe state as given by the weak formalism and what we get in general. The numerical values are $\kappa_{T}=4 \times 10^{-5}, \alpha=10^{4}$ and $\beta=0.2$.
state quantum key distribution [12] since our model can be regarded as a nonGaussian attack by Eve on the channel shared by Alice and Bob. That is, Eve can conditionally copy the states exchanged between Alice and Bob and use it to infer the shared key without Alice and Bob's knowledge.

We consider the efficiency of this protocol in the case where we want to clone $|\beta \in \Re\rangle$ using an all optical configuration with the cross-Kerr effect $\hat{H}_{I}=\kappa \hbar \hat{n}_{A} \hat{n}_{B}$ and an ancilla coherent state $|\alpha\rangle$ that is subjected to a measurement of the phase quadrature $\hat{p}$ in balanced homodyne detection. In Fig. 6.3 we plot the probability density for $p$

$$
\begin{equation*}
\rho(p)=\pi^{-1 / 2} \exp \left(-p^{2}+e^{-2 \sqrt{2} \alpha p \kappa_{T}} \beta^{2}-\beta^{2}\right), \tag{6.27}
\end{equation*}
$$

the amplification factor $g=e^{-\sqrt{2} \alpha p \kappa_{T}}$ and the fidelity

$$
\mathcal{F}=\frac{\left|\sum_{n=0}^{\infty} \frac{|B|^{2 n}}{n!} e^{i n \kappa_{T} \alpha^{2}-\sqrt{2} n \kappa_{T} \alpha p} \exp \left(-i \sqrt{2} p \alpha\left(e^{-i n \kappa_{T}}-1\right)+\frac{\alpha^{2}}{2}\left(e^{-2 i n \kappa_{T}}-1\right)\right)\right|^{2}}{\sum_{n=0}^{\infty} \frac{\left.|\beta|\right|^{2 n}}{n!}\left|e^{-i \sqrt{2} p \alpha\left(e^{-i n \kappa_{T}}-1\right)+\frac{\alpha^{2}}{2}\left(e^{-2 i n \kappa_{T}-1}\right)}\right|^{2} \sum_{n=0}^{\infty} \frac{\left.|\beta|\right|^{2 n}}{n} e^{-2 \sqrt{2} \alpha \kappa_{T} n p}}
$$

for physically realistic parameter values of $\kappa_{T}=4 \times 10^{-5}, \alpha=10^{4}$ and $\beta=0.2$. From Fig.6.3, we note that the threshold for cloning is $\approx-0.8$ and so the probability of success of this protocol is $\int_{-\infty}^{-0.8} d p \rho(p) \approx 0.20$ i.e. approximately $20 \%$ in a single run.

### 6.2 Weak values with entangled probes

As noted previously, it is an intriguing question whether the connection between weak values and Procrustean entanglement concentration can be extended to a larger class of pure bipartite entangled states. We shall answer this question in the positive with our weak measurement model in this section.

### 6.2.1 Output state

The success of the weak measurement induced continuous-variable entanglement concentration encourages an investigation in to its applicability on other bipartite pure states. Hence, the central question here is whether weak measurements can, in general, lead to a Procrustean entanglement concentration effect. To set the scene, we assume a general configuration illustrated in Fig.6.4. The probe is initially prepared in an entangled state $\left|\psi_{i}\right\rangle \in \mathcal{H}^{\otimes 2}$ with Schmidt decomposition:

$$
\begin{equation*}
\left|\psi_{i}\right\rangle=\sum_{k=1}^{K} s_{k}\left|a_{k}\right\rangle\left|a_{k}\right\rangle \tag{6.28}
\end{equation*}
$$

The usual properties are assumed with $\left\{s_{k}\right\}_{k=1}^{K}$ obeying $\sum_{k=1}^{K} s_{k}^{2}=1, s_{k} \geq 0 \forall k \in$ $[1, K]$ and $\left\langle a_{k} \mid a_{j}\right\rangle=\delta_{j k}$. One subsystem of the probe interacts with the system initially prepared in $|i\rangle$. This mixing is provided by the interaction Hamiltonian

$$
\begin{equation*}
\hat{H}_{I}=\hbar \kappa \hat{K} \otimes \hat{O} \tag{6.29}
\end{equation*}
$$



Figure 6.4: Mixing one of the entangled sub-systems of $\left|\psi_{i}\right\rangle$ with an ancilla system initially prepared in $|i\rangle$, before post-selecting the ancilla in the state $|f\rangle$.
with, for simplicity, $\kappa=$ const. In addition, it is assumed that all of the systems have vanishing free Hamiltonians. This can be done without loss of generality, provided we note that all results are unique up to a suitable unitary transformation. Furthermore, the observable $\hat{K}$ is required to admit the Schmidt basis as an eigenbasis with $\hat{K}\left|a_{k}\right\rangle=\lambda_{k}\left|a_{k}\right\rangle$. Consequently, the appropriate unitary evolution operator generated by (6.29) is

$$
\begin{equation*}
\hat{U}_{B C}=\exp \left(-\frac{i}{\hbar} \int_{0}^{T} d t \hat{H}_{I}\right)=e^{-i \kappa_{T} \hat{K} \otimes \hat{O}} . \tag{6.30}
\end{equation*}
$$

Following the interaction, the observable $\hat{F}$ is measured which results in the system being post-selected in a particular eigenstate $|f\rangle$ and so the final probe state is

$$
\begin{equation*}
\left|\psi_{f}\right\rangle \propto\langle f|(\hat{I} \otimes \hat{U})\left|\psi_{i}\right\rangle|i\rangle . \tag{6.31}
\end{equation*}
$$

The critical feature of weak measurements is the "weakness" of the coupling between probe and system, thus it is assumed that $\kappa_{T} \ll 1$, meaning that only linear terms are kept:

$$
\begin{equation*}
\left|\psi_{f}\right\rangle \approx \mathcal{N}\left(\langle f \mid i\rangle \hat{I}-i \kappa_{T}\langle f| \hat{O}|i\rangle(\hat{I} \otimes \hat{K})\right)\left|\psi_{i}\right\rangle . \tag{6.32}
\end{equation*}
$$

This approximation is more strict than the previously used approximations. Ultimately, this is because the result has to be applicable to any bipartite pure state and so the Schmidt coefficients of an arbitrary state may not have a simple analytical relationship like the Schmidt coefficients of the TMSV. The weak value of $\hat{O}$ is

$$
\begin{equation*}
O_{W}=\frac{\langle f| \hat{O}|i\rangle}{\langle f \mid i\rangle} \tag{6.33}
\end{equation*}
$$

and noting that $\tilde{\mathcal{N}}=\mathcal{N}\langle f \mid i\rangle$ allows (6.32) to be given as

$$
\begin{equation*}
\left|\psi_{f}\right\rangle=\tilde{\mathcal{N}}\left(\hat{I}_{A B}-i \kappa_{T} O_{W}(\hat{I} \otimes \hat{K})\right)\left|\psi_{i}\right\rangle . \tag{6.34}
\end{equation*}
$$

The normalisation constant $\tilde{\mathcal{N}}$ is

$$
\begin{equation*}
\tilde{\mathcal{N}} \approx \frac{e^{i \phi}}{\sqrt{1+2 \kappa_{T} \Im\left(O_{W}\right)\left\langle\psi_{i}\right|(\hat{I} \otimes \hat{K})\left|\psi_{i}\right\rangle}} \tag{6.35}
\end{equation*}
$$

where $e^{i \phi}$ is an arbitrary global phase that can be set to $\phi=0$ without loss of generality. Consequently, the final entangled state is

$$
\begin{equation*}
\left|\psi_{f}\right\rangle=\frac{\left(\hat{I}-i \kappa_{T} O_{W}(\hat{I} \otimes \hat{K})\right)\left|\psi_{i}\right\rangle}{\sqrt{1+2 \kappa_{T} \Im\left(O_{W}\right)\left\langle\psi_{i}\right|(\hat{I} \otimes \hat{K})\left|\psi_{i}\right\rangle}} . \tag{6.36}
\end{equation*}
$$

### 6.2.2 Modification of entanglement

From (6.36) it is clear that both the real and imaginary parts of the weak value contribute towards the transformation of the state. However, only the latter induces a non-unitary effect that is responsible for the modification of the entanglement content of (6.28). The verification of this effect requires the demonstration of a quantitative change in the entanglement content of the state. For bipartite pure states, we use the entanglement measure derived from the Von Neumann entropy $[65,9]$ :

$$
\begin{equation*}
\mathcal{E}(|\Psi\rangle)=\left\{\mathcal{S} \circ \operatorname{Tr}_{j}\right\}|\Psi\rangle\langle\Psi|=-\operatorname{Tr}\left(\hat{\rho}_{j} \ln \hat{\rho}_{j}\right) . \tag{6.37}
\end{equation*}
$$

Denoting $\hat{\rho}_{i}=\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|$ and $\hat{\rho}_{f}=\left|\psi_{f}\right\rangle\left\langle\psi_{f}\right|$, the reduced density matrices are $\hat{\sigma}_{i}=$ $\operatorname{Tr}_{1}\left(\hat{\rho}_{i}\right)$ and $\hat{\sigma}_{f}=\operatorname{Tr}_{1}\left(\hat{\rho}_{f}\right)$. Accordingly, our starting point is the global density matrix

$$
\begin{equation*}
\hat{\rho}_{f}=\frac{\hat{\rho}_{i}+2 \kappa_{T} \Im\left(O_{W}\right) \hat{K} \hat{\rho}_{i}}{1+2 \kappa_{T} \Im\left(O_{W}\right) \operatorname{Tr}\left(\hat{K} \hat{\sigma}_{i}\right)}, \tag{6.38}
\end{equation*}
$$

which leads to the reduced density matrix

$$
\begin{equation*}
\hat{\sigma}_{f}=\frac{\hat{\sigma}_{i}+2 \kappa_{T} \Im\left(O_{W}\right) \hat{K} \hat{\sigma}_{i}}{1+2 \kappa_{T} \Im\left(O_{W}\right) \operatorname{Tr}\left(\hat{K} \hat{\sigma}_{i}\right)} . \tag{6.39}
\end{equation*}
$$

Moreover,

$$
\begin{align*}
\ln \left(\hat{\sigma}_{f}\right)=\ln \left(\hat{\sigma}_{i}+2 \kappa_{T} \Im\left(O_{W}\right) \hat{K} \hat{\sigma}_{i}\right)- & \ln \left(1+2 \kappa_{T} \Im\left(O_{W}\right) \operatorname{Tr}\left(\hat{K} \hat{\sigma}_{i}\right)\right) \\
& \approx \ln \left(\hat{\sigma}_{i}\right)+2 \kappa_{T} \Im\left(O_{W}\right)(\delta \hat{K}), \tag{6.40}
\end{align*}
$$

where $\delta \hat{K}=\hat{K}-\operatorname{Tr}\left(\hat{K} \hat{\sigma}_{i}\right)$ and the second line follows from keeping only linear terms in $\kappa_{T}$. Hence

$$
\begin{equation*}
\hat{\sigma}_{f} \ln \hat{\sigma}_{f} \approx \frac{\hat{\sigma}_{i} \ln \left(\hat{\sigma}_{i}\right)+2 \kappa_{T} \Im\left(O_{W}\right)\left(\delta \hat{K} \sigma_{i}+\hat{K} \hat{\sigma}_{i} \ln \hat{\sigma}_{i}\right)}{1+2 \kappa_{T} \Im\left(O_{W}\right) \operatorname{Tr}\left(\hat{K} \hat{\sigma}_{i}\right)} \tag{6.41}
\end{equation*}
$$

and so

$$
\begin{equation*}
\mathcal{S}\left(\hat{\sigma}_{f}\right)=\frac{\mathcal{S}\left(\hat{\sigma}_{i}\right)-2 \kappa_{T} \Im\left(O_{W}\right) \operatorname{Tr}\left(\hat{K} \hat{\sigma}_{i} \ln \hat{\sigma}_{i}\right)}{1+2 \kappa_{T} \Im\left(O_{W}\right) \operatorname{Tr}\left(\hat{K} \hat{\sigma}_{i}\right)} . \tag{6.42}
\end{equation*}
$$

Finally, if we note that $\hat{\omega}=-\hat{\sigma}_{i} \ln \hat{\sigma}_{i} / \mathcal{S}\left(\hat{\sigma}_{i}\right)$ can be formally identified as a density matrix in its own right, then (6.42) becomes

$$
\begin{equation*}
\frac{\mathcal{S}\left(\hat{\sigma}_{f}\right)}{\mathcal{S}\left(\hat{\sigma}_{i}\right)}=\frac{1+2 \kappa_{T} \Im\left(O_{W}\right) \operatorname{Tr}(\hat{K} \hat{\omega})}{1+2 \kappa_{T} \Im\left(O_{W}\right) \operatorname{Tr}\left(\hat{K} \hat{\sigma}_{i}\right)} \tag{6.43}
\end{equation*}
$$

The entanglement content of the probe is altered if and only if $\mathcal{S}_{f} \neq \mathcal{S}_{i}$ and so $\mathcal{S}_{f} / \mathcal{S}_{i} \neq 1$, which is true if both $\Im\left(O_{W}\right)$ and $\operatorname{Tr}\left(\hat{K}\left(\hat{\sigma}_{i}-\hat{\omega}\right)\right.$ ) (since $\operatorname{Tr}\left(\hat{K} \hat{\sigma}_{i}\right) \neq$ $\left.\operatorname{Tr}\left(\hat{K} \hat{\sigma}_{i}\right)\right)$ cannot be zero. The requirement that $\Im\left(O_{W}\right) \neq 0$ is obvious from (6.36) as it accompanies a non-unitary transformation of the probe state. This follows from the properties of entanglement measures which are designed to be non-increasing under local unitary operations [65].

On the other hand, the second simultaneous requirement that $\operatorname{Tr}\left(\hat{K}\left(\hat{\sigma}_{i}-\hat{\omega}\right)\right) \neq$ 0 is the precise meaning to the claim that $\hat{K}$ must be able to distinguish states of different entropies given earlier. This is because the entropy of $\hat{\sigma}_{i}$ is identical to that of $\hat{\omega}$ only when the global probe state is either separable or maximally entangled. Essentially, the probe observable $\hat{K}$ must be able to witness the difference between the states $\hat{\sigma}_{i}$ and $\omega$. It is instructive to compare this requirement on $\hat{K}$ with the definition of an entanglement-witness [13, 65] used in the discussion of mixed state entanglement. Such a witness is a self-adjoint operator $\hat{W}$ that can distinguish between the set of separable states $\mathcal{S}$ and a particular entangled state $\hat{\rho}_{E}$ via $\operatorname{Tr}(\hat{W} \hat{\rho}) \geq 0 \forall \hat{\rho} \in \mathcal{S}, \operatorname{Tr}\left(\hat{W} \hat{\rho}_{E}\right)<0$. The essential difference between this and the role played by $\hat{K}$ is that the latter need only distinguish between two states.

### 6.2.3 Application to entanglement concentration

It is now widely acknowledged that the counter-intuitive features of quantum states can also be interpreted as information theoretic resources. This realization has provided ample motivation for quantum state engineering, with the aim of manufacturing, enhancing or repairing the desired non-classical features of a particular quantum state. Entanglement concentration protocols are designed to augment the entanglement content of a particular entangled state. From a state-engineering viewpoint, the weak measurement with an entangled probe can be interpreted as an entanglement concentration protocol. Essentially, by mixing a subsystem with an ancilla which is both pre and post-selected can augment the initial entanglement available in the global shared state. In particular, this association can be a calculational aid for Procrustean entanglement concentration protocols which modify the Schmidt coefficients. In our case, the output coefficients are a function of the weak value of the ancilla $t_{k}=f\left(s_{k}, \kappa_{T}, O_{W}\right)$. When viewed in this manner, we can use (6.44) to determine the requisite conditions on $\{|i\rangle, \hat{O},|f\rangle, \hat{K}\}$ that will collectively allow an entanglement concentration effect. Entanglement concentration of the shared state (previously known as the probe state) is given if $\mathcal{S}_{f} / \mathcal{S}_{i}>1$ and hence

$$
\begin{equation*}
\Im\left(O_{W}\right) \operatorname{Tr}\left(\hat{K}\left(\hat{\omega}-\hat{\sigma}_{i}\right)\right)>0 \tag{6.44}
\end{equation*}
$$

Thus, the weak value formalism can be used in a quantum information context to single out individual examples of entanglement concentration protocols. Consequently, one can view $\Im\left(O_{W}\right)$ as a calculational aid allowing one to pick out suitable ancilla ingredients. Furthermore, in conjunction with condition on $\hat{K}$, we find the required properties of the interaction Hamiltonian to allow the desired effect.

### 6.3 Future open problems

In this chapter, we have detailed our original contributions that showcase the ability of weak measurements to allow for noiseless probabilistic photon number amplification and modification of the entanglement content of an arbitrary bipartite pure
entangled probe states. These results motivate further investigation into weak values. Three immediate questions surface:

1. Can weak values be considered a quantum resource for state engineering? In particular can one establish a rigorous resource theory related to weak values and measurements in a similar vein to that of entanglement?
2. If weak values are a resource, can entanglement be sacrificed to increase this resource?
3. Can weak measurements be used to modify other non-classical features of probe states?

Answering the first issue is likely to be challenging since one would need a clear idea of the particular processing tasks that weak values could aid. To understand this, remember that the resource interpretation of entanglement follows from our inability to perform certain tasks if we are limited to local operations and classical communication. From this very general restriction, the notion of entanglement as resource can be developed [122, 123]. In contrast, our work only highlights a particular application of weak measurements in state engineering and does not identify the essential restriction weak measurements resolve.

Nevertheless, issues two and three are potentially easier to solve since previous work has been done to identify the non-classicality associated to the real part of the weak values themselves $[124,125]$. The thrust of these works is that for any observable $\hat{O}$, its eigen-value spectrum and its expectation value provide a relative definition of classicality which the real part of weak values can violate. For example, for a continuous-variable bosonic system, the number operator $\hat{n}=\hat{a}^{\dagger} \hat{a}$ has a completely positive countable spectrum and its expectation values are positive or zero. Thus, any choice of pre and post-selection contrary to this behaviour can be regarded as a signature of non-classicality i.e. $\Re\left(n_{W}\right)<0$. While this analysis is restricted only to examining the real part of the weak value, a simple modification allows this idea to include the imaginary parts of weak values. In particular, nonclassical pre and post-selections for the self-adjoint operator $\hat{A}$ are those such that
$\Im\left(A_{W}\right) \neq 0$. This is precisely the condition required for entanglement concentration derived earlier. Thus, point two could be investigated by determining if entangled states can be used to increase this non-classicality or not. Point three can be addressed by demonstrating that a weak measurement could modify a non-classical feature of a probe state as measured by some non-classical measure. Some work has already been done in this direction in the context of super-conducting qubits and the Leggett inequality [126].

## Chapter 7

## Gaussian optimized preparation of non-Gaussian states

Non-Gaussian states are highly sought-after resources in continuous-variable quantum optical information processing protocols. In this chapter, we outline our novel method for the optimized preparation of any pure non-Gaussian state to a desired accuracy. Our proposal arises from two connected concepts. Firstly, we define the operational cost of a desired state as the largest Fock state required for its approximate preparation. Secondly, we suggest this non-Gaussian operational cost can be reduced by judicial application of optimized Gaussian operations. In particular, we identify a minimal core non-Gaussian state for any target pure state, which is related to the core state by Gaussian operations alone. We will demonstrate this method for the Schrödinger cat states.

### 7.1 Resource cost function for non-Gaussian states

### 7.1.1 Resource interpretation of non-Gaussian states

Non-classical features of quantum states are now interpreted as potential resources ready for exploitation in various quantum information processing tasks. This modern viewpoint is particularly acute in the realm of optical continuous-variable quan-
tum information, where there is a clear distinction between different types of resource. On the one hand, we have the Gaussian states and operations which are readily available and relatively easy to prepare. On the other, Gaussian resources alone are not enough for some key tasks and they must be augmented by nonGaussian resources, with universal quantum computation [19, 20] being a crucial example of this. Moreover, during the last three decades, a diverse range of nonGaussian states of light have been successfully generated, namely, sub-Poissonian states [127], Fock states [128, 129], superposition of Fock states [130], superposition of coherent states [61, 131], single-photon subtracted states [44, 61, 132, 133], single-photon added states [48] and squeezed two-photon states [77]. In addition, two-mode non-Gaussian states are now understood as potentially useful resources for the enhancement of entanglement and continuous-variable teleportation [134-137], the improvement of non-local correlations [138, 139] and the demonstration of the violation of Bell's inequalities with homodyne detectors [140-143]. The first experimental demonstration of this two-photon non-Gaussian state was recently reported in [77]. So the interest in non-Gaussian states and operations is of a fundamental and operational character. However, these necessary states and operations are notoriously difficult to prepare or execute. While this point is widely acknowledged, the question whether Gaussian operations can aid in the construction of non-Gaussian states has been neglected.

In this chapter, we are interested in the potential application of Gaussian operations to reduce the complexity of non-Gaussian pure state preparation. We consider this question in the context of experimentally realistic state preparation schemes utilizing photon subtraction [46, 61, 132, 133] and addition [48, 49] techniques. In addition, feasible schemes for multi-photon subtracted states were suggested in [144-146]. To be concrete, in the absence of a suitable Hamiltonian, arbitrary nonGaussian quantum optical states can be approximately constructed using finite high order non-classical resources via experimentally feasible photon subtraction [46, 147] or photon addition [47, 49] methods. These schemes allow the construction of arbitrary finite superpositions of Fock states $\sum_{n=0}^{N} c_{n}|n\rangle$. For example, in [46] such
a superposition can be conditionally prepared from a squeezed state subjected to a sequence of $N+1$ displacements interspaced with $N$ photon subtractions before a final anti-squeezing. Similarly, in [49], such a state can be probabilistically prepared from a supply of $N$ single photon states.

The non-Gaussian resources required in the idealized noiseless execution of these schemes is $N$, i.e. the number of photon subtractions or the number of single photon states required to prepare $\sum_{n=0}^{N} c_{n}|n\rangle$. Consequently, we can identify the minimum non-Gaussian resource cost as the minimum number of successive photon subtractions/additions to produce this state. This logic can also be applied to continuousvariable states like $|\psi\rangle=\sum_{n=0}^{\infty} c_{n}|n\rangle$ with a caveat that the desired state can only be produced approximately by $\left|\psi^{N}\right\rangle=\mathcal{N} \sum_{n=0}^{N} c_{n}|n\rangle$ where $\mathcal{N}$ is a normalisation factor. Thus, in this case, the minimum number of photon subtractions/additions required to prepare our desired state to a sufficient accuracy, determined by the fidelity $\mathcal{F}\left(\psi, \psi^{N}\right)=\left|\left\langle\psi \mid \psi^{N}\right\rangle\right|^{2}$, is the operational cost for that state. It should be stressed, that this operational cost is not a measure, but a useful ruler for gauging the difficulty of preparing the state. Our method is, therefore, in contrast to approaches which attempt to quantitatively measure the degree of non-classicality [33-35, 148-151] or non-Gaussianity possessed by a particular state [152, 153].

### 7.1.2 Example of state preparation

Crucial to our idea in this chapter is the notion of the conditional preparation of arbitrary finite superpositions of Fock states as the means of approximating desired non-Gaussian pure states. It is therefore worthwhile to briefly discuss the protocols which allow the construction of such states. In this section we consider the protocol advanced by Dakna et. al. [49], where the state $\sum_{n=0}^{N} c_{n}|n\rangle$ is conditionally manufactured from a $N$ single photon states introduced into an array of beam splitters interspaced by $N+1$ consecutive displacements as shown in Fig.7.1. This protocol is build from two simple techniques: displacement and photon addition. The former is achieved by requiring that each of the beam splitters used to displace the state are highly transmitting with $T>99 \%$. This is chosen in order to avoid the generation


Figure 7.1: One can conditionally prepare a $N$ dimensional arbitrary finite superposition of Fock states by a sequence of $N$ photon additions interspaced by $N+1$ displacements.
of entanglement between the ancilla coherent state $|\alpha / \sqrt{R}\rangle$ and the input state $|\phi\rangle$. For example, consider the case where $|\phi\rangle$ is the input state mixed with $|\alpha\rangle$ on a highly unbalanced beam splitter modeled by $\hat{U}$ with $T \approx 1$ then

$$
\begin{equation*}
\hat{U}|\phi, \alpha\rangle=\hat{U}(\hat{I} \otimes \hat{D}(\alpha)) \hat{U}^{\dagger} \hat{U}|\psi, 0\rangle \tag{7.1}
\end{equation*}
$$

with $\hat{U}(\hat{I} \otimes \hat{D}(\alpha)) \hat{U}^{\dagger}=\hat{D}(\sqrt{R} \alpha) \otimes \hat{D}(\sqrt{T} \alpha)$ and

$$
\begin{equation*}
\hat{U}|\phi, 0\rangle=\sum_{n=0}^{\infty} \frac{\phi_{n}\left(\sqrt{T} \hat{a}^{\dagger}-\sqrt{R} \hat{a}\right)^{n}}{\sqrt{n!}}|0,0\rangle . \tag{7.2}
\end{equation*}
$$

Given that $T \approx 1$ then the final state approximates to

$$
\begin{equation*}
\hat{U}|\phi, \alpha\rangle \approx \hat{D}(\sqrt{R} \alpha) \otimes \hat{D}(\sqrt{T} \alpha) \sum_{n=0}^{\infty} \frac{\phi_{n}\left(\hat{a}^{\dagger}\right)^{n}}{\sqrt{n!}}|0,0\rangle=\hat{D}(\sqrt{R} \alpha) \otimes \hat{D}(\sqrt{T} \alpha)|\phi, 0\rangle \tag{7.3}
\end{equation*}
$$

and so we are able to displace the original state to a good approximation with a final state $\hat{D}(\sqrt{R} \alpha)|\phi\rangle$. In the present scheme, the transformation for the $j$ th displacement is $|\phi\rangle \rightarrow \hat{D}\left(\alpha_{j}\right)|\phi\rangle$. The photon addition technique is achieved as described in chapter two, by mixing the single photon with the signal on a beam splitter before projecting onto the vacuum at the output. This vacuum projection can be performed either with the binary photo-detector or a double homodyne detector. When the addition is successful, then the signal state is transformed as $|\phi\rangle \rightarrow \sqrt{R} \sqrt{T}^{\hat{n}} \hat{a}^{\dagger}|\phi\rangle$.

Consequently, after the $N$ successful additions and $N+1$ displacements the final state is

$$
\begin{equation*}
|\psi\rangle \propto \hat{D}\left(\alpha_{N+1}\right) \sqrt{T}^{\hat{n}} \hat{a}^{\dagger} \hat{D}\left(\alpha_{N}\right) \ldots \hat{D}\left(\alpha_{2}\right) \sqrt{T}^{\hat{n}} \hat{a}^{\dagger} \hat{D}\left(\alpha_{1}\right)|0\rangle . \tag{7.4}
\end{equation*}
$$

Then we write $\sqrt{T}^{\hat{n}} \hat{D}\left(\alpha_{k}\right)=\hat{D}\left(\alpha_{k}\right)\left\{\hat{D}^{\dagger}\left(\alpha_{k}\right) \sqrt{T}^{\hat{n}} \hat{D}\left(\alpha_{k}\right)\right\}$ and propagate these expressions through to the right [49]. After some algebra [49], the final result can be shown to be

$$
\begin{equation*}
|\psi\rangle=\hat{D}^{\dagger}\left(\beta_{N}\right) \hat{a}^{\dagger} \hat{D}\left(\beta_{N}\right) \hat{D}^{\dagger}\left(\beta_{N-1}\right) \hat{a}^{\dagger} \ldots \hat{D}\left(\beta_{1}\right) \hat{a}^{\dagger} \hat{D}\left(\beta_{1}\right)|0\rangle \tag{7.5}
\end{equation*}
$$

where the $\beta_{j}$ are defined from

$$
\begin{array}{r}
\alpha_{1}=-\sum_{\ell=1}^{N} \sqrt{T}^{-\ell} \alpha_{\ell+1} \\
\alpha_{k}=\sqrt{T}^{N-k+1}\left(\beta_{k-1}-\beta_{k}\right), \quad k=2,3, \ldots N \\
\alpha_{N+1}=\beta_{N} \tag{7.8}
\end{array}
$$

Finally, we note that (7.5) is equivalent to

$$
\begin{equation*}
|\psi\rangle=\left(\hat{a}^{\dagger}-\beta_{N}^{*}\right)\left(\hat{a}^{\dagger}-\beta_{N-1}^{*}\right) \ldots\left(\hat{a}^{\dagger}-\beta_{1}^{*}\right)|0\rangle \tag{7.9}
\end{equation*}
$$

which is identical to

$$
\begin{equation*}
|\psi\rangle=\sum_{n=0}^{N} \psi_{n}|n\rangle \tag{7.10}
\end{equation*}
$$

provided that $\left(\beta_{1}^{*}, \beta_{2}^{*}, \ldots, \beta_{N}^{*}\right)$ are the complex roots of the characteristic polynomial [49]

$$
\begin{equation*}
\sum_{n=0}^{N} \frac{\psi_{n}}{\sqrt{n!}}\left(\beta^{*}\right)^{n}=0 \tag{7.11}
\end{equation*}
$$

Thus, to build a desired state $|\psi\rangle$, we must first calculate the $\left(\beta_{1}^{*}, \beta_{2}^{*}, \ldots, \beta_{N}^{*}\right)$ and use them to calculate the required $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{N+1}\right)$ displacements. The photonsubtraction scheme [46] works in a similar manner. In both of these schemes, it is the number of subtractions or additions which determine the length of the manufactured superposition. In our view, this number provides an insight into the non-Gaussian off-line resource required to produce a desired state.

### 7.1.3 Reducing the non-Gaussian resource

Our inspiration for the work present here resides two simple questions. In the first instance, can unitary Gaussian operations applied to the prepared finite dimensional state increase the fidelity with the desired continuous-variable target state? In the second, can the applied unitary Gaussian operations help to reduce the number of photon subtractions/additions to reach desired fidelity? These questions are motivated by a desire to prepare non-Gaussian states in a manner which minimizes the non-Gaussian resource overhead. If we restrict ourselves to directly preparing truncated versions of $|\psi\rangle$ then we have no freedom in reducing the non-Gaussian resources. This follows from the fact that the fidelity between $|\psi\rangle$ and a truncated approximation scales with largest Fock state in the latter. Thus, a greater accuracy requires a ever greater number of subtractions or an ever larger Fock state preparation. Here we suggest an alternative approach to the approximate preparation of $|\psi\rangle$. Instead of directly constructing a truncated version of the target, we advocate the identification and preparation of a minimum core state. This core state will minimize the non-Gaussian resources required to prepare a sufficiently accurate approximation to the target. Moreover, each core is related to the desired target through Gaussian operations alone. Consequently, we are motivated to understand whether Gaussian operations can reduce the accumulative cost of employing ever elaborate non-Gaussian operations. To this end we formulate a criterion to answer this and then use it to optimize the parameters of the associated non-Gaussian operations.

### 7.2 Gaussian optimized preparation

### 7.2.1 Identification of core states

Our central problem is this: we want to prepare a very good approximation to the continuous-variable non-Gaussian pure state $|\psi(\lambda)\rangle=\sum_{n=0}^{\infty} \psi_{n}(\lambda)|n\rangle$, where the parameters $\lambda=\left(\lambda_{1}, \ldots, \lambda_{M}\right)$ specify a particular state from a family of like states.

For example, $\alpha$ labels each possible even parity Schrödinger cat state $|\psi(\alpha)\rangle=$ $\mathcal{N}(|\alpha\rangle+|-\alpha\rangle)$, where $\mathcal{N}$ is a normalization factor. To prepare the state, we restrict ourselves to Gaussian operations supplemented by photon subtractions or a supply of Fock states. The implementation of the former is considerably easier than the latter; Minimization of the non-Gaussian resource is our key priority. Thus, for a given $|\psi(\lambda)\rangle$ we wish to identify the optimal Gaussian parameters that correspond to the smallest number of photon subtractions. To this end, we introduce a family of single-mode core states $|\lambda, r, \alpha, \theta\rangle$ related to the target via

$$
\begin{equation*}
|\psi(\lambda)\rangle=\hat{U}(\theta) \hat{D}(\alpha) \hat{S}(r)|\lambda, r, \alpha, \theta\rangle \tag{7.12}
\end{equation*}
$$

Where $\hat{D}(\alpha)$ and $\hat{S}(r)$ are the single-mode unitary displacement and squeezing operators $[27], \hat{D}(\alpha)=\exp \left(\alpha \hat{a}^{\dagger}-\alpha^{*} \hat{a}\right)$ and $\hat{S}(r)=\exp \left(\frac{r}{2}\left\{\left(\hat{a}^{\dagger}\right)^{2}-\hat{a}^{2}\right\}\right)$ and $\hat{U}(\theta)=e^{i \theta \hat{n}}$ is the phase operator. Conversely, each core state is given by the inverse on the target

$$
\begin{equation*}
|\lambda, r, \alpha, \theta\rangle=\hat{S}(-r) \hat{D}\left(-\alpha^{*}\right) \hat{U}(-\theta)|\psi(\lambda)\rangle . \tag{7.13}
\end{equation*}
$$

This definition of a corresponding core state allows us to distinguish between two classes of continuous-variable non-Gaussian pure state. The first class are those with a finite dimensional core

$$
\begin{equation*}
|\psi(\lambda)\rangle=\hat{U}(\theta) \hat{D}(\alpha) \hat{S}(r)\left(\sum_{n=0}^{N} c_{n}(\lambda)|n\rangle\right) \tag{7.14}
\end{equation*}
$$

which can be prepared with perfect fidelity by first preparing the finite core before applying the unitary Gaussian operations. Examples of such states include the photon added coherent state [154]

$$
\begin{equation*}
|\psi\rangle=\frac{\hat{a}^{\dagger}|\alpha\rangle}{\sqrt{1+|\alpha|^{2}}}=\hat{D}(\alpha)\left(\frac{\alpha^{*}|0\rangle+|1\rangle}{\sqrt{1+|\alpha|^{2}}}\right) \tag{7.15}
\end{equation*}
$$

which can be prepared with unit fidelity by first preparing $c_{0}|0\rangle+c_{1}|1\rangle$ and displacing the result. The second, more general class of pure non-Gaussian states are those with corresponding continuous-variable core states

$$
\begin{equation*}
|\psi(\lambda)\rangle=\hat{U}(\theta) \hat{D}(\alpha) \hat{S}(r)\left(\sum_{n=0}^{\infty} c_{n}(\lambda)|n\rangle\right) . \tag{7.16}
\end{equation*}
$$

In contrast to the previous class, such targets cannot be perfectly prepared by either the photon subtraction or addition techniques as they would require infinite nonGaussian resources. Of course, these states are typically generated from a suitable Hamiltonian by a time evolution. Consequently, such states can only be prepared approximately as

$$
\begin{equation*}
\left|\psi_{C}^{N}(\lambda)\right\rangle=\hat{U}(\theta) \hat{D}(\alpha) \hat{S}(r)\left(\frac{\sum_{n=0}^{N} c_{n}(\lambda)|n\rangle}{\sqrt{\sum_{n=0}^{N}\left|c_{n}(\lambda)\right|^{2}}}\right) \tag{7.17}
\end{equation*}
$$

to an accuracy determined by the fidelity with the target

$$
\begin{equation*}
\mathcal{F}_{C}=\left|\left\langle\psi(\lambda) \mid \psi_{C}^{N}(\lambda)\right\rangle\right|^{2} \tag{7.18}
\end{equation*}
$$

A little algebra reveals that the fidelity is a function of the Gaussian parameters $(r, \alpha, \theta)$ and the non-Gaussian resource cost $N$. This follows since the truncated core is given by

$$
\begin{equation*}
|\lambda, r, \alpha, \theta ; N\rangle=\frac{\hat{\Pi}_{N}|\lambda, r, \alpha, \theta\rangle}{\sqrt{\langle\lambda, r, \alpha, \theta| \hat{\Pi}_{N}|\lambda, r, \alpha, \theta\rangle}}, \tag{7.19}
\end{equation*}
$$

where $\hat{\Pi}_{N}=\sum_{n=0}^{N}|n\rangle\langle n|$ projects onto an $N$ dimensional subspace. Thus, the approximate target state from a truncate core is then

$$
\begin{equation*}
\left|\psi_{C}^{N}(\lambda)\right\rangle=\hat{U}(\theta) \hat{D}(\alpha) \hat{S}(r)|\lambda, r, \alpha, \theta ; N\rangle \tag{7.20}
\end{equation*}
$$

and so

$$
\begin{equation*}
\left\langle\psi(\lambda) \mid \psi_{C}^{N}(\lambda)\right\rangle=\langle\lambda, r, \alpha, \theta \mid \lambda, r, \alpha, \theta ; N\rangle \tag{7.21}
\end{equation*}
$$

by virtue of unitarity of the Gaussian operations. Accordingly

$$
\begin{equation*}
\left\langle\psi(\lambda) \mid \psi_{C}^{N}(\lambda)\right\rangle=\frac{\langle\lambda, r, \alpha, \theta| \hat{\Pi}_{N}|\lambda, r, \alpha, \theta\rangle}{\sqrt{\langle\lambda, r, \alpha, \theta| \hat{\Pi}_{N}|\lambda, r, \alpha, \theta\rangle}} \tag{7.22}
\end{equation*}
$$

which leads to the conclusion

$$
\begin{equation*}
\mathcal{F}_{C}(\lambda, r, \alpha, \theta, N)=\langle\lambda, r, \alpha, \theta| \hat{\Pi}_{N}|\lambda, r, \alpha, \theta\rangle . \tag{7.23}
\end{equation*}
$$

For this latter class of states, we first fix $\lambda$ and $N$ and then we optimize the phase $\theta$, squeezing $r$ and displacement $\alpha$ to maximize the fidelity and, hence, obtain the
optimal agreement between $|\psi(\lambda)\rangle$ and $\left|\psi_{C}^{N}(\lambda)\right\rangle$. This optimization process unifies several issues related to the state preparation of non-Gaussian pure states. Firstly, it identifies the essential non-Gaussian operational cost that underlies each nonGaussian pure state. Secondly, it highlights the possible tradeoffs between Gaussian and non-Gaussian operations in this form of state preparation. In general, this optimization must be performed numerically due to the non-trivial nature of Fock state decomposition for each core. This is given by

$$
|\lambda, r, \alpha, \theta\rangle=\sum_{n, m, k=0}^{\infty} e^{-i \theta k} S_{n m}(-r) D_{m k}\left(-\alpha^{*}\right) \psi_{k}(\lambda)|n\rangle=\sum_{n=0}^{\infty} c_{n}|n\rangle,
$$

where the displacement matrix elements are given by $[31]\langle m| \hat{D}(\beta)|k\rangle=D_{m k}(\beta)$ with

$$
D_{m k}(\beta)=(m!/ k!)^{-1 / 2} e^{-|\beta|^{2} / 2}\left(-\beta^{*}\right)^{k-m} L_{m}^{k-m}\left(|\beta|^{2}\right),
$$

for $m \leq k$ and

$$
\begin{equation*}
D_{m k}(\beta)=(k!/ m!)^{-1 / 2} e^{-|\beta|^{2} / 2} \beta^{m-k} L_{k}^{m-k}\left(|\beta|^{2}\right) \tag{7.24}
\end{equation*}
$$

for $m \geq k$. Note that the $L_{k}^{m-k}\left(|\beta|^{2}\right)$ are the generalized Laguerre Polynomials. The matrix coefficients for the squeezing operator [155] are $\langle n| \hat{S}(r)|m\rangle=S_{n m}(r)$. When both $m$ and $n$ are even integers then

$$
\begin{array}{r}
S_{n m}(r)=\frac{(-1)^{m / 2}}{(m / 2)!(n / 2)!} \sqrt{\frac{n!m!}{\cosh r}}\left(\frac{\tanh r}{2}\right)^{(n+m) / 2}  \tag{7.25}\\
\quad \times_{2} F_{1}\left(-\frac{m}{2},-\frac{n}{2} ; \frac{1}{2} ;-\frac{1}{\sinh ^{2} r}\right)
\end{array}
$$

but when both $m$ and $n$ are odd then

$$
\begin{align*}
S_{n m}(r) & =\frac{(-1)^{\frac{m-1}{2}}}{\left(\frac{m-1}{2}\right)!\left(\frac{n-1}{2}\right)!} \sqrt{\frac{n!m!}{\cosh ^{3} r}}\left(\frac{\tanh r}{2}\right)^{\frac{(n+m)}{2}-1}  \tag{7.26}\\
& \times{ }_{2} F_{1}\left(-\frac{(m-1)}{2},-\frac{(n-1)}{2} ; \frac{3}{2} ;-\frac{1}{\sinh ^{2} r}\right),
\end{align*}
$$

and $S_{n m}(r)$ vanish for all other possibilities. Note that ${ }_{2} F_{1}$ are Gauss Hypergeometric Polynomials [155].

### 7.2.2 The utility of unitary Gaussian operations

The main inspiration of this work was whether Gaussian unitary operations can reduce the non-Gaussian cost, with respect to photon subtraction/addition schemes, involved in preparing a desired non-Gaussian target. The extent to which this is true is revealed by comparing the non-Gaussian resources required to prepare a direct truncation of $|\psi(\lambda)\rangle$ with that required for the minimum core state. Essentially, we determine the utility of Gaussian operations by considering the approximate preparation of $|\psi(\lambda)\rangle$ with and without them. This can be done by comparing the fidelities of the states produced by each method. These fidelities are defined as

$$
\begin{equation*}
\mathcal{F}_{D T}(\lambda, N)=\left|\left\langle\psi(\lambda) \mid \psi_{D T}^{N}(\lambda)\right\rangle\right|^{2}, \tag{7.27}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{F}_{D T}(\lambda, N)=\langle\psi(\lambda)| \hat{\Pi}_{N}|\psi(\lambda)\rangle=\sum_{n=0}^{N}\left|\psi_{n}(\lambda)\right|^{2} \tag{7.28}
\end{equation*}
$$

where $\psi_{n}(\lambda)=\langle n \mid \psi(\lambda)\rangle$, for the direct truncation method and

$$
\begin{equation*}
\mathcal{F}_{C}=\langle\lambda, r, \alpha, \theta| \hat{\Pi}_{N}|\lambda, r, \alpha, \theta\rangle=\sum_{n=0}^{N}\left|c_{n}\right|^{2} \tag{7.29}
\end{equation*}
$$

for the core state method. The superiority of the core state method can be established on two levels corresponding to the two questions asked in the introduction. Firstly, the core state method is better than the direct truncation method using the same non-Gaussian resources if

$$
\begin{equation*}
\langle\lambda, r, \alpha, \theta| \hat{\Pi}_{N}|\lambda, r, \alpha, \theta\rangle>\langle\psi(\lambda)| \hat{\Pi}_{N}|\psi(\lambda)\rangle . \tag{7.30}
\end{equation*}
$$

The second condition, if true, that would demonstrate the superiority of the core method using less non-Gaussian resources over the direct truncation method is

$$
\begin{equation*}
\langle\lambda, r, \alpha, \theta| \hat{\Pi}_{M}|\lambda, r, \alpha, \theta\rangle \geq\langle\psi(\lambda)| \hat{\Pi}_{N}|\psi(\lambda)\rangle, \tag{7.31}
\end{equation*}
$$

for $M<N$. That is, we would expect that one can better the fidelity with the target by our approach with potentially less non-Gaussian resources than simply building a truncated target. For the first class of states with finite dimensional cores, this is
obviously true. This is because we can perfectly prepare the state by preparing the core first and then applying unitary Gaussian operations

$$
\begin{equation*}
\mathcal{F}_{C}(N)=\sum_{n=0}^{N}\left|c_{n}\right|^{2}=1 \tag{7.32}
\end{equation*}
$$

In contrast, the direct truncation method yields

$$
\begin{equation*}
\mathcal{F}_{D T}(N)=\sum_{n=0}^{N}\left|\psi_{n}(\lambda)\right| \leq 1 \tag{7.33}
\end{equation*}
$$

because $|\psi(\lambda)\rangle$ is, in general, an infinite dimensional state and is only reproduced with unity fidelity as $N \rightarrow \infty$ and so

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left(\mathcal{F}_{D T}(N)\right)=\mathcal{F}_{C}(N)=1 \tag{7.34}
\end{equation*}
$$

Thus, we would need infinite non-Gaussian resources to perfectly prepare the target by the direct truncation method. The reason for this is because in the direct truncation method the non-Gaussian subtractions/additions also contribute to building the Gaussian envelope of the state in addition to its non-Gaussian core. In contrast, in the core method all of the non-Gaussian resources are concentrated into preparing the non-Gaussian part of the state. Thus, for the example of the photon added coherent state (7.15), the core method is superior since none of the non-Gaussian subtractions/additions contribute to the construction of the displacement operator. In contrast, in the direct truncation method, each subtraction/addition contributes to building both the core and the displacement operator.

For the second class of states with infinite dimensional cores, the situation is more subtle since both converge to unit fidelity as $N \rightarrow \infty$. However, proving the optimal nature of the core state method to a direct truncation method for arbitrary pure target states is a non-trivial task and will not be tackled here. Ultimately, this is because the core state method is a complicated optimization process that is dependant on the both the non-Gaussian resource $N$ and the desired fidelity. We can, nevertheless, gain a limited insight into the superiority of the core state method over the direct truncation method from the following phase space argument. In particular, we note that the core method can only be con-


Figure 7.2: The superiority of the core state method as compared to the direct truncation method is evident from this phase space diagram. By applying Gaussian operations to the target's Wigner function $W_{\psi(\lambda)}(q, p)$ we can generate the core state's Wigner function $W_{\lambda, \alpha, r, \theta}(q, p)$. This latter quasi-distribution is closer to the origin of phase space and has a more symmetric quadrature noise profile. This transformation achieves two simultaneous feats. One the one hand, the first and second order moments of the core can be tuned to resemble the first and second order moments of $W_{\Pi_{N}}(q, p)$ and so increase its fidelity with $W_{\Pi_{N}}(q, p)$. Such tuning cannot be performed in the direct truncation method. On the other hand, the core, as a result of this tuning, is closer to $W_{\Pi_{N}}(q, p)$ than $W_{\Pi_{M}}(q, p)$ for $M>N$ since it is located near the origin while being symmetric.
sidered as advantageous if transforming the first and second moments of the target concentrate the state on a smaller finite dimensional subspace as depicted in Fig.7.2. This follows since the Gaussian operations can only effect the first and second order moments $W_{\lambda, \alpha, r, \theta}(q, p)=W_{\psi(\lambda)}(Q(q, p, \alpha, r, \theta), P(q, p, \alpha, r, \theta))$, where $Q(q, p, \alpha, r, \theta)$ and $P(q, p, \alpha, r, \theta)$ are linear functions of $q$ and $p$. For example, if we restrict ourselves to only squeezing and displacing the target then the core is given by $W_{\lambda, \alpha, r}(q, p)=W_{\psi(\lambda)}\left(e^{r}(q-\sqrt{2} \Re(\alpha)), e^{-r}(p-\sqrt{2} \Im(\alpha))\right)$. Thus, the core
state method is only better in the first sense (i.e. increasing the fidelity over the direct truncation method with the same resource) if $W_{\lambda, \alpha, r, \theta}(q, p)$ enjoys a better overlap with $W_{\Pi_{N}}(q, p)=\sum_{n=0}^{N} W_{n}(q, p)$ than the original $W_{\psi(\lambda)}(q, p)$. This can only happen if the first and second order moments of $W_{\lambda, \alpha, r, \theta}(q, p)$ can be tuned to be more like the first and second order moments of $W_{\Pi_{N}}(q, p)$. Essentially, provided that the Gaussian parameters of the core can be tuned so that the Wigner function $W_{\lambda, \alpha, r, \theta}(q, p)$ is located at the origin and has a symmetric quadrature noise profile, as is the case with $W_{\Pi_{N}}(q, p)$, then it is an improvement over the direct truncation method. This is because the direct truncation method does not allow us to modify these moments to increase the resemblance with $W_{\Pi_{N}}(q, p)$. Of course, if $W_{\psi(\lambda)}(q, p)$ is already located at the origin with a symmetric quadrature noise profile then unitary Gaussian operations cannot improve on its overlap with $W_{\Pi_{N}}(q, p)$.

In addition, this argument can also answer the second question whether the core state method could offer an equal or better fidelity to the target for less non-Gaussian resources. This is also evident from Fig. 7.2 since the ability to tune the Gaussian parameters of the core offers the possibility of being able to make the first and second moments of the core more like $W_{\Pi_{N}}(q, p)$ than $W_{\Pi_{M}}(q, p)$. That is, by tuning the first and second moments of the core to be close to the origin and symmetric means that the vacuum has a larger contribution to the core state than in the target. While this argument does not capture the full complexity of the core state method it does allow an simplified picture that suggests the advantageous nature of the core state method. We can build on this sentiment by providing some examples of states for which the core method is indeed superior to direct truncation. Specifically, in the next section, we consider the Schrödinger cat states and demonstrate that they support our case.

### 7.3 Example: Schrödinger cat states

The odd parity superposition of coherent states $|\psi(\alpha)\rangle=\mathcal{N}(|\alpha\rangle-|-\alpha\rangle)$ (where, for simplicity, we assume $\alpha \in \Re)$ is a well known non-Gaussian state and is the
subject of numerous theoretical quantum information protocols [21, 59]. The characteristic feature of this state, from a photon number point of view, is the exclusion of all even Fock states $|\psi(\alpha)\rangle=\mathcal{N}^{\prime} \sum_{n=0}^{\infty} \alpha^{2 n+1} / \sqrt{(2 n+1)!}|2 n+1\rangle$. Consequently, each core state $|\alpha, r, \beta, \theta\rangle$, where $\beta \in \Re$, has the following Fock decomposition

$$
\begin{aligned}
& |\alpha, r, \beta, \theta\rangle \propto \sum_{n, m, k=0}^{\infty}\left(\alpha e^{-i \theta}\right)^{2 k+1} \\
& \quad \times\left(\frac{S_{2 n, 2 m}(-r) D_{2 m, 2 k+1}(-\beta)}{\sqrt{(2 k+1)!}}|2 n\rangle\right. \\
& \left.\quad+\frac{S_{2 n+1,2 m+1}(-r) D_{2 m+1,2 k+1}(-\beta)}{\sqrt{(2 k+1)!}}|2 n+1\rangle\right) .
\end{aligned}
$$

Thus, displacement acts to destroy the parity of the state since it destroys the symmetry of the state around the origin of phase space. Consequently, there is good reason to regard the optimal displacement for the cat is zero. Moreover, the optimal phase is also zero since we assumed $\alpha \in \Re$. This is also evident from our numerical simulations and so we will restrict or attention to core states related to the target via squeezing alone. Accordingly, the core states are of the form

$$
\begin{equation*}
|\alpha, r\rangle=\mathcal{N}^{\prime} \sum_{n, k=0}^{\infty} \frac{\alpha^{2 k+1} S_{2 n+1,2 k+1}(-r)}{\sqrt{(2 k+1)!}}|2 n+1\rangle, \tag{7.35}
\end{equation*}
$$

where $\mathcal{N}^{\prime}$ is a normalization factor, and so, the photon number probability distribution of a core state is a function of the squeezing parameter $r$. This behaviour is readily illustrated in Fig.7.3, where it can be observed that for $\alpha=1.5$, each core exhibits a different photon number probability distribution. The most important point to be gained from this is that different cores will require different number of minimum subtractions to approximately prepare the desired target state.

Each core state, when truncated, yields an approximation to the initial target state $|\psi(\alpha)\rangle$. These approximate target states are given by

$$
\begin{equation*}
\left|\psi_{C}^{N}(\alpha)\right\rangle=\mathcal{N}^{\prime \prime} \sum_{m, k=0}^{\infty} \frac{\alpha^{2 k+1} A_{2 m+1,2 k+1}^{N}}{\sqrt{(2 k+1)!}}|2 m+1\rangle, \tag{7.36}
\end{equation*}
$$

where $A_{2 m+1,2 k+1}^{N}=\sum_{n=0}^{N} S_{2 m+1,2 n+1}(r) S_{2 n+1,2 k+1}(-r)$, i.e. $\left|\psi^{N}(\alpha)\right\rangle \propto \hat{S}(r) \hat{\Pi}_{N}|\alpha, r\rangle$ with $\mathcal{N}^{\prime \prime}$ as a normalization factor. The fidelity between the actual desired target


Figure 7.3: Each core state, for the odd and even cats, $|\alpha=1.5, r\rangle$ are labeled by a different squeezing and possess a diverse range of photon number probability distributions.
state $|\psi(\alpha)\rangle$ and each of the approximate targets is then defined as

$$
\begin{equation*}
\mathcal{F}_{C}(\alpha, r, N)=\sum_{n=0}^{N}\left|\mathcal{N}^{\prime \prime} \sum_{k=0}^{\infty} \frac{\alpha^{2 k+1} S_{2 n+1,2 k+1}(-r)}{\sqrt{(2 k+1)!}}\right|^{2}, \tag{7.37}
\end{equation*}
$$

and the optimal core state for a given $N$ is obtained by maximizing this quantity. This optimization is performed numerically due to its complexity, but we can still gain an insight into the relationship between $\alpha$ and $r$ for constant values of the above fidelity. For example, when $\alpha=1.5$, numerical optimization of the fidelity yields $F=0.96$ for $r=0.597$ and $N=1$ and $F=0.999505$ for $r=0.263$ and $N=3$. This is precisely the content of Fig.7.4(a) and Fig.7.4(b), which show the relation between $\alpha$ and $r$ for fixed non-Gaussian resources of $N=1,3$, respectively. In addition to this, it is important to show that the preparation of the target state $|\psi(\alpha)\rangle$ via the optimal core and Gaussian operations is more economical than a direct production of a truncated version of the target from non-Gaussian operations only.

To demonstrate that this is indeed the case, we show that the core method can produce a cat to an equal or better accuracy for smaller number of photon subtrac-
tions. This is shown in Fig.7.4(c), where we compare the fidelities $\langle\alpha, r| \hat{\Pi}_{N}|\alpha, r\rangle$ and $\langle\psi(\alpha)| \hat{\Pi}_{M}|\psi(\alpha)\rangle$ for $N<M$ and reveal the instances where our core preparation method is more economical. In particular, we note that the fidelity using the core with $N=1$ is better than that of the truncated version of the target for both $M=1$ and $M=3$. Thus, instead of attempting to successfully perform three successive subtractions to approximately prepare $|\psi(\alpha)\rangle$ for $0<\alpha<2$, we need only perform a single subtraction and then squeeze the state accordingly.

Finally, it is important to compare the photon number distributions of the approximate targets $\left(\left|\psi_{C}^{1}(\alpha)\right\rangle,\left|\psi_{C}^{3}(\alpha)\right\rangle,\left|\psi_{C}^{5}(\alpha)\right\rangle\right)$ with the actual target $|\psi(\alpha)\rangle$. This is illustrated in Fig.7.4(d) for $\alpha=1.5$, where it is clear that the latter two approximate targets provide an excellent approximation to $|\psi(1.5)\rangle$. Thus, for $\alpha=1.5$, the squeezed single photon state as the core lacks a sufficient accuracy. This fact is also readily evident when one consults the contour plot in Fig.7.4(a) as there are no contours that satisfy $\mathcal{F}_{C}(1.5, r, 1) \geq 0.96$. This particular example provides a concrete understanding of our proposal and illustrates the main features of it.

An identical analysis can be performed on the even parity cat state $|\phi(\alpha)\rangle=$ $\mathcal{M}(|\alpha\rangle+|-\alpha\rangle)$ with $\alpha \in \Re$. In this case, we find that all the essential points of the previous example are repeated. Firstly, the even symmetry of this state $|\phi(\alpha)\rangle \propto \sum_{n=0}^{\infty} \alpha^{2 n} /(\sqrt{(2 n)!})|2 n\rangle$, means that the optimal displacement and phase are both zero. Consequently, each core state is labeled by the corrective squeezing

$$
\begin{equation*}
|\alpha, r\rangle=\mathcal{M}^{\prime} \sum_{k, n=0}^{\infty} \frac{S_{2 n, 2 k}(-r) \alpha^{2 k}}{\cosh \alpha^{2}(2 k)!}|2 n\rangle, \tag{7.38}
\end{equation*}
$$

also shown in Fig.7.3(b). Again, the reason that the external squeezing is useful is because it preserves the symmetry of the state. Furthermore, each core state, when truncated, yields an approximation to the even parity cat. These approximate target states are given by

$$
\begin{equation*}
\left|\phi_{C}^{N}(\alpha)\right\rangle=\mathcal{M}^{\prime \prime} \sum_{m, k=0}^{\infty} \frac{\alpha^{2 k} B_{2 m, 2 k}^{N}}{\sqrt{(2 k!)}}|2 m\rangle, \tag{7.39}
\end{equation*}
$$

where $B_{2 m, 2 k}^{N}=\sum_{n=0}^{N} S_{2 m, 2 n}(r) S_{2 n, 2 k}(-r)$ and $\mathcal{M}^{\prime \prime}$ is a normalization factor. The fidelity between the actual desired target state $|\psi(\alpha)\rangle$ and each of the approximate


Figure 7.4: (a) Displays the relation between $\alpha$ and $r$ for different constant values of the fidelity $\mathcal{F}_{C}(\alpha, r, N=1)$ for one photon subtraction. (b) Shows the same information, i.e. $\mathcal{F}_{C}(\alpha, r, N=3)$. (c) Displays a comparison of the fidelities between the target state and states from our core method and direct truncation. Finally, (d) compares the photon number distributions of the approximate targets with the actual target $|\psi(\alpha)\rangle$ for $\alpha=1.5$ with $N=1,3,5$. The optimal squeezing for these cores are $r=(0.597,0.263,0.157)$ giving fidelities $\mathcal{F}_{C}=(0.9638,0.9995,0.9999)$.
targets is then defined as

$$
\begin{equation*}
\mathcal{F}_{C}(\alpha, r, N)=\sum_{n=0}^{N}\left|\mathcal{M}^{\prime \prime} \sum_{k=0}^{\infty} \frac{\alpha^{2 k} S_{2 n, 2 k}(-r)}{\sqrt{(2 k)!}}\right|^{2} \tag{7.40}
\end{equation*}
$$

and the optimal core state for a given $N$ is obtained by maximizing this quantity. Just as in the previous case for the odd parity cat, we consider this fidelity for $\alpha=1.5$ in the case of $N=2$ and $N=4$. Already, one can consider the preparation of the even parity cat state more complicated than the odd one since the most basic even cat will require two photon subtractions rather than one. All of this is is shown in Fig.7.5. Firstly, in Fig.7.5(a) and Fig.7.5(b), we plot the $\mathcal{F}_{C}(\alpha, r, N)$ for $N=2,4$ where we once again see the non-trivial and non-unique relationship between $\alpha$ and the optimal squeezing. In Fig.7.5(c), we once again demonstrate that employing Gaussian operations is to our advantage since it allows an improvement in the accuracy of approximating $|\phi(\alpha)\rangle$ for less photon subtractions than required for the direct truncation method. Finally, Fig.7.5(d) shows how the states prepared by the core method approximate the desired target $|\phi(\alpha=1.5)\rangle$. These examples are particularly elegant due to their inherent symmetry. In principle, this method could provide key insights into other desirable non-Gaussian pure states and their approximate preparation.

### 7.4 Discussion and concluding remarks

In summary, we have proposed that Gaussian operations can reduce the required non-Gaussian resources for pure state preparation. It is a non-trivial problem to establish the exact nature of this trade-off and ascertain whether it applies to all non-Gaussian pure states. Instead, we are limited to analyzing the properties of each desired target non-Gaussian state to determine if Gaussian operations are advantageous. Unfortunately, being able to demonstrate that this is true in general for arbitrary pure non-Gaussian states is a non-trivial task.

It remains an open question as to the application of this method to mixed states [156-158], which is likely to be a challenging problem. An insight into


Figure 7.5: (a) Displays the relation between $\alpha$ and $r$ for different constant values of the fidelity $\mathcal{F}_{C}(\alpha, r, N=2)$ for two photon subtractions. (b) Shows the same information, i.e. $\mathcal{F}_{C}(\alpha, r, N=4)$. (c) Displays a comparison of the fidelities between the target state and states from our core method and direct truncation. Finally, (d) compares the photon number distributions of the approximate targets with the actual target $|\phi(\alpha)\rangle$ for $\alpha=1.5$ with $N=2,4,6$. The optimal squeezing for these cores are $r=(0.376,0.198,0.272)$ giving fidelities $\mathcal{F}_{C}=(0.9958,0.9999,0.9999)$.
this can be gained by considering the attenuated version of the state $|\psi(\alpha)\rangle$ as the target state characterized by a transmission $\eta$. The target can be written as $p|\psi(\eta \alpha)\rangle\langle\psi(\eta \alpha)|+(1-p) / 2(|\eta \alpha\rangle\langle\eta \alpha|+|-\eta \alpha\rangle\langle-\eta \alpha|)$, where $p=p(\alpha, \eta)$. Thus, it is enough to prepare the pure state $|\psi(\eta \alpha)\rangle$ and obtain the target by applying additional random operations which add the mixture of two coherent states. It follows, to find the core state, we have to subtract the non-Gaussian noise contribution from the target state. However, identifying this non-Gaussian noise remains an open problem. On the other hand, majority of the desired non-Gaussian states are pure, therefore our result is sufficient for all practical purposes. Another outstanding issue raised by our work is the assumption of perfect photon subtraction techniques. If we relax this assumption to consider noisy detectors then both the number of photon subtractions and the purity of each implemented subtraction could be advanced as a cost function for state preparation. This generalization would be an interesting problem to pursue. Moreover, our work here provides motivation to further investigate potential benefits of Gaussian operations on manipulations of non-Gaussian states including transmission through noisy channels, measurement induced nonlinearity schemes and in the preparation of non-Gaussian entangled states. In this way, we will come closer to understanding the subtle interplay between Gaussian and non-Gaussian structure of non-classical resources in quantum information.

## Chapter 8

## Conclusion

In this thesis, we have demonstrated the applicability of the weak measurement paradigm in a novel operational manner and highlighted the power of such an interpretation in certain state engineering protocols. The power of the weak measurement is that it allows the interaction between a probe and signal system, in which the signal is prepared and then measured in particular quantum states can be described via a single number, the weak value, in the limit of weak coupling. We have demonstrated its application in Gaussian entanglement concentration protocols, cloning of weak coherent states and in general bipartite pure Procrustean entanglement concentration protocols. We have found that the imaginary part of the weak value allows us to select particular configurations on the signal system that will allow the desired outcome of the protocol. We also found that this constraint generates a measurement-based success condition that allows the participating agents to decide when the protocol is successful. The weak measurement formalism is particularly elegant in this regard. Whilst the work in this thesis demonstrates the utility of exploring a weak measurement approach to these protocols, it is not an exhaustive analysis of the general applicability of weak measurements to quantum state engineering. The question whether such an analysis is even possible is left for future investigation.

In addition, we have also suggested and constructed an operational approach to the issue of non-Gaussian state preparation for quantum optical information. We
have shown that by specifying the method in which states are to be universally constructed allows a classification of non-Gaussian states in terms of the non-Gaussian resource cost with respect to that method. Furthermore, it also allows an investigation into whether the non-Gaussian resource overhead required for a desired state can be reduced by applying Gaussian unitary operations. We demonstrate this method on the Schrödinger cat states where we show that the single mode squeezing operation can be used to reduce the number of consecutive photon subtractions to sufficiently approximate the desired state. Much remains to be explored with this method and its wider applicability to non-Gaussian state engineering remains an open issue.
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