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ABSTRACT
The spherical Jeans equation is a widely used tool for dynamical study of gravitating systems
in astronomy. Here, we test its efficacy in robustly weighing the mass of Milky Way ana-
logues, given they need not be in equilibrium or even spherical. Utilizing Milky Way stellar
haloes simulated in accordance with � cold dark matter (�CDM) cosmology by Bullock and
Johnston and analysing them under the Jeans formalism, we recover the underlying mass dis-
tribution of the parent galaxy, within distance r/kpc ∈ [10, 100], with a bias of ∼12 per cent
and a dispersion of ∼14 per cent. Additionally, the mass profiles of triaxial dark matter haloes
taken from the SURFS simulation, within scaled radius 0.2 < r/rmax < 3, are measured with
a bias of ∼ − 2.4 per cent and a dispersion of ∼10 per cent. The obtained dispersion is not
because of Poisson noise due to small particle numbers as it is twice the later. We interpret the
dispersion to be due to the inherent nature of the �CDM haloes, for example being aspherical
and out-of-equilibrium. Hence, the dispersion obtained for stellar haloes sets a limit of about
12 per cent (after adjusting for random uncertainty) on the accuracy with which the mass pro-
files of the Milky Way-like galaxies can be reconstructed using the spherical Jeans equation.
This limit is independent of the quantity and quality of the observational data. The reason for
a non-zero bias is not clear, hence its interpretation is not obvious at this stage.
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1 IN T RO D U C T I O N

A dynamical model is an essential tool for robust measurement of
a mass of a galaxy. In particular, for the Milky Way (MW: Galaxy),
there are a variety of techniques to measure its mass, e.g. the orbital
evolution of satellite galaxies (Lin & Lynden-Bell 1982; Besla et al.
2007); the timing argument (Li & White 2008); the escape velocity
(Smith et al. 2007; Piffl et al. 2014); directly fitting tracer kinematics
and spatial properties with some parametric models (Dehnen &
Binney 1998; McMillan 2011; Irrgang et al. 2013) or distribution
function (Wilkinson & Evans 1999; Wang et al. 2015; Binney &
Piffl 2015; Eadie & Harris 2016); or calibrating from numerical
simulations (Xue et al. 2008; Rashkov et al. 2013). For a more
comprehensive list of the literature that attempts to measure the
dynamical mass of the MW galaxy, see review articles Courteau
et al. (2014) and Bland-Hawthorn & Gerhard (2016).

All these mass modelling schemes are known to have their own
shortcomings, and a common conclusion that can be inferred from
the literature is that the typical precision in the mass measurement
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of the Galaxy is roughly 30 per cent at best (Wang et al. 2015,
see Fig. 1). Generally, the systematics or biases introduced by the
method of choice are largely ignored or inaccessible, and a detailed
comparison of the different methods and their relative performances
is the matter of a separate review. Inherently, the main challenge
in our ability to achieve higher accuracy in these mass estimates
is due to the lack of the tangential information of the halo tracers.
With the ESA’s Gaia mission (Gaia Collaboration et al. 2016), we
have now entered an era of precision astrometry. The upcoming
DR2 and the subsequent data releases of the mission are expected
to deliver the full phase-space information of the vast number of
stars (Perryman 2002; Brown, Velázquez & Aguilar 2005) that is
anticipated to allow us to measure the dynamical properties of the
Galaxy, especially its mass with unprecedented accuracy.

But, the Gaia data may not be a panacea as under the current
framework of hierarchical structure formation, spiral galaxies like
the Galaxy are considered to be formed through the merger of mul-
tiple proto-systems. In the Galaxy, there are both qualitative and
quantitative observational evidence for the presence of a plethora
of unrelaxed dynamical structures, such as stellar streams and per-
ished dwarf-galaxies (e.g. Majewski 1993; Belokurov et al. 2006;
Bell et al. 2008; Helmi 2008; Starkenburg et al. 2009; Cooper et al.
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Figure 1. Mass profiles of the 11 BJ05 �CDM haloes and the parent
galaxy. Dashed lines show the DM halo mass, whereas the solid lines show
the combined mass due to bulge, disc, and halo. Vertical and horizontal
black solid lines correspond to the virial properties of the haloes for the
concentration parameter of c = 14. The systematic drift in the runs is due to
the concentration c varying among the haloes.

2011), which supports the scenario of hierarchical galaxy formation.
Unrelaxed sub-structures can violate the dynamical consistency of
models as well as assumptions of azimuthal symmetry and spheric-
ity. Such features perturb the matter distribution of the host galaxy
causing the gravitational field to vary with time, which further com-
plicates the mass measurement. While fitting the galaxy whether
one should include or mask these sub-structures is still open to
discussion. Moreover, the Gaia data also come with uncertainties,
which become even more significant at larger distances where the
stellar halo is known to dominate. For example, even for RR Lyrae
stars at galactocentric radius of 40 kpc, the percentage error in Gaia
distance measurement is > 100 per cent and error in the tangential
velocity is of the order of atleast 50 km s−1 (Brown et al. 2005;
Price-Whelan & Johnston 2013).

An another approach for measuring the mass of the galaxy is a
moment-based method using the Jeans (1915) equation, which we
focus on this paper. If the first and second order moments of the ve-
locity of the mass tracers and their stellar density distribution, which
are usually observables, are known, we can use the Jeans equation
to infer the gradient of the underlying gravitational potential and
hence, the mass of the system. In astrophysics, the Jeans formalism
has often been used for the dynamical study of gravitational sys-
tems, ranging from the galaxy superclusters (McLaughlin 1999),
clusters (Carlberg et al. 1997a,b; Biviano & Girardi 2003), groups
(Faltenbacher & Mathews 2007; Duarte & Mamon 2015), and dis-
tant galaxies (Tonry 1983; Binney, Davies & Illingworth 1990;
Cappellari 2008) to stellar clusters (Gebhardt & Fischer 1995; Côté
et al. 2001; Wolf et al. 2010; Diakogiannis, Lewis & Ibata 2014)
and satellite galaxies (Gilmore et al. 2007; Łokas 2009; Walker
et al. 2009; Battaglia, Helmi & Breddels 2013; Diakogiannis et al.
2017). It has also been extensively used for the Galaxy (Battaglia
et al. 2005; Gnedin et al. 2010; Samurović & Lalović 2011; Kafle
et al. 2012, 2014) and also recently in the neighbouring M31 galaxy
(Kipper et al. 2016). Generally, a key assumption made in these
analysis is that the system is in dynamical equilibrium, without this
assumption no information on the underlying gravitational poten-
tial can be obtained. Furthermore, Binney (2013) argues that our
strategy must be to start from the assumption of a steady state and

then to use perturbation theory to understand how time-dependent
effects modify a steady-state model. However, a crucial question
to ask is to what extent do the unrelaxed sub-structures present in
galaxies upset the estimated mass of the host using the Jeans anal-
ysis? This is the main question we aim to find answer to in this
paper.

More recently there have been attempts to test the efficacy of dif-
ferent methods in robustly measuring the mass distributions of the
MW-like galaxies using spatial and kinematic data. For example,
Candlish et al. (2016) demonstrate the ability of cylindrical Jeans
equation in reconstructing the surface density, the vertical force,
and other disc parameters. Similarly, Wang et al. (2015) test the
accuracy of a phase-space distribution function in measuring the
mass of the MW dark matter halo. Besides, Sanderson, Helmi &
Hogg (2015) investigate the application of action-space clustering
of tidal streams, Sanders & Binney (2013) test stream modelling
algorithm in action-angle space, and An, Evans & Deason (2012)
demonstrate the application of tracer mass formalism in correctly
recovering the underlying potential of galaxies. Similarly, in this pa-
per, we test the Jeans (1915) formalism, in particular, of its spherical
form in reconstructing the mass distribution of the N-body models
of the MW.

With the advent of large spectroscopic surveys, such as Sloan
Extension for Galactic Understanding and Exploration (SEGUE,
Yanny et al. 2009), LAMOST Experiment for Galactic Understand-
ing and Exploration (LEGUE, Deng et al. 2012), and GALactic Ar-
chaeology with HERMES (GALAH, De Silva et al. 2015; Martell
et al. 2017), we now have a large collection of stars of differ-
ent stellar types, tracing snapshots of the different age populations
within the Galactic stellar halo. Battaglia et al. (2005) and Kafle
et al. (2014) have combined different stellar populations, such as
field horizontal branch stars, giant stars etc. to measure the mass of
the Galaxy. If these different sub-populations of stars trace similar
spatio-kinematics loci, or in other words they have been orbiting in
the galaxy for sufficient time to become fully mixed, it is sensible
to combine and treat them as a single population from a dynamical
point of view. Hence, it is also instructive to understand possible
bias in the mass measurement resulting from the use of different
stellar populations as a tracer.

The rest of this paper is organized as follows. Section 2 describes
the data sets obtained from Bullock & Johnston (2005, hereafter
BJ05) and Johnston et al. (2008, hereafter J08) simulations used in
the paper. Section 3 provides the formulary for the Jeans formalism,
and also, a test case is given in Section 3.2. In Section 4, we present
our results and discuss them. Finally, we summarize our findings in
Section 5.

2 DATA

Over the last decade, there has been substantial development in sim-
ulating stellar haloes in a cosmological context. Full hydrodynam-
ical simulations of galaxies including star formation and feedback
recipes have been done (Abadi, Navarro & Steinmetz 2006; Springel
et al. 2008; Zolotov et al. 2009; Vogelsberger et al. 2014; Fattahi
et al. 2016; Sawala et al. 2016). However, modelling the stellar
halo of galaxies is still a challenging task as it is intrinsically faint
(Freeman & Bland-Hawthorn 2002; Helmi 2008; McConnachie
et al. 2009). The highest resolution simulations only resolve stellar
masses of 104–105 M�, and are unable to discern the features in
the stellar halo. Pushing this further to resolve the faint structures
within the stellar halo would require enormous computation power.
Such simulations will be further complicated by the gas inflow into
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galaxies, the star formation physics and its feedback, effects that
are poorly understood. Alternatively, one could utilize models from
hybrid techniques (Bullock & Johnston 2005; De Lucia & Helmi
2008; Cooper et al. 2010) that use collision-less simulations to track
the evolution of dynamical tracers in an analytical potential, and also
incorporate star formation processes in a semi-analytical form. In
this paper, we use the BJ05 and J08 suites of simulations. These
are readily available and have been widely used in the MW studies
for its ability to reproduce sub-structures in great detail (Bell et al.
2008; Sharma & Johnston 2009; Sharma et al. 2011a).

The BJ05 and J08 simulations adopt a two-phase approach: a
simulation phase where the N-body simulations of the dark mat-
ter (in a short form, DM) satellites with known binding energy,
accretion time, and eccentricity adopted from the � cold dark mat-
ter (�CDM) models are run in an analytic disc, bulge and halo
potential representing the parent galaxy; and a prescription phase
where star particles are embedded within the cores of the accreted
satellite dark haloes. In other words, the satellite stellar distribu-
tion is not modelled during the N-body simulations, rather to each
DM particle within a satellite the stars are painted on subsequently.
Semi-analytical prescriptions are used to assign a star formation
history to each accreted satellite, and the luminosity function of the
satellite galaxies is assumed to follow King model. Afterwards, the
orbit of the accreted satellites that contain a significant stellar com-
ponent is tracked from entry into the parent halo up to the present
time. Only satellite haloes more massive than 108 M� are tracked as
the smaller systems never contain enough number of star particles
and thus do not contribute significantly to the build-up of the tracer
population of the parent halo. Times since accretion, luminosity,
and the eccentricity of the orbit of a satellite are the three key prop-
erties that define the course of its accretion. A full accretion history
of the tracer population is a result of the combination of these three
properties of all the contributing satellites.

Finally, the above hybrid simulations provide us with two types
of dynamical tracers, namely (a) accreted DM particles and (b)
stellar particles (essentially accreted DM particles with luminosity
weights), originating from dissolving satellites. Note, the density
distribution of the stellar particles shows more sub-structures than
the DM particles as the stellar particles are more tightly bound to the
accreting satellites. Since, the stellar particles are the ones that have
the observational relevance, for our analysis, we primarily make use
of them. For the sake of completeness, the results with DM tracer
particles are presented in the Appendix.

2.1 Simulated stellar haloes with �CDM accretion history

The BJ05 simulation comprise a suite of 11 random realizations of
the MW stellar halo, namely,

(i) haloes: 02, 05, 07, 08, 09, 10, 12, 14, 15, 17, and 201,

here onward we collectively refer to them as �CDM haloes.
As we mentioned earlier, the potential of the parent galaxy is com-

prised of three components – Hernquist (1990) bulge, Miyamoto
& Nagai (1975) disc, and the Navarro–Frenk–White (Navarro,
Frenk & White 1996, NFW) DM halo. The concentration parameter
describes the characteristic inner scaleradius of the DM halo, and
evolves with time as the galaxy accretes more and more satellites.

1 we keep the numbering convention of the haloes identical to
http://galaxia.sourceforge.net/Galaxia3pub.html (GALAXIA, Sharma et al.
2011b), which are originally labelled as haloes 1-11 in BJ05.

It can be found by combining the table 1 and the eqn. 5 of BJ05,
and we provide the value for each case in Fig. 1. Also, in the figure,
we display the present day (redshift, z = 0) masses of the parent
galaxy as a function of halo-centric distance r, where the total com-
bined mass due to bulge, disc, and DM halo is shown with solid
lines and the sole contribution of the DM halo is shown with the
dashed-lines. The horizontal and vertical black solid lines demar-
cate the virial mass Mvir = 1.4 × 1012 M� and the virial radius
rvir = 289 kpc, respectively, which are constants for all the simu-
lated stellar haloes. In the figure, we see that the effect of choice
of concentration on the overall mass profiles of the parent galaxy
is substantial at small radii, and negligible near and past the virial
radius.

It is important to note here that although the disc of the parent
galaxy is assumed to have an axisymmetric potential, the underlying
DM halo potential is spherically symmetric and this may be of some
concern as the DM haloes under �CDM paradigm are expected to
be of triaxial nature (e.g. Jing & Suto 2002; Vera-Ciro et al. 2014).
We discuss the cases with triaxial halo in Section 4.3.

2.2 Simulated stellar haloes with artificial accretion history

Besides the �CDM haloes, we also utilize additional six simulated
stellar haloes obtained from J08, which we refer to as artificial
haloes. These haloes are also simulated in the exact same way as
the �CDM haloes except that these haloes have artificial accretion
history, that is they are constructed by collaging accretion events
from a library of satellites involved in creating the �CDM haloes
described previously, but chosen to acquire the following properties:

(i) rad: a radial halo built from events predominantly on radial
orbits, i.e. ratio of the angular momenta of the orbit to a circular
orbit of same energy, ε < 0.2

(ii) circ: a circular halo built from events predominantly on circu-
lar orbits, i.e. ratio of the angular momenta of the orbit to a circular
orbit of same energy, ε > 0.7

(iii) old/ancient: an old halo built from events entirely accreted,
the time since accretion, more than 11 Gyr ago,

(iv) young/recent: a young halo built from events entirely ac-
creted, the time since accretion, less than 8 Gyr ago.

(v) highl: a high in luminosity halo built from events that were
more luminous than 107L�, and

(vi) lowl: a low in luminosity halo built from events that were
less luminous than 107L�.

These haloes possess roughly 109 L� stellar tracers. The artificial
haloes are not cosmologically motivated as they are constructed
from a collage of different satellites that have been evolved in dif-
ferent host potential having different concentration parameter c.
Hence, the intrinsic mass profiles of the resultant artificial haloes
cannot be properly defined. Therefore, we only use these haloes to
study the sensitivity of the properties of sub-structures in the halo
to accretion history.

All of the above �CDM as well as artificial haloes are built up
from the disruption of >300 satellites. Among these satellites, only
the 15 largest satellites account for 75−90 per cent of the luminosity
of the halo. As such, we are only interested in the tracer population
dispersed from disrupted satellites that orbit and, hence, trace the
underlying potential of the parent galaxy. Therefore, we exclude the
particles that are still bound to the host satellites as they are not in
equilibrium with the parent galaxy.

In Fig. 2, we show the radial velocity distributions of the stellar
tracer population of the simulated stellar haloes as a function of

MNRAS 475, 4434–4449 (2018)
Downloaded from https://academic.oup.com/mnras/article-abstract/475/4/4434/4810565
by University of St Andrews user
on 16 March 2018

http://galaxia.sourceforge.net/Galaxia3pub.html


Mass reconstruction of the MW analogues 4437

Figure 2. Radial phase-space diagrams (vr versus halo-centric radius r) of all the simulated stellar haloes from the BJ05 (top panels) and J08 (bottom panels)
simulations within r/kpc ∈ [1, 100].

halo-centric distance r/kpc ∈ [1, 100]. In the bottom panel, where
we show the artificial haloes, we see that the tracers of the young halo
are relatively less relaxed compared to the old, rad, and lowl haloes,
which are better phase-mixed and is as expected. The top panel
of the figure where we show the 11 �CDM haloes demonstrates

diverse distribution of sub-structures, akin to the distinct accretion
history of the haloes. The effective number of star particles in these
simulated stellar haloes ranges between 2 × 104 and 8 × 104,
exception to this are the rad, circ, and lowl haloes, which have 105,
105, and 6 × 105 particles, respectively.

MNRAS 475, 4434–4449 (2018)
Downloaded from https://academic.oup.com/mnras/article-abstract/475/4/4434/4810565
by University of St Andrews user
on 16 March 2018



4438 P. R. Kafle et al.

3 DYNAMICAL MASS: JEANS FORMALISM

3.1 Formulary

The Jeans (1915) equation for a pressure-supported, collision-less
and spherically symmetric dynamical system in equilibrium is cus-
tomarily expressed in spherical polar coordinates as follows:

MJeans(<r) = − r σ 2
r

G

(
d ln ρ

d ln r
+ d ln σ 2

r

d ln r
+ 2 β

)
(1)

(Xue et al. 2008; Deason et al. 2012; Kafle et al. 2012; Richardson
& Fairbairn 2013; King et al. 2015). When number density ρ(r),
radial velocity dispersion σ r(r), and velocity anisotropy β(r) runs
of the dynamical tracer populations are known, one can substitute
them in the Jeans equation to derive the underlying mass MJeans(<r)
(or M for conciseness) distribution of the system. Here, r stands for
a distance from the centre of the system, and the velocity anisotropy
is expressed as

β = 1 − σ 2
θ + σ 2

φ

2σ 2
r

,

where σ θ and σφ are angular and azimuthal velocity dispersions of
the tracer populations. The β parameter can have values between
[−∞, 1], where β < 0, β = 0, and β > 0 signify tangential,
isotropic, and radial system, respectively.

We rearrange equation (1) and express it in terms of the radial
pressure term (p = ρσ 2

r ) as follow:

M(<r) = − r

G

[
σ 2

r

(
d ln p

d ln r
+ 2

)
− (σ 2

θ + σ 2
φ )

]
(2)

Compared to equation (1), equation (2) has one less differentiation
operation, and also, it does not contain the β term explicitly, which
makes the analysis simpler. We numerically compute the terms in
the right-hand side of the equation in concentric radial shells. The
density ρ i of the ith bin between radii ri and ri+1 is calculated
directly from the frequency of the corresponding bin ni using

ρi = ni

(4π/3)(r3
i+1 − r3

i )
∑

i ni

. (3)

Here, we have rescaled the density by the total number of trac-
ers (

∑
ini) and this is to facilitate comparison amongst the simu-

lated haloes with varying number of tracers. The scaling has no
effect in the final mass measurement as the Jeans equation only de-
mands for the logarithmic slope of the density distribution and not
its normalization. In our case, where star particles are essentially
the accreted DM tracer particles with individual luminosity weight
(wi), we replace the frequency ni with the effective sample size =
(
∑

i wi)2/
∑

i w2
i . Similarly, in this case, we calculate the weighted

velocity dispersions using

σw =
√∑

i wiv
2
i∑

i wi

−
(∑

i wivi∑
i wi

)2

, (4)

where, vi represents vr/vθ/vφ , spherical polar component of the
velocity vector of the ith star particle.

Irrespective of the chosen form of the Jeans equation, there
are some sources of noise, which are inevitable as they akin to
physical processes. For example, the number of dynamical trac-
ers drop sharply at large radii, resulting large scatter in ρ and p
estimates. Additionally, dispersed (not yet fully phase-mixed) sub-
structures are ubiquitous feature of the �CDM haloes that can
be present at different radius. In such radial shells, velocity dis-
persions and density measurements are likely to be biased and

dominated by the substructures. Consequently, this can bias the
slope of the radial pressure (dln p/dln r) as well. Also, in the very
inner r � 1 kpc region of the simulated stellar halo, there is usu-
ally a sharp rise and then fall in the velocity dispersion profiles.
The sudden change in the kinematics for a small change in radius
makes the pressure-slope (dln p/dln r) poorly measured. Moreover,
in reality, this region is completely dominated by the bulge and
the disc, where it is not relevant to consider finding the potential
from the halo tracers. For these reasons, we restrict our study to
1 < r/kpc < 100.

Finally, we estimate the scatter around our all measurements
using the bootstrap scheme, which is implemented by constructing
100 sub-samples (with replacement) of the data set. We consider
the mean and standard deviation of the bootstrapped measurements
at each bin as our best measurement and associated uncertainties of
the relevant physical quantities, respectively. Moreover, to quantify
the bias in the mass measurement, we define

mass offset(in per centage) = 100 × M − MTrue

MTrue
, (5)

where MTrue denotes the intrinsic mass profile of the parent galaxy
(shown in Fig. 1), whereas M represents the galaxy mass estimated
from the Jeans formalism.

3.2 Tests with a featureless simple model

To investigate inherent biases in our Jeans formalism, first we test
the scheme on toy data sampled from an ergodic Hernquist (1990)
model with scalelength a = 15 kpc, total mass = 1.4 × 1012M�,
and isotropic velocity distribution (β = 0). By nature, the data is
smooth, i.e. devoid of any sub-structures or tidal features, and there-
fore allows us to understand, if any, intrinsic bias in our scheme.
To facilitate comparison to our main results with simulated stellar
haloes, we generate a sample roughly of the same order of magni-
tude, i.e. 105.

In our context where we are probing an order of magnitude range
in distances and also where sample size sharply declines at large
distance, the logarithmic binning in radius is more appropriate com-
pared to a linear equal width or equal number binning schemes.
Therefore, we divide our sample into 15 logarithmically spaced ra-
dial shells, and present the key spatio-kinematics properties of the
tracers in Fig. 3. Intrinsically, all three velocity dispersion profiles
(σ r, σ θ and σφ) of the tracer populations are identical; therefore,
to make them visually distinct, we systematically shift the angu-
lar and azimuthal dispersions by ±5 km s−1 (Fig. 3a). In the figure
thickness of all, but except red-dashed, lines presented in panels
(a)–(e) show the 1σ uncertainty levels. Panel (e) compares the un-
derlying mass distribution using the Jeans formalism with the in-
trinsic values of the system, and finally, panel (f) shows the residual
in the mass measurement. In summary, the exercise demonstrates
that the spatio-kinematic runs of the test data and the underlying
mass distributions of the system at r > 5kpc can be recovered well
enough with negligible mass offset of 0.14+1.3

−1.9 per cent, where aver-
age dispersion is consistent with the median random uncertainties
of 1.6 per cent. However, due to abrupt change in the slopes of the
velocity dispersions, the mass profiles in the inner region deterio-
rates. Additionally, we also achieve similar level of accuracy for
alternative cases such as when the velocity distributions of the data
are assumed to be radial (β = 0.5 and 0.9) or tangential (β = −0.5
and −1.0).
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Figure 3. Jeans formalism implemented on a synthetic data sampled from the Hernquist distribution. Panels show (a) radial (red line), angular (green line),
and azimuthal (black line) velocity dispersions; (b) velocity anisotropy (grey band: measured, red dashed-line: the input profile); (c) number density (grey
band: measured, red dashed-line: the input profile); (d) measured radial pressure; (e) cumulative mass (grey band: reconstructed from the Jeans equation, red
dashed-line: the input profile); and (f) percentage error in the mass measurement (black dots) with dashed lines at ±10 per cent as a guide.

4 R ESULTS

4.1 Spatio-kinematic profiles of the simulated stellar haloes

In Fig. 4, we demonstrate the key spatial and kinematic properties
of the tracer populations of the 11 �CDM (top panels) and 6 arti-
ficial (bottom panels) haloes binned, respectively, in 25 concentric
radial shells. As labelled in the figure, each solid line of different
colour represents different halo. Panels (a) and (b) show the mea-
sured radial velocity dispersion σ r(r), panels (c) and (d) show the
measured angular2 velocity dispersion σ θ (r), and panels (e) and
(f) show the corresponding velocity anisotropy β(r) profiles of the
tracer populations. Similarly, panels (g and h) and (i and j) show the
measured number density and pressure distributions of the tracer
populations. Finally, substituting the above measured tracer prop-
erties into the Jeans formalism (equation 2), we estimate the mass
profiles of the parent galaxy, which are shown with solid lines in
panels (k) and (l). For an easy comparison, in panels (k) and (l),
we also overplot the inherent mass profiles of the parent galaxy, as-
suming maximum (red dashed-line), minimum (green dashed-line),
and average (black dashed-line) values of concentration adopted
from Fig. 1. The width of the lines in panels (a-j) depict the scatter
around the relation obtained from bootstrapping, whereas to avoid
further cluttering, we only show mean relations in panels (k) and
(l). There are a few trends we note in Fig. 4. For example, both the
σ r and σ θ (also σφ , not shown in the figure) attain highest value
for small r and vice-versa, which turn-over at r � 5 kpc. Also, all
of the haloes except the circ have predominantly radial orbits i.e.
β > 0 (see panels e and f). Furthermore, it can be visually attested

2 To save the space, we do not show the azimuthal velocity dispersion σφ ,
which generally has runs identical to σθ .

that the logarithmic density distributions ρ(r) of the tracer particles
seem to follow a double power law with a break at r ∼ 20 kpc.

4.2 Mass reconstruction from tracer populations

For clarity, in Fig. 5, we recast the mass profiles of the parent galaxy
of 11 �CDM (top panels) and the 6 artificial (bottom panels) haloes,
taken originally from panels (k) and (l) of Fig. 4. The magenta bands
with solid lines show the mass profiles of the parent galaxy recon-
structed from the Jeans equation using the spatio-kinematic profiles
of the stellar tracer populations. The bands around the lines show the
bootstrapped uncertainties around the mean measurements. Further-
more, the intrinsic mass distribution of the parent galaxy is shown
with the black dashed-line. As mentioned earlier in Section 2, the
intrinsic mass profiles of the artificial haloes are not known as they
are constructed from a mixture of satellites that have been evolved
in different host potential. Therefore, in the case of artificial haloes,
we only use the black dashed-lines as a rough guide for the purpose
of a qualitative assessment, which are derived assuming the con-
centration of the artificial haloes to be an average concentration of
the satellites that make up these haloes. The spikes in the mass pro-
files are far more prominent than the uncertainties in the measured
values; therefore, statistical noise as a potential cause for the spikes
can be ruled out. We now investigate the cause of these spikes.

We expect that the mass distributions of the parent galaxy mono-
tonically increase as a function of radius. However, this is not strictly
the case for our estimated mass profiles, again magenta lines shown
in Fig. 5. At many places, the mass profiles are bumpy (e.g. halo
09 at r ∼ 60 kpc, halo 10 at r ∼ 70 kpc), and in some cases, the
cumulative mass dips (e.g. halo 08 at r > 60 kpc, highl halo at
r > 50 kpc), which is unphysical. Similarly, the mass profiles of
the highl halo at r � 60 kpc and young halo at all radius are also
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Figure 4. Key spatio-kinematic properties of the tracer populations of the simulated stellar haloes and inferred mass distribution of the parent galaxy taken
from BJ05 and J08 simulations.
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Figure 5. Mass profiles of the parent galaxy obtained from the Jeans formalism using the spatio-kinematic profiles of the tracer populations. Black dashed
lines show the intrinsic mass profile of the parent galaxy, whereas magenta and blue solid lines are estimated masses of the galaxy when stellar and accreted DM
particles are used as dynamical tracers, respectively. The magenta and blue dashed lines shown in small panels at ordinates � 0 are respective measurements
of |〈vr〉|/σ r. The bands of corresponding colours around the blue and magenta lines show the associated uncertainties obtained from the bootstrapping.
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bumpy. This discrepant output of our scheme can be understood in
conjunction with the radial phase-space diagram shown in Fig. 2. It
is clear from this figure that at some intermittent radius, satellites
are just dispersing (say, halo 15 at r ∼ 80 kpc, halo 09 at r ∼ 60 kpc
etc.). In such radial shells, we will measure biased σ r and ρ(r),
and hence, the Jeans equation locally fails here as it demands ve-
locity dispersions of stars evenly populating the velocity range not
one biased by clumps. The young halo (built from recent <8 Gyr
ago events), which have not had enough time to fully relax, suf-
fers the worst from this scenario. Also, highl halo (dominated by
the massive accretion events) shows significant undulations in mass
profiles at large radius. On the contrary, haloes such as halo14 does
not contain any dominant sub-structures and, hence, result a well-
behaving mass profile. Similarly, the haloes such as old and lowl,
which are expected to be better phase-mixed haloes by construction,
have comparatively smoother mass profiles.

In the end, we like to validate if the erratic mass measurements at
intermittent radii are due to the presence of sub-structures that are
out of equilibrium. The mean radial velocity vr = 0 is a necessary
condition for a system in equilibrium (although not a sufficient
condition). So, |〈vr〉|/σ r can be used to gauge the departure from
equilibrium. Note, for N stars in a bin, |〈vr〉|/(σr/

√
N ) is a better

measure of the statistically significance of departure of vr from zero,
as it takes the effect of Poisson noise into account. However, we
choose to study |〈vr〉|/σ r as it is physically more meaningful and
significant. From equation (1), we get

δM/M � 2δσr/σr � 2vr/σr , (6)

assuming that the change in dispersion δσ r is of the order of vr.
Hence, vr/σ r is useful to gauge if a change in |〈vr〉|/σ r is enough
to explain a corresponding change in mass profile. The magenta
dashed lines in all the tiny panels of Fig. 5 show the |〈vr〉|/σ r

profile. Additionally, to check that a spike in |〈vr〉|/σ r is statistically
significant and not caused by Poisson noise, we show the dispersion
with band around |〈vr〉|/σ r profile using bootstrapping. We find
that the erratic spikes seen in the mass profiles at many places,
e.g. halo09 at ∼55 kpc, halo02 at ∼20 kpc, coincide with spikes
in |〈vr〉|/σ r runs. Moreover, we see that the mass reconstructions
outside r > 60 kpc generally deteriorate for all the haloes, which
is mainly because of the paucity of mass tracers and dominance of
unrelaxed sub-structures in the outskirts.

In the figure, the blue solid and dashed lines are the corresponding
reconstructed mass profiles of the parent galaxy when the accreted
DM particles are used as a dynamical tracer. The dark matter par-
ticles are not directly observable and the discussion of this case is
not useful for pragmatic reasons. However, for the completeness
reason, we briefly present and discuss the spatio-kinematic profiles
and error analysis of this case in the Appendix 6. For almost all
the haloes, we observe that the stellar tracers show comparatively
less ridges in the reconstructed mass profiles compared to the cases
when DM tracers are used. This is because the DM tracer popu-
lations have large number of prominent sub-structures with zero
luminosity, and hence zero stellar mass.

The intermittent noise in the inferred mass distributions can be
reduced by fitting a smooth parametric models to the velocity dis-
persions and pressure/density runs that enter the Jeans analysis. We
restrain from doing so mainly because a smooth model cannot cap-
ture the impact of sub-structures in the mass profiles. Also, it leads
to a natural question of what are the good models for the disper-
sion profiles, number density etc. Therefore, we decided to use the
binned data directly.

A takeaway point from Fig. 5 is that in overall the shape of the
mass profiles of the parent galaxy of the simulated stellar haloes (ex-
cept for the flagged haloes such as highl, young), although bumpier
at places where sub-structures locally dominate, can be recovered
well using the Jeans analysis. Below we provide a more detail ac-
count of the biases in our overall mass reconstruction.

In Fig. 6, we present the error analysis of the mass measure-
ments of the parent galaxy using the stellar tracer populations for
all 11 �CDM haloes. Panel (a) shows the mass offsets (defined in
equation 5) in the estimated mass MJeans compared to the intrinsic
masses as a function of r. Similarly, in panel (b), we show the frac-
tional uncertainty (σ M/M) on the estimated mass measured using
bootstrapping as a function of r. Different colours of the circles or
lines in panels (a) and (b) represent different haloes, the labellings
consistent with Fig. 1. The average of the coloured lines in panel (b)
is shown with the black dashed-line, whereas the black solid line is
the dispersion profile of the mass offsets obtained from panel (a).

The mass offset is due to two sources: (a) random uncertainty
in the estimator, which is mainly due to Poisson noise, and (b) the
tracers not being in dynamical equilibrium with the potential in
which they are orbiting. We can estimate the random uncertainty by
bootstrapping and this is given by σ M. We label the dispersion due
to non-equilibrium effects by σ noneq. The dispersion in mass offset
can then be written as(σmass offset

M

)2
=

(σM

M

)2
+

(σnoneq

M

)2
. (7)

If we consider the standard error of mean around the average
σ mass offset/M relation in Fig. 6(b), the solid black line coincides
within the 2σ confidence interval of the mean relation in the in-
ner r < 10 kpc. The two relations tracing each other in this regime
means that the dispersion in mass offset is dominated by random
uncertainty due to Poisson noise and can be reduced by increasing
the sample size of the tracers. Moreover, the large uncertainty in the
inner r < 10 kpc is of the least concern to us as we are mainly inter-
ested in measuring mass for r � 10 kpc. However, for r � 10 kpc,
the dispersion in mass offset is consistently larger than the random
uncertainty and the difference keeps on increasing with increase
of r. This means that dispersion is dominated by non-equilibrium
effects instead of random uncertainty, and this dispersion cannot be
reduced by increasing the sample size or the precision of observ-
ables.

Finally, to quantify the bias and dispersion in the mass measure-
ment, we present the distributions of the mass offsets in panel (c),
where blue, orange, and black histograms show the cases with r ≥
10 kpc, r < 10 kpc, and r/kpc ∈ [1, 100], respectively. The median
and the 16th and 84th percentile ranges are shown in the panels
(denoted by per.). In essence, from panel (c), we conclude that in
reconstructing the mass profile of the parent galaxy using the stel-
lar halo tracer populations within r/kpc ∈ [10, 100], the bias is
∼10 per cent and the dispersion is ∼14 per cent. When we include
the results from the inner r < 10 kpc as well, the bias remains the
same whereas dispersion marginally increases to ∼20 per cent. Ad-
ditionally, we also confirm that the bias in the mass measurements
is not introduced due to the consideration of mean motion while cal-
culating the velocity dispersion in equation (4). Importantly from
Fig. 6(b), we measure that the random error in mass measurement in
the case of r � 10 kpc is ∼7 per cent that is approximately half of the
dispersion (∼14 per cent). Substituting this value in equation (7), we
measure the contribution of non-equilibrium effect to be 12 per cent.
To investigate this, we repeat our analysis with root-mean square
velocity as a measure for the velocity dispersion, and we observe
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Figure 6. Error analysis of the estimated masses of the parent galaxy using the stellar tracer populations of the 11 �CDM haloes. Panel (a) shows the
percentage mass offset and panel (b) shows the random uncertainties in mass measurements, both as a function of distance, where different colours represent
different haloes as labelled in Fig. 1. Panels (c) and (d) show distributions of the mass offset for cases where we, respectively, use standard deviation and
root-mean square velocity as a measure for the velocity dispersion.

effectively similar bias in mass measurements as demonstrated in
panel (d) of the figure.

4.3 Deviation from spherical symmetry

A generic prediction of structure formation under the �CDM
paradigm is that galactic DM haloes are triaxial (e.g. Jing & Suto
2002; Bailin & Steinmetz 2005; Allgood et al. 2006; Vera-Ciro et al.
2014), which has been shown to become comparatively more spher-
ical due to influence of the baryonic processes (Kazantzidis et al.
2004; Gustafsson, Fairbairn & Sommer-Larsen 2006; Kazantzidis,
Abadi & Navarro 2010). The observations of the Galaxy show
varying results. In this, study of debris of the Sagittarius dwarf
tidal stream distributed on a great circle (Ibata et al. 2001) and also
the bifurcation in the stream (Fellhauer et al. 2006) suggest near
spherical Galactic DM halo. In contrast, the line-of-sight velocities
of the stream favour a triaxial Galactic halo (Helmi 2004). More
recently, Law, Majewski & Johnston (2009) and Deg & Widrow
(2013), while fitting spatio-kinematics of the Sagittarius stream,
find Galactic potential consistent to be triaxial and determine halo
intermediate/major (b/a) axis ratio of 0.83 and minor/major (c/a)
axis ratio of 0.67. The constraints on the shape of the MW DM halo

is still an unresolved subject; for additional constraints and further
discussion of the topic, see the review by Read (2014).

As discussed earlier, the DM halo potential of the parent galaxy
in BJ05 simulations is spherical. Therefore, to investigate the appli-
cability of the spherical Jeans equation in the case of triaxial haloes,
here we utilize the SURFS simulation (Elahi et al. 2017). The SURFS

simulation is a suite of cosmological N-body simulations and we
focus on its subset with box sizes 40h−1 Mpc. The halo catalogues
are constructed with the VELOCIraptor phase-space halo finder
(Elahi, Thacker & Widrow 2011). From the SURFS halo catalogue,
we focus on low mass groups with virial masses3 of ∼1012.5 M�,
which provides us with a sufficient statistical sample of well re-
solved haloes composed of ∼5 × 104 DM particles. Unfortunately,
the SURFS simulation does not readily provide stellar tracer popu-
lations and therefore hindering a more realistic test. As such, it is
not crucial at this point as we are only interested in understanding
the sensitivity of the spherical Jeans equations in reconstructing the
mass profiles of triaxial systems. We note that the mass range of

3 Mass enclosed within the radius where the over density is 200 times the
critical density of the universe.
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Figure 7. Distributions of (a) intermediate/major axis ratio (b) minor/major
axis ratio, and (c) halo mass in logarithmic scale for triaxial DM haloes taken
from the SURFS simulation.

the selected haloes we assume is slightly larger than a typical ob-
servational estimate of ∼1012 M� for the virial mass of the Galaxy
(e.g. McMillan 2011; Kafle et al. 2014; Piffl et al. 2014; Bland-
Hawthorn & Gerhard 2016), a result of requiring haloes resolved
with several tens of thousands of particles and the mass resolution
of the simulation used. This mass difference between our mock
haloes and the MW is irrelevant as in this narrow mass interval we
expect that the number density and kinematic profiles of the haloes
tracer populations remain self-similar. Critically, here we are only
testing the applicability of the spherical Jeans formalism in mass
reconstruction of the non-spherical haloes, therefore all we need is
a set of realistic triaxial haloes.

Haloes within this mass range span a range of triaxiality
parameters,4 from b/a = [0.35, 0.95] with typical values of 0.78
and with c/a = 0.7 b/c (Elahi et al. 2017, see fig.7). In the end,
we only use haloes that have the triaxiality parameters reasonably
close to the observed values of b/a ≈ 0.8 and c/a ≈ 0.7 for the MW
DM halo (Law et al. 2009; Deg & Widrow 2013). The distributions
of the axis ratio and halo mass of our final sample of 58 haloes
are shown in the top panels of the Fig. 7. Finally, we split the DM
tracer populations of these haloes into 15 concentric spherical radial
shells within r ≤ 100 kpc, and apply the spherical Jeans formalism
(Section 3). The grey bands in Fig. 8(a) and (b) show the measured
anisotropy and number density of the tracer populations, whereas
panel (c) shows the derived cumulative mass profile of the under-
lying DM halo with the total mass of log10(Mhalo/M�) = 12.9 and
axial ratios of b/a = 0.8 and c/a = 0.7. In panel (c), the overplot-
ted red dashed-line represents a spherically averaged intrinsic mass
profile of the halo. We see that the spherical Jeans formalism recon-
structs the mass profile of the halo reasonably well, and results of
the remaining 57 haloes are also consistent with this.

In Fig. 9, we provide an error analysis of the estimated masses
of the triaxial haloes. The panel (b) demonstrates the mass offset
(in percentage) for all the 58 haloes as a function of scaled radius
r/rmax, where rmax corresponds to the radius r at which the circular
velocity of the halo is maximum. Dashed lines in the panel high-
light the offset of 10 per cent and 20 per cent. The blue and orange
histograms shown in panel (c) however show the distributions of
mass offset at all scaled radii r/rmax > 0.2 and >0.0, respectively.
The median mass offset at r/rmax > 0 is −5.9+16.4

−31.9 per cent, and
−2.4+9.4

−9.9 per cent at r/rmax > 0.2. The dispersion in the mass offset
in the case of DM tracer populations of the 11 �CDM haloes of

4 the shape is calculated using the reduced inertia tensor (Dubinski & Carl-
berg 1991; Allgood et al. 2006).

BJ05 at outer region (r ≥ 10 kpc) is of similar level ∼7 per cent
although the bias is positive here (∼3 per cent). The dispersion ob-
tained for r/rmax > 0.2 case is 8.7 per cent after adjusting for random
uncertainty. In agreement with the BJ05 �CDM haloes, here again
we confirm that the biases in the mass measurements are not due to
subtracting mean motion while calculating the velocity dispersion
(in Equation 4). In the figure, we observe that generally in the inner
r/rmax < 0.2 region, the scatter in the residual of the mass estimate
is large. To further investigate the anomaly, in panels (d), (e), and
(f), we show the relation of average mass offset at r/rmax < 0.2 as a
function of b/a, c/a, and halo mass, respectively, and also provide
their respective correlation measurements. We fail to find any corre-
lations between the observed mass offsets and the aforementioned
intrinsic properties of the haloes. Finally, from panel (a), where
the ratios of dispersion to the estimated mass MJeans of the triaxial
haloes are shown, and similar to the earlier cases of BJ05 �CDM
haloes, here also we find that the large scatter in the residual of the
mass estimate in the inner region is mainly due to Poisson noise.

In summary, we conclude that in the outer r/rmax > 0.2, the
underlying mass profiles of the SURFS haloes can be determined
with a bias of ∼ − 2.4 per cent and a dispersion of ∼10 per cent.
Note this dispersion includes the effects of triaxiality as well as
departures from equilibrium.

5 D I S C U S S I O N A N D C O N C L U S I O N

In this paper, we utilize the 11 MW stellar haloes simulated in
accordance with �CDM by BJ05, 6 additional simulated stellar
haloes from J08 built to have artificial accretion histories dominated
by events that are predominantly recent/old, on radial/circular orbits
or having larger/smaller satellite mass, and 58 triaxial DM haloes
obtained from the SURFS simulation (Elahi et al. 2017) to test the
efficacy of the spherical Jeans (1915) formalism in predicting the
mass distribution of the MW analogues in a �CDM universe.

In overall, using the spatio-kinematic profiles of the stellar tracer
populations and the spherical Jeans equation, we recover the under-
lying mass distribution of the MW analogues in a �CDM universe
within r/kpc ∈ [10, 100], with a bias of ∼12 per cent and a disper-
sion of ∼14 per cent (12 per cent when adjusted for random uncer-
tainty). Additionally, analysing triaxial DM haloes obtained from
the SURFS simulation with intermediate/major axis ratio in range
[0.5, 1] and minor/major axis ratio in range [0.5, 0.7], we are able
to recover the underlying mass distribution of the haloes with a bias
of ∼ − 2.4 per cent and a dispersion of ∼10 per cent (8.7 per cent
when adjusted for random uncertainty), in the outer r/rmax > 0.2
region of the haloes. Similar level of dispersion (∼7 per cent or
∼6 per cent when adjusted for random uncertainty) is also observed
for the case of the DM haloes of BJ05 but with positive bias of
∼3 per cent.

In perfect conditions, a spherical system in equilibrium, we can
correctly reconstruct the mass profile and there is no bias and disper-
sion that can be accounted by random uncertainty on the estimated
mass. When applied to data from simulations, we do see some bias
and dispersion, meaning the bias and dispersion can be either due
to system being aspherical and out-of-equilibrium or due to an un-
known effect in simulations. We find little correlation of mass offsets
with asphericity, so out-of-equilibrium effects seem to be the main
cause behind the observed mass offsets. The out-of-equilibrium ef-
fects will shift the mass estimates at any given radius and this will
lead to a non-zero dispersion. So the dispersion, in principle, sets
a limit on the accuracy with which we can expect to measure mass
at a given radius for any halo using the spherical Jeans equation.
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Figure 8. Spherical Jeans formalism in a triaxial DM halo from the SURFS simulation with velocity anisotropy, number density, and cumulative mass profiles
of the halo shown in panels a, b, and c, respectively. The grey bands show the measured quantities with bootstrapped uncertainties, whereas red-dashed line in
panel (c) represents the intrinsic mass distribution of the halo.

Figure 9. Error analysis of the mass measurement of triaxial DM haloes taken from the SURFS simulation. Panel (a) shows the random uncertainties in mass
measurements and panel (b) shows the percentage mass offset both as a function of scaled radius for all 58 haloes, whereas panel (c) shows the distribution of
the mass offset. Panels d–f show the correlation of the mass offset with triaxiality parameters and the mass of the halo.
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This limit is set due to the inherent nature of the �CDM haloes and
is independent of the quality and the quantity of the observational
data.

Using GALAXIA (Sharma et al. 2011b), a stellar population synthe-
sis software utilizing Padova isochrones (Marigo et al. 2008), we
estimate that, till the magnitude limit of 17 in V band, Gaia will have
more than 5 times the number of tracers that we have investigated
here. So, the error on the mass estimates of the Galaxy using stellar
tracers provided by the Gaia using the Jeans analysis will be limited
by the non-equilibrium effects as well as uncertainties in observed
distances and tangential velocities rather than the sample size.

The fact that the two different simulations (with DM particles as
tracers) give similar level of dispersion (10 per cent for SURFS and
7 per cent for BJ05 haloes) in estimated masses is reassuring for
our estimate of the dispersion. When applied to BJ05 stellar haloes
(stellar particles as tracers), we get a higher dispersion (14 per cent).
This is the case that is of practical use, as we observe stars rather
than dark matter particles. The higher dispersion here is also as ex-
pected, since the stellar haloes have more sub-structures than dark
matter haloes. Dispersion could also be due to random uncertainty
associated with our mass estimator (effect of Poisson noise). We
have shown that the random uncertainty is a factor of 2 smaller than
the measured dispersion for all analysed cases. The total variance
being the sum of squares of random and intrinsic scatter, the random
uncertainty should make very little contribution to the dispersion.
Taking the random uncertainty into account, we estimate the intrin-
sic scatter due to non-equilibrium effects to be 12 per cent for the
case of stellar haloes.

The interpretation of bias is less obvious. Naively, we expect the
bias to be zero, at a given radius, the non-equilibrium effect can shift
the mass in either direction (as the quantities on the right-hand side
of equation (1) can shift in either direction). For the SURFS as well
as BJ05 dark matter haloes, although not negligible but the bias is a
factor of two smaller than the dispersion. For the BJ05 stellar haloes,
the bias is much higher but still less than the dispersion. The sign of
the bias is different for the SURFS and BJ05 simulations, and we have
not been able to find a reason for it. However, the bias is significant
only if we treat the measurement at each radius as independent and
this might not be true. Typically, a few luminous/massive accretion
events dominate in shaping the overall properties of a given the
stellar halo. Specifically, the fraction of material in sub-structures is
dominated by a few luminous accretion events (Sharma et al. 2011a,
section 4.4). So mass measurements of a given halo at different
radius can be correlated. Given that we only have 58 independent
haloes for the SURFS and 11 for BJ05, the measured biases are less
than twice of (disperion/

√
number of haloes) and are within the

2σ limit. For the case of stellar haloes, the bias is higher but still
within 2.5σ limit. We note that in BJ05 simulations, a stellar halo
is created by assigning unequal weights to dark matter particles.
Although less likely (as after getting disrupted the particles of a
satellite behave more or less independently) but it is worth exploring
in future if this weighting scheme can introduce a systematic bias.
Another possibility could be that the bias is a reflection of the initial
conditions used to generate the accretion history of the halo. The
accreting satellites tend to be closer to (or further from) peri- or
apo-centre than one would expect for a phase-mixed population,
meaning that their radial velocities are lower (or higher) than in
that case. When the satellites disrupt and get fully phase-mixed, the
system will be in equilibrium and the bias would vanish. However,
here we are analysing a partially relaxed system, as evidenced by the
presence of significant amount of sub-structure, and this can lead to
a non-zero bias. For example, if we consider the simple spherical

collapse model of the formation of a dark matter halo, at turn around
the total energy is mostly potential, whereas at the collapse, it is
kinetic. Applying Jeans equation here will give systematically lower
mass at the turn around stage and higher mass at the collapse stage.
The fact that the initial conditions are different in SURFS and BJ05
simulations could possibly lead to different biases in them.

Additionally, the investigation of the simulated stellar haloes with
artificial accretion history suggests that the young halo built from
events less than 8 Gyr and the halo dominated by high luminos-
ity (<107 L�) accretion events show the most undulations in the
mass profiles and, hence, are the most error prone cases to apply
the Jeans analysis. This is due to significant amount of unrelaxed
sub−structures inherently present in these haloes. On the contrary,
a halo dominated by less luminous (<107 L�) accretion events,
awell−mixed halo, provides good scenario to apply the Jeans for-
malism.
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APPENDI X

The case of accreted DM tracer populations

Here, we demonstrate key results obtained using the accreted DM
tracer populations although this may not have any observational
relevance as it is not possible to directly observe the DM. None
the less, we conduct the exercise to establish a few point discussed
below. First, in Fig. A1 (analogous to Fig. 4), we demonstrate key
spatio-kinematic properties of the accreted DM tracer populations
(with sample size of 105) from BJ05 and J08 simulations. We note
that similar to Fig. 4, where stellar tracer populations are utilized,
both the σ r and σ θ (also σφ , not shown in the figure) attain highest
value for small r and vice-versa, which turn-over at r � 5 kpc. Simi-
larly, except the case of circ halo, all the simulated stellar halo have
predominantly radial orbits. However, we note that compared to the
earlier case when stellar tracers are used, the velocity dispersion
profiles and, hence, also anisotropy, have larger inter-halo scatter.
Notably, we also find that the density slope at r < break-radius is
comparatively steeper in the current case. Secondly, the correspond-
ing reconstructed mass profiles of the individual haloes are already
shown with blue lines in Fig. 5. Finally, in Fig. A2 (analogous to
Fig. 6c), we present the distributions of the biases in the estimated
masses at various distance range.

Number of DM tracers we utilize in Fig. 5 are roughly of the
similar order of magnitude to that of the stellar tracers we had in
Section 4, i.e. 105. We find that in this case, the overall mass off-
set is ∼3 per cent with ∼7 per cent (∼6 per cent when corrected for
random uncertainty) of dispersion, which are clearly better than
the respective errors of 12 per cent and 14 per cent we obtained ear-
lier with the stellar tracer populations. This is expected and has a
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Figure A1. Analogous to Fig. 4, but for the case when accreted DM particles taken from BJ05 and J08 simulations are used as a dynamical tracer.
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Figure A2. Error analysis of the estimated masses of the parent galaxy
using the accreted DM tracer populations of the 11 �CDM haloes, with
labels same as Fig. 6(c).

physical cause. As mentioned in Section 2, in the BJ05 simulation,
the stars are ‘painted on’ by assigning a luminosity weight to each
dark matter particle within an accreted satellite. These luminos-
ity weights are proportional to the binding energy of the satellite,

meaning the stellar tracer populations generally come from the core
of the accreted satellites; hence, it takes longer to relax compared
to the DM tracer populations, resulting larger upset in the estimated
mass profiles.
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