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Abstract. This work discusses the methodology for the design, devel-
opment and deployment of a virtual 19'"-century Fish Curing Yard as an
immersive museum installation. The museum building now occupies the
same space where the curing yard was over 100 years prior, hence the de-
ployment of a virtual reconstruction of the curing yard in a game engine
enables the museum visitors to explore the virtual world from equiva-
lent vantage points in the real world. The project methodology achieves
the goal of maximising user experience for visitors while minimising cost
for the museum, and focus group evaluations of the system revealed the
success of the interaction-free design with snackable content. A major
implication of the findings is that museums can provide compelling and
informative experiences that enable visitors to travel back in time with
minimal interaction and relatively low cost systems.
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1 Introduction

A museum installation for exploring the past has been designed, implemented
and evaluated in this work. The system features immersive, yet inexpensive
technology which allows museum visitors to facilitate a comparison of the past
and present from equivalent vantage points. Museum visitors can walk up to the
installation in the foyer, pick up a virtual reality headset and look into the past
to explore a 19*"-century curing yard which occupied the space that the museum
building occupies today.

The requirement to explore the past from fixed locations around the mu-
seum building has informed the decision to deploy the exhibit as high-fidelity
photospheres (360°panoramic images) instead of a resource-intensive 3D model
powered by a game engine. Hence the use of immersive, yet inexpensive technol-
ogy to facilitate a comparison of the past and present from equivalent vantage
points in a museum setting is the major contribution of this work. Furthermore,
an interaction-free design which provides snackable content to visitors thus en-
abling a group of people (a coach tour for example) to explore the past and
share their experiences with one another, offers a contribution in the design
of immersive virtual museum installations. An iterative methodology has been
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adopted for the design and implementation of the system, and evaluation has
been conducted which demonstrates the success of the system for exploring the
past as well as the acceptance of the interaction-free design. The findings of
the evaluation also reveal insights into how visitors interact with virtual mu-
seum installations as well as the considerations that (staff and administrators
of) museums face when managing such installations.

The remainder of the paper is organized as follows. Section [2| provides a
background discussion on virtual museums and the partnership (and previous
work) that led to the conception of the project. Section discusses work done on
the use of 3D technologies for museum installations and heritage visualisation.
Section [4] provides an overview of the methodology adopted for the project, and
Section [5| discusses the design and implementation of the system, highlighting
the reconstruction process and the exhibit installation. The results of the system
evaluation are provided in Section [6 and Section [7] concludes the work.

2 Background — Virtual Musems and 3D Media

The term “Virtual Museum” refers to either (1) the recreation of a physical
museum, like-for-like which enables visitors to remotely simulate a virtual visit
of the museum or (2) the creation of artefacts, items or experiences for users’
consumption. This could be done remotely (on the Internet) or on-site (in a
physical museum) [I]. The second definition is of pertinence to this work, as
it introduces the design, deployment and evaluation of an immersive museum
installation aimed at providing an educational resource on local history.
Virtual museums have gained popularity in recent decades [2], and projects
that leverage computer graphics to re-enact historical scenes date back the the
early 1980s [3]. Like recent interest in using 3D computer imagery and graph-
ics to deliver engaging experiences to users, previous generations leveraged the
techniques at their disposal in order to enhance immersive experiences [4]. The
use of Panoramas (and similar film-based techniques such as Cineorama, Dio-
rama, Georama and Stereorama) for cultural heritage applications date back to
the 18""-century. These systems and their concomitant technologies were lever-
aged due to their ability to “involve” audiences and place them at the centre of
the scene. However, due to content and cost limitations, the popularity of these
technologies declined as people sought alternatives [5]. The use of panoramas as
part of a general body of spherical and 3D media has seen a resurgence in recent
years. This trend can be attributed (in part) to advances in photography, com-
puter graphics, mobile and digital technologies. This, coupled with the desire
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to visualise the past and explore geographically-distant landscapes [5], provides
new opportunities and facilitate the development of systems that enable us to
bridge time (historic) and space (geographic) barriers.

Timespan museum and arts centre is a cultural organisation located in Helms-
dale, a small town on the north-east coast of Scotland. Timespan previously col-
laborated with the Open Virtual Worlds (OVW) research group at the University
of St Andrews to mark the 200"" anniversary of the Scottish Highland Clear-
ances by producing a Clearances Trail App and an immersive CAEN Township
installation [6]. The Clearances Trail App is a mobile app (available on Android
and 10S) that enables users to take part in a guided tour of the Strath of Kildo-
nan, which was central to the Highland Clearances in the 19*"-century. The tour
combines text, audio narratives, images and a location-aware map to educate
users on the history of the Highland Clearances. The CAEN Township installa-
tion is an immersive exhibit which features a Microsoft Kinect and three large
screens, situated in a “story-telling room”, that enables visitors to visualise and
explore a 3D model of CAEN, a pre-clearances settlement in the Scottish High-
lands. Users can move around the model, enter longhouses, trigger informative
pop-ups, listen to stories and watch animated movies, all of which are designed
to educate the audience and provide them with a sense of the Highlands before
the Clearances.

The building which Timespan now occupies was a fish curing yard around
the late 19" and early 20""-century. Fishing was a major source of income and
livelihood for the inhabitants of 19*"-century Helmsdale, hence the curing yard
played an important role in the village’s economy as it was a space where the
herring and salmon caught by fishermen were gutted, cured and packaged for
transportation. The ability to re-live and explore the curing yard as it stood in
the 19t"-century thus serves as a great resource for preserving and disseminating
the heritage for the locals, and provides a medium for tourists to learn and engage
with local history. This is the motivation of this work.

As part of Timespan’s 30*" anniversary a project was conceived to celebrate
local history. The aim of the project was to produce an immersive museum
installation that would serve as an educational resource for the village locals
as well as offer novel, interactive experiences to the museum visitors, some of
whom are foreign travellers passing through the Highlands, and the ongoing
collaboration with the OVW research group and the success of previous projects
provided a good platform to execute the project.

3 Related Work

The use of 3D technologies to recreate and visualise history has been docu-
mented extensively in literature. The reconstruction of an important but now
derelict cathedral as it stood in the 14*f-century is documented in [7]. The
work describes the reconstruction process including interdisciplinary research,
building the landscape based on Ordinance Survey data, establishing the ar-
chitecture, and embedding sound and scripted Non-Player Characters (NPC)
such as canons and historical figures. The resulting model and associated con-
tent have been deployed in learning contexts such as schools (for primary and
secondary education), festivals (for community engagement), and on the web
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(accessible remotely through a browser). A framework for building interactive
virtual museum content and exhibitions is proposed in [8]. The system leverages
a popular game engine in addition to web frameworks to provide a distributed
service (based on data pulled from popular online repositories) that enables users
to easily create, manage and share virtual exhibits which are not limited to a
specific application domain, but rather support a broad range of applications.
A system for visualising 3D models of Mediterranean sculptures, optimised for
both small (mobile) and large (desktop) screens is presented in [9]. The sys-
tem is capable of streaming content over a network and displaying content at
multiple resolution levels so as to improve performance and facilitate the in-
spection of the model in high levels of detail. In contrast to [9], which combines
a mobile-based and desktop-based approach, [I0] adopts a purely mobile-based
approach to heritage visualisation. The system, which features cross-platform
support (made possible by web technologies), enables users to visualise a 3D
model of a mediaeval town with minimal resources. The impact of 3D technolo-
gies in the domain of cultural heritage is investigated in [I1], and the findings
affirm the case for using digital capture approaches such as photogrammetry and
laser scanning to foster community engagement with cultural heritage, as well
as the use of immersive technologies such as virtual reality headsets to provide
compelling experiences thus increasing users’ engagement with heritage content.
These work demonstrate different ways in which 3D technologies can be used
to recreate and visualise the past. The reconstruction process described in [7],
the user-centric approach adopted in [8], the multi-platform approach adopted
in [9] and [1I0], and the findings of [11] have been given due consideration in the
actualisation of this project.

Furthermore, remote virtual museum visits in older adults result in a posi-
tive experience and high usability when an interaction-free design is adopted [12],
such that users can consume content with little or no active interaction. This
provides rationale for the interaction-free design adopted in this work. It is worth
noting that the virtual museum presented in [12] facilitates a remote visit, con-
trary to the system designed in this work which allows visitors to explore the
past on-site. Nonetheless, the design principles remain relevant because the pri-
mary objective is to present “snackable” content to visitors thus providing an
informative and engaging experience in little time.

Technological advances, the proliferation of smart devices and 3D media, and
the corresponding reduction in cost have contributed to the popularity of virtual
museums in recent decades. These technologies enable the development of virtual
exhibits that mitigate the risk of damage to artefacts and require little or no real
estate [2]. The concept of the “Museum of Pure Form”, proposed in [13], involves
the use of virtual reality devices to provide immersive experiences to visitors.
It overcomes a limitation of traditional museums (in which visitors cannot go
close to or touch exhibits) by providing haptic feedback to simulate the sense
of touch while interacting with digital replicas of the exhibits, usually coupled
with stereoscopic visual display of the digital replica for immersion. In addition to
bodily-immersive technologies, spatially-immersive technologies have also been
deployed in museum contexts. The use of a panoramic stereo screen to present
artwork to museum visitors is presented in [14], which documents a high degree of
interaction with, and immersion in the virtual environment. In a similar vein, [6]
reports on the recreation of a 19*'-century township and its deployment in a
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Fig. 3: Preliminary model in Sketchup  Fig. 4: Equirectangular image of the yard

museum, which enables visitors to explore the township through body gestures.
The installation uses the Microsoft Kinect for motion detection and three large
projection screens arranged as a semi-hexagon to produce a 150° field of view.
The common denominator of the aforementioned work — and what makes them
relevant to this work — is their use of technologies in museum contexts, either
to replicate museum exhibits which can be accessed off-site, or to create virtual
environments which can be deployed on-site. This demonstrates the maturity
of virtual museums and the versatility of immersive technologies; for instance,
body-based devices are used in [I3] while space-based devices are used in [6]
and [I4], all with the common goal of giving users a sense of presence in a virtual
world. It is worth noting that the system proposed in this work uses neither
haptic (as in [I3]) nor spatially-immersive (as in [6] and [I4]) technologies owing
to cost and space constraints respectively, but rather features a head-mounted
display and a screen (slotted into a false wall) to deliver an immersive experience
in while minimising cost and space requirements.

In summary, computer graphics and 3D technologies have facilitated the
recreation of historical scenes and artefacts, which have been used in the devel-
opment of exhibits that offer interactive and immersive experiences to museum
visitors. These developments have been leveraged in this work, with the contri-
bution of enabling museum visitors to compare a recreated historical scene and
its present day counterpart from an equivalent vantage point.

4 Methodology

The methodology for this work was one of a practice-based research. During an
initial research phase, heritage experts at the museum consulted archival doc-
uments from the local and neighbouring museums. Two of the primary sources
used for research include [15], which sets out the plan for the first curing yards in
Helmsdale and [16], the annual reports of the British Fisheries Society — the in-
dustry regulator. Based on these sources, as well as maps and plans of the area,
a preliminary 3D model was created using Unreal Engine 4 [I7]. This model
then served as the basis for eliciting feedback from the heritage experts and
locals, which provided further input for refining the model. An iterative design-
implement-feedback cycle (see Fig led to the development of a model that was
deployed and evaluated with the visitors and heritage experts at the museum.
A prototype of the system was trailed at the Helmsdale Highland Games in
the summer of 2016, where members of the general public were invited to ex-
plore the reconstruction using virtual reality headsets and xbox controllers, and
provide feedback in form of Likert-scale questionnaires and interviews. The first
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access point (a location of interest in the museum for which data was gathered
from the equivalent vantage point in the virtual environment) was installed in
the fall of 2016 and museum visitors were invited to interact with the system
during an open day event (Fig. . This access point was evaluated with focus
groups in the spring of 2017 and the findings are discussed in Section [f]

5 Design and Implementation

Design decisions were made on interaction — using fixed-view access points, con-
tent — using spherical images, and platform — using virtual reality headsets,
after which the system was implemented, beginning with research, followed by
3D modelling, content extraction and system deployment.

5.1 Reconstruction Process

The reconstruction process began with gathering visual evidence and culminated
with the deployment of stereo equirectangular images which were extracted from
an Unreal Engine 3D model.

Historical Research: Historical research entailed gathering scale plans of the
building and historical images of the local community. The scale plans repre-
sented the footprint of the curing yard which has undergone minimal changes
in the lifespan of the building. In addition, a map of the village Helmsdale was
obtained and this served as the basis for the development of a building plan.
3D Modelling: The modelling process began in Sketchup [18] using the plan
and footprint uncovered by the research phase, to ensure that the building was
modelled to scale. The Sketchup 3D model (early stages shown in Fig|3)), which
represented the frame of the building, was then exported as a Collada mesh and
imported into Unreal Engine. The model was then populated with objects that
would have been found in a 19" curing yard (as uncovered by the research), and
textured with appropriate patterns to improve the photo-realism. The output of
this process was a photo-realistic 3D model of the curing yard as it stood around
1890. This model — which featured troughs, barrels and buildings, as well as the
surrounding landscape and river (see Fig E[) — served as the basis for content
extraction and deployment.

Content Extraction: Stereo equirectangular images, formatted in a top-bottom
manner (see Fig [4)) were extracted from the 3D model using Unreal Engine’s
“Stereo Panoramic Movie Capture” plugin. This plugin provides options to
change input parameters so as to control the quality of the resulting captures.
These parameters include the horizontal (and vertical) angular increment (i.e.
the number of slices captured horizontally and vertically as factors of 360°and
180°respectively), horizontal field of view (i.e. how much of the spherical envi-
ronment can be viewed at any one time), and eye separation (i.e. the distance
between the stereo cameras, to mirror the Interpupilary Distance [IPD]).
Deployment: The equirectangular images extracted from the model were used
to make photosphere tours of the different vantage points around the curing
yard. The photosphere tours were deployed as a mobile app (on Android, en-
abled using the OpenGL environment) which can be viewed using a mobile VR,
headset (such as the Google Cardboard [19]) in stereoscopic mode and without a
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Fig. 5: Workers in a 19'"-cent. curing yard Fig. 6: View of the virtual curing yard

VR headset in wide mode, and as a web-based photosphere tour for both online
use (as deployed on Roundme [20]) and offline use (enabled using krpano frame-
work [2I]) which can be navigated using an Xbox controller or with a standard
keyboard and mouse. The considerations that influenced these modes of deploy-
ment are discussed in Sections and Historical images (see Fig [5)) and
text snippets were embedded into the virtual environment to provide context,
draw attention to the equivalence of the real and virtual vantage points, and
provide heritage interpretation. This was achieved by blending the flat, histori-
cal image onto an equirectangular, virtual image such that the historical image
appeared to be superimposed on the spherical environment represented by the
virtual image (see Fig[6).

5.2 Design Decisions

Content: A fully-immersive environment was adopted to satisfy the require-
ments for an engaging on-site installation. This could have been achieved by
either deploying the full 3D model or deploying photospheres of vantage points.
The use of the 3D model allows users to explore the 3D model of the curing yard
in first-person view while photospheres restrict users to exploring the system
from distinct vantage points. On the other hand, photospheres enable the de-
ployment of spherical environments with minimal resources on a low-end work-
station or smartphone, while a 3D model requires high-end computing power
and graphical resources for optimal performance. In addition to the high level
of engagement, an interaction-free design for exploring fixed-view points was re-
quired, hence the photosphere approach was adopted over the model approach.
The restriction of users to spherical, view points also resulted in an accurate
mapping of the past (virtual world view) to the present (real world view).
Hardware Platform: Mobile (smartphone with an enclosing virtual reality
headset) and Desktop (PC with a tethered virtual reality headset) platforms
were considered for the hardware. Although the mobile platform had relatively
lower space (real estate) requirements, the Desktop platform was chosen owing
to its increased computing power and lower head-tracking latency which results
in a higher fidelity experience. This also gives the installation a more permanent
feel than could be obtained from the use of mobile phones and headsets. The
Oculus Rift [22] and the HTC Vive [23] virtual reality headsets were considered
for deployment because they represent the newest generation of high-fidelity,
consumer-grade headsets. The Oculus Rift was chosen as it has smaller physical
space requirements as compared to the HTC Vive.
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Fig. 7: Bridge & river in Virtual Hemlsdale  Fig.8: Exhibit installed in the foyer
5.3 Exhibit Installation

As discussed in Section[5.2] a PC with a tethered virtual reality headset was cho-
sen for the installation. The spherical environment was designed as a web-based
virtual tour using krpano [21], which retrieves content from a web server running
on the PC. To provide input feed into the Oculus Rift headset from the virtual
tour, WebVR — an experimental JavaScript API that facilitates consumption of
web-based content via virtual reality headsets — was used [24]. At the time of de-
veloping the installation, the two WebVR-compatible browsers for desktop were
Chromium (an open source version of Google Chrome) and Nightly (a version
of Mozilla Firefox). Chromium was chosen (over Nightly) for the installation
because it exhibited greater compatibility with the system features when both
browsers were tested.

A false wall was built in the museum to accommodate the computer, with
a slot for the screen to fit into, outlets for cables and a protruded base for the
headset to sit on as shown in Fig.[§] A decision was made to keep the installation
interaction-free and easy-to-use. For this reason, interaction was limited to ex-
ploring the immediate surroundings of the virtual environment that correspond
with each access point. In addition, the exhibit space was stripped of extrane-
ous devices that did not contribute towards exploring the point of interest, thus
there were no traditional computer peripherals (keyboard, mouse) or virtual re-
ality controllers (Xbox controller, Oculus touch). This contributed towards the
usability of the system, such that the installation sent a clear message to visitors:
“put on the headset and look around”.

Alongside the ease-of-use requirement was the ease-of-management require-
ment, i.e. the system should run seamlessly and require little or no input from
the museum staff. This includes turning on and shutting down automatically at
the start and close of business respectively. Automatic startup was achieved by
changing the system BIOS setting, and automatic shutdown was achieved using
the Task Scheduler feature of the Windows 7 Operating System. In addition to
automatically starting up the computer, the spherical environment was auto-
matically launched shortly afterwards. This was done through the use of a batch
script that contained the commands to be executed in sequence. A link to this
script was placed in the “Startup” programs folder of the computer so that it is
launched after the computer boots up.

A challenge was encountered when attempting to launch the virtual reality
component of the installation automatically. This resulted from an inherent se-
curity feature of web browsers which require user input (such as a mouse click
or key press) in order to activate the fullscreen mode, and since the WebVR re-
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I'think that this system is easy to use 422

4.00

3.5

I'would recommend this system for learning history

This system has changed how I think about Helmsdale

Iam not more interested in learning about local history

Would
recommend

Changed
perception

[=Mean 4.00 | 423 | 369 | 346 | 285 |

Easy to use

Stimulated
Immersion
interest

Ifelt like I was there in the virtual environment

Table 1: Questionnaire items Fig.9: Mean responses to items

quires the environment to be in fullscreen mode, any attempts to automatically
launch it failed due to a lack of user input. The solution to this problem was
to simulate a mouse click at the centre of the screen using a Java program, and
to attach an “onclick” event to the web environment, whose action is to launch
the virtual reality component. The “Startup” batch script was then modified
to launch the “clicker” program shortly after launching the web-based spherical
environment, thus user interaction was successfully simulated.

6 System Evaluation

The system has been evaluated with emphasis on usability from a user’s perspec-
tive and value from a heritage expert’s perspective. Usability is defined in terms
of user engagement with the technology; this is investigated using Likert-scale
questionnaires, semi-structured interviews and focus groups. Value is defined
in terms of the contributions that the system makes towards actualising the
heritage organisation’s goals as perceived by the heritage experts.

A user study was conducted at the Helmsdale Highland Games that took
place on the 20" of August 2016, where attendees were invited to trial the
systems. Feedback was gathered from thirteen (13) participants and the feedback
was positive overall. Participants found the system very engaging and interesting,
and expressed that it gives viewers an insight into the past through a captivating
visual experience. The ability to explore the virtual environment at one’s pace,
the ability to focus on areas of interest and the superimposition of archival images
on virtual content were cited as positives. One participant expressed the desire
to dynamically explore the virtual environment and another mentioned a mild
feeling of dizziness while using the headset. Overall, the qualitative feedback
suggest that the system is suited for exploring the past in an engaging manner.

Participants also filled in a custom 5-point Likert scale (where 1 represents
“strongly disagree” and 5 represents “strongly agree”). The custom questionnaire
(shown in Table [I) was used instead of a standardised industry questionnaire
to ensure a quick turnaround time and to directly elicit quantitative feedback
on five aspects of the system: ease of use, recommendation potential, ability to
change perception, ability to stimulate interest and level of immersion. The re-
sults (summarised in Fig.@ show that participant responses were all positive (i.e.
well above the neutral score of 3), hence participants found the system easy to
use, participants would recommend the system for learning history, participants’
perceptions of Helmsdale were changed by the system, participants became more
interested in learning about local history and participants felt immersed in the
virtual environment.
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In addition to the user evaluation, an expert evaluation — in the form of pre-
and post-deployment interviews — was conducted with heritage experts at the
Timespan museum and art centre. This took the form of interviews conducted
before the system was deployed so as to gauge expectations, and interviews
conducted after deployment to review outcomes and elicit feedback on level
of satisfaction. An interview with Anna Vermehren, the Director of Timespan
revealed that the museum hoped to offer novel, interactive experiences to visitors,
through an installation that is informative, easy-to-use, and leaves a long-lasting
impression. When asked about her views on the project output, she said:

“..the final product is definitely beyond the expectations that I’ve had in
the beginning both visually and also in terms of the research...I really love the
integration of archival material (images) because it demonstrates the research
conducted”.

An interview was also conducted with Dr Jo Clemens, Timespan’s Archive
Development Manager and the project lead. When asked about how the in-
stallation will add value to visitors, she stated that the system offers a unique
experience to visitors by bridging time and space barriers, in the sense that it
enables to visitors compare their current location (i.e where they are currently
standing and using the system) to what it was like in the past, thus fostering
a comparison of past and present and enabling them to see how it has evolved.
The context of location (i.e. comparing the past and present from an equivalent
vantage point) is important in achieving this, as context turns the virtual envi-
ronment into something that is more than just interesting images, thus making
the experience more meaningful. In addition to educating visitors, the installa-
tion will pique visitors’ interests in local history and direct them to the museum
archive where they can learn more.

The curing yard was evaluated with a focus group consisting of nine (9) per-
sons (six female) at the 2017 Timespan Conference. The evaluation took the
form of an open-ended discussions which lasted for approximately one (1) hour,
in which participants gathered around the curing yard installation and took turns
standing in front of the screen and using the virtual reality headset. A discussion
ensued during which an observer took notes of the comments and participant
behaviour. The notes are categorised based on the aspects of usability, content
and technology as discussed below.

Usability: A discussion ensued about the ease of use of the system, as one
participant remarked about how “straight-forward” the installation was. A par-
ticipant stated that the position of the installation (in the museum foyer next
to the Front of House desk) worked really well, as it made it easily noticeable to
new museum visitors and it made a clear statement to visitors to simply “walk
up and use” the system. Furthermore, the lack of interaction was cited as partic-
ularly beneficial to older-aged visitors, as users simply had to put on a headset
and look around. Participants all agreed that the absence of peripherals (besides
the headset and the screen) made the installation less intimidating and more
inviting to users.

Content: Participants expressed curiosity about the single-view nature of in-
stallation, as one participant asked why there were not multiple locations that
could be accessed in the virtual environment. A museum staff who was part
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of the discussion mentioned that the installation serves as the first in a series
of three access points around the museum, where each access point provides a
single, 360°view of what the 19*"-century curing yard would have looked like
at that vantage point. This explanation seemed to “sit well” with participants.
However, a participant stated that this decision made the resulting installation
seem so “basic”, suggesting that a more dynamic environment could have been
deployed with the technology used for the installation. Also on the aspect of
content, participants seemed to appreciate the blending of an archival image
into the virtual environment, together with informative text snippets which fade
in and out when an area of interest is looked at. Participants also suggested
the addition of audio to provide more information and context about the 19*h-
century curing yard. One participant suggested including ambient sound in form
of historical songs that were often sung by herring girls while gutting fish, and
another suggested the use of audio narratives instead of (or at least together
with) the text snippets for the benefit of children (who may be unable to read)
and adults (who may be unwilling to browse around for the snippets).

Technology: As participants explored the curing yard, a participant asked why
an Augmented Reality (AR) approach — as opposed to a Virtual Reality (VR)
approach — had not been adopted for the installation. The participant suggested
that a system where visitors could hold up a device in a direction in the museum
foyer and be presented with a synthetic environment with informative text, may
have worked better than the current installation. Another participant chimed
in to state that such a system would require the use of mobile devices, which
would either require purchasing multiple devices or requiring museum visitors
to have capable devices with the application downloaded and installed. This
would be less practical than the current installation as suggested by the partic-
ipant. Furthermore, yet another participant made an argument for the use of
VR instead of AR by stating that the use of VR instead of AR enables users to
immerse themselves in the virtual environment (which represents the past) and
compare the experience with the real environment (which represents the same
space in present day). Such a comparison of experiences would be lost if a mixed
(augmented) reality approach was adopted.

An evaluation also was conducted with a focus group consisting of 3 (female)
participants, aged 50-70, who are all members of the Timespan Heritage Group.
This exercise was particularly valuable because the participants were all experi-
enced heritage practitioners who represent the target demographic, hence they
were able to provide valuable insights. Overall, the participants stated that they
were satisfied with the experience. Participants were pleased with the level of
detail in the Curing yard, and they consider the system as a very informative
resource and a good way to learn about heritage. The findings of the exercise
are discussed in terms of user experience, technology and content.

User Experience: When asked about the user experience, a participant stated
that they were pleased. One participant stated that they found the experience
“very smooth” and another commented “you’re really there, wow, all round you”.
A participant stated that “the use of old pictures blended into the virtual environ-
ment brings the exhibit to life”. Conversely, another participant was displeased
with the embedded historical image because “it comes in and obscures what is
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System Cost User Experience
[Sy | l P

Mobile VR (Photospheres) ||Low Medium
Desktop VR (Photospheres)||Medium|High
Desktop VR (3D Model) High |High

Table 2: Comparison of developed mobile and desktop VR systems

behind it (i.e. the virtual environment) too quickly”. A participant suggested that
a chair might be useful so that when users wish to make a full 360°turn, it can
be done safely while seated as opposed to while standing. This might mitigate
the risk of falling or getting entangled by the headset wires when turning. At
this point, another participant suggested that wireless headsets may improve the
user experience.

Technology and Content: Participants expressed preference for the use of
engaging, virtual reality technology as a means of interpretation over story-
telling. In addition, participants thought that the use of virtual reality made
the exhibit more exciting, and makes them excited to try new means of her-
itage interpretation. In terms of content, one participant suggested that the use
of audio narratives would be beneficial, while another expressed preference for
ambient sound (in form of voices in the background) instead of a narrative. Over-
all, participants expressed acceptance of the proposed addition of audio to the
exhibit.

6.1 Challenges and Limitations

A major challenge was in determining how to maximise user experience with
minimum cost. As discussed in Section [5.2] to create an immersive, spherical
environment, a 3D model approach was pitted against a photosphere approach
and the latter was adopted due to its relatively-lower resource requirements.
A decision was then made on how best to deploy the spherical environment,
at which point mobile-based virtual reality systems were pitted against desktop-
based virtual reality systems. An immersive, desktop-based approach was chosen
as it represented the ideal trade-offs between cost and user experience, i.e. it was
found to deliver the best experience per price unit as compared to a mobile-based,
photosphere approach or a desktop-based, 3D model approach. Table [2| shows
the trade-offs between cost and user experience for the system configurations
considered.

Another challenge manifested in form of a trade-off between ease of use (from
the perspective of the museum visitors) and convenience of management (from
the perspective of the museum staff). For convenience, the exhibit should be
relatively easy to turn on/off and debug when issues arise, and for ease of use,
the system should be relatively straight-forward to use with minimal (or no)
instructions. To this end, the system was configured to automatically boot-up
and shut-down on a schedule to minimise the burden on museum staff, and the
interaction was made as interaction-free as possible so that visitors know how
to engage with the system without being told what to do.
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6.2 Future Work

The next stage of the project involves deploying the model in more access points
around the museum so that visitors can explore the curing yard from multiple
vantage points. The new access points as well as the existing one will incor-
porate curing yard related sound tracks as well as audio narratives to improve
on the immersive experience, and further evaluation will be conducted to eval-
uate whether the site-specific nature of the installation becomes more obvious
to users once there are more access points, evaluate whether the target demo-
graphic (over 65s) will interact with the technology, and the extent to which
the novelty of the technology contributes to the interaction, and evaluate how
site-specific, virtual reality exhibits which are distributed across a museum can
function as an educative tool.

7 Conclusion

The motivation, methodology and implementation of a 19*" curing yard vir-
tual reconstruction have been discussed in this work. The curing yard has been
deployed as an on-site museum installation that visitors can interact with to ex-
plore local heritage and compare the past and present from equivalent vantage
points. The content of the museum installation has also been deployed as a mo-
bile app for Android smartphones and as a virtual tour which is accessible via a
web browser. Emphasis has been placed on an interaction-free design which de-
livers “snackable” content to ensure that the system easy to use, the experience
is informative and engaging, and the resources required are kept to a minimum.
The system evaluation has revealed positive feedback, as users at a community
event who interacted with the system prototype expressed views on the value of
the system in providing a means to visualise local history. Evaluation was also
conducted with heritage experts to investigate the potential value of the system
from the perspective of heritage organisations. The feedback was positive, with
experts stating how the mix between archival images and generated computer
graphics brings the past to life. In addition to these, focus group evaluations
have revealed that the system is ease of use, features informative content and
offers an engaging experience for group exploration. These findings suggest that
museums and heritage organisations can provide compelling and informative ex-
periences that enable visitors to travel back in time with minimal interaction
and relatively low cost systems.
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