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Abstract

The ability to synthesise the effects of ageing in human faces has numerous uses from aid-

ing the search for missing people to improving recognition algorithms and aiding surgical

planning.

The principal contribution of this thesis is a novel method for synthesising the visual ef-

fects of facial ageing using a training set of three-dimensional scans to train a statistical

ageing model. This data-base is constructed by fitting a statistical Face Model known as a

Morphable Model to a set of two dimensional photographs of a set of subjects at different

age points in their lives. We verify the effectiveness of this algorithm with both quantitative

and psychological evaluation. Most ageing research has concentrated on building models

using two-dimensional images. This has two major shortcomings, firstly some of the infor-

mation related to shape change may be lost by the projection to two-dimensions; secondly

the algorithms are very sensitive to even slight variations in pose and lighting. By using

standard face-fitting methods to fit a statistical face model to the image we overcome these

problems by reconstructing the lost shape information, and can use a model of physical

rotations and light transfer to overcome the issues of pose and rotation. We show that the

three-dimensional models captured by face-fitting offer an effective method of synthesising

facial ageing.

The second contribution is a new algorithm for ageing a face model based on Projection to

Latent Structures also known as Partial Least Squares. This method attempts to separate

the training set into a set of basis vectors that best explains the shape and colour changes

related to ageing from those factors within the training set that are unrelated to ageing. We

show that this method is more accurate than other linear techniques at producing a face

model that resembles the individual at the target age and of producing a face image of the

correct perceived age.



The third contribution is a careful evaluation of three well known ageing methods. We use

both quantitative evaluation to determine the accuracy of the ageing method, and perceptual

evaluation to determine how well the model performs in terms of perceived age increase

and also identity retention. We show that linear methods more accurately capture ageing

and identity information if they are trained using an individualised model, and that ageing

is more accurately captured if PLS is used to train the model.
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Chapter 1

Introduction

Accurate prediction of how a person’s appearance will vary with age has a variety of ap-

plications, such as helping in the search for missing persons, planning cosmetic surgery,

as well as applications in the film industry and other visual arts. In this work we improve

upon current two-dimensional methods by using a technique to fit a statistical face model,

known as a Three Dimensional Morphable Model (3DMM) [15], to photographs of human

faces. This aims to eliminate the problems associated with pose and lighting as well as ap-

proximate the three-dimensional shape of the subject’s face. We use this data to investigate

various multi-variate statistical methods which, we believe, will provide improved ageing

functions by finding correlations between appearance and the way in which an individual

ages.

Our method makes use of two databases for its calculations, one a set of 3D scans of

individuals of a variety of ages, and the other a set of 2D images of individuals at multiple

age points in their lives. The 3D scans are used to create a statistical model, containing the

principal components or eigenfaces [85] of the scans. This model is used both to create

3D models from the 2D images and as a coordinate space with which to train the ageing

function.

Two dimensional face models, by definition, store no information about the shape of the

face in the depth plane, i.e. along an imaginary axis that points into the image. This

results in a number of shortcomings in using these models for face analysis. The models

are highly vulnerable to changes caused by rotations, perspective effects, or changes in the

lighting conditions around the face being studied. As these effects are not related to ageing

3
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it is important to eliminate them before attempting to train an ageing model, to avoid any

spurious correlations. As an example, if most or all of the images taken of individuals in

one age range were taken face on and most of the images of another age range were at

an angle, the naı̈ve method would consider the changes in the image related to rotation to

be the strongest correlates to ageing. Previous researchers have attempted to deal with the

problem of pose in two-dimensions either by using a standardised image sets, or by using

a two-dimensional linear transform to ‘de-rotate’ images. Standardised image sets where

the pose and lighting of the subject can be controlled, are not always available and even

small rotations can affect the results, so a method that eliminates the effects of rotations is

preferable.

Lighting effects cause similar problems, although lighting can be described in a linear

fashion in two-dimensions, either as a low frequency approximation [65] or as a point

light source in image template alignment [74], these methods both rely on the absence of

rotations and shadowing. Image normalisation can remove the effects of ambient lighting

but are still prone to the effects of more directional lighting effects, such as diffuse lighting

specular highlights and even area lighting. As a result, lighting effects have been found

by some authors [71] to creep into ageing functions even when the images have been

normalised.

A two-dimensional model can capture the shading changes related to three-dimensional

shape change, provided the lighting is constant, however the lighting sources in our image-

set are not constant and exhibit changes in lighting angle, composition and spread.

Using a three-dimensional model to describe the face can deal with these problems by syn-

thesis. The effects of rotation, perspective changes, and lighting transfer can be described

using physical modelling. As a result these effects can be used as independent parameters

in the description of the fitted face model, and normalised in the age-model to remove their

effects.

Another shortcoming of two-dimensional images is the loss of information in the parts

of the image occluded, either by rotations causing self occlusions in the face or by other

objects.
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1.1 System Overview

Figure 1.1 shows an overview of the face ageing system developed in this thesis. The

system takes as input a two-dimensional image of a previously unseen individual. A new

image is synthesized, based on the input and an ageing function, such that it looks like the

same person aged by a specified amount. The system makes use of two databases for its

calculations; one a set of three-dimensional scans of individuals of a variety of ages, sexes

and lifestyles, and the other a set of two-dimensional images of individuals at multiple age

points in their lives. The three-dimensional scans are used to create a generative statistical

face model, containing the principal components or eigenfaces of the scans. This model is

used both to create three-dimensional models from the two-dimensional images and as a

coordinate space within which the ageing function is trained.

Three-dimensional Face Scans

A set of three-dimensional models of individuals’ faces is required in order to build a

representation of the space of human face shapes and colours. The models were produced

by scanning 106 individuals of varying ages from 2 to 60 using a stereoscopic capturing

system produced by 3DMD [1]. The models produced by the scanner consist of of a three-

dimensional triangle mesh and an image texture captured using flash photography. The

mesh consists of a set of vertices and a list that indexes the vertices to form a set of triangles.

This is a very flexible format that allows virtually any surface to be approximated as a set

of small triangles. The image texture is overlaid on the surface, using texture coordinates

defined on each triangle vertex to guide positioning, to describe the colour of the face.

The meshes produced by this format are not generally in any meaningful correspondence.

That is the vertex corresponding to a feature in one mesh, e.g. tip of the nose, will be in

a different position in another mesh. In order to make use of these meshes a meaningful

one-to-one mapping has to be found between meshes in the dataset. Statistical methods

such as Principal Components Analysis can then be applied to the shape and colour of the

faces in order to create a description that approximately spans the space of human faces.

The process of generating the mappings is outlined in chapter 3 and the statistical model

explained in section 3.3.



6

Three-dimensional Models from Two-dimensional Images

3D scanners have been developed only recently, so collections of 3D scans of individuals

at different ages are rare and incomplete. Waiting for individuals to age in order to rescan

them is beyond the time frame of this project. Photography on the other hand has been in

existence for over a century and photographs of individuals at different ages are relatively

easily obtained. The proposed solution is to fit the 3D statistical model to the photographs

and so obtain a 3D model of each face. A technique for obtaining these models has been

developed by Blanz and Vetter [16] and has been successfully used in the field of face

identification [15]. It has recently been applied by Scherbaum et al. to face ageing, this

work was carried out concurrently to this thesis [72]. Scherbaum’s system differs from

ours as they fit Morphable Models to parameterise three-dimensional scans rather than

two-dimensional images. Park et al. also during the course of this thesis used a similar

face-fitting method on two-dimensional images to train an ageing model [87], however

they used a simple linear ageing method that did not attempt to take individual ageing

patterns into account, or attempt to separate ageing related changes from other changes

in the training-set. This system still offers the same advantages over 2D image analysis.

Variations in pose can be accounted for using rotations and lighting effects, which can

distort 2D image analysis, can help shape the 3D model.

Our 2D image dataset consists of 346 images of 43 different individuals taken at various age

ranges. Infants between 0 and 1.5 years old, toddlers between 2 and 6 years old, mid child

from 6 to 9, late child from 9 to 13, teenagers from 13 to 18 and students from 18 to 23.

The images were gathered from images submitted by students of St. Andrews University

and vary in quality, pose, lighting and completeness.

1.2 Thesis Contribution

In this thesis we make 4 main contributions;

• A complete system for ageing two-dimensional facial images using three-dimensional

Morphable Models.

• A perceptual evaluation of how well the face fitting method retains the identity of the
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Figure 1.1: System Overview

individual in the image.

• A new statistical ageing method based on Projection to Latent Structures (PLS).

• A quantitative and perceptual evaluation of PLS based ageing and two other well

known statistical ageing methods.

1.3 Thesis Outline

Throughout this thesis I argue that by extending the modelling of facial ageing into three-

dimensions and fitting three-dimensional models to face images we can improve the ac-

curacy and efficacy of facial ageing methods. An overview of the current state of the art

in visual ageing techniques as well as a historical overview of their development is pro-

vided in chapter 2. We describe the construction of the statistical face model in chapter 3

as well as its use in synthesising a new face image. Chapter 4 outlines the development

of face-fitting methods as well as a description of the techniques. We implement some

of the commonly used face fitting methods and argue that in the interests of accuracy a

number of reference points need to be specified on each two-dimensional image to guide

the fitting process. This is used to build a data-set of three-dimensional face models from

two-dimensional images. In chapter 5, we detail two common linear techniques of statisti-
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cal modelling of facial ageing; Ageing using prototypical images, and individualised linear

ageing, we also introduce a novel ageing method that uses projection to latent structures

to remove factors unrelated to ageing from the training set. Experiments to evaluate the

accuracy and effectiveness of the ageing methods are described in chapter 6 and the results

are presented.



Chapter 2

Literature Review

In the previous chapter we provided an overview of the full overview of both this thesis

and the approach we will use to age a given face image. In this chapter we will describe

the current state of the art in visual ageing of human face images, as well as providing an

historical overview of its development. We will be concentrating particularly on computer

modelling of facial ageing and the production of aged face images.

Previous research into ageing a face image has concentrated on transforming a two-dimensional

image. At their core, these methods work by applying a shape and colour change to the

input image often based on a statistical model. Early methods such as cardioidal strain,

were non-statistical and relied on the similarity between mathematical functions and large

scale biological changes [59, 60, 50, 88]. More resent researchers have used statistical

modelling methods to derive a model from a set of training images [43, 71]. The primary

variations in these methods have been the functions and methods used to train the model.

Much of the previous research can be broken down into two major categories; ageing sim-

ulation and age estimation. Ageing simulation is the process of synthesising a face image

such that it resembles an input face aged a specified number of years. Age estimation is the

reverse of age simulation, using computer models to estimate the age of a person based on

their physical appearance. Although this research concentrates on ageing simulation many

of the ideas and principles behind age-estimation are still relevant. Also, some methods

of automated age estimation have been used to perform ageing simulation, where image

parameters are altered in order to match the recognised age to the desired age [43].

9
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2.1 Early Methods

One of the earliest recorded techniques for face synthesis was invented by Galton in 1878.

His method involved using multiple exposures of a single photographic plate to produce a

composite image of a group of individuals. Alignment of individuals in the photographs

proved difficult as faces come in a variety of different proportions. The resulting pho-

tographs were blurred but features common throughout the group could be perceived [30].

Thompson [82] suggested the use of coordinate transforms for altering the shape of bio-

logical organisms. Notably he showed that linear and non-linear transforms could be used

to alter the profile of one species such that it approximates the profile of a different but

related species.

2.2 Cardioidal Strain

Cardioidal strain has been used by a number of researchers [59, 60, 50, 88] Cardioidal

strain approximates shape changes caused by bone growth, making the head smaller, elon-

gating the chin and raising the position of the nose and eyes. It was found by Pittenger

and Shaw [59] to positively affect how humans perceived the age of an outline of the face.

Similarly Mark and Todd [50] found that applying cardioidal strain to a three-dimensional

model of a 15 year old females head also positively affected perceived age. However as

reported by Bruce et al. [88] many of the observers did not see the faces transformed to

be younger as younger. Cardioidal strain has proved effective at simulating the large scale

shape changes caused by ageing, but is less suited to modelling smaller local changes,

which do affect how ageing is perceived by a viewer [18]. Ramanathan et al. [66] used a

modified version of the cardioidal strain whereby the parameters of the modified cardioidal

strain were adjusted such that the shape changes produced corresponded to the changes

in a ratio of a number of anthropometric measurements taken at key feature points on the

face. These measurements were taken at a number of different age ranges and prototypes

generated at 2,5,8,12,15 and 18 years. The cardioidal strain model was fitted to these set

of prototypes. They evaluated the results using a recognition experiment based on eigen-

faces [86] and found that correct identification rates improved with their method with 58%

accuracy as opposed to 44% without, using 109 test images. Although this method can be

adapted for individualised shape transforms it is not applicable to colour transforms.
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2.3 Overview of Statistical Representation of Faces

Kirby and Sirovich [53] and Turk and Pentland [86] modelled the space of human faces

using the Karhunen-Loève theorem to build a set of basis vectors on a set of face images.

The set of faces were centred by subtracting the average from each face image, and a set

of eigenvectors, known as eigenfaces computed from the matrix of covariants. The face

images could be approximately reconstructed from a weighted linear combination of a

lower dimensional subset of eigenfaces, and these coefficients then used for identification.

The representation suffered from blurring effects as the features of the face were not in full

alignment, meaning the edges of the same feature (e.g edge of the face) are not likely to be

in the same sample area in multiple images. The result is a low frequency approximation.

The algorithm was based on the intensity of the image samples only and so shape, view

and illumination changes were only implicitly modelled and could not be separated from

colour based variances. A more meaningful statistical face model can be constructed by

bringing the faces into correspondence so that each pixel sample in the model corresponds

to the same position on each face.

In order to bring the face images into correspondence numerous authors have defined land-

marks on the image e.g. [23, 70] to bring the images into a course correspondence. These

methods relied on manual placement of these points. Craw and Cameron were the first to

align a set of face images using a point model. They warped the face images to match a

common reference set of points in order to find a dense correspondence between faces in

the set. Principle Components Analysis was then performed on the set of aligned faces to

build a parameterised face model [23]. By applying PCA to the set of landmark points

Cootes et al. produced a Point Distribution Model /citeCootes92trainingmodels. A series

of similar PCA based face descriptors, for example, Active Blobs, (Scharloff et al. [73])

and the similar Active Appearance Models (AAMs)(Cootes et al. [19]) describe the face

using both shape and colour, as two separate components of the model. The shape is de-

fined as a non-rigid two-dimensional triangle mesh, the space of face shapes is found using

Principal Components Analysis. To model the colours of human faces, the faces are warped

to average face shape and PCA performed with the features of the face mostly falling in

corresponding samples. As before a new face is constructed as a linear combination of

shape and colour bases plus the mean. In order to find the parameters of an unseen face,

an iterative method is used that minimises the squared pixel difference between the target

image and the AAM.
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The three-dimensional morphable model [16] introduced by Blanz and Vetter is an ex-

tension of the idea of using PCA to model variations in face shape and colour from two

dimensional face images to three-dimensional models. As two-dimensional images are

representations of a three-dimensional object they suffer from problems associated with

pose and illumination. The projection of a simple rotation on to a two-dimensional im-

age plane results in a warp that is neither linear nor injective. Linearity is a precondition

for effective modelling with a linear basis such as PCA. The mappings are not injective

(one-to-one) because points in three-dimensional space can appear and disappear as they

become occluded and un-occluded. Illumination also poses a problem, although it has been

shown empirically [65] that variations in lighting (including shadowing) can be modelled

using a low-dimensional linear basis, this assumes no variation in the shape of the object,

it also excludes shadowing. When either pose or shape is altered the relationship between

illumination and image intensity becomes non-linear. Using a three-dimensional model

these effects can be modelled physically. Like previous methods the morphable model de-

scribes the shape and colour of the face separately as a weighted linear combination of

basis vectors constructed from PCA plus the mean. Their implementation differed from

AAMs in a number of respects; the shape is a mesh of three-dimensional points instead

of two-dimensional points, the mesh contains many more vertices than an AAM and thus

provides a dense representation of the face shape, the colour components are only defined

on the vertex points and linearly interpolated between them. This was justified on the basis

of the dense representation of the shape.

2.4 Statistical Methods for Age Transformation

Rather than develop a model of ageing independently, many researchers have used a set

of training-data usually in the form of images, although some researchers have used three-

dimensional scanning equipment [36] and Morphable Models [72, 87].

Benson and Perrett used image blending along with a warping function to create an average

face image [13]. Their method involved delineating 208 key features (eyes, ears, chin etc.)

on a set of standardised photographs by hand. A shape average could then be computed

by averaging the positions of the feature points. The face was coloured using a per pixel

average of pixels at corresponding positions on the face. The correspondences were calcu-

lated by warping the face image into the average position using a triangulated linear warp,
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with the warp offsets defined as the shift between a feature point position on the face and

the feature point’s position in the average. Rowland and Perrett [70] extended the method

to perform facial transforms. The shape and colour differences between the averages of 20

young faces (males between 25 and 29) and 20 older faces (also males between 50 and 54

years) were used to create a simple transform. The differences were added to a target face

using image warping to produce the appearance of ageing. They noted that both shape and

colour changes separately produce an increase in perceived age, although the age difference

produced by the combined shape and colour transform was significantly less than the 25

year age gap. They postulated that this was caused by the algorithm blurring out textural

detail such as wrinkles. Importantly they showed that the transform maintains the identity

of the person, thus the resulting image not only looks older but look like the same person

older.

Burt and Perrett further investigated the process of ageing using these facial composites and

transform algorithms [18]. They collected face images of 147 Caucasian males between

20 and 62 and divided the images into 7 sets each spanning 5 years. An average for each

group was calculated along with a population average made by combining the groups.

They found that the perceived age of the composite average of each group was consistent

with the average perceived age of the individuals that made up the group, but noted that

raters tended to underestimate the age of the composite images. This underestimation was

greater in the older age groups than in the younger age groups. They concluded that the

warping and blending process retained most of the age related information and suggested

that the underestimation was due to a loss of textural detail in the blending process. In the

same paper they described two different ageing transforms, one based on colour caricatures

and another based on the vector difference between the oldest and the youngest groups.

Colour caricatures were created by doubling the colour difference (in rgb space) between

the average of the 50-54 age group and the population average. In the second transform

they calculated the difference, in the shape and colour, between the oldest and the youngest

age group. The shape and colour differences were then superimposed onto a target image.

Experimental evaluation showed that both techniques produced a significant increase in

the perceived age, although significantly less than the age difference between the original

groups used to train the transform.

Many methods in modern ageing research stems from the work of Lanitis et al. [43].

Ageing functions where generated by fitting polynomial curves through a set of faces pa-
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rameterised using PCA. Their technique involved parameterising a set of two-dimensional

face images using PCA, in a similar manner to AAMs [19], and then calculating ageing

paths through the parameterised space. They delineated key features (eyes, ears, chin etc.)

on a set of photographs. A shape average could then be computed by averaging the posi-

tions of the feature points. Intensity information was also sampled from within the facial

region. The feature points were concatenated into a single shape-vector. The intensity in-

formation of the shape-normalised faces were also concatenated into a single colour-vector.

Principal Component Analysis was performed on the covariance matrix of the shape-vector

deviations were used to find the main axis of variations from the mean, leading to a com-

pact parametric description of the shape of each face. PCA was also performed on the

colour-vectors. This method gave them a set of low-dimensional parameters that can be

used to both describe a set of faces and also by manipulating the parameters to describe

new faces.

Given a set of parameterised faces of a set of individuals at various age points they where

able to generate a series of age functions through the PCA face space that describe ageing.

Using a genetic algorithm they were able to find polynomial curves, of degree 1,2 and 3,

that related the parameters of the face model to the age of the face. This they called a global

ageing function as it assumed that all faces age in the same manner. These functions were

used to estimate the ages of face images. They compared the accuracy of the age estimation

produced by the polynomials to the known age of the individual. They found that both the

quadratic and cubic polynomials offered a significant improvement over the linear, degree

one, age functions. However the improvement offered by the cubic polynomial over the

quadratic was slight, and so they chose the quadratic polynomial, as it was the simpler of

the two.

In general individuals age differently, as such a global ageing function is inappropriate. A

key insight of their paper was that people of similar appearance age in a similar manner. As

such, examining the relationship between the parameters of facial appearance and the pa-

rameters of the ageing path for a particular person could generate ageing functions tailored

to an unseen individual. An ageing path for a specific individual was generated by fitting a

quadric polynomial curve to the facial parameters from face images of the same person at

different age points in that person’s life. They found that the facial appearance parameters

and ageing function parameters had a correlation coefficient of 0.55 suggesting that faces

with similar facial appearance age in a similar manner. Using this they where able to gener-
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ate individualised ageing function for an unseen individual as a weighted sum of the ageing

functions for similar individuals in the dataset. The similarity between two faces was esti-

mated using the probability distribution generated from the construction of the PCA model.

They also gathered lifestyle information about the individuals in the dataset, information

such as gender, socio-economic factors, weather exposure etc, by asking those volunteering

facial images to fill in questionnaires. The lifestyle information was vectorised and scaled

such that the total variance in lifestyle information equalled the total variance of the facial

parameters. In this way a new ageing function can be generated by weighting the ageing

functions in the dataset by the combined appearance-lifestyle probabilities. This produced

a higher correlation co-efficient of 0.72 suggesting that lifestyle has a significant impact on

the visual effects of ageing, thus they were able to confirm known results from (biology,

medicine references). By comparing the estimated ages of the face images to the known

ages using a leave-one-out method they were able to show that individualised age models

produce a more accurate estimation than global ageing functions. This was the case for

both appearance based weighting and combined lifestyle appearance weighting. However

this method relies on the existence of similar faces in the training set, otherwise the age

function tends towards the global age function, as Lanitis et al. showed by attempting

to estimate the ages of faces from a different ethnic group than that used to train the age

model.

Their work also covered the area of synthesising facial ageing, generating the aged face

images using the inverse of the polynomial functions used in age estimation. The results of

the age synthesis where evaluated both quantitatively and perceptually. The parameters of

the aged faces were compared to the parameters of a face image of the same individual at

the target age using the Mahalanobis distance. The rendered face image were also shown

to a set of human raters, who were asked to judge whether the synthesised image looked

older than the original un-aged image, and whether the rendered image was more similar

to the target individual than the original. They concluded from both the quantitative and

perceptual results that both global and individual ageing functions produced suitably aged

individuals, but that the individualised method was the superior method.

Scandrett et al. [71] investigated ageing functions using combinations of ageing trajecto-

ries. Like Lanitis et al. [43] they used a face model parameterised using PCA, and aged the

model through this PCA space. In order to eliminate variations caused by pose and expres-

sion, the horizontal and vertical rotations as well as the amount of smiling were weighted
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subjectively by human observers and then defined in the face space as the sum of score-

weighted face parameters. Weighted multiples of these vectors were then used to alter the

pose and expression so that they became uniform. This method approximates the rotation

of a three-dimensional object on a two-dimensional plane by a linear method, this is a rea-

sonable approximation provided the angles between the face pose and the normalized pose

are small. In the event that the angle is large, this approximation becomes less accurate.

Even in small rotations parts of the face that are occluded become visible, the textures are

unknown and must be approximated, Scandrett at al. achieved this by reflecting the nor-

malized image about its vertical axis. Like other 2D ageing methodologies Scandrett found

that lighting variations reduced clustering of face-parameters of around the same age and

thus the quality of aged textures. This effect was particularly pronounced with trajectories

derived from an individual’s history using fewer face samples resulting in less smoothing

of errors.

Each of the trajectories were designed to extract different factors that effect ageing, such as

personal history, sex, how parents aged etc. The trajectories where defined as the sum of

the face parameters centred on the group mean weighted by the mean shifted age of each

face. Face images were aged by altering their parameters in the direction of one or more

combined ageing trajectories until the target age is reached.

As males and female are known to age in different ways, separate ageing trajectories were

produced for male and female in each group. An input face was then compared to these

ageing trajectories to determine the comparative influence of the male and female trajecto-

ries using a ratio of distances from the face to each trajectory.

It is often the case that multiple images of an individual are available covering a range of

ages, all of which pre-date the ‘start’ age of an ageing function. The ‘start’ age being the

age of the most recent image and therefore the closest to the target age. Scandrett et al.

Used these images to construct what they called an ‘historical’ ageing trajectory, using the

age weighted average of the images in the same manner as they had for other groups of

images. This historical trajectory could then be combined with the ageing trajectory for

the age group of the starting image from the training set, to produce an aged face image.

They weighted the trajectories according to a maximum-likelihood metric driving it to be

a typical member of the set of trajectories between the source and target age groups, and

driving the target of the ageing trajectory to be a typical member of the set of faces at the

target age.
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The results were analysed using the root-mean-squared error, both on the shape vertices

and per pixel, between the resulting face image and a known ground truth image of the

individual at the target age. The faces having been converted to grey-scale and normalized

to have a mean intensity of zero and standard deviation of one, in order to remove some

of the effects of lighting on the results. They found that in general the root-mean squared

shape and texture errors were lower when compared to a the ground truth image than with

other images in the target age set, and concluded that the ageing methods both aged the

individuals appropriately and retained identity through the transform. They found that the

most accurate method of ageing varied between individuals and so could not conclude

which method had the best performance.

Scherbaum el al. [72] fitted a three-dimensional morphable model to database of laser

scanned cylindrical depth-maps. They used a database of 200 adult images and 238 teenagers.

The later group ranged in age from 96 months to 191 months. In order to improve the res-

olution of the face texture map, they reconstructed the textures from three photographs

taken at three separate angles. They used the parameters of the model and the age of the

subject to train a Support Vector Regression model. The S.V.R. formed a mapping from

the high dimensional parameter space of the model to the < space of the subjects age. This

was used to estimate the age of the subject once the parameters of the morphable model

have been found. A new face model could be synthesized from a given set of parameters

by ‘stepping’ through the curved SVR space using a fourth order Runge-Kutta algorithm,

using the parameters and an estimated age as the starting point.

They didn’t use multiple time-space images of the same individual in building the model,

their claim to individualization is the observation that, based on the mean angles between

the support vector gradients, the SVR produced different ageing trajectories for different

individuals and could therefore be said to be individualized. While this is true, the variation

is derived from a large number of single ‘snapshots,’ i.e. it describes the variations within

a population. It may not necessarily capture the variations due to ageing in a particular

individual.

An alternative direction based on dynamic Markov models was developed by Suo et al.

[78] They used a Grammatical Model [94] to describe a set of faces as a hierarchical set

of face components, (eyes, nose, skin patches etc.), with an individual face defined as a

particular choice of components from the set. An input face was aged in a probabilistic

manor using a dynamic Markov chain to select the most likely set of face components at a
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target age given the current set.

Park et al. [87] performed a similar experiment to ours fitting a three-dimensional Mor-

phable Model to a set of delineated faces using point data. Ageing was performed by cal-

culating a set of weights between an input face and exemplar faces in the same age group.

These weights are then used to build an aged face as a weighted sum of the corresponding

faces at the target age. The results were compared using Cumulative Match Characteristic

curves to other ageing methods and reported similar results to other methods. They ob-

served that shape modelling in three-dimensions gave improved performance in pose and

lighting compensation. Their method differs from ours in that they only fit to the delineated

point data rather, whereas our method used both point and pixel information as detailed in

the following chapters 4.5.1.

2.5 Age Estimation

Age Classification is the conceptual opposite of ageing synthesis. the age of the face is

estimated from an image rather than synthesizing a change resulting from age.

Kwon et al. [41] used the ratio between facial features, the nose, eyes and mouth, as

well as wrinkle analysis. If wrinkles were found and ratios indicated an adult face, the

image was marked as a senior adult. An image with no wrinkles and a baby-like ratio

between features was marked as a baby. Otherwise the image was marked as an adult. This

idea was expanded upon by Horng et al [89], who used a three phase method; feature

location, extraction and classification. Two geometric features; the ratio distances between

eyes and nose and between nose mouth, detected using a Sobel edge detector, and three

wrinkle regions were detected. A Sobel edge detector was used to classify wrinkle density,

with density defined as edges
area

. The age was classified to one of four age groups using back

propagation neural networks. Kalamani and Balasubramanie used a fuzzy neural net to

account for uncertainty in the classification model. Images were classified according to a

degree of inclusion [39].

Lanitis et al [42] compared four classifiers for age estimation; quadratic ageing curve, Ma-

halanobis distance (i.e. probability that the input face belongs to a particular group), back

propagation neural network (using multilayer perceptrons), and Kohonen self organising
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maps. They also introduced three new types of classifier based on the training method.

Firstly a classifier they called age-specific where the faces were grouped into strata accord-

ing to age prior to training, where the classifier was only expected to place the input face

into the relevant strata. Secondly a classifier they called appearance-specific that grouped

images according to observation [43] of the relationship between appearance and ageing

patterns, divided the individuals into groups of faces that appeared similar or aged in a

similar manor. Thirdly a combination of the two. The methods were evaluated and com-

pared using two-fold cross validation with the mean average error in years, between the

classification result and the known ground truth. The new classifiers improved accuracy,

and offered greater improvements when combined. They used perceptual evaluation of the

training images with 20 human raters to gauge the accuracy of human age perception. The

raters were shown the whole image, including details such as hair line. This is known to

affect how humans rate an individual’s age. Human raters out performed the computers

albeit on a much reduced number of test images.

A number of authors have used Support Vector Regression [77] for age estimation [31]

and synthesis in three-dimensions [72]. Gandhi [31] used Support Vector Regression a

modification of SVMs to perform age estimation using a training set of normalised faces

images. The images were first compensated for illumination using the Retinex algorithm

[37] to perform dynamic range compression and a histogram equalization algorithm to

bring the images to the same intensity range. The images were delineated and compensated

for pose using an affine transform. Images where the face did not have a neutral expression

were rejected as this would affect the formation of wrinkles. A Support Vector Regression

machine was trained on the pixel intensities of 818 images ranging from 15 to 99, using a

variety of different bases, polynomial, radial, and sigmoid . They found that a polynomial

basis of degree 3 produced the most accurate age estimation for an unseen image producing

an average of 9.31 years absolute error and a squared correlation coefficient of 0.69, when

validated using 4-fold cross-validation. Lanitis [42] used Support Vector Machines to

derive a non-Gaussian similarity and age metric, with a hyperplane separating faces in an

age or identity group from other faces in the set, and a scalar between 0 and 1 indicating

the degree of dissimilarity between an input face and the set. A ageing trajectory was

found that maximized the similarity metrics between the target age-group and the groups of

individuals, using a sequential quadratic programming method. The identity of an unseen

individual was maintained throughout the process by maximizing the sum the of differences

between the similarity metrics before and after age progression.
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2.6 Fine detail synthesis

Many of the statistical methods used lost textural detail such as wrinkles, a few researchers

developed methods that attempted to create appropriate textural detail in aged images. Tid-

deman et al. used a wavelet transform [83] and Markov Models [84] , Hussein used

Bidirectional Reflectance Distribution Functions [35] and Gandhi used Gaussian filters

[31]. These methods work by attempting to replace or adjust the high-frequency compo-

nents of the image to match the high frequency components of a prototype at the target

age.

Hussein [35] synthesised wrinkles by attempting to align the surface normals of two faces,

an older and a younger using the relationship between pixel intensity and surface orienta-

tion. Under the assumption that the two surfaces shown in the image are co-incident and

under the same lighting conditions, surface details such as wrinkles would become the pri-

mary changes in intensity. They used the ratio of the two images smoothed with a Gaussian

filter multiplied with one of the images so that the fine detail of the other was applied to it.

Their method suffered from two main drawbacks, firstly it could not be used under varying

lighting techniques, secondly the age was defined from only one image and thus would not

in general produce a convincing ageing result for an arbitrary individual.

Gandhi [31] used an Image Based Surface Detail Transfer [47] procedure to map the high-

frequency information from an older prototype to a younger, and visa-versa using a Gaus-

sian convolution as a low pass filter. The idea here being to take the high-frequency details

of the input image and replace them with the target’s. The Gaussian convolution producing

two images, one the smoothed original containing the low-frequency large scale detail and

the other, the result of applying a standard boost filter, containing the high-frequency fine

scale details. An aged image was synthesised by combining the high-frequency of a proto-

type with the low-frequency of the image. Varying the width of the kernel would vary the

size of details captured and thus the perceived age of the person. The prototypes at each

age were created by averaging all the images in an age group. Smoothing problems were

avoided by combining the high-frequency parts of the training images with the combined

average to retain fine detail.

Tiddeman et al. used a Gabor wavelet function to detect edges in the image and decompose

it into a pyramid of images containing edge information at varying spacial scales [83].
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The edge magnitudes were then smoothed with a B-spline filter to give a measure of edge

strength about a particular point in each sub-band. Prototypes at each age were generated

using the technique of Benson and Perret [13] and the wavelets were then amplified locally

to match the mean of the set. The values of the input wavelet images were modified to more

closely match those of the target prototype. These were tested perceptually and found to

reduce the gap between the perceived age of the image and the intended age. They then

extended their method using Markov Random Fields [24]. An individual was aged using

the prototyping method of Burt and Perret described above [18]. Detail was added to the

resulting face by decomposing the image into a wavelet pyramid and scanning across the

sub-bands using the MRF model to choose wavelet coefficients that match the cumulative

probability of the input values. They found that human raters found the resulting image

more closely matched the target age of the older group than either the Wavelet method on

its own or the prototyping method, it also succeeded in the rejuvenating test where wavelets

failed. They also found that humans rated the images more realistic than those generated

using Wavelets alone [84].

2.7 Summary

In this chapter previous work in the area of facial age estimation and ageing simulation has

been reviewed. In the course of this work we identified several desirable properties for an

improved face ageing method, most of which have been included in previous methods, but

have not previously been combined in a single implementation, these include:

• The use of 3D models to properly model (and allow removal of) the effects of lighting

and out of plane rotations.

• The use of training data that includes within subject age variation to include a degree

of individuality in the ageing model.

• The use of modern machine learning and statistical tools for learning and applying

the ageing changes.

In the following chapters we will use these observations to build a age synthesis algorithm.

As explained in chapter 1 three-dimensional scanning equipment are a relatively recent
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invention and sets of three-dimension models of the same individual at multiple age points

are not available. As an individualised ageing model has been identified as a significant

improvement over a global method, we will describe a face fitting method that can be used

to extract three-dimensional information from a set of two dimensional images. The face

fitting method is described in detail in chapter 4. In order to develop ageing algorithms

using modern statistical tools, and to model the faces in three-dimensions, we will use a

Three-dimensional Morphable Model [16] to describe the faces. This model is also used

to guide the face-fitting algorithm. In the next chapter we will describe how to construct a

Three-dimensional Morphable Model from a set of three-dimensional face scans.



Chapter 3

Constructing a Three-Dimensional
Morphable Model

In the previous chapter we provided a detailed overview of current methods in synthesising

ageing in human face images. We also identified key properties of these algorithms that

are desirable in an improved ageing model. In particular the use of a three-dimensional

statistical model to describe the set of human face models. In this chapter, we describe a

statistical face model that can be used to parameterise an input face. We also describe how

this model can be used to render an image of a synthesised face model under a given set of

pose and lighting conditions. Finally, we describe how the textural properties of a face can

be reconstructed from partial data.

3.1 Literature Review

The face models produced by the three-dimensional capture system we are using are in the

form of a triangular mesh, defined as a set of points (vertices) and a set of edges linking

these vertices to form triangles. However each scanned face model is independently pro-

duced and as such has an irregular structure. The meshes all have differing edge topologies,

that is different edge structures linking vertices in the mesh. Also each point on the surface

of a particular mesh has no predefined matching point on the surface of any of the other

face models produced by the scanner. In order to build a statistical model these sets of face

23
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models must be brought into a meaningful correspondence across subjects. The data from

the scanner can also contain errors, e.g. noise and missing data, which manifests itself as

holes on the face. Noise can be dealt with using a smoothing operator, but holes are more

serious, requiring detection and interpolation.

A number of algorithms have been developed in the area of registration, tailored to tackle

specific problems, such as point alignment, line and edge registration, and surface regis-

tration. We wish to look specifically at the area of registering a set of three-dimensional

triangular meshes of irregular edge topology such that we can generate of set of meshes

are of corresponding edge topology but with varying surface shapes. Our meshes contain

holes both around the edges of the mesh and internally that need to be identified and filled

in a meaningful manner.

We define the face model as a tuple containing a shape description and a texture-map. The

shape is described using a triangle mesh,M = (V , E). V is a set of vertices vi ∈ R3,ti ∈
T2,i = 1, . . . , n, where vi describes the position of the ith vertex in three-dimensional

space and ti describes the location in texture space T2, i.e. ti = (ui, vi), ui, vi ∈ [0, 1] that

holds the ith vertices’ colour. E is a set of edges connecting the vertices, V . We have a set

of three-dimensional meshes Mj, j = 1, . . . ,m that we wish to use to build a statistical

face model. We need a method that can construct a set of meshes,M′
i = (V ′i, E), which

describe surfaces as close as possible to the shape of their corresponding meshM but have

a common edge topology, E .

The three-dimensional models used by Blanz and Vetter in their original paper on three-

dimensional Morphable Models, were built from laser scan data and described a three-

dimensional structure using a cylindrical depth-map. As a result they were able to perform

alignment using a regularised optical flow method [16]. Given a set of three-dimensional

scans I(h, φ), with vertical component h and rotation component φ, optical flow computes

a field (δh(h, φ), δφ(h, φ)) such that ||I1(h, φ) − I2(h, φ)||2 is minimised. Optical flow

offers poor performance where the scans present few features, the flow vectors in these

area were smoothed. The shape and colour of the mesh were obtained using the one-to-one

correspondence provided by (δh, δφ).
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Iterative Closest Point alignment

The Iterative Closest Point alignment (ICP) method can be used to match multiple scans of

human bodies to a common template [4, 5]. A set of correspondences between the vertices

of the template mesh and the surface of the template mesh is found by locating the nearest

point to each vertex on the target mesh. Obviously this assumes that the meshes are already

in close proximity. A deformation field is then found that matches the displacements of

each set of correspondences. The template mesh is updated with this deformation field and

a new set of closest point correspondences generated. These steps are repeated iteratively

until the meshes are sufficiently aligned. Not all the possible correspondences between

template and surface are valid, and so a regulatory term is typically added. Besl and McKay

defined the field globally [14], Feldmar and Ayache [26] defined the affine transforms

locally over a spherical region. Allan et al. [4] and Amberg et al. [5] defined the field

as an affine transform per vertex, this transform is not sufficiently constrained by a single

correspondence and so used a regularising term to constrain the result. The closest point

is generally found either by searching along the normal, [3, 33] or by finding the closest

point in any direction [14, 26, 4, 5]. A search along the normal has an advantage over

the closest point in that the space of searches matches the curve of the surface, however

on surfaces exhibiting rapid changes in direction the search can potentially cross before

finding a match. A regularisation term ensures a smooth deformation field between the two

surfaces, Feldmar and Ayache [26] used the two principal curvatures of the surfaces to

drive the matching towards similar features. Allen et al [4] used the sum of the Frobenius

norm between affine transforms defined for adjacent vertices on the template mesh as part

of the minimisation to weight the fitting towards smoothly varying deformations fields.

Amberg et al. modified this metric to allow a weighting between the rotational and skew

parts of the deformation at each vertex [5].

Not all the points on the template will be matched to points on the surface of the target

mesh, in most cases this is due to holes in the target mesh. Early ICP algorithms assumed

that the target mesh was complete. Kähler et al. used the template to define the surface

of missing parts of the target mesh, warping the surface to match the area surrounding the

hole in that target mesh using Radial Basis functions, [38]. Allen et al. also used the

template mesh to define the area of the hole, however they used the smoothing term over

the deformation field to drive the template to an approximation of the missing surface [4].
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Remeshing

ICP algorithms assume that even if the vertices and topology of meshes are not in any sort

of correspondence, the surfaces of the meshes are already closely aligned. If, however the

surfaces are not in close correspondence ICP can produce some spurious results. Methods

based on completely reconstructing meshes can find correspondences between surfaces that

are not already in close proximity.

Instead of fitting a template mesh to a set of meshes, a new mesh can be constructed from

the input meshes in a consistent manner so that the resulting meshes are in one-to-one

correspondence. This method is known as remeshing. The method relies on the fact that a

well defined triangle mesh forms a surface, a mapping can then be generated to map this

surface from three-dimensional space to a two-dimensional space, a new mesh can then be

generated by sampling at regular intervals within this two dimensional space and mapping

back into the original three-dimensional space. The method of generating this mapping is

known as parameterisation and was first described by Tutte [79]. Here I outline the method

described by Floater [27] using mean-value coordinates [28].

Given a triangular meshM = (V , E) we desire to create a one-to-one mapping u : <3 →
<2 from the 3D mesh surface to a plane. As the surface is three-dimensional, the resulting

mapping will distort the mesh, a mapping that best preserves the angles and distances

between the vertices when mapped onto the two-dimensional space is desirable.

The position of a vertex in the two-dimensional plane is defined as a weighted sum of

the positions of its neighbours in the edge graph E . The weights are derived from the

three-dimensional structure of the mesh, and it’s these weights, defined along the edges,

E , that help preserve the relative positions and angle of the vertices when mapping to a

two-dimensional plane. A vertex vi ∈ R3 and its corresponding vertex on the plane, ui ∈
R2 form the mapping on the vertex. Between the vertices the mapping is defined using

barycentric coordinates. The weighted sum definition of a point only applies to internal

vertices where the neighbouring triangles form a complete circle around the point, this

is not the case for boundaries and so they have to be defined separately. ui and vi are

redefined to include only the internal vertices and bi ∈ R2 defined to be the position of

the boundary vertices in the two dimensional plane. These are usually fixed by projecting

them onto a unit circle and thus are known before the start of the parameterisation. Floater
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defined the position on the plane of the ith vertex as,

ui −
J∑

j=1

λi,juj =
K∑

k=1

λi,kbk, i = 1, . . . , n (3.1)

where J and K are the number of internal and external vertices respectively. Here λi,j

defines the weight along the edge i, j in E . If edge (i, j) is not in E then λi,j = 0. The

weight is defined in such a way as to preserve the structure of the mesh, minimise stretching

and preserve the angles between vertices.

λi,j =
wj∑

k∈Ω wk

, wj =
tan(αj/2) + tan(αj−1/2)

||vi − vj||
(3.2)

where k ∈ Ω is the one-ring of neighbouring vertices to i, that is, all vertices directly

connected to the ith vertex by and an edge. The middle component of the equation is a

normalisation term ensuring that
∑k

j=1 λi,j = 1 for all i. The final part of the equation

defines an un-normalised weight in terms of the angles about the vertex i along both sides

of the edge (i, j) and the length of the edge (i, j), see figure 3.1.

The two-dimensional positions ui are found by solving the linear equation defined by equa-

tion (3.1).

A more detailed survey of parameterisation techniques for three-dimensional meshes can

be found in [29].

vi

vj

vj−1

vj+1

αj

αj−1

Figure 3.1: The triangles of the one-ring around vertex vi, illustrating the construction of

the weight λi,j along the edge (i, j). The weight is computed as a function of angles αj ,

αj−1 about the edge and the inverse of its length.

Praun et al. used this flatting method to create a set of consistent parameterisation between

a set of face meshes in order to produce an average face model. They chopped the meshes
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into a set of triangular patches using a common high level topology. Each patch was sep-

arately parameterised by fixing the boundary vertices to a triangle in two dimensions and

generating a mapping using Floaters parameterisation method (described above) [62].

The method of parameterisation is better able to cope with matching surfaces with poor

initial correspondence. However, due to the parameterisation method only applying to

internal vertices, it is unable to deal effectively with holes in the mesh.

3.2 Constructing a Mesh Correspondence

Before a statistical model can be built, the meshes must be brought into a one-to-one corre-

spondence. In order to do this we define a template mesh S = (V , E) and adapt this mesh

to the input meshes, so that all the meshes share the same topological structure, E .

We implemented two methods for building a mesh correspondence. The first is based on

the method by Praun et al. [62] using parameterisation and the second is based on ICP

which is described below.

3.2.1 Iterative Closest Point alignment using multi-level free-form de-
formation

We adapt a reference face model to each subject’s face as outlined in figure 3.3. The

two surfaces, the subject and the reference are brought into alignment by translation to a

common mean and removing rotational variance between the two meshes. The translation

to the mean is found by making the centre of mass of the point sets equal. The meshes are

scaled by normalising the deviation from the mean and the required rotation found using

SVD on the cross-covariances between pairs of meshes.

The reference mesh topology we use is just an individual selected on the basis of the quality

of the scan (i.e. all major features visible). We adapt this to each subject using a standard

two stage warping process. The first stage is a feature based warping method, in which

manually placed landmarks are used to drive a multi-level free-form deformation (MFFD),

which is a hierarchy of B-spline interpolating functions with progressively finer resolution
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Figure 3.2: Surface S is matched to surface T using Iterative Closest Point alignment.

Each vertex vi is matched to a vertex v′i by searching along the surface normal.

[45, 46]. We have implemented the MFFD warping using a space and search efficient oc-

tree data structure. Once the face meshes are in approximate alignment correspondences

are found using a standard ray-tracing algorithm. Rays are traced out of the reference

mesh from each vertex in both directions along the surface normal and the first intersection

(within a maximum radius) with the target face is found using an octree ray-tracing method

(see figure 3.2). Not all vertices will find a target, and so these displacements are interpo-

lated (again using MFFDs) across the reference mesh. This brings the reference mesh into

good alignment with the subject.

3.2.2 Surface alignment using Parameterisation

As with our ICP implementation we delineated a set of points on each of a set of scanned

faces. The parameterisation method does not require a predefined template mesh, this is

defined procedurally. For each mesh we computed a mapping from the three-dimensional

surface of the mesh to a two dimensional plane, w : R3 → R2 using Floaters’ parame-

terisation [28]. For each internal vertex of the mesh, vi ∈ R3, a corresponding position
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Subject

Template

Warp

Refine

Figure 3.3: An outline of the Iterative Closest Point Alignment algorithm. First both

meshes are delineated by hand. A template mesh is then warped to the rough shape of the

subject mesh using the delineated points. The warp is refined by tracing along the surface

normals of the subject model and matching at the point of intersection with the template

mesh. Finally the texture is reconstructed by applying an inverse warp to the texture-map.
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ui ∈ R2 is found on the plane, such that the mesh is ‘flattened’ on to the surface of the

plane in a manner that best preserves the angles between edges of the mesh and the lengths

of edges (see section 3.1). Each position within a triangle on the surface of the mesh can

be mapped onto the plane by finding its associated triangle in the flattened mesh and de-

termining its position in this mesh using the method of barycentres. This produces a set of

flattened meshes. These meshes can be brought into correspondence using the delineated

points, for each delineated point on the surface of the mesh the corresponding point on the

plane as found using the mapping, w. This produces a set of templates in two-dimensions

for each input face. An average of these templates was found using Generalised Procrustes

alignment [25] and warping between each template and the average generated using Thin

Plate Splines (TPS). The application of this warp to flattened meshes brings them into cor-

respondence on the plane. A new mesh can be generated by regularly sampling along a

predefined grid on the plane in the area of the warped mesh. Using the TPS warp on the

vertices of the mesh is possible but is not easily defined within the triangles of the mesh,

instead we use an inverse warp on the sample points of the regular grid this allows us to

sample from the triangles as if they were warped. For each sample point in the regular grid

the triangle of the flattened mesh containing it is located and its corresponding point on the

surface of the three-dimensional mesh found by inverting the mapping, w. If no triangle is

found containing the sampling point the sample point is marked as missing. A new mesh is

constructed by triangulating the located sample points in a ‘chess-board’ pattern with two

triangles being formed in each quad.

3.2.3 Results

Figures 3.4a and 3.4b provide a ‘before and after’ view of the remeshing process. The two

methods produced similar results in terms of fitting. The ICP method relied on the quality

of the original mesh, and produced some spurious fitting around areas of high curvature due

to the closest point search finding poor correspondences. The parameterisation method was

vulnerable to stretching in mapping the surface to two-dimensions, this results in under-

sampling. As stretching often occurs in areas of high curvature, this means that the under-

sampling will occur most frequency in areas of most interest. The parameterisation method

also lacked a hole-filling method. This deficiency was the main reason the ICP method was

the chosen method for producing the correspondences between meshes.
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(a) Irregular Mesh (b) Regular Mesh

Figure 3.4: ‘Before and after’ view of a reconstructed mesh. The left hand image shows

a ‘wire-frame’ view of a mesh as produced by the scanner. The irregular structure of the

mesh is clearly visible as are the holes. The right hand image shows a reconstructed mesh,

the regular grid pattern is visible as are the un-patched holes in the mesh.

The average of a set of 106 face models produced by the three-dimensional scanner was

produced by aligning these meshes to a ‘reference mesh’ using the ICP fitting method.

These aligned models were used to build a face model as described in the next section. The

mean of the face models can be found in figure 3.5.

3.3 Principal Component Analysis

When attempting to discern a three-dimensional object from a two-dimensional image we

need to reduce the space of possible models to the set of models that are faces, and to find in

a maximum likelihood sense the face that most accurately describes the face shown in the

image. To do this we need a descriptor that best spans the space of possible face surfaces
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(a) Average Mesh (b) Front View (c) Profile View

Figure 3.5: Average of a set of face meshes constructed using Iterative Closest Point align-

ment. Left is a wire-frame image of the full average mesh. Centre and right is are a face-on

and profile rendering of the mean shape and colour of the set of face meshes. The centre

and right meshes have been clipped to the facial area.

and arranges these according to their likelihood.

Principal Component Analysis (PCA) is a dimensionality reduction and decorrelation tech-

nique. It finds a set of orthogonal basis vectors that span the data such that the covariance

matrix is diagonal. In other words the data is linearly decorrelated. The first vector of the

basis, the first principle component, is parallel to the direction of greatest variance in the

data. The second vector is parallel to the direction of the next greatest variance and so on.

Here we describe explicitly the method we used to calculate PCA on the shape data, the

same method is also applied to texture data. This is a standard method [63]. In order to

build a statistical model, the face shapes were first brought into a one-to-one correspon-

dence between each face (see section 3.2). The three-dimensional positions of the vertices

of the mesh were then concatenated to form a shape-vector,

s = (X1, Y1, Z1, X2, Y2, Z2, · · · , Xn, Yn, Zn)T , (3.3)

where n is the number of vertex points in the face models. With a set of m exemplar shape-

vectors si where i ∈ 1 . . . m was centred by subtracting the mean ŝ and arranged in a matrix

D, the eigenvectors and eigenvalues of its covariance matrix C were computed using the

Jacobi Method [63] on C.

The face shapes are generally unaligned and require registration in order to calculate a

meaningful average. The mean, ŝ is defined as that shape which minimises the residuals
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from between the mean and the set of shapes under a Euclidean similarity (scale, translation

and rotation) transformation. Here we define the matrix R ∈ SO(3) to be the rotation

matrix, a vector describing translations, t ∈ <3, and a scale κ ∈ <. Given two sets of

vertex points p and q we align q with p by,

p = κqR + 1mtT + E (3.4)

where E is an m × 3 error matrix and 1m is a 1 × m vector of 1s. In two dimensions

this can be solved by converting the two-dimensional points into a set of points in complex

space,(x+yı) and finding the mean as the principal eigenvector of the complex covariance

matrix, this is known as the full Procrustes algorithm [25]. In three dimensions it was

solved in an iterative manner. First we calculated the translation, t by making the centre of

mass of the point sets equal.

p̂ =
1

n

n∑
i=1

pi. (3.5)

where pi is the ith point in the vertex point set p. Similarly for q. The scale factor was

chosen such that the l2-norm of p̂ and q̂ are both equal to 1. The mean centred and unit

scaled points sets are denoted ṗ and q̇. The rotation matrix R was found using SVD on the

cross-covariance matrix,

ṗT q̇ = V ΛUT (3.6)

V and U form a set of orthonormal basis vectors in SO(3). R was updated as R = UV T

with κ = trace(Λ)

The covariance matrix of residuals from the shape mean, C, can be calculated using the

outer product of the matrix D with itself,

C =
1

m
DDT (3.7)

However, this matrix is huge, having a width and height of the length of the vector s.

We used a more practical alternative making use of the fact that the non-zero eigenvalues

of 1
m

DT D are identical to the non-zero eigenvalues of 1
m

DDT , using the inner product,
1
m

DT D, which has a width and height of the number of samples, m. The eigenvectors

and eigenvalues of 1
m

DT D can be calculated using the Jacobi Method [63]. We then used

these to calculate the eigenvectors and eigenvalues of the covariance matrix C. If we denote

the ith eigenvector of C as xi and the ith eigenvector of 1
m

DT D as yi, then xi = DTyi.

That is the eigenvectors were found using a weighted sum of the residual vectors using the

eigenvectors of 1
m

DT D as weights.
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The eigenvectors of the covariance matrix, C, are rearranged in descending order of their

associated eigenvalues. These rearranged eigenvectors form the columns of the matrix U ,

and the eigenvalues form the vector d. We denote the ith column of the matrix U as ui. Here

the vectors ui are simply the reordered eigenvectors denoted yi above. These eigenvectors

form a linear basis that exactly spans the space of the faces used to build the PCA model.

The eigenvectors d are related to the variance of the distribution as σ2
i = di

m
where di is the

ith eigenvalue in d and σi is the standard deviation in the direction of the corresponding

eigenvector si.

A significant benefit of PCA is that we can perform a dimensionality reduction on the face-

space. We selected a subset of vectors of U to form a basis from which each exemplar

face can be approximately reconstructed and new faces synthesised. As the columns of U

had already been reordered we could form a basis in l dimensions simply by taking the

first l column vectors in U . We denote this basis S
(l)
l×n = [y1,y2, . . . , yl]. This optimally

minimises the residual error under the l2 − norm. We wished to find the minimal value of

l such that an acceptable amount of the variance in the data D is explained by S(l). If we

define the cumulative energy as gi =
Pl

i=1 diPm
i=1 di

, i.e. the cumulative sum of the singular values

up to l weighted by the total sum. l is therefore the minimum value such that gl ≥ ε, where

ε is the amount of variance the model is required to explain . The first l vectors are known

as the principal components.

We were therefore able to define a new shape descriptor as a linear combination of principal

components:

s = ŝ +
l∑

i=1

αiyi (3.8)

The new descriptor spans the space of the shape exemplars up to an accuracy of gl. The

probability distribution of the shape descriptor is:

p(s) ∼ e
− 1

2

P
i

α2
i

σs,i (3.9)

The range of fitting is thus constrained in a maximum-likelihood sense to those most likely

to correspond to the identity of the face shown in a particular image.

A colour descriptor was defined similarly. Before PCA can be performed the colour-maps

have to be brought into correspondence. On two-dimensional images, this can be achieved

by warping the images such that the shape matches an average prototype using Thin-Plate-

Splines [17]. For each three-dimensional face model in the data set, the texture-space
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A new face is constructed from a weighted linear combination of eigenvectors
plus the average.

+
∑N

i
α1

+α2 +α3 +α4
. . .

+
∑M

i
β1 +β2 +β3 +α4

. . .

Each face can then be described as (α1, α2, . . . αN , β1, β2, . . . , βM ).

Figure 3.6: Constructing a Morphable Model.

was defined as a two-dimensional image mapped onto the surface of the model using a

set of discrete texture coordinates defined for each vertex and linear interpolation to define

the mapping within the triangles of the mesh. The colour-maps for each of the face models

were registered and the discrete texture coordinates computed during the morphing process.

The pixel values of each input image were concatenated as,

t = (R1, G1, B1, R2, B2, G2, · · · , Ro, Go, Bo)
T (3.10)

and PCA performed, by the same method as for the shape components, to produce,

t = t̂ +
l∑

i=1

βit
i (3.11)

where ti is the ith eigenvector of a covariance matrix of the registered colour-maps and β

is a set of colour components.

As before the space of the colour model is reduced to the first l principal component vec-

tors. A new face colour can be constructed as a linear combination of the principal compo-

nents weighted with a set of parameters β. The probability distribution of the new colour

descriptor is,

p(t) ∼ e
− 1

2

P
i

β2
i

σt,i (3.12)

A new complete face model can be described using the shape parameters α and the colour

parameters β combined (see figure 3.3). The combined probability distribution of both the



37

Figure 3.7: Examples of the shape changes associated with the first five Principal Compo-

nents. Each of the images shows a model rendered with the specified component increased

by an arbitrary amount in the top row and decreased by same amount in the bottom row.

shape and colour is defined as,

p(s, t) = p(s).p(t) ∼ e
− 1

2

P
i

α2
i

σs,i .e
− 1

2

P
i

β2
i

σt,i (3.13)

Figures 3.7 and 3.8 show the shape and colour changes associated with the first five Prin-

cipal Components of the face-set. The first few eigenvectors of the colour principal com-

ponents clearly contain significant lighting information, this is due to the variable lighting

condition under which the faces were scanned and the texture maps produced. This means

that some of the model parameters may contain unwanted lighting information in later

stages, such as fitting or ageing.

3.4 Summary

In the chapter we have described a method for constructing a three-dimensional Morphable

Model. First a set of meshes have to be brought into a one-to-one correspondence using a

surface alignment method. We provide an overview of current surface alignment methods

and identify desirable features of the alignment method, in particular,
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Figure 3.8: Examples of the colour changes associated with the first five Principal Compo-

nents. Each of the images shows a model rendered with the specified component increased

by an arbitrary amount in the top row and decreased by same amount in the bottom row.

• The ability to generate a set of meaningful one-to-one correspondences.

• A technique to fill holes in the mesh.

We also described the method we used to align a set of face models. Second, we described

how to construct a statistical face model using Principal Components Analysis. This PCA

model provides a probabilistic model of the space of human faces that can be used to guide

the process of fitting a three-dimensional face-model to a two-dimensional image. The PCA

is also used to describe a face model as a set of lower-dimensional parameters and used to

train a statistical ageing model. The Morphable Model forms at the core of the method of

synthesising face ageing described in this thesis. It is used to describe a set of faces using a

lower-dimensional set of parameters, ageing functions can be constructed through this face

space and new faces synthesised from them. The Morphable Model is also used to guide

the process of fitting a three-dimensional face-model to an image in order to extract three-

dimensional information about the face from that image. The face-fitting process with be

described in the next chapter.



Chapter 4

Fitting a Three Dimensional Morphable
Model to an Image

In our literature review of current methods for synthesising face ageing, chapter 2, we

identified an individualised ageing model as superior in accuracy to a global ageing model.

This requires a set of three-dimensional face models of the same individual at multiple

age points. At the time of writing such data-set were unavailable, due to the relative nov-

elty of three-dimensional scanning equipment. A suitable set of three-dimensional face

models can be generated by extracting three-dimensional information from a set of two-

dimensional image. Two-dimensional image-sets being much more readily available. This

extraction is achieved by fitting a three-dimensional Morphable Model to the images, by

minimising the error between the rendered Morphable Model and the target image.

In this chapter, we outline the algorithms that have been developed for fitting a three-

dimensional Morphable Model to a two-dimensional image. From these, we select a suit-

able algorithm, describe our implementation, and present some results of our implemen-

tation. For the face-fitting method to be useful in developing ageing models it must be

able to extract an accurate three-dimensional representation of the individual depicted in

the image. Towards the end of this chapter we will describe an experiment to evaluate how

well the three-dimensional models represent the individual in the image by determining if

a set of human observers can recognize the individual from their rendered model.

The face models extracted by this process are used to train a statistical ageing model in

39
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order to synthesis the aged appearance of a face.

We begin by describing some of the most commonly used algorithms for fitting Active

Appearance Models (AAM), the two-dimensional analog of three-dimensional Morphable

Models (3DMM) and discuss their application to fitting 3DMMs. Then we outline current

methods devised specifically for fitting 3DMMS to a two-dimensional image.

4.0.1 Feature Extraction

A description of the shape and colour of a human face in an image can be extracted by

aligning the statistical face model with the image in such a way that the error between the

rendered face model and the image is minimised. This is normally achieved by varying the

parameters of the face descriptor in such a way that a cost function is minimised. Although

the parameters of the Morphable Model are defined as a linear combination of basis vectors,

the fitting operation is not linear. In general, the intensity of a pixel is not related to its

position in the image plane, as a result there does not exist a linear relation between shape

changes in the face model and the resulting change in the image intensity of a particular

sample point. Other sources of non-linearity result from the three-dimensional nature of the

face model, rotations in particular result in occlusions and in changes in relative position

of two parts of the surface on the two-dimensional image plain. Illumination changes

can be modelled in a linear fashion provided the pose and shape are fixed. However, if

the shape or pose are altered the angle of the surface relative to the light sources is also

altered resulting in non-linear changes in lighting intensity. Changes in the distribution of

shadows, including partial occlusions, due to changes in the surface or rotation relative to

light sources, can have dramatic effects on image intensity. Changes in the shape of the

model will also results in changes in the texture space as the texture will be stretched or

compressed as the surface area is altered by the shape changes.

4.0.2 Alignment based methods

Alignment based methods attempt to fit a rendered model to an image by minimizing the

error between a rendered image of the face and an input image. The rendered face image

is adjusted such that it matches as closely as possible the input image, thus minimising
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the error. In these systems the face is described using an Appearance Model, or Morphable

Model, to describe both the shape and colour of the face. Details related to the pose, lighting

are separated from the Appearance Model using physical modelling of these attributes,

with a set of adjustable parameters so that the simulated physical attributes can be made

to match those depicted in the image. The parameters of both the Appearance Model and

the physical model are iteratively adjusted such that the error function is reduced towards

a global minimum that represents the best match between the rendered face model and

the input image. The error function used is normally the l2-norm or sum of squared pixel

error. Although variants such as weighted l2-norm exist, which are potentially more robust

to noise and occlusions in the image. Normalized cross-correlation can also be used, in

this case the error function is maximized. The error-functions are normally minimised by

finding a relationship between the changes in pixel intensity brought about by varying the

models physical and appearance parameters and the differences in intensity between the

rendered and input images. However this does not in general result is a linear relationship.

Many changes in both physical (e.g. a translation) and shape parameters of the model do not

result in a linear-change in the intensity values of the pixels. This problem is compounded

in three-dimensions as a transform that is linear in three-dimensions is not necessarily linear

when projected onto a two-dimensional plane, this is the case with rotations. Alterations of

parameters such as rotation, position of lighting and some shape changes introduce changes

to the face’s silhouette, or distribution of shadows, that can have a marked effect on pixel

intensity value while representing a small change in the offending parameter. Finally some

of the face can be occluded by a non-face object resulting in pixel values that are unrelated

to the face model. It is in tackling these problems that much of the variety between various

fitting methods is produced.

By separating the key elements of alignment based fitting we can get an overview of the

various directions researchers have taken in tackling the problem of fitting a face model to

an image.

1. The sophistication of the rendering model: The more accurately the rendering model

can synthesise human face images in variety of physical conditions, the more ac-

curately it can match the pixel values in a particular image, given the correct pa-

rameters. Rendering Models range from having a simple point-source and ambient

lighting model [16], use of a 9-D Spherical Harmonic basis for lighting [95] to

detection and modelling of specular highlights [67].
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2. The error function: The error function describes the difference between the rendered

face model and a input image in a sensible manner. The ideal error function both ig-

nores irrelevant features, e.g. occlusion, shadows etc. and weights the fitting towards

features relevant to the face image. It should also be continuously differentiable so

that a gradient descent method can be used to find the global minimum. The cor-

rectly match face must minimise this function. Most fitting methods, in both two and

three-dimensions, use a squared pixel difference metric. Patterson et al. [58] evalu-

ated the l2-norm together with the Mutual Information, in terms of the individual and

joint entropy of the rendered and input images, and a correlation ratio between the

images.

3. Outlier removal: Many methods make use of, or are derived from, the l2-norm of

pixel differences between the input and rendered image. This has the disadvantage

of being highly vulnerable to outliers. Outliers in the pixel difference can be an indi-

cation of occlusion of the face by a foreign object, or the presence of facial blemish,

e.g. a mole, or facial hair that is not captured by the Appearance Model. One method

of removing outliers involves weighting the l2-norm according to a measure of confi-

dence that the sample point is part of the face image and not part of the background.

Romdhani et al. [69] use a Talwar function to remove occluded parts of the face

model. Romdhani also used a Lorentzian estimator to remove outliers [67]. De Smet

et al [76] modelled a visibility map as a binary Markov Random Field to take ad-

vantage of the spatial coherence of outliers. In two dimensions, Theobald et al. [81]

compared the effectiveness of a number of different methods of detecting outliers on

AAMs and concluded that, where known, a weighted probability function based on

the standard deviation of residuals resulting from fitting AAMs unoccluded image at

each pixel was superior to the other methods tested. But in the case where this data

is unavailable, the Talwar or Cauchy functions out-perform the others. The choice of

functions investigated was limited to those that required minimal re-computation of

the Hessian matrix.

4. The method of minimization (or maximization): The algorithm to minimize the cho-

sen error function(s). Most of the error functions used in face fitting suffer from

local minima, a varitey of methods to avoid these have been developed. Blanz and

Vetter used a stochastic gradient descent method [16], Romdhani and Vetter [69]

adapted the inverse compositional alignment method of Baker and Matthews [10] to

3DMMs, this method is based on Gauss-Newton gradient descent. These methods
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rely on the computation of the derivatives of the cost function in the image-space or

some suitable proxy. This is possible using l2-norm based function, but non-trivial

in other cases. They also suffer from local-minima problems when the data is noisy

or the error function is non-convex. Moghaddam used a downhill Simplex method to

minimize a cost function based on aligning silhouettes [54]. Learning methods such

as the regression technique of Cootes et al. [20] have also been used.

5. The method of combining different sources of error: Some of the algorithms use

multiple error functions or separately use multiple filters on the images (both input

and rendered). These are applied to the model separately, resulting in an iterative

multi-pass algorithm [95, 76] or combined using a Bayesian metric to create a single

parameter update each iteration [67].

4.1 Literature Review

The face analysis methods of Benson and Perrett [13] and the manipulation techniques of

Rowland and Perrett [70], relied on manual placement of points on individual face features

for each face and made no attempt to automate the delineation process. With large scale

databases or automated systems this method is somewhat unsatisfactory.

Early methods to automate face feature detection, such as Active Shape Models [80, 20],

fitted statistical point models to images based on contours in the image intensity. Models

were created by delineating points on a set of example faces and performing PCA on the

set of points. When fitting to an image, the data points were driven towards strong edge

features in the image and constrained to lie within a hyper-ellipsoid defined by mapping

the perturbed points into the PCA space and setting a maximum value for the parameters

in PCA space. These methods were limited to describing objects with clear and distinct

edges. Should the edges of the model be indistinct or close enough that points are perturbed

towards an incorrect edge, the model will invariably fail to fit correctly. They extended the

method by building local grey-level models in which image intensity was sampled in a line

along the normal at each profile point. They were normalised and the grey-level model

created by building a covariance matrix of the normalised samples. The points were fitted

by minimising the Mahalanobis distance between the samples and mean grey-level [22].

As part of the grey-level model extended along the normal, beyond the area of interest the
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method was vulnerable to the random nature of the intensities of the background, around

the model.

Descriptors that can use the whole area of interest, e.g. the face, for fitting, tend to be

more robust as they don’t depend on edge contours and use more information about the

area between points to help guide the fitting. Active Blobs (Sclaroff et al. [74]) and Active

Appearance Models (Cootes et al. [19]) use triangulated meshes in two dimensions to

describe the target shape and colour. Sclaroff described a mesh using PCA to describe the

deformations, including translation, rotation, scale etc. The eigenvalues of the covariance

matrix used in the PCA were used to define a stiffness for their associated eigenvectors

and thus constrain the model. The error between the image and the target was minimised

using Levenberg-Marquardt gradient descent. To avoid the influence of outliers the l2-

norm normally associated with Least Squares minimisation was replaced with a Lorentzian

influence function. Active Appearance Models use PCA to describe the face model, rather

than deformations as in Active Blobs and were introduced by Cootes et al. [19]. The term

Active Appearance Model applies to both the face model and the fitting method, to avoid

confusion we will use the term Appearance Model (AM) to describe the face model alone.

4.1.1 Active Appearance Models

Active shape models describe the space of two-dimensional face images using a point dis-

tribution model [20]. They consist of a statistical model of point distribution and an in-

dividual statistical appearance model for a patch about each point. Each point is fitted

individually with the shape model being used to guide the model towards the correct fea-

tures. This only models the shape of the face and not its colour, it is also highly vulnerable

to changes in pose and illumination. Active Appearance Models also by Cootes et al. [19]

model both the shape and colour of the space of face images. Each face consists of a two-

dimensional mesh with the vertices placed on key feature points and a colour map. The

AAM is defined as a linear combination of basis vectors of the shape points plus the aver-

age positions of the points. A new face shape s can be constructed using a set of parameters

p as,

s(p) = ŝ +
N∑
i

pisi ,̇ where p = {p1, p2, . . . , pN} (4.1)
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where ŝ is the average of a set of shapes. The basis vectors si from a matrix S and are

found using Principal Component Analysis (see section 3.3). The colour map is defined

similarly, the faces are first warped such that the shape points align with the average, and a

set of basis vectors calculated using PCA on the vectorized pixels from the aligned exem-

plar face images. Shape and colour can be further combined by a subsequent application

of PCA to the combined shape and colour parameters. This model is similar to 3DMMs in

many respects since they are both built from separate PCA models of vectorized shape and

colour components, but they differ in a number of important respects. Firstly 3DMMs are

typically more dense, requiring more vertices to describe the three-dimensional shape of

the model, lighting can be explicitly realized on a 3DMM through simulation of physical

light transport, whereas in AAMs it normally has to be removed before hand or statisti-

cally modelled. Vetter’s original implementation only defined colour on the vertex points,

whereas AAMs and our implementation of the 3DMM defines colour between vertex points

using a texture map.

3DMMs and their two-dimensional cousin AAMs provide an holistic model of the entire

face. ASMs on the other hand break the face up into a small number of individual points

to be fitted independently, using the ASM as a constraint [20, 44]. The number of sample

points on a 3DMM is significantly larger. A compromise between the flexibility of the point

distribution based model with the improved surface description of the 3DMM is found

by segmenting the face into regions, e.g. nose, eyes, mouth etc. and creating separate

shape and colour models for each region. The boundaries between regions are subsequently

smoothed to provide a neat join. The surface problem also applies to 3DMMs as nothing

in the description prevents unrealisable faces caused by intersecting surfaces. Provided the

parameters are kept to within a few standard deviations of the mean, this should not be a

problem.

4.1.2 Fitting an Active Appearance Model to an image

In the original Active Appearance Model paper Cootes et al. assumed a constant linear

relationship between the error in the images and the error in the parameter updates [19].

They defined a difference vector as the difference between the rendered AAM with the

concatenated shape and colour parameters p = {α, β} and the face image,

δI(x) = I(AAM(x;p))− T (x) (4.2)
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where x is a two-dimensional sample point, T (x) is the intensity of the sample at position x

on the target image and I(AAM(x;p)) is the rendered appearance model with parameters

p with the sample point x warped to a new location AAM(x;p) by the shape changes

imposed on the appearance model by the parameters p. A parameter update is found by

finding a change in p that minimises the square magnitude of the distance vector ||δI||2.

Under the assumption that the starting point and the current parameters were close.This

parameter update is calculated from the relationship between the image error δI and the

parameter error δp,

δp = AδI (4.3)

The update matrix A was calculated by linear regression between known perturbations

of the parameters, p, and the resulting errors between the rendering of the unperturbed

appearance model and the rendering of the perturbed model. Cootes et al. also suggested

using an estimate of the Jacobian, J = ∂x
∂δp

, to perform conjugate gradient descent. This

algorithm assumes that the matrix A or its equivalent is constant, when in fact it varies

with respect to the parameters p [51]. In common with other two-dimensional alignment

methods it is also poor at fitting to faces that are rotated from the angle of the training

image. A Multi-view AAM trained on facial images from multiple poses was proposed by

Cootes et al. as a solution to this problem [21].

4.1.3 The Kanade Lucas Tomasi Algorithm

The Kanade Lucas Tomasi (KLT) algorithm [49] is one of the most popular image-alignment

and motion tracking techniques in computer vision. Originally developed as an algorithm

for point feature tracking it has been extended to cover numerous applications ranging from

optical-flow and tracking to Active Appearance Model (AAM) fitting. There are numer-

ous incarnations of this algorithm, their primary common element is the solution of a cost

function by Gauss-Newton optimisation. They differ in terms of whether they use an ad-

ditive or compositional update; the method of descent, Gauss-Newton, Newton-steepest

descent or Levenberg-Marquardt and in the cost function minimised. Finally whether the

rendered image is fitted to the target image, or vice-versa can have important implications

on the efficiency of the algorithm. These algorithms are reviewed in detail by Baker and

Matthews in [9, 8, 6, 7, 11]. Here we focus on their application to face-fitting, focusing on

two algorithms; the forward additive algorithm and the inverse-compositional algorithm.
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Both using Levenberg-Marquardt gradient descent using the l2-norm as the error function.

The algorithm was extended for fitting appearance models by Matthews and Baker [51].

The aim of the KLT algorithm is to minimise the l2-norm of the difference in pixel intensity

between the target image, T , and a warped input image, I, by varying the parameters of the

warp. The flexibility of the method is that assuming the parameters are independent we can

apply this method directly to rendered images of the Morphable Model, provided that we

are able to differentiate the model with respect to each parameter of the model. We use the

notation of Baker and Matthews and define an image warp W (x;p), parameterised with

parameters p. W (x,p) maps a pixel at location x to another (sub-pixel) location. Here the

mapping defines a general warp, e.g. an affine warp. In the next sections, we will outline

how this method was extended for use with AAMs and its applicability to 3DMMs.

The sum of squared errors in given by,

χ2 =
∑
x∈Ω

(I(W (x;p + δp))− T (x))2 (4.4)

where Ω is the subset of all samples in the image. The equation is solved in a iterative

manner with the parameters being updated in an additive manner. Lucas et al. [49] assumed

that there exists a linear relationship between the target image and the warped input image.

T (x) ≈ I(W (x;p)) +∇I(W (x;p))
∂W (x;p)

∂p
(4.5)

where ∇I(W (x;p)) = (∂I
∂x

∂I
∂y

) is the gradient of image I evaluated at W (x;p) and,

∂W (x;p)

∂p
=

(
∂W (x;p)

∂p0

,
∂W (x;p)

∂p1

, . . . ,
∂W (x;p)

∂pN

)
(4.6)

is the Jacobian of the warp with respect to each of the its parameters. This assumption

only holds if T and I(W (x;p) are close. Applying a first order Taylor series expansion

to equation (4.4) and differentiating w.r.t. to the parameters p gives an update for the

parameters p at each iteration as,

δp = H−1
∑
x∈Ω

[
∇I

∂W

∂p

]T

[T (x)− I(W (x;p))] (4.7)

where the Hessian H is defined as:

H =
∑
x∈Ω

[
∇I

∂W

∂p

]T [
∇I

∂W

∂p

]
(4.8)
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The parameters of the warp, p are found by iteratively solving equation (4.7) and updating

p as p← p + δp.

The only requirement on the set of warps is that they are differentiable w.r.t. p [9]. As a

result, this algorithm can be adapted directly for use with AAMs or 3DMM (see section ).

4.1.4 Inverse KLT algorithm

In the general KLT algorithm there is a relationship between the derivatives of the param-

eters and the parameters themselves, the Jacobian has to be recomputed at each iteration

resulting in longer computation times. The Inverse composition algorithm reversed the role

of the rendered image and the target, and updated the parameters by composing the warp,

as a result the derivatives are always evaluated atW(x; 0) and are thus constant [10].

Here the roles of the the input image and the target are reversed in the error function and

instead of an additive update step the warp W(x; δp) is inverted and composed with the

current warp.

χ2 =
∑
x∈Ω

[W (x; δp)− I(W (x;p))]2 (4.9)

W(x;p)←W(x;p) ◦W(x; δp)−1 (4.10)

as with the KLT algorithm, equation (4.9) is minimised by expansion with a first order

Taylor series expansion and derivation w.r.t. to p.

χ2 =
∑
x∈Ω

[
T (W (x; 0)) +∇T (W (x; 0))

∂W (x; 0)

∂p
δp− I(W (x;p))

]2

(4.11)

This gives the solution to the least-squares problem as,

δp = H−1
∑
x

[
∇T (; 0)

∂W (; 0)

∂p

]
[I(W (;p))− T ] (4.12)

H =
∑
x

[
∇T ∂W (; 0)

∂p

]T [
∇T ∂W (; 0)

∂p

]
(4.13)

since the Jacobian and Hessian are both evaluated at p = 0 they don’t depend on p and

don’t require updating between iterations.

This relies on the template T not changing, and the alignment consisting only of a change

in shape that can be described using a warp. Both 3DMMs and AAM consist of both
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shape and colour models and so changes in intensity resulting from updating the colour

parameters have to be taken into account. It also places restrictions on the warp, it requires

that W be differentiable, invertible, associative, exhibit closure (i.e. a warp composed with

another produces a warp) and contain the identity element (in this case W (x; 0) = x), i.e.

it must form a group.

4.1.5 Projecting Out Appearance Variation

Matthews and Baker [51] modified the Inverse Compositional Kanade Lucas Tomasi image

alignment algorithm [9] to fitting two dimensional AAMs. The KLT image alignment al-

gorithm has similarities to the AAM fitting method of Cootes et al. [19] and the Morphable

Model fitting method of Blanz and Vetter [16], in that it attempts to minimise the l2-norm

of the image difference between the target image and the rendered face model using a gra-

dient descent technique. In order to modify the inverse compositional KLT algorithm to

fitting AAMs they used the project-out method of Hager and Belhumeur [32], to separate

texture changes in the model from shape changes. Their method involved defining the error

function as follows,

||̂t(W (x, δα)) +
∑

i

βiti(W (x, δα))− I(W (x; α))||2 (4.14)

Where t̂ is the average texture from the AAM model and the vectors ti are the eigenvectors

describing the colour variations. α, β are the shape and colour parameters of the AAM

respectively. Here W (x; α) denotes the displacement of the sample point x by an AMM

shape transform with parameters α. Note that the update of the shape parameters, ∆α

appears in the first term rather than the second. We solve the equation by differentiating

w.r.t the parameters α and β and ρ simultaneously. We follow their notation and denote the

subspace spanned by ti by span(ti) and its orthogonal complement by span(ti)
⊥ give the

error function,

||̂t(x) +
∑

i

βiti(x)−I(W (x; α))||span(ti)⊥ + ||̂t(x) +
∑

i

βiti(x)−I(W (x; α))||2span(ti)

(4.15)

where ||.||2L is the L2 − norm of the vector projected in the linear subspace L. Since

the inner product of any vector in the subspace span(ti) and any vector in the subspace

span(ti)
⊥ is zero, components in the subspace of ti can be ignored. The first term therefore

does not depend on βi. The minimum of the second term evaluates to zero for any α or ρ.
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The two terms can be minimised separately, first by finding α and ρ using the first term and

then find β setting α and ρ as constants. As βi are orthogonal from the definition of the

PCA model the second term has a simple linear solution;

βi =
∑
x

ti.[I(W (x; α, ρ))− t̂]. (4.16)

As the shape displacement of the first term is calculated in the subspace span(ti)
⊥, the

gradients have to be projected into span(ti)
⊥.

Ji = ∇t̂
∂W

∂α
−

∑
i

[∑
x

ti.∇t̂(x)
∂W

∂α

]
ti(x) (4.17)

The first term of (4.15) is computed using a Taylor series expansion,∑
x

=

[
I(W (x; α))− t̂(W (x; 0)) +∇t̂

∂W

∂α
δα

]
(4.18)

Assuming that W (x; 0) = x this is solved as a least squares problem,

δα = H−1
∑
x

JT [I(W (x; α))− t̂] (4.19)

where H = JT J is the Hessian and J the projected-out derivatives of α. The efficiency of

this algorithm is due principally to the Jacobian no longer being dependent on α, it can be

evaluated at the start of the algorithm and considered constant thereafter. The separation of

the texture terms also introduces efficiency as these can be evaluated once after the shape

parameters have been found. However the project out method assumes that the derivatives

of the shape parameters are not affected by changes in the colour parameters, this assump-

tion does not hold in general. As an example if the subject has a beard this will provide

edges that can be fitted to that don’t exist on a face without facial hair, or a different style

of facial hair. As a result this method is only suitable for a fitting of a single subject [64].

The shape parameters are updated by composition with the current shape warp, W (x; α)←
W (x; α) ◦ W (x; ∆α)−1. To compose the AAMs shape transformation with an inverted

shape transformation they used a per-triangle piece-wise affine warp based on barycentric

coordinates within the triangle, they then used a first-order approximation that allowed

them to define W (x; ∆α)−1 = W (x;−∆α). As pointed out by Romdhani [69] these

displacements actually occur at two different points, x for the warp W and W (x; ∆α)

for the warp W−1, for displacements within a triangle this approximation holds as the



51

warp is linearly interpolated within the triangle containing x, however for points outside

the triangle this approximation introduces errors. The method also assumes that the colour

components ti do not vary with any of the parameters, however the colour of the face model

and the distribution of the intensities does vary with changes in lighting. The Jacobian of

the shape update is also derived for two-dimensional warps, it has to be updated due to

changes caused by rotations.

4.2 Fitting a Morphable Model

Blanz and Vetter [16] used a stochastic gradient descent technique to minimise the l2-

norm between the rendered image of the Morphable Model and a target image. We can

describe their method by defining M(x;p) to be the intensity of M sampled at point

x ∈ <2 and I(x) to be the intensity of the image I sampled at point x. All parameters

necessary for rendering the 3DMM; position, rotation, scale, perspective, shape and colour,

are concatenated in p. The l2-norm can be defined as,

χ2 =
∑
x∈Ω

(M(x;p)− I(x))2 (4.20)

Using the probability density function from the PCA face model they defined the probabil-

ity of observing an input as:

E =
χ2

σ2
G

+
∑

i

pi

σi

(4.21)

where χ2 is the sum of squared pixel error (4.20), σ2
G is the standard deviation of a Gaussian

model to describe noise in the image and σi is the standard deviation of the ith parameter in

face model. For shape and colour these are defined from the PCA model (equation (3.9) in

section 3.3), for the translation, rotation, scale and lighting parameters they are manually

chosen such that they cover a ‘reasonable’ range of values for the particular parameter. This

equation can be used as a cost function and the parameters updated using the derivatives of

the cost function,

pi 7→ pi − λi.
∂E

∂pi

(4.22)

where λi is a step-size operator. The partial derivatives ∂E
∂pi

can be calculated from the

equation (3.9) and (4.22) using the chain-rule.

To improve the speed of the fitting they used a subset of 40 triangles and used a single
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sample point in the centre of each triangle. Shadowing effects and hidden surfaces were

recalculated every 1000 steps.

Romdhani et al. [68] used optical flow to generate a set of vectors describing the displace-

ment between the rendered and input images. Shape changes could then be calculated by

solving a linear equation between the optical-flow vectors and the shape change derivatives.

Translation, rotation, scale and lighting are non-linear and so were solved using Levenberg-

Marquardt minimisation [63]. By inverting the lighting model the texture model could be

updated linearly.

4.2.1 Extending the Inverse KLT algorithm to three-dimensional Mor-
phable Models

Romdhani et al. [69] extended Matthews and Baker’s method (see section 4.1.4) for use

with Morphable Models. Unlike Matthews and Baker they made a conceptual distinction

between the image and the reference frame that allowed them to avoid using the linear ap-

proximation to the inverse shape transform and apply a direct inversion based on searching

a triangle list. For a point in the image frame, say x they found the triangle in the Morphable

Model projected by M(; α, ρ) and determined its relative position within it. The position

of the inverse shape projection of x was defined as the same relative position in the corre-

sponding triangle of the Morphable Model in the reference frame. This definition avoided

the problem of approximating a transform that crossed triangular boundaries and the cost

of performing a search through the triangles of the Morphable Model. The resulting shape

updates were composed using a series of projection and inverse projection transforms using

the current parameters αc, the derivative parameters αd (the shape parameters on which the

derivatives were calculated, usually the starting point of the search) and the updates ∆α,

M∗(ui) = M(u; αc) ◦M−1(x; αd) ◦M(ui, α + ∆α) (4.23)

Rather than update the three-dimensional model each iteration with a new αc they found

that it was preferable to defer this step, replacing M(u; αc) with a set of points in two

dimensions generated from the remaining two projections. This avoids a time consuming

step and they claimed is more accurate in general as M∗ does not lie within the span of the

Morphable Model. However this method also presents a disadvantage as it can introduce

errors, resulting in malformed face models. They found empirically that the project out
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method resulted in errors in the shape Jacobian that affected fitting, they therefore found

the texture parameters of the model simultaneously with the shape models. In common

with its two dimensional counter-part Romdhani et al’s inverse composition algorithm was

vulnerable to changes in pose, however unlike two-dimensional AAMs it did not need to

be retrained to deal with slight changes in pose. Initialising the algorithm to capture the

derivatives at as close an angle as possible to the correct face pose was necessary.

Romdhani et al [69] described only how to project discrete points, it was not specified

whether the derivatives of the image I, ∇I were being correctly scaled in projections and

inverse projection. Although it is simple from the definition to define a within triangle linear

approximation that can warp the image derivative from the image frame to the reference

frame. This is necessary as each iteration required ∇I to be warped by two different

projection, M−1(; αd) ◦M(; αd) and M(; αc). The first is a null projection in the frame of

the derivatives the second is in the frame of the current model shape. The second projection

can cause scaling and rotation effects in the direction of the image derivative.

4.2.2 Feature Alignment

Due to the lack of accuracy in fitting the Morphable Model using image intensity alone

some authors have attempted to guide the fitting by isolating a set of features in the image

and guiding the fitting towards them. Blanz and Vetter [15] fitted points manually to the

input image, both to initialise the model and to guide the fitting. These points, such as the

centre of the eyes, mouth nose, ears (if visible), were delineated by hand on both the set of

images and on the Three-Dimensional Morphable Model.

Romdhani [67] used a canny edge detector to find a set of two dimensional edge points

in an image. Edge points on the three-dimensional model are brought into correspondence

with the edge points in the image by finding the point on the image closest to it using the

Chamfer Distance Transform. The distance between these two points is minimized using

the probability of the edge map given a set of view and model parameters as a prior.
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Two Dimensional Methods

A method of extracting three-dimensional models from two-dimensional AAMs was ex-

plored by Xiao et al. [93]. They observed that the space of possible 3DMMs under a

weak perspective projection can be spanned using a AAM of at most 6n dimensions where

n is the number of dimensions of the 3DMM. This combined 2D-3D model also spans a

large number of parameters that do not realize a legitimate face model. They attempted

to amortize this problem by maintaining two simultaneous models, one 2D and one 3D

and applying a cost function to the AAM fitting algorithm to constrain the search space to

realizable models [52].

4.2.3 Shape from Shading

Shape from shading is the process of recovering a three-dimensional surface shape from the

intensity of an image. The surface normal is estimated based on solving partial differential

equations linking the image intensity to the reflectance map based on the assumption that

the surface is Lambertian. In this case the illumination I is related to the reflectance as

l̂.n̂ where l̂ is the normalized light vector and n̂ is the surface normal. The set of surface

normals are constrained to fall on the illumination cone defined by Lambert’s Law I−l.n =

0. The surfaces are regularized by applying a constraint such are curvature or gradient

consistency in order to generate more reasonable surfaces [61, 91]

Wu et al. [92] used shape from shading to perform gender classification. They did not at-

tempt to reconstruct the three-dimensional surface, instead performing Independent Com-

ponent Analysis directly on the needle-map. As the normal vector exists only on the surface

of a sphere of radius 1 i.e. n ∈ S2 statistical methods on <3 fail to produce an accurate

result. The authors used Principal Geodesic Analysis to find the mean and principal axes

on the surface of the sphere.

Current Shape from shading formulations rely on specific lighting and camera set-ups, e.g.

a distant light source or a light source at the optical centre of the image. Due to the varied

nature of lighting conditions in our images this made shape-from-shading unsuitable for

our purposes.
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4.2.4 Error Functions

Alignment based fitting functions attempt to minimize the error between a rendered image

of the 3DMM and the input image of the face. The choice of these functions is therefore

appropriate for consideration. One of the simplest and most common choice of function is

Ordinary Least Squares or l2-norm . We define I andR as as the input and rendered image

respectively. An individual sample at a point x in the image I is defined as I(x). Then the

l2-norm is:

χ2 =
∑
x

(I(x)−R(x))2 (4.24)

Combined with a gradient descent method, 4.24 will minimize the squared residual be-

tween the two images. Due to the squared term this function has a tendency to bias to-

wards outliers, in the context of face-fitting this has the advantage that it drives the fit

towards prominent features as these exhibit the largest pixel value differences, for example

the boundary between the white of the eye and eye-lids. If the distribution of outliers is

skewed, estimates are biased. As an example, the presence of glasses induces outliers that

are not part of the model and thus distorts the fitted result. The presence of outliers can also

slow the algorithm down as more iterations are required for convergence Alternatively it is

possible to use a function weighed by a confidence value. The value is determined by the

likelihood a particular samples value belongs to the relevant distribution.

χ2 =
∑
x

λxE(x)2 (4.25)

Where E(x) ≡ (I(x)−R(x)). This function integrates poorly with the Inverse-composite

KLT algorithm as it requires the Hessian matrix to be recomputed each iteration.

Talwar Function

Numerous variations on the function to calculate the weights λx for each sample point s

exist, they call attempt to reduce the influence of outliers on the fitting by tapering the

functions for higher values of (I(x) − R(x)). One of the simplest is the Talwar function

[34], that simply clips the function at a predetermined error.

λx(E(x)) =

{
1 E(x) ≤ c

0 E(x) > c
(4.26)
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where c is predefined constant, we defined this using the median of the function E(x).

This function has been used by some authors [69, 76] to remove hidden-surfaces from

three-dimensional models.

Cauchy Function

The Cauchy function uses the assumption that the samples from the two images I and

R are independently identically normally distributed, i.e. I(x),R(x) ∈ N(µ, σ), this

assumption is reasonable as we are attempting to match the two images. The distribution of

the error function E(x) ≡ (I(x)−R(x)) is normal with a mean of zero and an unknown

standard deviation. The confidence that a sample E(x) is within the distribution of the

image residuals and not an outlier caused by occlusion can be determined by a t-test with

one-degree of freedom. This special case of the t-distribution is the Cauchy distribution.

Cauchy weights can be defined as,

λx(E(x)) =
1

1 + (E(x)
c

)2
(4.27)

again c is a constant derived from the median of E(x). This function has been used by

Theobald [81] on AAMs and Romdhani [67] on 3DMMs.

4.3 Rendering

When attempting to fit a Morphable Model to a two dimensional image, it is important

that the model is rendered as accurately as possible. The effects of pose and illumination

must be correctly modelled. The pose is modelled by projecting the model onto a two-

dimensional surface via a linear transform. The lighting is more complicated and requires

a mathematical model of both direct and indirect illumination on the surface.

The 3DMM’s shape is projected onto a two-dimensional surface using a linear trans-

form, describing the view and perspective transforms. The view matrix combines a three-

dimensional rotation, scaling and translation to map the shape vectors s from an object

centred position to one relative to the view point.

V = RγRθRφ.S + t (4.28)
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where

Rγ =


cos γ − sin γ 0

sin γ cos γ 0

0 0 1

Rθ =


cos θ 0 sin θ

0 1 0

− sin θ 0 cos θ

Rφ =


1 0 0

0 cos φ − sin θ

0 sin φ − cos θ



S =


sx 0 0

0 sy 0

0 0 sz

 , t = tx, ty, tz

The angles θ, φ and γ are rotations around the principal axes vertical, horizontal and depth

respectively. The concatenated parameters θ, φ, γ, sx, sy, sz, tx, ty, tz are denoted as ρ. The

shape of the Morphable Model is projected onto the two dimensional image plane by first

building the Morphable Model using the shape parameters α using the view-perspective

matrix V .

s2D = V [̄s + αT s] (4.29)

4.3.1 Inverse Shape Projection

This projection can be used to define a transform M(u; α, ρ) that maps a point u on the face

model surface to a point on the two dimensional surface. This mapping is defined for each

vertex in the face model, and for points in the triangles of mesh using linear interpolation.

The mapping is thus continuous in u and injective provided occlusions are ignored. The

inverse mapping is not injective as the face only covers part of the image, it is also not

surjective as occlusions will result in points in the texture-space u not having a point on

the image plane that maps to them. It is possible however to compute an inverse projection

M−1(x; α, ρ) that maps from the image plane x to the texture space u as outlined by [69].

First the Morphable Model is projected onto the image plane using M(; α, ρ), then the

triangle containing the point x is found and the point u is the relative position of that point

in the equivalent triangle in the texture-space. This inversion function is only defined for

parts of the image plane covered by the triangles of the projected Morphable Model. Within

the area covered by the Morphable Model in both the image plane and the texture-space,

M = M−1M−1 and M(x; 0) = x is the null transform.
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Indirect Illumination

Experimental work by numerous authors, including [65] have shown that the ‘space of

images produced by an object under a wide range of lighting conditions lies near a low

dimensional linear subspace in the space of all possible images.’ Ramamoorthi [65] used

principal component analysis of face images under multiple lighting conditions but con-

strained pose to show that the first five eigenvectors accounted for 95% of image variance.

Basri and Jacobs [12] and Ramamoorthi [65] independently showed that under conditions

with no shadows cast on the object by external sources, the space of illumination functions

can be accurately approximated using an expansion of spherical harmonic functions. Let

Y m
n be a spherical harmonic function of degree n and order m where n = 0, 1, 2, . . . and

−n ≤ m ≤ n then:

Y m
n (θ, φ) =

√
(2n + 1)

4π

(n− |m|)!
(n + |m|)!

P |m|
n (cos θ)eimθ (4.30)

where Pm
n are the associated Legendre function, defined as

Pm
n (z) =

(1− z2)
m
2

2nn!

dn+m

dzn+m
(z2 − 1)n (4.31)

These equations form an orthonormal basis, thus any piecewise continuous function f can

be described as a linear combination of an infinite series of harmonics. In the case where f

is known, it can be evaluated at some point u ∈ S2 on the sphere by:

f(u) =
∞∑

n=0

n∑
m=−n

fm
n Y m

n (u) (4.32)

fm
n is scalar value of

fm
n =

∫
S2

f(u)Y m∗
n (u)du (4.33)

where ∗ denotes the complex conjugate of Y m
n

The function f can be approximated to a desired degree using a finite series of components

of order N . Thus:

f(u) =
∞∑

n=0

n∑
m=−n

fm
n Y m

n (u) ≈
N∑

n=0

n∑
m=−n

fm
n Y m

n (u) (4.34)

We describe the illumination function of a face model using f(u), defining u as the sur-

face normal, n̂ = (θ, φ) of a point of the face model. u is therefore a point on the unit

sphere. The illumination function then becomes a finite series of order N (and length N2)
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spherical harmonic functions. Which can then be parameterised as a set of N2 parameters

using fm
n . These methods required capturing a large set of images in order to compute the

illumination function, whereas we need to carry out the inverse operation, that is compute

the illumination function from an image.

Zhang and Samaras [95], solved for the harmonic functions using a least squares approach.

For each of the 9 basis functions, delta images ∆Ii are generated where a single parameter

of f(u) is altered by a small amount δ, thus isolating the changes in intensity caused by

varying the illumination function with that parameter.

We denote the combined lighting parameters fm
r,n, f

m
g,n, f

m
b,n, n = 0, 1, 2, 3, concatenated in

to a vector τ . The parameters are calculated as the solution to a linear equation.

τi = (∆Ii.∆Ij)
−1∆Ii.(T − I)∀i, j (4.35)

This linear equation is then solved and the parameters updated.

A significant failing of the 9D illumination model is the inability to handle shadows. The

illumination integral can be performed as a dot product of the spherical harmonic basis and

the weighting parameters, only in the case of a double product integral. The addition of a

shadowing term to the integral turns it into a triple-product integral which is significantly

more complicated to solve [56] and also slower. Soft shadowing effects of sufficiently low

frequency and large illumination sources can be modelled.

Direct Illumination

The 9D subspace assumes that the light illuminating the subject is distant and diffuse, this

is not the case for many of the subjects in the database as they were taken using flash pho-

tography. The flash can be modelled as a single point light source. The spherical harmonic

basis functions are a poor model of this as the point would exist in a high frequency space,

whereas only three orders of the basis are used. The spherical harmonics illumination

model also assumes that the surface is Lambertian diffuse, human skin has a noticeable

specular highlight. These effects can be modelled using a standard point light model. The

point illumination l = rl, gl, bl is defined as:

l = lamb + ldiff p̂l.n̂ + lspec(r̂.v̂)s (4.36)
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where lamb = ramb, gamb, bamb estimated ambient light in the scene, ldiff = rdiff , gdiff , bdiff

and lspec = rspec, gspec, bspec are the estimated ambient and specular components of the

surface. The vector p̂l is the normalised direction to the light-source from the surface

point, v̂ the normalised direction from the surface point to the view point and r̂ is direction

to the light source reflected by the surface, that is p̂l reflected by the surface normal n̂.

r̂ = p̂l − 2n̂(n̂.p̂l).

Colour Transformation

In order to allow for a wide range of tones in our source images, we apply a colour trans-

form [16] to the rendered image. The colour of output pixel, post lighting, is transformed

using a scaling metric or gain in red, green and blue (g = {gr, gg, gb}) and an offset transla-

tion in colour space o = {or, og, ob} together with a scalar contrast c applied to each colour

channel. The final output colour cout is computed as:

cout = M.cin + o (4.37)

where

M =


gr 0 0

0 gb 0

0 0 gg

 .

I + (1− c)


0.3 0.59 0.11

0.3 0.59 0.11

0.3 0.59 0.11


 (4.38)

The colour transform parameters gr, gg, gb, or, og, ob&c are denoted ρ.

4.3.2 Calculating lighting parameters

The colour transform parameters ρ, the indirect lighting parameters τ and the colour pa-

rameters from the Morphable Model β are all orthogonal and linear, both within each set

of parameters and between the sets. The point light model however is non-linear due to

the movement of the point light source. The parameters of a combined Direct and Indirect

illumination model can be calculated in an iterative fashion.
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4.4 Colour reconstruction

In theory, the colour of the fitted face could be reconstructed from the colour parameters

of the morphable model. This approach has two problems. Firstly this throws away a lot

of textural information that can be easily extracted from the image. The second problem

is more subtle, the fitting methods assume that the lighting model is independent of the

colours of the morphable model. As the lighting conditions during morphable model cap-

ture were not totally consistent the morphable model contains lighting information, and is

therefore not independent of the lighting model used for fitting.

In order to reconstruct the colours of the face images for ageing analysis, we used a grab-

back and lighting-removal technique. The shape of the morphable model is reconstructed

with the shape parameters, α, generated from the fitting algorithm. Each vertex v of the

morphable model is then projected onto the 2D image plane using the rendering equation

4.28 and the view parameters ρ. The colour values {r, g, b} are sampled from the image

at this point. This is the grabbed-back part of the technique. The full texture map of the

face can be reconstructed by setting the colour of vertices of the face model to the sampled

colour and linearly interpolating between vertices. Some of the colours sampled by this

method will be inappropriate due to occlusion, where the part of the face being sampled

is occluded by another part of the face. In this case the sample will be from the visible

part of the face. The case where the face is occluded by an object that is not part of the

face is not considered as this does not happen in our dataset. If removal of samples from

part of the face occluded by non-face objects, or hair is necessary, they can be removed

by statistical methods of outlier removal see 4.2.4. Occluded vertices are discovered by

comparison with a depth-map as described above in subsection 4.3.1, and their associated

samples from the source image are discarded and set to the colour of the associated image

from the fitted Morphable Model. In order to avoid sharp edges between samples from the

source image and samples from the Morphable Models reconstructed texture-map, the two

are blended using a linear weighting based on the inner-product of the surface normal of

the reconstructed face shape and the direction to the view point. Most occluded vertices

will be on the far side of the face from the viewer and so their inner product with the view

angle will be negative, this creates a smooth blend starting from the profile edge of the face.

If we define g(v) = I(R(2).v) as the sample from the source image at the point where v is

projected onto the image plane. Let h(v; β) = ĉv +
∑m

j βjcj,v be the colour of the vertex
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v of the reconstructed face model. The colour of the grabbed back face is computed as:

i(v; β) = g(v).(n̂.d)+ + h(v; β).(1− (n̂.d)+) (4.39)

where n̂ is the normal to the surface at the vertex v and d is the direction to the view point

from vertex v. The plus symbol indicates that only positive values of n̂.d are taken i.e.

x+ = x iff x > 0, x+ = 0 otherwise.

4.4.1 Removing Lighting

The texture-maps grabbed back from the face contain significant amounts of lighting infor-

mation specific to the environment the image was captured in. In order for an ageing model

to model colour changes over time it’s necessary to remove this lighting information.

The fitting process also involved an estimate of the lighting conditions, we can use this

estimate to remove the lighting from the texture using the lighting equation.

I = tl where I,t,l ∈ {r, g, b} (4.40)

where I is the resulting sample colour, t is the colour of the surface and l is the computed

lighting intensity at the sample point given a set of view parameters (ρ) and a set of colour

parameters (β). In this case t, the original surface colour is the unknown and is found by

division of the grabbed-back colour I.

4.5 Implementation

We implemented a face-fitting algorithm based on an adaptation of the KLT algorithm to

three-dimensional Morphable Models, combined with a point alignment method to bring

delineated points into correspondence. As the purpose of the fitting is to produce models

for training of a statistical ageing model, efficiency is of secondary importance to accuracy.

We start by describing the Inverse Compositional Kanade Lucas Taylor algorithm adapted

for 3DMMs [48] (see section 4.1.3). The flexibility of the method is that assuming the

parameters are independent we can apply this method directly to rendered images of the

Morphable Model, provided that we are able to differentiate the model with respect to each
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parameter of the model. We define M(;p) to be the image resulting from rendering a

3DMM with parameters p. M(x;p) to be the intensity of M sampled at point x ∈ <2

and I(x) to be the intensity of the image I sampled at point x. We redefine W (x;p) to

be the mapping of a point x on the two-dimensional surface to another point of the two-

dimensional surface caused by the shape change, translation rotation and scaling, from their

initial positions, of a Morphable Model with parameters p.

The error metric is given by,

χ2 =
∑
x⊂Ω

[M(W (x;p))− I(W (x;p))]2 (4.41)

All parameters necessary for rendering the 3DMM; position, rotation, scale, perspective,

shape and colour, are concatenated in p. Ω is the subset of all samples in the image. The

equation is solved in a iterative manner. Baker et al. [9] made the same assumption

as is used in the AAM model algorithm of Cootes at al. [19], that there exists a linear

relationship between the target image and the rendered image. This linear relationship can

then be described as a weighted sum of the derivatives of the Morphable Model.

M(x;p + δp) ≈M(x;p) + δp.∇M(x;p) (4.42)

where

∇M(p) =

(
∂M
∂p0

,
∂M
∂p1

, . . . ,
∂M
∂pN

)
(4.43)

is the gradient of the model with respect to each of the model parameters. Taking a first

order Taylor series expansion on (4.41) and differentiating w.r.t. to each of the parameters

yields;

δp = (∇2M(; 0))−1(∇M(;p).(I −M(;p)) (4.44)

where

∇2M(p) =

{
∂M
∂pi

.
∂M
∂pj

}
(4.45)

is an approximation of the Hessian matrix. As the Hessian matrix is evaluated at∇2M(; 0)

it is constant over all iterations, and thus can be pre-computed rather than updated each

frame. The warp is then updated using a compositional update step (equation (4.10)),

however this is undefined for a three-dimensional mesh as the warp cannot be applied to

points that are not on the surface of the mesh [9]. We found that a subtractive update

step provided a sufficient approximation. Romdhani noted that (4.41) does not neces-

sarily require that I be warped into M(W (x;p)) but can be warped into another frame
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of reference. He also performed the inversion of the 3DMM warp by finding the triangle

that would contain the point in the forward warp and recovering its relative position in the

triangle on the reference frame.

In order to define the warp W (x;p) in three-dimensions we have to define if for all points

in three-dimensional space, however the warp function on the 3DMM is only defined on

the surface of the mesh so W cannot be directly calculated.We attempt to approximate a

pseudo warp using a sampling technique. Here W (x;p) defines a set of points on the two-

dimensional image produced when a set of sample points on the morphable model surface

are projected onto the surface using the current view parameters. Thus changes to position,

pose, scale and shape resulting in an updated set of sampling points, in effect warping the

image into the same frame of reference asM(; 0).

In this implementation we have deviated slightly from the algorithm as outlined by Baker

and Matthews [8], who applied the algorithm to two-dimensional warps, in particular

affine transforms rather than to three-dimensional Morphable models. The difference is

in the calculation of the derivative images, or steepest descent images ∂M
∂pi

. A simple per

sample linear approximation can be used:

∂M(x)

∂pi

=
M(x;p + δip)−M(x;p− δip)

2
,∀x ∈ Ω (4.46)

where δip is a small change in the value of parameter i and zero elsewhere. They used

the chain-rule to combine the image derivative ∇I with the parameter update warp (4.6)

producing steepest-descent parameter update images,

∂M

∂pi

= ∇I
∂Mi

∂pi

(4.47)

Rotations and shape changes can cause parts of the model to become occluded or unoc-

cluded over the course of several iteration. We used a depth-map generated each iteration

to determine which sample points were occluded and set the value of occluded samples in

to be zero. This resulted in their influence in the update being reduced, however it added

further inaccuracies to the computation. Finally as observed by Gross et al. [64] the Hes-

sian is only constant if the colour of the face does not change, so colour and lighting updates

require recomputation of the Hessian. Because of the cummulative effect of these approxi-

mations we found it necessary to recompute the Hessian frequently, generally recomputing

it should the shape changes fail to find a suitable update for the parameters.

Figure 4.1 details our implementation of the Inverse Subtractive KLT algorithm, using the



65

Levenburg-Marquardt algorithm [63]. A graphical overview of the core component of the

algorithm, the parameter update equation can be seen in figure 4.5.

Algorithm 4.1 Inverse Subtractive KLT algorithm
Require: V0 is the current view/scale/perspective matrix. Create from the view scale and

perspective parameters

Require: v a set of sample points on the surface of the Morphable Model

Transform sample positions into screen-space u0 = V0,p.v

Build delta images ∆j ← M(;0+δj)−M(;0−δj)

||δ||

Build Hessian matrix H where Hn,m = δn.δm.

repeat
Render current model with current parameters. Ri ← Vi.M(;pi)

Sample from input image. ti = sample(ui, I)
Sample from rendered image ri = sample(ui,R〉)

di = ti − ri

Apply depth mask. Set obscured samples to zero.

bj = ∆j.di,j +
pi,j

σj

Solve Hxi = bi

if d2
i+1 < d2

i then
Update pi+1 ← pi + xi

else
λi+1 = 10λi

end if
update Vi + 1 from pi + 1

until d2
i+1 > d2

i && λi+1 > 1000.0

We found that in practice the algorithm performs better if parameters that affect movement

like shape, position and angle are separated from parameters that are entirely linear in

pixel intensity, i.e. lighting and colour. Thus making the algorithm effectively multi-pass.

Typically one iteration of colour was performed before multiple iterations of shape.

4.5.1 Point Alignemt

Due to the lack of accuracy in fitting the Morphable Model using the previous methods, we

added a set of delineated points to guide the fitting in the manner of [16]. We define qi ∈
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Derivative image for each parameter in the Morphable Model.

- =

Current Input Difference

Update model
with parame-
ters, ∆p, and
re-render.

Figure 4.1: Calculating the parameter update for iterative face-fitting. The figures shows

graphically the core update step from the face fitting algorithm using equation 4.44. The

‘Input’ image is the image containing the target face image. The ‘Current’ image shows the

result of superimposing the rendered face model with the current parameter on the ‘Input’

image. This is an implementation detail to ensure that background detail is ignored as it will

be zeroed when the ‘Input’ is subtracted from the ‘Current’ image. The ‘Difference’ image

is the result of subtracting the ‘Input’ image from the ‘Current’ image and sub-sampling in

the area of the rendered face model. Each iteration the ’Current’ image is updated using

the parameter updates, ∆p, and re-rendering. The bottom row of images show some of

the derivative images, ∂M
∂p

, resulting from making a small change to their corresponding

parameter (4.46). The first three show examples of changing the diffuse lighting param-

eters. The second group of three show examples of the changes resulting from modifying

the parameters corresponding to the first three shape eigenvectors. The last three show ex-

amples of the changes resulting from modifying the parameters corresponding to the first

three colour eigenvectors.
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<2 as the ith point on the two-dimensional input image and ri ∈ <3 as the corresponding

point on the surface of the Morphable Model, we further define vj ∈ V as the vertex

corresponding to ri. A new 3DMM can be generated as a subset of the original 3DMM

(3.8) as:

s′ = s̄′ +
l∑

i=1

pis
′i (4.48)

Similar to before M ′(;p) describes the Morphable Model subset built with equation (4.48)

using the parameters p. In order to fit the 3DMM subset to the points on the image we

minimize the l2-norm between the two-dimensional points q and the projection onto the

image plane of the three-dimensional points r using the same projection as in the previous

algorithms, (4.28). Such that V.M ′(; ) is the projection onto the plane, where V is the 4x4

projection matrix. Only the first two coordinates of the vector V.M ′(; ) are required for

projection to a plane. We define M(r;p) ∈ <2 as the projection of the point (r) onto the

image plane. We define the l2-norm as:

χ2 =
∑

i

(M(r;p)− q)2. (4.49)

We apply an additive update and minimize it by expansion with a first order Taylor series

approximation. ∑
i

(
M(r;p) +

∂M(r;p)

∂p
− q

)2

(4.50)

As before this can be solved by minimizing the partial derivatives of ∂χ2

∂pi
using an iterative

method based on additive updates of the parameters p. The updates ∆p are calculated as,
∂M
∂p1

. ∂M
∂p1

∂M
∂p1

. ∂M
∂p2

. . . ∂M
∂p1

. ∂M
∂pn

∂M
∂p2

. ∂M
∂p1

∂M
∂p2

. ∂M
∂p2

. . . ∂M
∂p2

. ∂M
∂pn

...
... . . . ...

∂M
∂pn

. ∂M
∂p1

∂M
∂pn

. ∂M
∂p2

. . . ∂M
∂pn

. ∂M
∂pn

 [∆p] =

[
M(r;p)− q.

∂M

∂p

]
(4.51)

The similarity of the forms for this equation with the update step of the K.L.T. algorithm

allows them to be combined.

(αHk + βHp)∆p = α [M(x;p)− I(x)] + β

[
M(r;p)− q.

∂M

∂p

]
(4.52)

where Hk is the Hessian matrix from the Inverse K.L.T. algorithm equation (4.44), Hp

is the Hessian matrix of the point fitting equation (4.51). α and β are weighting factors
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to skew fitting towards one or other fitting type. In our case the weightings reflected the

differing number of samples in the two fitting methods, the Inverse K.L.T. algorithm used

in the order of ten thousand samples, whereas the point-fitter used 165.

Finally to guide the fitting towards statistically likely face shapes we applied a Gaussian

prior to the update step using the probability function from the PCA model used to build

the Morphable Model (see equation (3.9)).H +


1
σ2
1

0 . . . 0

0 1
σ2
2

0 0
...

... . . . ...

0 0 . . . 1
σ2

n



 .[∆p] = b +


p1−µ1

σ1

p2−µ2

σ2

...
pn−µn
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 (4.53)

where µi and σi are the ith mean and standard deviation of the ith component on the Mor-

phable Model, or an appropriate choice of constants for the view and lighting components.

b = α [M(x;p)− I(x)] + β
[
M(r;p)− q.∂M

∂p

]
from equation (4.52). Such priors have

be used by previous authors to guide fitting [16, 10].

Results of fitting using the combined KLT based pixel error method and the point fitting

method can be see in figure 4.2.

GPU Implementation

Due to the simple, repetitive nature of parts of the algorithm is ideally suited to Single

Instruction Multiple Data (SIMD) parallel computation, such as that provided by a suf-

ficiently powerful (shader version 3.0) Graphics Processing Unit (GPU) found in many

modern PCs. Each pixel in a texture can be thought of as a cell in a two dimensional grid

containing four floating point values. The pixel shader unit (PSU) executes simple shader

programs (also known as fragment programs in OpenGL) outputting the result to a single

pixel in the grid. The PSU can output to multiple grids but only one cell per grid. Input to

the PSU can be supplied by setting ’shader constants’ i.e input variables that are the same

each time the shader program is called, and from reading data from the cells in the form

of a texture lookup. Data can also be supplied from the vertex shader but this is limited in

scope. There is no ability to store information between calls to the shader program.

This architecture allows programs to be run that are unrelated to the original purpose of
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Figure 4.2: An example of a Three-dimensional Morphable Model fitted to a face image.

The image on the top left is the original photograph. The image on the top right shows the

results of the fitting, rendered in-situ. The images on the bottom row are of the same model

rendered under neutral lighting conditions from different angles.

rendering geometry. Several basic algorithm skeletons have been adapted for use on the

GPU. The map skeleton is implemented simply by calling a shader program once for each

cell in a grid. The scan and reduce skeletons are more complicated as the shader programs

cannot store state between calls. The skeletons are implemented using an algorithm known

as ‘ping-ponging’ which produces the results in log2(O(n)) time. A recent algorithm to

perform the scan operation in O(n) was presented by Sengupta et al. [75]. A more detailed

overview can be found in [57].
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4.5.2 The software

The face-fitting software was the single largest part of the project, taking two and a half

years to complete and containing 22000 lines of code. It was written in C++ using the

Microsoft DirectX Application Programming Interface (API).

A key component of the software was the ability to carry out many of the repetitive and

memory intensive operations on the Graphics Processing Unit of a standard PC graphics

card. As an example the single most common and computationally expensive part the of

the face fitting algorithms are the dot products of two large sets of image samples. These

dot-produces are required to build the Hessian matrix and to project the difference images

onto the Jacobian (see section 4.5). Dot-products are simply a sequence of additions and

multiplications over a large memory space. Attempts to implement the same algorithms

on the CPU proved to be too slow, especially with a database of over 200 images to fit

faces to. GPU computation however was observed to offer an improvement of as much

as a thousand fold over a na ive CPU implementation. At the time of development APIs

for performing computation on a Graphics Processing Unit were in their infancy and were

often incompatible with our hardware, so it was decided to implement our own version in

DirectX. Our GPU API consisted of a series of ‘wrapper’ functions that handled the process

of the formating and sending the information to the graphics card, and and retrieving it after

computation. It also contained functions to setup and call GPU functions on the data once

it had been correctly formated and transferred. All the functions used with the GPU code

were written in HLSL and complied using the DirectX API.

The face fitting code consisted of two components; one to build and render a Morphable

Model, the other to fit it to a given image. As the Morphable Model has to be rebuilt at

least once per iteration of the face-fitting algorithm, it was also implemented on the GPU

to improve efficiency. The majority of the development time was spent writing code to

perform various methods of fitting and to tune the fitting parameters associated with the

methods in order to get the best performance out of each method attempted. The order of

construction and refinement was roughly the order in which the algorithms are outlined in

the review section of this chapter. We developed three-dimensional implementations of the

Kanade Lucas Taylor, algorithm (outline in section 4.1.3), an approximation to the inverse

KLT method described by Matthews and Baker, also converted to three-dimensions. Finally

we refined these methods by guiding the fitting using a large hand delineated point template
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in a similar manner to other researchers, such Blanz and Vetter [16], see section 4.5.1.

Each stage was implemented in order to achieve either greater computational efficiency, or

more importantly, greater accuracy in the fitted-face. Along the way we also investigated

applying various filters to the images to extract details such as edges or to eliminate outliers.

However we found that when using edge filters face details in the Morpable Model were

frequently matched to the wrong edges in the image, e.g. the chin the matched to the

bottom lip. Outlier removal was found to make the Hessian progressively less accurate

as each outlier removed meant that fewer samples were being used to compare with the

Jacobian than were being used to construct the Hessian. If the Hessian was recomputed

each iteration a small improvement in accuracy could be gained at the expense of speed.

4.6 Fitting Accuracy

The method of fitting a 3DMM to an image as outlined in this chapter is a fundamental

part of the overall ageing methods implemented. It is important that the fitting algorithm is

able to capture enough information about the target face for the face to still be recognisable

to an observer. To test this we ran an experiment using human raters, presenting them

with a series of 2AFC tests asking them to choose between the original face image and a

distractor image of another individual of the same age group. The raters were presented

with a stimulus image of a rendered face model, the result of fitting the three-dimensional

morpable model to a face image. The original image along with a distractor was presented

and the users asked to choose between them. The images were presented on a uniform

black background with all the images cropped to remove hair (except facial hair), the image

order was randomised. The experiment contained three tests with three different sets of

stimuli, 1) The fitted face models of the mid-child age group in the same pose and lighting

conditions as the original image, 2) The fitted face models of the mid-child age group in

standardised pose and lighting, 3) The fitted models of the student age group in standardised

pose and lighting.

Three images were presented, one in the top row, two in the bottom. The top row image

was a stimulus image from one of the three tests. The bottom row contained the original

image and a distractor in random order. 11 subjects took part in the trails, they where

presented with three stimuli for each of 33 subjects. Figure 4.3 shows an example of the

test displayed to each rater.
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Figure 4.3: An example stimulus shown to a user in the web based experiment. The top

image shows a rendered face model. The bottom two images show clipped images of faces

from the training set. The user is ask to select which of the two bottom images most closely

resembles the rendered face image. The one on the left was used to align the face model

shown in the top image.
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The results of the experiments were analysed in the same manner as the Identity Retention

experiment (section 6.2.1), with the proportion of correct responses and the d’ for each test

appearing in table 4.1. From this table we can see that raters were mostly able to identify

the correct individual in cases of matching pose and lighting, with more than one standard

deviation separating the means of True Positives (p(H)) and False Negatives (p(F )). Of

course in these cases the pose and lighting itself could be the cue that raters were using to

correctly identify the individual, although they were given no indication that there was a

relationship between pose or lighting and the subject, also the tests were mixed together

so raters would have seen plenty of tests where the pose and lighting did not match either

response image. The accuracy decreases for the second test with standardised pose and

lighting, so it safe to conclude that raters were making some use of these variations in mak-

ing their choice. The proportion correct is still above 0.5, however the difference of means

(d’) is less than one standard deviation. The raters were able to discriminate between the

correct individual and the distractor using the fitted face model. Raters were less successful

at the third test with the student images, with the Proportion Correct near to 0.5 and d’ of

0.21 standard deviations. This is likely due to the greater uniformity between images in

the student age group as they were taken under standardised conditions. The child group

displays significantly greater variation across the set including expression variation that is

not considered in the experiment and lighting information that is not completely removed.

All three have a χ2 > 6.6349 and therefore show a statistically significant difference from

random chance.

It should be noted that the task given to the raters was hard one. With the image area

croped to show only the face, many cues potentially used to identify individuals, such as

hairstyles, clothes, and basis physical attributes such has height, were missing. In this

context the relatively low recognition scores are to be expected.

Table 4.1: The Proportion Correct and d’ for identification of fitted face models. 1) Mid-

Child matching pose and lighting, 2) Mid-child standardised pose and lighting, 3) Student

standardised pose and lighting.

Test Proportion Correct d’ chi2

1 0.869 1.588 612.02

2 0.729 0.861 234.86

3 0.559 0.209 39.439
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4.7 Summary

In this chapter we have described current research into fitting a three-dimensional Mor-

phable Model to a two-dimensional image together with relevant research into fitting two-

dimensional face models to an image. Although much of the previous research focused on

minimising differences in intensity between the model and the target image, we found, from

our own experience, that the fitting is more accurate and generally more likely to resemble

the target face if points are manually delineated on the image. The process by which we

extracted three-dimensional face models from our image is described in detail along with a

detailed description of the rendering and lighting models along with a process to eliminate

the effects of lighting in a photograph. The results were evaluated using human raters to

determine how well the fitted models retained the identity of the person in the image a key

requirement of any ageing method.

• Human raters were able to correctly identify the individual depicted by a rendered

face model when presented with the original two-dimensional image of that person

with a reasonable degree of accuracy.

• This ability was reduced but not lost when the pose and lighting of the model did not

match that of the face in the image.

In this chapter we have described how to extract a face-model from a two-dimensional

image with a reasonable degree of accuracy and efficiency. The models produced by the

face-fitting method are in the form of parameterised Morphable Models. In the next chap-

ter we will describe how ageing functions can be derived from a set of these face-model

parameters.



Chapter 5

Synthesising Facial Ageing

So far in this thesis we have described the construction of three-Dimensional Morphable

Models (see chapter /refch:3DMM)from a set of scanned models of human faces. We

have described how the 3DMM is used to fit a rendered Morphable Model to an image

of a human face in order to extract three dimensional information about the face (chapter

/refch:Fitting). These extracted three-dimensional face models form the training set for the

ageing algorithms used in this thesis. In chapter /refch:LiteratureReview we provided an

overview of the state-of-the-art, at the time of writing, in visual facial ageing synthesis and

well as a chronology of developments in this field. In this chapter we describe in detail

two well known statistical ageing methods; ageing using prototypes [18] and ageing using

individualised linear functions in PCA space [43]. We also introduce a new method based

on Projection to Latent Structures (PLS). These ageing methods will then be evaluated in

detail in the next chapter.

5.1 Ageing using Three Dimensional Morphable Models

In order to generate ageing functions, we take a set of models of a individuals at various

points in their lives and fit an ‘ageing path’ through the face space. We have a dataset

of photographs of individuals at various age points between infancy and early adulthood

donated by student volunteers. These images contain significant variations in pose, expres-

sion and lighting conditions. In order to study the shape changes associated with ageing

75
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in these age groups we extracted the shape information using the Point and Sample fitting

method described in section 4.5.1. Colour information for each face was grabbed-back

from the image, colour and intensity due to lighting removed and principal Components

Analysis preformed to create a new set of colour parameters as described in section 4.4.

The resulting faces are therefore described as a set of combined shape and colour parame-

ters p, and can be reconstructed as a weighted sum of linear shape and colour bases. The

colour basis used are a reduced set of basis vectors from the PCA of the set of estimated

facial texture maps after lighting is removed, see section 4.4. The shape basis vectors

are the same basis vectors used to fit the Morphable Models to the images. The faces are

reconstructed as,

f(p = {α, β}) =

{
ŝ +

∑n
i αisi where αi, i = 1 . . . n are the shape parameters

ĉ +
∑m

j βjcj where βi, i = 1 . . . m are the colour parameters
(5.1)

A new face can be constructed by varying the parameters p, these parameters approxi-

mately span the space of human faces. A path through this space can be defined and if this

path describes the shape and colour changes caused by ageing then it is known as an ageing

path.

This chapter is devoted to methods for discovering appropriate ageing paths and to verify-

ing their effectiveness.

Stratification

The images in the ageing set had been taken at regular intervals spanning from infancy to

early adult-hood. The subjects had been asked to supply images from a number of key

ages, as a result the dataset lent itself to stratification. The set is divided into five strata

according to the age of the individual when the image was taken (Table 5.1). The strata

show varying numbers of subjects, this is because the dataset does not contain images for

every subject in every age-range. Algorithms and methods that require that each individual

has an image in each of the included age ranges exclude those individuals for whom data

is incomplete. This results in a reduced dataset of 35 individuals.
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Table 5.1: Ageing dataset stratification

Name Age Range Number of subjects Mean Age Standard deviation

Infant 2-5 51 3.12 0.82

Mid Child 5-8 50 6.54 0.85

Late Child 8-12 49 10.7 0.94

Teenager 12-17 47 14.24 1.18

Student 17-23 47 20.02 1.69

5.2 Ageing using Prototypes

Prototypes have been used by Burt and Perrett [18] to age two-dimensional face images.

Using a set of delineated faces, a prototypical face for each age strata was produced by

averaging the delineated points of all the faces within the stratum and applying a triangu-

lated linear warp. The per-pixel colours of the warped faces were averaged for all the faces

within the age-group. The differences in positions of the face points in the two prototypes

are used to drive a triangulated linear warp. The per-pixel differences in colour between the

two prototypes defines a colour transform. This warp and transform can then be applied to

an input face to age it such that its apparent age is brought closer to the age of the target

group. We used the three-dimensional analogue of this technique as the first method to age

three-dimensional face models.

As we are using a 3DMM rather than a set of delineated points, we will be manipulating a

vectorised set of shape and colour parameters p. As these are derived from the shape and

colour components of a PCA model the parameters are linearly-independent and form a

basis in <n where n is the number of combined shape and colour components.

Average Prototypes

Prototype face models were created for each age-stratum by averaging the parameters over

all faces in the stratum.

f̂s =
m∑
i

pi (5.2)
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where f̂s are the parameters of the averaged face model of all the faces in the stratum s.

Here pi is the vector of parameters for the ith face model in the stratum. m is the number

of faces in the stratum.

A linear transform is created between two strata by creating a vector between the average

of each stratum and dividing it by the age difference. Thus, to generate a transform from

stratum j to stratum k we take,

t =
f̂k − f̂j
âk − âj

(5.3)

where âj and âk are the average ages of the individuals within strata j and k respectively.

An input finput in stratum j is aged towards the age group of stratum k by moving it in the

direction of the vector t, multiplying t by the desired number of years. See figure 5.2.

f ′ = fin + (at − as)t (5.4)

where f ′ is the set of model parameters at the target age, as and at are ages of the input

face and the target age respectively. Clearly this transform is most valid if the target age is

within the range of years of the target stratum k.

5.3 Individualized Linear Transform

It is well known that faces do not age in an identical manner [43], and therefore have

their own unique or almost unique ageing paths that depends on numerous factors such as

environment, lifestyle and individual genetic make-up. These ageing paths nevertheless

exhibit similarities, implying an underlying relationship that can be exploited in generating

ageing paths. One such relationship is between the appearance of the input face and the

ageing path for that individuals. Lanitis et al. [43] found a correlation coefficient of 0.55

between the Mahalanobis distance between two face models and the Euclidean distance

between the parameters of the ageing functions. This suggests that we might be able to use

the initial appearance to guide a more personalised ageing transform.

In order to construct an individualized linear ageing transform for an unseen individual, we

first identify the strata of the starting and ending age. For each individual in the dataset

a linear ageing path is defined as a vector from one sample face in the starting stratum to

another in the target stratum containing the end age. If no suitable pair of sample faces can
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Figure 5.1: Ageing using Prototypes. ŝ and t̂ are the averages of the start and end strata

respectively. The ageing trajectory is a vector from the point ŝ to the point t̂, a new face

model, represented by s, can be aged by moving it through the PCA space in the direction
−→
ŝt̂ to produce the target face, t.

be found the individual is excluded from the dataset. We denote s,e as the start and end

ages of the transform respectively, and pi and qi as the parameters of the face models of the

ith individual taken from the starting and end strata respectively. We define a single linear

ageing function such that the jth parameter of the face model of the individual i at time t

is,

f(t)j = t.ai,j + bi,j (5.5)

where a and b are sets of weights and ai,j and bi,j are the jth weights for the ith individual

in the training set. The vector a defines the gradient of the path in <n and the vector b

defines the parameters of the face at time t = 0. These are defined as,

a =
q− p

e− s
b = p− sa
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Figure 5.2: Ageing using an Individualized Linear Transform. Each face in the start age-

group is matched to a face of the same individual in the target age-group, and an ageing

vector calculated between them (green-lines). A new ageing vector for an unseen face (red)

as calculated as a sum of the ageing vectors for individuals in the training set weighted by

their similarity to the input face.

These functions can be parameterised using ai and bi to describe the ageing function fi for

the ith individual. A new ageing path for an unseen individual can be created using a linear

weighted sum of the parameters of the ageing functions for each individual in the training

set.

f ′ =
n∑
i

ρifi,
∑

i

ρi = 1 (5.6)

where ρi are a set of weights relating the unseen individual to the ageing path of the ith

individual in the dataset. The ρi’s sum to one, so that the function does not add a scaling

factor to the ageing path.
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As in [43] we use a form of regularised interpolation to combine ageing paths from a

number of individuals, based on the similarity of the input face model and the model in

the training set associated from the ageing path. The weighting ρ is defined using the

probability distribution of the PCA space of the face model. Given two face models with

parameters embedded in a Gaussian PCA space this function is,

p(pin,pi) = e
−

sPn
j

(pin,j−pi,j)2

2σ2
j (5.7)

where pin and pi are the parameters of the input and ith face model respectively. pin,j is

the jth parameter of the input face model. σ2
j is the variance of the PCA space in the jth

dimension. This function is closely related to the Mahalanobis distance.

To obtain the face model parameters pi for equation (5.7) we use the parameters generated

from the function (5.5) with t set to the age of the input individual. This is preferred to

using a face model matching the individual in the source age group, for two reasons. Firstly

there won’t necessarily be a face model for a given individual in the dataset at the age of the

input face model, in fact that will generally be the case. Secondly the individual’s perceived

age may be slightly different from their biological age.

5.4 Partial Least Squares Regression

The data-set of parameters contains a significant amount of information that is not relevant

to ageing. Any statistical analysis needs to separate those factors related to ageing from

those that are not related either explicitly or implicitly.

Partial Least Squares [90] also known as a Projection to Latent Structures is a statistical

technique similar to Principal Components Analysis that describes mean centred data as

weighted linear combination of basis vectors. Unlike PCA which finds directions of maxi-

mum variance in the input data, PLS attempts to describe a set of dependent variables from

a set of predictors. It works by extracting a set of latent vectors that decompose both the

dependent and independent matrices in such a manner as to explain as much of their co-

variance as possible. Using PLS we can produce a set of vectors that approximately spans

the space of face models in such a way as to explain much of the variance in the face model

set due to ageing.
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The PLS decomposition is performed as follows. If we take the parameters of the face mod-

els in the data-set fi and use them to build the matrix X = [f1, f2, . . . , fn]T such that each

row contains the parameters of an individual face model. We define Y = [age1, age2, . . . , agen]T

where agei the corresponding ages to the ith face. The rows of both X and Y are then mean

centred and scaled by the inverse standard deviation 1
σ

.

As described by Abdi in [2], we aim to decompose the independent variables, that is the

face models, as X = TP T with T T T = I . T is the score matrix and P is the loading

matrix. We estimate the dependent variables Y , that is the ages in our case, as Ŷ = TBCT .

The diagonal matrix B hold the regression weights, and C is the weight matrix of the

dependent variables. See Adbi [2] for further details on what these mean in practice. The

columns of T are the latent vectors, they form an exact decomposition of the face models,

X , but only an approximation to the ages, Y . The decomposition is found using an iterative

algorithm where a latent vector is found that maximizes the covariance between X and Y

and is then subtracted from both. The proportion of variance explained by this vector is

found by dividing the sum of squares of the residuals by the the sum of squares of the input

matrices X and Y . The algorithm is outlined in 5.1.

The decomposition created by PLS can be truncated in the same manner as PCA. We de-

note the dimensionally reduced loading matrix as P (l) where l is the number of reduced

dimensions. A new set of PCA face model parameters can be constructed from the PLS

face model as,

f(q) = f +
l∑
i

qiP
(l)
.,i (5.8)

where P
(l)
.,i is the ith column of the truncated l columned loading matrix and q the param-

eters of the PLS face. The new parameters f can be used to build a face model as before.

l is chosen in such a way as to minimize the number of dimensions while maximizing the

covariance explained.

Conceptually we wish to divide the face data into two sets, one describing the age related

components of the data-set, and one describing non age-related factors, e.g. identity. The

age related information is described using the PLS model with separate models for shape

and colour. The PLS modelling does not fully span the space of the face model and is

truncated to those components that best describe ageing. The residuals that result from

computing the PLS components are considered to contain the non age-related information

about the face. This way we can separate age and identity.
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Algorithm 5.1 PLS regression algorithm
Require: Matrix X is the matrix of Z-score model parameters.

Require: Matrix Y is the matrix of Z-score ages.

SSx,SSy are the corresponding total sum of squares.

i = 0;

repeat
fill u with random values

repeat
w ∝ XTu. Estimate X weights.

t ∝ Xw. Estimate X factor scores.

c ∝ F Tc. Estimate Y weights.

u = Fc. Estimate Y scores.

Here ∝ means normalize the result.

until ∆u < ε

b = tTu.

p = XT t.

X = X − tpT .
ptT

SSx
=variance of X explained.

Y = Y − btcT .
btcT

SSy
=variance of Y explained.

Fill the matrices with the resulting vectors.

P (:, i) = p

until b < ε
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Figure 5.3: The variance of both the dependent and independent variables using Projection

to Latent Structures. The percentage of age data variance (Dependent) explained is shown

by the solid line (top) and the percentage variance of the model parameters (independent)

is shown by the dashed line (bottom).

PLS was performed to find the decomposition that explains the covariance between the face

models and their ages. We found that the first 5 principal vectors, P(5), of the decompo-

sition explained 56.3% of the variance in the face ages and showed little improvement in

accuracy thereafter, as shown in figure 5.3.

We now have a model that explains 55.6 of the age variance and 52.8% of the parameter

variance in the data using 6 parameters. Taking more than 6 parameters would improve the

coverage of the model paramters but not the ageing paramters, this is counter productive as

we want only that data that pertains to ageing.

We separate the parameters into two components; the components most related to ageing

and a remainder. As the data used to train the PLS model has been converted to Z-scores

by centring the data on the mean and scaling by the standard deviation, we must convert
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the parameters of the input face f to Z-scores also. We denote the Z-score converted face

as f̄ . ḟ ≈ gP . Since the loading matrix P is not generally orthogonal in PLS regression g

is computed as,

g = (P T P )−1P f̄ (5.9)

The PCA face model parameters can be recovered from the PLS space as f̄ ′ = gP and

converted from Z-scores to the original PCA parameter space using f ′ = f̄ ′σ + f̂ .

In general the recovered f̄ ′ 6= f , so we compute the residual r as f̄ = gP + r. Ageing is

performed using the Individualized Linear ageing model 5.3 on the PLS model parameters

instead of the PCA model parameters. After the face is aged the residuals r are added back

in. The overall algorithm is outlined in 5.2.

(5.10)

Algorithm 5.2 PLS ageing algorithm
Train PLS model.

for Face model i in the training set do
Convert parameters of model i to Z-scores. f̄ = f−f̂

σ
.

Calculate parameters in PLS space using gi = (P T P )−1P f̄i, equation (5.9).

end for
Train Individualised Linear ageing model, equation ( 5.3) on PLS face models g.

Require: Input face model with parameters p

Convert parameters p to Z-scores. f̄ = f−f̂
σ

.

Convert p from PCA model space to PLS space. g = (P T P )−1P f̄ , equation (5.9).

Calculate residuals, r = f̄ − gP .

Age g using Individual Linear ageing model in PLS space.

Recover PCA parameters from PLS parameters. f̄ ′ = g′P .

Add residuals r to f̄ ′.

Convert from Z-scores to original model-space. f ′ = f̄ ′σ + f̂ .

5.5 Summary

In this chapter we have described how ageing functions can be created by training linear

paths through a three-dimension PCA based face space. Focusing on three methods for
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Figure 5.4: Examples of aged face images. Each row contains a different individual. The

columns show, from left to right, the original mid-child face model for each individual,

the mid-child face model aged to student age using the Prototyping method, the Individual

Linear method and the PLS method. The right-most column shows the original face model

for the individual at student age. The final row shows the same individual as the 3rd rotated

to a show a 3
4

profile.

visual facial ageing; ageing using average prototypes, ageing using individualised linear

ageing trajectories and a novel method of ageing using Projection to Latent Structures

(PLS). In the next chapter we will evaluate, in detail, the ability of these algorithms to age

a face model in terms of accuracy and resulting perceived age.



Chapter 6

Results

In the previous chapters we have described how to generate a synthetically aged image from

an input image. First a three-dimensional face model is extracted by fitting a Morphable

Model to the image, then the face is aged by altering the parameters of the face model using

a linear statistical ageing function. Finally the synthesised aged face image is produced by

rendering the Morpahble Model with the new parameters from the ageing method. In this

chapter we will evaluate, in detail, the effectiveness of the statistical ageing models outlined

in the previous chapter; Ageing using Prototypes, Individualised Linear Ageing, and PLS

based ageing. We will evaluated these methods, for both statistical similarity of an aged

face model to a known face model of the individual at the target age, and the ability of

human observers to perceive the face models as being aged. Finally as it is important for

most applications of a visual ageing synthesis system for the individual to be recognizable

after the ageing process.

Leave One Out Evaluation

Each ageing method was tested using a Leave One Out paradigm. All the faces associ-

ated with a particular individual were removed from the training-set and the ageing model

trained over the remaining face models. For each individual in the training-set the face

model in the mid-child age group is aged to the age of that individual’s face model in the

student age group. For each individual tested we have a face model at the target age which

has been removed from the training set. We compare the results of the ageing methods to

87
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this model to determine accuracy, and refer to it as the ground-truth model.

6.1 Quantitative Evaluation

Using the Mahalanobis distance as a similarity measure we can quantify the error between

the synthetically aged models and a known ground-truth for each individual as the Root

Mean Squared Error between the Mahalanobis distances between the shape and colour

parameters of the two models. The face models of the individuals in the mid-child and

late-child strata were aged to their matching student ages. The aged model and a model

of the individual at the target age are then compared using the distance measure to give an

error for the ageing model. This is repeated for all the individuals in the training set. The

Root Means Squared Error for all the individuals in the set is used to evaluate the model.

RMSE =

√∑
i

d(f(xs
i ),x

s
i )

2 (6.1)

where xs
i and xt

i are the parameters of a set of individuals at two different ages, the start age

and the target age respectively. f(xs
i ) are the parameters of the input face xt

i at the starting

age and d is the Mahalanobis distance function,

d(f(x), f(y)) =

√√√√ n∑
i=1

(xi − yi)2

σ2
i

, (6.2)

where σi is the standard deviation of the face-space along axis i.

This method is applied to the algorithms detailed above and the results can be found in

Table 6.1. The figure shows the Root Mean Squared Error (RMSE) for each of the meth-

ods detailed above; the Prototyping method (section 5.2), the Individual Linear method

(section 5.3) and the PLS method (section 5.4).

We can see from the root mean squared error (RMSE), that all the methods result in a

smaller error than with no-ageing (‘null’). Each method offers improvement over the one

before. The standard deviations of the errors of the methods are larger than the differences

in the RMSE between them, so a statistical test of significance is required to determine the

level of confidence that the differences are not the result of random chance. For this we

used a dependent t-test comparing the means of two of the tests to determine if the dif-

ference is statistically significant. The t-test assumes that the distribution of the errors is



89

Table 6.1: Standard deviation weighted RMSE between shape and colour parameters of

aged face model and a known ground-truth model for each individual in the data-set.

Ageing Method RMSE Standard Deviation Count

No ageing 10.64 2.06 70

Prototyping 8.86 1.84 70

Individual Linear 8.69 1.92 70

PLS 7.4 1.4 70

Gaussian, as the errors are an absolute distance from a point, a Gaussian distribution is not

appropriate. However the pair-wise differences between two distributions are more reason-

ably assumed to be Gaussian. We use a dependent t-test, comparing the distribution of the

differences between errors by the different ageing methods to a mean of zero. The t-tests

showed all the differences to be statistically significant. The dependent t-test between the

Prototyping method and the unaged images produced [p=1e-15,t=-7.4654,df=92], between

the Individual Linear and Prototyping method [p=1e-15,t=-6.1989,df=92], and between the

PLS method and the Individual [p=1e-15, t=-6.8198,df=92]. The probabilities (p) are the

probability that the mean difference between each of the paired errors is zero.

6.2 Perceptual Evaluation

The quantitative analysis performed above evaluated the performance of the algorithms

compared to a known ground truth using a quantitative distance measure, the Mahalanobis

distance. These measures are a linear measure of shape and colour difference and so may

miss cues associated with ageing that humans are able to perceive. It is also unable to ac-

count for errors introduced by the experiment such as those introduced by the face-fitting

method. Humans are also the end-user of an ageing system and so it is worth-while eval-

uating how effective it is from a perceptual standpoint. We tested the ageing methods

performance in two key metrics; ability to make the individual look the correct age and the

ability of the algorithm to retain the individual’s identity through the transform.

The experiments were run using a web interface, where visitors to the school’s ‘Face of the

Future’ web-site were asked to participate.
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Ageing Accuracy

In this test one image was shown to the user. The user was asked to estimate the age of the

individual displayed in years. The images consisted of renderings of the 3DMM of the mid-

child aged faces aged to student age as well as renderings of the 3DMMs of the mid-child

and student originals. Renderings of the same individuals aged using the 2D equivalents of

the techniques were shown also. The ordering of the images was randomized.

Evaluation of Human accuracy

Although human raters can use many more visual cues in determining age than in most

computer vision algorithms and therefore is frequently more accurate, it is still necessary

to evaluate how effectively humans can rate the age of the individuals in the data set when

only their facial features are shown, i.e. when they have no visible hair etc. For this we

showed a group of raters the original photographs from the training set and asked them to

estimate the age of each one.

6.2.1 Identity Retention

The specification of the ageing model requires that the algorithm not only makes the face

appear the appropriate age, but also retains the identity of the individual through the age-

ing process. We wish to know whether the aged image is still recognisable as the person

being aged. We devised an experiment to determine if the individual being aged can be

distinguished from another random individual. Human raters were presented with a Two

Alternative Forced Choice (2AFC) classification task [55]. Three images were shown to

the user in two rows. The top row contained an image of an individual aged from the mid-

child age to student age-group by one of the ageing methods. The bottom row contained

two photographs of student aged members of the data-set, cropped to show only the faces.

One of these matched the identity of the aged individual in the top row, the other, a dis-

tractor, did not. Users were asked to pick which of the two images in the bottom row most

closely resembled the image in the top row, with the following question, “Click on the im-

age in the bottom row that is most similar in appearance to the image in the top row.” The

face models in the aged images were rendered using a standard position, pose and lighting.
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Figure 6.1: An example stimulus shown to a user in the web based experiment. The top

image shows an aged face model. The bottom two images show clipped images of faces

from the training set. The user is ask to select which of the two bottom images most closely

resembles the rendered face image.

The students in the photographs were all in the face forward pose with standardised light-

ing and a neutral expression. The individual in the distractor image was also of the same

or similar age to the matching image. Thus individuals are not distinguishable by variation

in these areas. The users are presented with 35 tests for each ageing method, in a random

order, with the order of the stimuli on the bottom row also randomised. Figure 6.1 shows

an example of the stimulus shown to each rater.

In the following we denote the image containing the correct individual for the ith test as

Ii+ and the distractor image as Ii−. The user selects one of the two images, the selected

image is denoted Si+ and the other Si−.

As the users are presented with two alternatives, one containing the correct individual and

one containing the incorrect individual, the user will have a 0.5 probability of selecting the

correct individual by random chance. One would hope that in normal circumstances the

probability of choosing the correct image p(H), will be greater or equal to 0.5. Evidence

for a strong ability to discriminate between the correct and incorrect individual requires a

large value of p(H). Using Bayes’ Theorem we can calculate the post-test probabilities of a



92

true positive, i.e. correct identification of the individual and a false negative, i.e. incorrectly

identify the individual as not appearing in the image, as;

p(Hi) = p(Ii + |Si+) =
TPi

TPi + FPi

p(Fi) = p(Ii + |Si−) =
FPi

TPi + FPi

(6.3)

where the probability that the individual is present in the image, p(I+) and the probability

that the individual is not present p(I−) are both equal to 0.5.

The sensitivity index d’ is calculated for a 2AFC test as [55],

z(p(H))− z(p(F )) =
√

2d′ (6.4)

where z(.) is the the inverse normal cumulative distribution function. d’ measures the

distance between the means of the true positive and false positive distributions. A value

of 0 means that the probability of user selection of the correct individual is equal to the

probability of selecting that individual by random chance. Higher values of d’ indicate

increasing ability of the user to select the correct individual.

Pearson’s χ2 test can be used to determine the probability of the results being obtained

by chance. The choices can be modelled as a binomial distribution with mean np(Ii+)

and variance np(Ii−)p(Ii+). From the central limit theorem z = (TP − np(Ii+)) has an

approximately Normal distribution, which when squared has the distribution z2 ≈ χ2
(1).

χ2 =
TP − np(Ii+)

np(Ii+)p(Ii−)
(6.5)

From this distribution the confidence that the responses are not random chance can be

calculated. The null hypothesis being tested is that the responses are random chance and

has a mean of 0.5, this is rejected at the 90% confidence level if χ2 > 2.7055.

The proportion of correct responses and the d’ for each ageing method is shown in table

6.2.

The proportion of correct results is greater than chance on all the models. The task set for

raters is a hard one, with raters often failing to recognise the correct individual when shown

an image of the original face model (see section 4.6) The Individualised Linear ageing

transform offers a slight improvement on the Prototyping transform in matching the target

individual. This is agrees with earlier quantitative results showing that the Individualised
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Table 6.2: The Proportion of Correct responses d’ and χ2 for each ageing method in the

test for retention of identity through the ageing transform.

Ageing Method Proportion Correct d’ chi2

Prototyping 0.542 0.151 8.1002

Individual Linear 0.601 0.363 46.061

PLS 0.526 0.093 3.0675

Linear ageing method is more accurate than the Prototyping method. However users at-

tempting the task with faces aged using the PLS method were less able to correctly identify

the target individual. This contradicts the results of the quantitative analysis which showed

that PLS was more accurate than both the Prototyping and Individualised Linear methods.

The Individual Linear ageing method has a χ2 of 46.061 with a p-value of p = 1e − 20

causing us to reject the null hypothesis and conclude that there is a statistically significant

difference between the mean and random chance mean 0.5. The Prototyping method has

χ2 = 8.1 which has a p-value of p = 0.004 allowing us to reject the null hypothesis has

conclude that there is statistically significance difference between the mean the distribution

of random chance. The PLS method has χ2 = 3.0675 and p = 0.08 again allowing us to

reject the null hypothesis and conclude a statistically significant difference, but at the lower

confidence level than with the other two methods. The high levels of statistical significance

of the results is due to the large number of trails (n = 1122), d’ measures the statistical

sensitivity of users to the tests, a high d’ shows a high ability to distinguish between the

two individuals and a low d’ shows a lower ability to distinguish between them. Unlike the

χ2 the d’ statistical shows a relatively low ability to distinguish the correct individual.

6.2.2 Perceived Age

Quantitative measures may miss ageing cues that human raters would be able to detect. In

order to measure how well the ageing methods perform at simulating the visual effects of

ageing we performed a series of tests where humans were asked to estimate the age of a face

image. Each rater was shown a single image of a rendered face model at a time and asked

to estimate the age of the face shown (see Figure 6.2. The age was selected from a range

between 5 and 30 to the nearest year. The stimuli were a selection of mid-child faces aged

to student age by the three-methods; prototyping, individualized linear and PLS, together
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Figure 6.2: An example stimulus shown to a user in the web based experiment. The image

is of a rendered face model, the user is asked to select from the choices listed along the

bottom of the screen what age the individual shown appears to be.

with the rendered face models of the individuals at the source and target ages. Thus we

have five groups for each individual in the face model data-set.

A histogram of the total number of responses from human raters matching each age over all

the images presented to all raters showed that the distribution of responses approximated a

Normal distribution, but that users had tendency to over select values at the extreme end of

the range as can be seen in Figure 6.3. We removed ratings that selected the extreme value

29, as was the largest single response, it would have given the distribution with a mean of

16.269 a mode of 29.

Table 6.3 shows the mean perceived age in years for the face models aged by the different

methods as well as the mean ages of the rendered models of the original face models. The

mean ages of the original face models, labelled ‘Student’ and ‘Mid Child’ are the mean

responses of the human raters to the original face models, resulting from fitting the mor-

phable model to two dimensional images. Thus they are an indicator of the ability of the

face models and face fitting to capture ageing information. The mean biological age of

the Mid Child group was 6.54, the estimate given by human raters was 12.762, this is sub-

stantially higher than the biological age. However it is significantly lower than the average

perceived age of the Student age group. Human raters were able to distinguish between the

two groups so ageing information was retained by the process. The mean biological age

of the Student age group was 20.02, the mean perceived age was 16.728. There is also a
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tendency for the raters to underestimate the age of older subjects and overestimate the age

of young subjects, this tendency is visible in the histogram of all the age ratings as shown

in figure 6.3, with the raters tending towards the age of 15.

The mean perceived age of the face models produced by all three ageing methods was

higher than the perceived age of the Mid Child age group, showing that all three-methods

successfully aged the faces. Of the three, the most effective, with mean perceived age

closest to that of the original face models, was the PLS ageing method, followed by the

Prototyping method with the Individual Linear method last. This differs from the the quan-

titative results (section 6.1) in that the Individual Linear method performed less well than

the Prototyping method.
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Figure 6.3: Distribution of age responses from human raters for rendered face models. Note

large number of responses for extreme values.

The mean perceived ages only provides a guide to the error in as each age strata included

a range of ages. To give a more precise indication of the error we also calculated the mean

of the differences between the percieved and actual or target age. The mean of the age

differences between the perceived age of the rendered face model and the biological age
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Table 6.3: Mean (µ) and standard deviation (σ) of the human rated ages for faces ages by

each method

Ageing Method µ σ Count

Prototyping 16.289 5.9237 4596

Individual Linear 16.106 5.9848 4646

PLS 16.394 5.8209 4551

Student 16.728 5.2372 5855

Mid Child 12.762 6.0626 4678

of the original face or the target age of an aged face model can be found in Table 6.4.

There is a clear difference between the biological age of the face model and the perceived

age from the web experiment, with the perceived age of the Student age group being on

average 3.3737 years less than the biological age. The same applies to the Mid Child age

group with an average difference of 6.2135. As before this shows a tendency to under-rate

Student aged faces and over-rate Mid Child aged faces. This over and underestimation is

a reflection of the difficulty of the task presented to the raters. The face images have been

cropped removing some of the cues normally used to judge age in human faces, such as

hair-style. The face is also taken out of context, the user is unable to judge the size of the

person depicted and the relative size of the head to the body, thus removing more cues to

age.

The mean age difference in years between the aged face models using the three ageing

methods and the target age is also shown in table 6.4. As before the Individual Linear

method performs the least well with the largest mean difference between the perceived age

and the biological age. This is followed by the Prototyping method, with PLS offering the

least difference and the best performance.

As before the standard deviation is greater than the difference between the two methods

so we used a one tailed independent t-test to determine if the differences were significant.

The results of the t-test are shown in figure 6.5. The means of the aged face models

by the three methods are significantly lower than the mean of the original student face

models, as can be seen from the first row and column of the table, only the PLS method

shows a slight (0.05) possibility that means are greater than or equal, but we can still be

95% confident that the perceived age of the PLS aged model is consistanty less then the
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perceived age of the original model. The closeness of the mean perceived ages of the three

methods reduces the confidence that one method offers an improvement over the others.

In the case of the Individual Linear method we can be at least 94.5% confident that the

other two methods offer an improvement, 98% in the case of the comparison with the PLS

method. The confidence in improvement of the PLS method over the Prototyping method

is less at 77.5%. This is consistent with the findings of the mean age differences and shows

them to be statisticaly significant, although the confidence of the improvement of the PLS

method over the prototyping method is only 77.5%, thus there is a 22.5% probability that

the improvement result is chance.

Table 6.4: Mean (µ) and standard deviation (σ) of the error in years between the perceived

age and the true or target age in human rated ages for faces aged by each method.

Ageing Method µ σ Count

Prototyping -3.6614 6.1888 4596

Individual Linear -3.8674 6.1688 4646

PLS -3.5643 6.1098 4551

Student -3.3737 5.4273 5855

Mid Child 6.2135 6.0815 4678

Table 6.5: Probability of accepting null hypothesis of one-tailed independent t-tests be-

tween perceived age rating grouped by ageing method. The null hypothesis is that the

means of the perceived ages is identical. The alternative is that the mean of the method in

the rows is lower than the mean for the method in the columns.

Ageing Method Original Student Prototyping Individual Linear PLS

Original Student - 0.99427 1.0 0.95363

Prototyping 0.0057345 - 0.94544 0.22495

Individual Linear 0.0000 0.054561 - 0.017934

PLS 0.046367 0.77505 0.98207 -

6.3 Summary

In this chapter we have compared three statistical ageing methods. Two well known meth-

ods, one using average prototypes, one using Individualised Linear trajectories and a third
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using Projection to Latent Structure. These methods have been assessed using both quanti-

tative and perceptual evaluation. The results can be summarised as follows,

• All three methods successfully aged the input images as shown by both quantitative

and perceptual evaluation.

• Of the three methods assessed the PLS method produced the most accurate ageing

when compared to a face model of the same individual at the target age using quan-

titative evaluation.

• The PLS method also produced images with perceived age closest to the target age

measured using perceptual evaluation.

• All three methods retained some of the individuality of the input face as shown by

the two alternative forced-choice perception results.

• The Individualised Linear method proved most capable of retaining the identity of

the individual in the input face, being the most frequently recognised by the human

raters.

• The individuals aged using the PLS method were the least recognisable to the human

raters.

At first sight the results for the individualised ageing method seem somewhat anomalous,

in the quantitative evaluation it out performs the Prototyping method, but in the perceptual

evaluation it doesn’t. It is also the most successful at retaining identity through the ageing

process. It seem likely that these two observations are in some way correlated, i.e. that

more a face model is successfully aged by the ageing process the more the face model

loses some of its’ identity. This is likely to be the same for any face transform.



Chapter 7

Conclusions and Future Work

7.1 Summary

This thesis investigated the use of 3D Morphable Models fitted to face-images for the train-

ing and application of ageing to 2D images. The effectiveness of known top-down fitting

methods were investigated and evaluated in terms of their accuracy in capturing face shape

and colour. To my knowledge ours is the first attempt to compare an estimated face model

to a three-dimensional scan of the same individual. We found that in general the fitting

is more accurate if a number of training points are used to align and train the model. In

our case we used up to 105 hand delineated points to train each face model. In perceptual

analysis of the fitted face models we found that raters were able to correctly identify the

identity of the individual depicted by the face model from a two-dimensional image of the

subject. However raters were less able determine the correct identity of individuals if the

pose and lighting were normalised. Users were also significantly less able to recognise

students from their fitted face model. This could mean that raters were detecting features

other than identity, residual effects of lighting or the expressions of the subject that were

missing in the student face models. However the ability of raters to correctly identify and

individual from a relatively small number of shape and colour components suggests that

the method is effective at capturing details of the individual from the image. I also present

a novel method to perform visual facial ageing in using a Projection to Latent Structures

technique to separate those factors relating to ageing from those that do not. Its efficacy in

producing aged images of an individual has been demonstrated using perceptual evaluation.
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In these experiments it was found that the PLS method successfully produced images that

human raters perceived as being older than the starting image of the individual, and also

that this age increase was greater than that produced by the Prototyping and Linear ageing

techniques. The PLS method was also found to be more accurate in quantitative evaluation.

The Mahalanobis distance metric on Morphable Models also serves as a method of identi-

fying a subject [15] thus it can be reasonably concluded that the technique retains identity

information as well as capturing ageing effects. The extension to three-dimensions of Lani-

tis et al’s [43] individualised linear ageing method confirmed that their results applied in

three-dimensions as well as two, both in terms of the improvement over a linear training

method and in finding a correlation between the model parameters and the Mahalanobis

distance between individuals.

7.2 Future improvements

The results of the modelling of ageing is dependent on the accuracy of face fitting model,

using a more sophisticated face-fitting method, such as that developed by Romdhani [67]

would potentially reduce errors caused by the fitting techniques. However Romdhani’s

method is not applicable to image functions for which a Baysian prior is unavailable, in-

vestigating methods, such as edge alignment [40], for which such a prior is not easy cal-

culated offers an alternative that is more applicable to contour generating structures such

as shadows. An obvious improvement on this would be the creation of a data-set of three-

dimensional scans of the same individual at several time points, if such data-sets were

available the process of fitting to an image, which will always be inherently lossy, will not

be required. As three-dimensional scanners become cheaper and more common-place such

data-sets are more likely to be created.

The data-set used in this thesis was relatively small, containing only 35 different indi-

viduals. The statistical methods used to train the ageing models would be more accurate

with a larger data-set. The individuals depicted in the original photographs exhibited a

wide range of expressions, an investigation of methods for expression normalisation would

amortise the affect of expressions on the training set. The three-dimensional data-set used

to create the morphable model was also limited both in size and scope. A larger set of

three-dimensional models used to build the Morphable Model would result in a more accu-

rate description of the space of human faces, resulting in more accurate face-fitting and in
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turn more accurate data with-which to train the ageing model. A wide range of expressions

in the Morphable Model’s training set would result in a greater ability of the morphable

model to describe the varied expression in the faces it is fitted to.

This thesis concentrated on linear methods of training the ageing data. Investigation of

non-linear methods such as the set of statistical models based Kernel methods may provide

ways of modelling variations such as the ‘growth spurts’ children go through. Support

Vector Regression has been investigated by Scherbaum [72], however other methods such

as Kernel PLS may offer a better correlation between the face model parameters and the

subject’s age, due to its ability to ‘factor out’ those parts of the higher dimensional space

unrelated to ageing. Kernel PLS does suffer from an inability to reduce the number of

‘support vectors’ and as a result the matrix that maps an input to a higher dimension is the

square of the number of training subjects.

However not all future extension need be non-linear. The approach of Scandrett et al. [71]

in two-dimensions using exemplar faces of the individual at ages younger than the input age

to build an ‘historical’ ageing trajectory, could be combined with the face-fitting strategy

to create three-dimensional face models.

This thesis does not tackle the area of fine detail analysis of ageing, concentrating instead

on a holistic approach. Fine details, such as wrinkles significantly affect the perceived

age of the subject especially in later adult life. Most methods for fine detail analysis rely

on high-frequency analysis using wavelets [83] or Gaussian image pyramid [31]. The

holistic approach of this thesis can be considered a low-frequency approach. Clearly both

are needed to make the ageing model as accurate as possible. An approach that could

combine sources of age-related change from both high detail methods and low-frequency

methods would offer further improvements.

Finally the use of three-dimensional models allows extensions and applications not avail-

able to two-dimensional ageing techniques. The ability of a three-dimensional model to

easily and accurately describe rotation makes method such as this ideally suited to video

related applications. For example by updating the face fitting algorithm to track a moving

head, and applying the ageing algorithm to the fitted model each frame, an actor can be

made to look older or younger than they really are.
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7.2.1 Final remarks

Visual facial age simulation has applications in many areas, from assisting in locating miss-

ing persons, guiding reconstructive surgery, simulating ageing of actors in films or under-

standing the effects of skin care products. In this thesis, we have used a mixed two/three

dimensional approach in which a generative three-dimensional face model is first built

and then adapted to a set of two-dimensional face images in order to capture age related

changes. This combines the main advantage of a two-dimensional image set, wide avail-

ability, with the ability of a three-dimensional model to describe the shape of human head.

The main difficulty with this approach has been producing accurate three-dimensional face

models from unstandardised two-dimensional images. However improvements in the field

of face-fitting continue to be made and it is not unreasonable to expect that accurate and

efficient methods for extracting a three-dimensional face model from single images and

video sequences will be developed in the near future. Overall, this method seems to pro-

duce plausible images of an individual aged by a specified number of years and is readily

extensible to other statistical ageing methods.
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Appendix A

Appendix

A.1 Mathematical Notation

v Bold lower case letters denote vectors.

vi Denotes the ith element of the vector v

v = {v1,v2, . . . ,vn} Defines an n-length vector with each element filled with v1 to vn in order.

A Matrices are denoted by bold upper case letters.

An×m Denotes an m column and n row matrix.

AT Denotes the transpose of the matrix A

Ai,j Denotes the element in the jth column along the ith row.

A.,j Denotes the vector formed from the jth row.

Ai,. Denotes the column vector formed from the ith column.

[v1,v2, . . . ,vn] Defines a matrix with column vectors v1 to vn in order.

I Identity matrix. Dimensions determined from context.

< a,b > Inner product of the vectors a and b.

I Denotes an image.

I(x) r, g, b sample at position x = x, y in image I.

M(;p) Morphable Model built using parameters p.

M(x;p) sample at position x on image produced byM(;p).

W (x;p) Denotes a warp defined at the point x that warps x to another point parameterised by p.
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